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Preface

“A considerable amount of time has passed since steam engines, steamers,
and railway engines have appeared. God saw that people’s life is difficult
and boring. Then he decided to help them once more and gave them
signals as a present. The devil saw this and created noises, which he mixed
up with the signals. People could not use noises and asked scientists to
spare them these troubles. People created methods and technologies of
filtration and suppression of noises. However, signals were distorted and
many valuable and concealed mysteries were lost together with the noise.”

This book shows that characteristics of signals and noises at the output of
sensors change continuously for both technical and biological objects at
the origin of a defect. The known classical conditions are not satisfied. The
time for a decision about the problem increases.

For these reasons, in some cases the detection of defects in information
systems turns out to be overdue. Sometimes it results in catastrophic conse-
quences.

Taking into account these and other features of the initial stage of the
origin of the defect, several technologies are suggested. These technologies
allow one to perform the defect monitoring at the beginning of the defect’s
origin by extracting information from the noise. By duplicating and com-
bining the above technological advantages, a necessary degree of reliability
to the results is reached. These technologies are proved theoretically, and
the opportunity of their application for solving problems of noise monitor-
ing at the beginning of the defect’s origin in oil-gas extraction, in construc-
tion, in power engineering, in transport, in seismology, in aviation, in
medicine, etc., is shown on numerous examples. In addition, they allow one
to improve the results of mathematical modeling, recognition, identifica-
tion, control, etc., and they can find wide application in solving numerous
problems where processing and analysis of signals are required in various
fields of science and technology.

The monograph is intended for teachers, post-graduate students, and
university students of all professions except the humanities, and also for
experts of power engineering, computer science, automation, physics, biology,
geophysics, oil-gas extraction, transport, aviation, control, medicine, etc.
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At present, the number of failures in power stations, sea objects of oil-
gas extraction and communication, main oil-gas pipelines, petrochemical
complexes, large-capacity tankers, airlines, etc., remains unjustifiably high
because of mistakes in information systems in spite of the repeated
increase of reliability of the element base. This often occurs by the fault of
traditional information technologies, as they provide defect monitoring
after the defect takes its salient character.

Reasons for a defect’s origin in various objects such as living organisms
and equipment are the subject of research of corresponding science direc-
tions. However, considering these problems in view of obtaining information
and methods of analysis, monitoring, and diagnostics, one can notice that
the problems have much in common with one another [1-14]. In many
cases, the signals describing the current state and technical conditions are
obtained from the sensors installed on the corresponding objects. The
similar or nearly the same information technologies are used in different
areas for analyzing these signals as the information carriers [1, 4, 7, 11, 14].
These technologies are realized on the same modern computers. Taking all
this into account, the IT specialist does not consider the differences in
solving the problem of monitoring the state of these objects despite the
wide areas of specific features of each object [1, 4, 11].

However, the process of the origin and evolution of a defect before it
takes its salient character has unique features for each object depending on
its physical, biological, mechanical, chemical, and other properties [1,11,13].
These features also depend on the performed functions, the exploitation
modes, etc. Due to these special features, the time period from the origin
of the defect of a signal to the time it takes its salient character is unique
for each object. It takes a short time for some objects. Others take consider-
ably longer. However, despite all these differences, the information repre-
sented as the defect component of a signal has the common property to
change continuously for all objects at this period. It becomes stable only
after the defect takes its salient character. Thus, the reliability of results for
solving the problem of monitoring the early defect’s origin depends on
used information technologies of analyzing the signal received as the
output of the corresponding sensor of objects. As usual, these signals are
accompanied by noise. That makes it difficult and sometimes impossible to
solve the problem of monitoring the defect at its early origin.

In general, in solving all sorts of questions by signal processing, it is
possible to get more or less acceptable results by means of known infor-
mation technologies only in the case of satisfying classical conditions, i.e.,
analyzed signals are stationary, they follow the normal distribution law,
the correlation between the noise and the legitimate signal is equal to zero,
the noise is represented as “white noise,” etc. Even in this case, the obtained
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results do not always provide enough reliability because noise from real
signals differs from “white noise” and its variances and spectral compo-
nents change in time.

At the same time, in many cases the above-mentioned conditions are not
satisfied at all, and it is not always possible to get reliable results and form
adequate solutions for the situations that arise in corresponding informa-
tion systems [15-42]. For this reason, the number of failures of various
objects in oil-gas extraction, petroleum chemistry, power engineering, avi-
ation, etc., with catastrophic human, economic, and ecological consequences
does not decrease, in spite of the fact that the reliability of both the element
base and the equipment in information systems has increased lately. In this
connection, filtration methods are often used in traditional technologies for
eliminating the noise influence on the results of solved problems.

They provide good results when the filter spectrum and noise spectrum
coincide. Simultaneously, for many real processes and particularly in the
period of a defect’s origin, the noise spectrum and variance widely vary in
time. For these reasons, the “filter” spectrum range has to be widened to
eliminate the noise influence on the result of signal processing. And this
distorts the useful signal much more. In addition, quite often the noise
arises as a result of operation of controlled objects. Thus, the noise becomes
the data carrier, and this information is erased because of filtration. And in
these cases the important and in some cases the only valuable information
of the early defect origin is lost [42—54].

Thus, in traditional technologies, the specificity of noise influence of real
signals on the desired result is not sufficiently taken into account. These
technologies do not have the opportunity to extract information contained
in the noise of analyzed signals.

So problems of creating technologies of noise analysis and increasing
the reliability of solved problems by signal processing of results are of great
importance on the contemporary stage of “signal processing” development
[1, 58, 60, 61].

No doubt filtration and traditional information technology allow one to
solve numerous necessary problems. However, at the same time, it is neces-
sary and advisable to have alternative technologies possessing the property
of extracting the information contained in the noise of noisy signals.

The significance of this work is also connected with the possibility of
using the noise as a data carrier for creating technologies of detecting the
initial stage of changes to objects. It is now that their time has come. The
economy of computer resources was considered as an essential dignity of
information technologies in the past for many years. But now, because of
their enormous resources, one can create more effective technologies at the
expense of the complication of computational process [1].
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Unlike traditional technologies, where at the expense of signal noise
filtration, the volume of extracted information decreases, in the suggested
alternative technology due to analyzing noise as a data carrier, this dis-
advantage is eliminated. This significant difference opens a wide opportu-
nity for expanding the range of solved problems on the basis of analysis of
noisy signals.

I would like to express my thanks to Prof. Nozer Singpurwalla, Prof.
Otto Moeschlin, Prof. Jionghua (Judy) Jin, and Prof. Yong Chen for their
well-disposed and friendly attitude toward me and my works.

Professor Naila Musaeva provided useful help for creating robust
technology of correlation analysis. She created the database of signals and
interferences as well as the experiment automation system to control the
reliability and efficiency of developed methods, algorithms, and technolo-
gies. She performed a great number of computer experiments and analyzed
and estimated their results. Professor Ogtay Nusratov and Dr. Tahir Alizada
performed similar work for the positional-binary technology and the robust
spectral analysis, respectively. Without their highly skilled help, it would
have been difficult for me to complete this work.

I cannot help expressing my thanks to Natalia Golichenko, Andrey
Turovskii, and Rufat Mustafazada for their inestimable work connected
with correcting and translating my monograph into English.

The hard work of preparing the monograph in accordance with the require-
ments of Springer was performed by Dr. Tahir Alizada. I highly appreciate
the frank and responsible attitude of my aspirants Ulviyya Mammadova,
Dilara Mastaliyeva, and Ulkar Rzayeva, who performed a lot of work in
designing the monograph.
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1 Difficulties of Monitoring a Defect at Its Origin
and Its Dataware Features

1.1 Features of Defect Origin and Difficulties
of Its Monitoring

Reasons for the rise of defects on various objects such as living organisms
and equipment are the subject of much research of corresponding science
directions. However, considering these problems in view of obtaining
information and methods of analysis, monitoring, and diagnostics, one can
notice that the problems have much in common. In many cases, the signals
describing the current state are obtained from the sensors installed on the
corresponding objects. Similar or nearly the same information technologies
are used in different areas for analyzing these signals as the information
carriers. These technologies are realized on the same modern computers.
Taking this into account, the IT specialist does not consider the differences
in solving the problem of monitoring the state of these objects despite the
wide areas of specific features of each object.

However, the rise and evolution of a defect before it takes its salient
character have unique features for each object depending on its physical,
biological, mechanical, chemical, and other properties. These features also
depend on the performed functions, the exploitation modes, etc. Due to
these special features, the time period from the rise of the defect of a signal
to the time it takes to show the salient character is unique for each object.
It takes a short time for some objects, while others take considerably
longer. Despite these differences, the information represented as the defect
component of a signal will change continuously for all objects at this
period. It becomes stable only after the defect takes its salient character.
Because of this, solving the problem of monitoring the rise of the defect is
different from the problem of diagnosing the technical state of an object
[14].
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1 Difficulties of Monitoring a Defect at Its Origin and Its Dataware Features

Let us consider several examples:

1.

When the pin holes in an oil pipe appear, the weak whistle appears.
Later the whistle grows, the oil pipe buzzes, and then it snores and
gurgles. Thus, the characteristics of a signal obtained as the output of
the acoustic sensor continuously change.

. When the pin holes in the metal farms and bearings of a sea platform

or pier appear, the weak peep appears. Later the peep grows and turns
to a child’s cry and then turns into a metal creak and so on.

. In the initial stage of weakening the attachment of a spring of a

bracket of a plane engine, the high-frequency component appears in
the vibratory signals of the corresponding sensors. As the defect
evolves, the frequency gradually decreases; this process goes on until
the full segregation of the bracket’s attachment.

. When the deep and ultradeep boreholes under pressure are being

drilled, the strap on the drilling equipment often rises. At the begin-
ning of this process, the weak, high-frequency vibrations appear on
the outputs of sensors of the mechanical speed of drilling. In some
cases, when it takes its salient form, preventing the failure can be
difficult. Unfortunately, sometimes the ship master detects a smooth
speed disturbance of the oil-rig column when it rolls with significant
vibration. Starting from this moment, he launches a technological
operation to liquify the strap. This does not always end successfully.

. It is known from literature [55] that the crack in some parts of a tech-

nological object makes intensive acoustic radiation with a frequency
of 50 to 500 KHz when it appears and changes continuously during its
evolution. As examples of these cracks appearing “in vulnerable places”
(for example, near the rivets), it is possible to consider the cracks in
the bodies of vehicles including airliners or pin holes in equipment
(capacities), working under pressure (300—500 atm and more).

It is obvious from these examples that it is necessary to take into
account that the spectrums and other characteristics of the signals obtained
from sensors change continuously while technology to detect the influence
of the rise of defects of these signals develops.

1.2 Reasons, Types, and Stages of Defect Origin

Evolution in Technical Objects

The process of the defect origin during the exploitation of the equipment
can be classified depending on the character of the destructive effect
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(chemical, thermal, mechanical) and the destructive type. In general, the ele-
ments of equipment are affected by fatigue, corrosion, pollution, overheating,
overloading, burrages, wear, etc. Let us consider the most popular variants
of the defect origin in detail [55-57].

The defect origin of equipment as the crack caused by metal fatigue is
connected with the effects of cyclic loads. The limit fatigue is the
material’s property; evolution of the crack is determined by many factors
and conditions of exploitation [56, 57]. As usual, the process of a crack’s
evolution begins when the pin holes appear, “roughening” the surface,
bursting by the bounds of grains and around hard inclusions, and further
penetrating deep into the material. In some cases, the pin hole turns into a
macro crack and quickly spreads in metal [56, 57].

Early detection of the origin and evolution of a crack is of great
importance for many modern important objects (turbines, sea platforms,
planes, tankers, etc). For many objects, even after monitoring it is advis-
able to establish regular control under the detected cracks because it is
possible to forecast how long an element can be used until a crack necessi-
tates its replacement. The relative speed of a fatigue crack’s development
reasonably depends on the quality of material [12—-14].

The reasons for the defect’s origin vary, as the crack can be different
[12—14]. During static load, the defect appears as a crack when a single load
causing an effort greater than the limit fatigue of a material takes place. The
defects caused by stretching lead to the local; the surface of the crack is
formed by the division planes, rotated by the angle of 45° to the direction of
the load [56, 57]. The defects caused by pressure take place in two basic
forms, namely the timber pressure and the bend (crippling). The timber
pressure takes place at the short heavy parts, which are divided by the
ramps the same way as during the stretching. The difference is that there is
friction between the two halves of the crack during the division [56, 57].
The defect represented as the bend takes place at long parts and causes the
typical bending change of the form. The tensile and the compression
potentials of the material resist the bend moment. Thus, the material
destruction is similar to the formation of cracks during stretching by the
external side of the bend and by pressing by the internal side of the bend
[56, 57].

The bend is typical for metal plates and takes place in a way that the
directions of the crests or cavities of the bend wave coincide with the
diagonal of the moved plane. The two halves of the crack slide along each
other; the surface is affected by friction during the defect caused by dis-
placement (cut-off). Thus, either the crack smooths over or the burrages of
the surface appear. The direction of the burrage shows the direction of
applying the cut-off power.
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The two halves of the broken metal sample keep some remaining bend
during the defect caused by the torsion. The surface of the crack often
looks the same as during stretching and is rotated by the angle of the
torsion.

The defect represented as the impact tears to pieces the lower part of
the product during the deformation of the middle part by the formation of
the emptiness.

Wear is also one of the most common reasons of a defect’s origin. The
process of the origin of defects caused by wear consists of the wear faces,
moving relative to each other, is the one of the basic reasons for decreasing
the service life of the equipment. By analyzing the character of the change
of the wear speed, it is possible to determine three distinctly distinguishable
phases of the element wear during its exploitation [56, 57]. The burn-in of
the elements takes place during the first phase, i.e., the micro and macro
structures of the surfaces change. Wear at the second phase is named the
normal period. In many cases, the linear connection between the value
of the wear and the time can be assumed. The unit pressure and the
relative speed of the movement of the rubbing details are the basic
factors affecting the value of the wear at this phase. Abrasive wear is
directly proportional to the unit pressure on the wear faces and the ways
of sliding during abrasive wear. The third phase is the emergency wear,
which is the result of the quantitative changes in the surface structure of
the mating parts, and the process evolves with high speed.

Fatigue (pitting) wear usually takes place at the frictionless bearing
and is caused by blanket fatigue. When there is the relative interfacial
slip, fatigue wear can be the result of micro-roughness. Molecular wear is
characterized by the evolution of the local metallic combinations and
tearing away of the formed small parts from the wear faces. This type
of wear takes place at high pressures and, as a rule, evolves with high
speeds. Corrosive wear takes place in the presence of a hostile
(oxidizing) environment. The cyclic load destroys the oxide (protective)
layer and shows the latest sublayer of the metal, which is oxidized in the
presence of the oxygen; the new formed oxide layer is destroyed later;
and the process is repeated [56, 57].

Cavitation wear (cavitation damage) is the result of local hydraulic
hits of the liquid at the cavitation zone. If the element works in a hot gas
flow, the surface grows soft and is oxidized. At the same time, the
broken off small parts of the metal are taken away with the gas flow (the
gas erosion).

Scuffing is the reason for one of the most dangerous defects. During
the contact between the surfaces of the mating parts, the pressure can
tear the lubricant layer, exposing the wear faces and creating the conditions
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for the weld of the local parts. The scuffing is the surface damage leading to
the local welds of the wear faces. This process is caused by the sudden
increase of the coefficient of the friction between the wear faces.

Scuffing is typical especially for the toothings and the pistons in
internal-combustion engines. It is observed as a result of the irregularity of
the lubrication rate, the sudden heat, and the destruction of the blanket
accompanied by the intermolecular welding of the metal of two surfaces
[56, 57].

The origin of the defect represented as corrosion damage is the result of
the electrochemical and chemical processes taking place on the surface of
the metal, located in the corrosion-active environment [56, 57]. The nature
of the corrosion of the equipment is determined by the conditions of the
exploitation. Usually, stress corrosion, corrosion fatigue of metal, and cavi-
tation damage are distinguished.

Stress corrosion results from the metal bursting by the permanent stress
in the corrosion-active environment. In this case, the cracks appear by the
normal to the tensile potentials, have rough bounds, and can be intercry-
stalline or transcrystalline depending on the material.

Corrosion fatigue is typical for details, which are in a corrosion-active
environment and under the tensile cyclical loads. The cracks formed in this
case go deep into the material transversely to the tensile potentials, usually
have an intercrystalline character, and are filled by corrosion products.

The cavitation process of erosion usually takes place in the hydraulic
gears, such as the ship screws and rudders, the liners of the engines, the
friction bearings, the fuel-injection systems, the pumps, and the hydraulic
systems. Destruction of the material by cavitation effects is the result of
the simultaneous mechanical effect of the closing liquid vials and the
electrochemical corrosion.

In some cases, corrosion in the sulfate environment is the reason of the
defect’s origin. Most kinds of fuel contain an admixture of the sulfur, for-
ming sulfuric acid and the sulfate mist as the result of fuel combustion and
mixing with the condensed steam of water. For example, corrosion in the
sulfate environment of the staging of the marine gas turbines was descri-
bed in the work. The nature of corrosion of the equipment is determined by
the conditions of the exploitation. Usually, the stress corrosion, the corrosion
fatigue of metal and the cavitation damage are distinguished.

Carbon formation is also one of the widespread reasons of the origin of
various defects. The carburizing of the sprayers of the injectors, the loss of
the mobility of the piston rings, and other damage appear in diesel engines
due to carbon deposits. In the gas turbines, the carbon distorts the front and
the structure of the flame and is the reason of the hogging of the combustion
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chambers, the wear of the turbine blades as a result of the erosion, and the
corrosion, etc.

Breaking the technology during the assembly is also a reason of the
defect’s origin sometimes [56, 57].

Let us note that the defect’s origin is not always the evidence of the
critical state of objects. However, in any case, it is necessary to determine
the degree of the danger of the defects and the dynamics of their change in
time and to deeply understand possible results of their evolution during
critical conditions. For those purposes, it is expedient to divide this process
into three well-defined stages: (1) monitoring the defect’s origin; (2) identi-
fying the defect and its stage; (3) determining and controlling the dynamics
of the increase of the defect.

1.3 Sensors and Features of Dataware for Monitoring
a Defect at Its Origin

As usual, equipment stops working as the result of the origin of various
defects [14, 55-57]. In some cases, it can lead to catastrophic conse-
quences. To prevent it, the monitoring of defects preceding such accidents
is necessary. Solving the problem of monitoring the origin of the defect,
leading to the crippling and the breakdown of the capacity of work of the
construction, first of all requires the creation of the corresponding dataware
on the base of the analysis of the signals obtained from the output of the
corresponding sensors. At the same time, the possibility of controlling
the object is especially important when we consider obtaining necessary
information for monitoring the origin of various defects. From this point of
view, by means of the obtained statistical data related to the most dangerous
defects, it is necessary to determine the types of the sensors (vulnerable
places) and the places of their installation to detect the origin of the defect
at early stages [12—14]. Monitoring the defect’s origin means detecting the
defect at early stages when negative consequences do not become apparent
for reliability or the capacity for the equipment to work yet.

The reliability of monitoring depends on the quality and quantity of
measured data samples, which can be obtained while the object is being
exploited. At the same time, the following is necessary: (1) to perform the
consecutive and systematic measuring of certain characteristics of signals
obtained as the output of the corresponding sensors and (2) to find the
changes of these characteristics and compare them with the initial ones.

The less information that is obtained as the result of measuring and
processing of the signals and the less reliable technologies of their analysis
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that are used mean the less precise information it is possible to obtain. The
non-precise information can affect the reliability of the results of moni-
toring and can lead to errors causing inevitable failures and catastrophic
consequences.

In practice, an important function of a monitoring system is the increase
of the reliability and the resource of the equipment by means of detecting
the origin of the defect at the early stages and the optimization of the pro-
cesses of the maintenance works. The monitoring system of the complicated
objects must have an information base (dataware), hardware, and software.

The information base includes the methods of obtaining the measuring
information, its storage, and the systematization of the database.

The hardware is the totality of the devices for obtaining and processing
the information (sensors, processing properties, signaling devices, etc.).

The software includes the technologies of the analysis of the measur-
ing information, solving the problem of monitoring, recognizing, decision
making, etc.

The sensors allowing one to detect the origin of the most common
defects are of great importance for monitoring the origin of the defect. At
the same time, the parameters of various processes such as temperature,
pressure, vibration, acoustic and heat radiation, etc. contain sufficient
information for monitoring the origin of the corresponding defects. For
example, for many technical objects such information parameters are the
spectrum of the vibration of the elements of the construction, the spectrum
of the acoustic vibrations, the estimates of the statistical characteristics of
the signals, and other parameters characterizing the work of the system.
The values of parameters in a given moment as well as their changes are of
great importance.

The vibration signals are the most informative for technical objects.
Connected with vibration signals, the elements of an object are moved (are
affected by the vibration movements) during exploitation. Vibration move-
ments can be caused by a cyclic process in the work of an object (the rotation
of rotors, periodical loads, etc.) or by the oscillations of the elements of the
construction, etc. Commonly, each point of the construction is affected by
a movement represented as the geometrical sum of three components of
the displacements. At each moment of time, the vibration movements can
be represented as the sum of the elementary harmonic oscillations with
various frequencies and amplitudes. As usual in the problems of technical
diagnostics, frequencies up to 30,000 Hz (up to 10,000 Hz) and vibration
accelerations up to 1,000 m/s are used.

Induction and piezometric sensors are used as vibration sensors. Modern
vibration sensors have high strength and thermal resistance (through 500°C)
and are installed by means of a flange or screw in a threaded opening.
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Active systems can be divided into three groups [14]:

o the equipment of the periodical effect;
o the hydraulic equipment;
o the equipment of the impulse characteristics.

The internal-combustion engine, the pumps, the hydraulic valves, the
elements of the ball bearing, etc. are the typical systems for which vibrations
are normal.

The equipment of the periodical effect generates vibration repeating by
certain time intervals. The temporal realization of this vibration can be
successfully used for monitoring the defect’s origin.

Vibration signals of engines contain a great number of various noises.
They complicate the detection of the defect’s origin by means of the tradi-
tional technologies of the analysis of the signals. Also, in some cases they
are the carriers of certain information. So it is necessary to create the tech-
nologies that allow one to mark out the information component of not only
the signal but also of the noise.

The choice of the place and direction of axis of the setting of the
vibration sensors is very important. It is the main operation in the vibration
control of the equipment. For example, the bearings are the best place for
measuring the vibration of the equipment, because the basic dynamic loads
and efforts take place exactly in those places. Besides, the bearings are the
critical element for the engine. The vibration sensor must be installed on
the body of as many machine bearings as possible. If this is impossible,
measuring must be performed at the shortest distance to the bearing, with
the least possible impedance between the bearing and this point.

In many cases, vibration signals containing information about the condition
of the object are obtained as a random function, i.e., the values of the func-
tion cannot be predicted for the various moments of time. This is related to
the fact that the vibrations appear as a result of the superposition of the
great number of the various dynamic effects rising in the elements of the
machine (the characteristic and the forced oscillations, impacts, effects of
the work and the external environment, etc.). The noisy vibration signal
having a chaotic random nature contains enough information about the
technical condition of the object.

The acoustic signals are also carriers of information about the defect’s
origin. They have a huge information potential for detecting the process of
the defect’s origin both for technical and for biological objects.

In Refs. [55-57], it is often assumed that the acoustic signals are the noise
of the mechanical vibration, transmitted by air, involving the combination
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of the various frequencies with various levels of the pressure and are the
scalar values without direction.

At the technical objects, the acoustic signal is received from the output
of the vibration sensors. The acoustic signal is the result of the movement
and the vibrations of the parts of the machine and of the effect of the working
process on the surrounding air.

The acoustic vibrations are often the stochastic process, the amplitudes
and the frequencies of which have a random character. In the structure of
the spectrum, its amplitude-frequency characteristic has a large inform-
ational potential about the technical condition of the machine. It is known
that often the experienced mechanics can orally determine the character of
imperfection of the engine, the turbine, etc.

It is natural that measuring the acoustic vibrations, their spectrum, and
the correlation analysis allows one to determine the corresponding inform-
ative factors for monitoring. Microphones are used for measuring. These
microphones are based on the electric or piezoelectric effects of the fre-
quency range from 5-100 kHz (the frequency of audible sound is 20 kHz).
The detachment of the useful signal from the noises is the basic difficulty
in vibration-acoustic methods. In practice, the filters are often used for
detecting the factors containing the diagnostic information [14, 55-57].

In some machines, for example, in aviation engines, the stream of gases
exiting the jet, the acoustic radiation of the compressor blades, etc. are the
strong acoustic vibrations’ (noise) source.

In Ref. [55], it is shown that intensive acoustic radiation of the fre-
quency from 50-500 kHz is formed during the appearance of the crack.
The extraction of this high-frequency spectrum from the noisy acoustic
signal can be used for detecting the cracks at early stages [55].

It is natural that in addition to the above—mentioned signals, the signals
obtained from the output of the sensors of pressure, temperature, effort,
displacement, acceleration, etc. are also analyzed in monitoring the defect.
Two basic methods are used.

The first method is the study of the general structure of the noisy signal.
The changes of the statistical and other characteristics of the analyzed
signals are considered to be connected with the faults or other deviations
of the normal condition of the machine.

The second method is the study of the separate components of the analy-
zed signal. In many cases, both the useful signals and the noises obtained
from the output of the corresponding sensors contain the information about
the change of the object’s conditions. The defects can be detected by means
of their system analysis and comparisons at different durations. The corres-
ponding technologies are created for that purpose, and they are considered
in Ref. [14] in detail.
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So to monitoring the defect’s origin, it is first necessary to choose the
type and the installation position of the corresponding sensors providing
the possibility of controlling the object. Besides, it is necessary to create
and use the informative technologies allowing one to receive the corres-
ponding current informative indications for the analysis of the signals obtai-
ned from the sensors. At the same time, the corresponding current and
sample sets formed on their base will be the base of the dataware of the
problem of monitoring the defect’s origin.

1.4 Models of Signals Obtained as Output of Sensors
at the Initial Stage of a Defect’s Origin

As stated in Section 1.3, the dataware for solving the problem of moni-
toring the origin of the defects assumes the presence of the corresponding
measured information. For this purpose, the sensors DD are used. They trans-
form the non-electrical values of temperatures, pressures, mechanical dis-
placements, etc. into electrical signals. In general, the models of these signals
can be represented as follows when the object is in the normal state:

X(¢)=x(t)+b(t)+ c(t) +ele). (1.1)

Here the value x(t) is the useful signal corresponding to the measured
technological parameter. The function b(t is determined by the slow
change of work conditions or characteristics of the technological equipment,
raw material properties, and diurnal changes of the loads. The function
c(t) is formed as the result of various external factors (the pressure, the
temperature, the moisture, etc.). The function e(t) is the measured noise
appearing in the sensors, in the communication channels, in the measuring
devices, and in the transformers. Thus, when the object is in the normal
state, the technological parameter X (¢) consists of the useful signal x(t)
and the sum of noises b(t), c(t), elt), which do not have the practical
informational value.

The value b(t) changes slowly and so does not affect the result of the
analysis of the signals. The influences of c(t) on the measurement result
were minimized in the modern sensors by the screening, ensuring the
containment, and by the other engineering decisions. The influence on the
measurement result e(t) was also minimized due to the use of the modern
elemental base of the microelectronics.

In spite of all this, the bandpass filters are used on the output of the
sensors to remove the influence of c(t) and e(t) on the result of the analysis
of the signals in the many informational systems. Sometimes the digital



1.4 Models of Signals Obtained as Output of Sensors at the Initial Stage 11

technology of fast Fourier transformation is also used for this purpose. But
when using the filtration, the spectrum of the total noise

'(t)=blr)+c(t)+elt) (1.2)

must coincide with the band of the filter. If not, the filtration can lead to
the distortion of the spectral distribution of the useful signal. That is why
in practice the band of the filter is carefully selected on the base of a priori
information about the possible spectral distribution 3'(t) for each signal
and then is corrected by the experimental way. In this case, the operation
of the filtration justifies the hopes.

The other possible way to remove the influence of noise 8'(1) on the
result of the analysis of the signals is the robust technology of correlation
and spectral analysis [14]. According to this technology, the value of the
robustness is determined in the background of the analysis of the noisy
signals. Its value is used for correcting the results of processing from the
influence of the noise [14].

During the exploitation of the object, when the defect is caused by
fatigue, deterioration, corrosion, etc., the component g(t) is formed on the
output of the corresponding sensor. The spectrum of this component
continuously changes from the moment of origin of the defect until the
defect takes its salient form.

These noises S(t) are divided into mechanical, acoustical, electromagnetic
types, etc., depending on the source of the origin. They are also divided into
the continuous and impulse types, depending on the type of signals and
noises. Finally, they are divided into external and internal noises, depending
on the location where the defect appears.

Besides the spectrum, the power of E(t) also continuously changes
from the moment of the defect’s origin until it takes its salient character.
So the process of rising the defect affects the signal g(iAt) on the output
of the sensor as g(iAt). One of the possible variants of modeling the
signal g(t) on the output of the sensor can be represented as follows:

X(T, +iAt)+ (T, +iAe), D, <0,05D,;r, =0,0,, > @,
X(T, + T, +iAt)+ &(T, + T, +iAt), D, <0l1D;r, # 0,0, > ®,,
X(T, + T, + T, +iAt)+ (T, + T, + T, +iAt), D,=0,1D,;r, # 00, ~@,,
g(iAt) = X(T, + T, + T, + T, +iAt)

+&(T,+ T, + T, + T, +iAt), D, <0.2D,;r,, #0.50,, <®,,
X(T) + T, + T, + T, + T, +iAt)
+&(Ty+ T, + T, + T, + T, +iAt), D,>02D,;r, 050, ~,,

(1.3)
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where X(t) = x(t)+ 5'(t); 8'(1,‘) = a(t)+ b(t)+ C(l‘); T, is the period of
time before the origin of the defect; 7;, 7,, T} are the periods of time of
the first, second, and third stages of the defect evolution, respectively; 7,
is the period of time when the defect takes its salient form; @, and @,,
are the low-frequency and high-frequency harmonics g(iAt) before the
origin of the defect, respectively; D, and D, are the variances g(t) and

g(t), respectively; .. is the correlation coefficient between x(t) and

8(t); w,. and o,  are the low-frequency and high-frequency harmonics
of g(iAt), respectively; x(t) is the legitimate signal; X (t) is the sum of
the legitimate signal and noises caused by external factors 5'(t); g(iAt) is
the signal obtained from the output of the sensor g(t) =X (t)+ g(t); and

g(iAt) is the noise caused by the defect.

So it is obvious that g(t) describes the influence of the defect’s origin
on g(t) and is the carrier of the information about the origin and the evolu-
tion of the corresponding process. Besides the extraction of the infor-
mation from the useful signal x(t), the extraction of the information from
the noise 8(iAt) is also needed for successfully solving the problem of
monitoring the defect’s origin. Thus, it is advisable to reduce solving the
problem of monitoring to the separate analysis of the signal X (t) and the
noise 8(1). These problems are considered in detail in Chapters 2—-5.

1.5 Difficulties of Monitoring a Defect at Its Origin
by Traditional Technologies

Many accidents with disastrous effects of such technical objects as thermo-
electric power stations, nuclear power plants, large-capacity petrochemical
complexes, deep-water stationary sea platforms and hydraulic structures,
airplane crashes, faults of forecasting the earthquakes at the seismic stations,
and the difficulties of disease diagnosis at the initial stages, etc. were supposed
to be connected with the unreliability of the elemental base and the inaccu-
racy of the measurement equipment in the past. But now, despite the fact
that both the reliability and the accuracy of the hardware have increased,
the decrease of the probability of such accidents has not been significant.
The performed analysis shows that in many cases the dominant reason for
inadequate decisions connected with information systems is the errors of
the results of processing the measured information and the absence of the
opportunity to provide robustness of the unknown estimates [14]. Making
adequate decisions for such situations by the corresponding systems of
control and management is impossible without providing the appropriate
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accuracies of the estimates of the variance, correlation, and spectral and the
other characteristics of the signals, obtained as the output of the corres-
ponding sensors.

At the same time, receiving more or less appropriate estimates by using
traditional technologies is possible only if the analyzed signals are station-
nary and are under the normal distribution law, the correlation between the
noise and the useful signal is zero, and the noise is white noise. But even in
this case, the errors of the found estimates depend on the change of the
variance of the noise, on the change of the correlation between the noise
and the useful signal, or on the change of their distribution laws. Thus,
even when all the above-mentioned conditions take place, the adequacy of
the description of analyzed processes by means of traditional technologies
is often unsatisfactory, and erroneous results are obtained in solving many
of the most important problems. This is connected with the fact that the
specificity of forming real signals was not taken into account when the
corresponding algorithms were researched. However, the above-mentioned
conditions do not take place at all in most cases. The performed research
has shown that the signals obtained as the output of many modern sensors
contain a huge informational potential. They are quite sufficient for
forecasting the accidents at the thermoelectric power stations, the nuclear
power plants, during boring; for the pre-flight monitoring of the technical
conditions of airplanes; for forecasting the earthquakes and others various
spontaneous disasters; for the diagnostics of the disease at initial stages;
for increasing the effectiveness of the geophysical exploration, etc. In this
vein, for the full use of the colossal informational potential of signals
obtained as the output of modern sensors, the long-time necessity appears
to reconsider the traditional algorithms and create new technologies that
allow one to provide the adequacy of the obtained results of solving the
current problems of the information systems whether or not the classical
conditions take place. For that purpose, technologies extracting as much
information from the signals as possible are required. One the possible
solution to this problem is to create technologies that extract information
from the noises of the noisy signals. The creation of such technology
would promote the further development of the theory of the correlation
analysis, the theory of the spectral analysis, the theory of the pattern
recognition, the theory of the random process, etc. At the same time, the
opportunity to expand the scopes of the solution of the most important
problems of physics, biology, power engineering, geology, oil chemistry,
aviation, etc. will appear by using the measured information obtained as
the output of the corresponding sensors.



14 1 Difficulties of Monitoring a Defect at Its Origin and Its Dataware Features

1.6 Factors Influencing the Adequacy of Monitoring
a Defect’s Origin by Methods of Correlation Analysis

Let us consider the factors complicating the solution of monitoring by
the methods of correlation analysis when the measuring information
g; (t) = X, (t)+ & (t), 77(1) =Y (t)+ (o(t), represented as the mixture of the
useful signals X, t) Y (t) and the noises &, (t) (/)(t), relating to the
normal dlStI‘lbuthIl law with the averages of distribution: m, = 0,
m, ~ 0, is used for calculating the estimates of the correlation functlons
It is known that the formula determining the estimates of the auto-
and across-correlation functions R, (Z') and Ré . (Z‘) between the signals

gi() and g ]() and between gl.() and 77() correspondingly can be
represented as follows:

T

Rg,g,- (Z') =%J-gi (t)g'i (Z+Z’)dt

:Rx,-x, (T)+Ax,-x, (T)’ (14)

:ny(T)TAxy(T)’,v (1-5)

where A ( ) and A ( ) are the errors of the estimates of the auto- and
Cross- correlatlon functlons R, (T) and R, ( ) respectively.

Taking into account that the followmg equahtles take place for the real
signals obtained as the outputs of the sensors:

T
lj.é‘i(t)éj(t+r)dtz0,

N
- ?J-el.(t)(p(t+f)dtz0, (1.6)
0 0
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we have the following expressions for the errors of cross-correlation func-

tions R, (z‘), Rgm(r):

:_Ix[ p(t+7)+4,(0)Y (t+7)]dt. .7

The value of the error A ( ) of the estimates of the auto-correlation
functions R (2') is determmed by the following expression:

Axlxi(T)z%j[f(i(t)éi(t+r)+éi(t)Xi(t—i—'r)—i—él.(t)éi(t—i-r)]dl- (1.8)

However, if we take into account that the noise &, (t) is white noise and
that the values ¢, (t) and ¢, (t+T) do not correlate with each other for
7#0,1e.:

T
j (t+7)dt=0 for 7 #0, (1.9)

O

then Eq. (1.8) is correct only for 7 =0. For all other values 7 # 0, the
following equality takes place:

:_J'[ (t+7)+& ()X, (t+7)]de. (1.10)

For 7 =0, the expression for the error A ( ) can be described as
follows:

20 . 1% .,
r)zFIXi(t)gi FI (1.11)
0 0

Taking into account that the average value of the squares of the values
of error is equal to the variance D, of the error &, (l ,l.e

l_[g'f(t)dt =D, (1.12)
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where

It is obvious from this expression that the estimate R, - (0) differs from
its own true values R, (0) by the value of the errors A (O), and the

estimates R, (0) besides the values of the errors A (0) also differ
from their true values R, (O) by the values of the variance D, of the
errors &, ( ) Also, the estlmates R, (0) differ from their own tme values
iny(O) by the error Axt_},(O) only So it is obvious from expressions
(1.4)—(1.13) that even under the above-mentioned classic conditions of
the work of an object, the reason of the inadequacy of decisions is the
presence of the errors A (0), A (0) in each estimate as well as the
presence of the variance D of the noise & ( ) in the estimates for 7 = 0.

Therefore, obtaining the assured results corresponding to these
situations means it is impossible to solve the problem of monitoring the
rise of the defect when the model of a signal is represented in the form of
expression (1.3). If we take into consideration that the classic conditions
do not take place when solving the problem of monitoring the technical
state, for a great number of important objects, even for normal exploitation
modes, the reasons for the inadequate results of traditional technologies of
correlation analysis become obvious.

It is obvious from the above-mentioned that it is necessary to create
more perfect digital technologies of correlation analysis for providing the
reliability of the results of monitoring the defect at the moment of its rise.

1.7 Factors Affecting the Adequacy of Monitoring
a Defect’s Origin by Methods of Spectral Analysis

During spectral analysis, when the measured information consists of the
useful signal and the noise, the error of the unknown estimates depends on
the difference between the sum of the errors of the positive and the
negative products of the samples of the total signal multiplied by the
samples of the cosinusoids and the sinusoids, respectively.

If the analyzed signal X (t) does not contain the noise g(l‘), it can be
represented as the sum of the harmonic functions: the sinusoids and the
cosinusoids; the sum of their ordinates is the value of the initial function
for every moment of time #:
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X(t)=%+2(a,, cosnwt+b, sinnwt), (1.14)
i=1

where a, / 2is the average value of the function X (t) for the period T,
and a, and b, are the amplitudes of the sinusoids and the cosinusoids
with the frequency no.

To provide the required precision of the description of the signal X (t)
as the sum of the sinusoids and cosinusoids, it is necessary that the
following inequality take place:

Y a<s, (1.15)
i=1

where A’ are the squares of the differences between the sum of the right
side of Eq. (1.14) and the samples of the signal X (t) at the sampling
moments f, ,..., ;,..., £, by the step Az; § is the permissible value of
the mean-square deflection.

In formula (1.14) in the representation of the function X (t), the
trigonometric Fourier series @ is assumed to be equal to 27/7, and the
coefficients a, and b, are determined in the following way:

T
a, :%J.X(Z)cosna)tdt for n=1,2,...; (1.16)
0

T
b, :%IX(t)sinna)tdt forn=12,.. . (1.17)
0

Here the first harmonic has the frequency and the same period as the
period T of the function X (). The coefficients a, and b, @, and b,,
and a, and b, are the amplitudes of the sinusoids and the cosinusoids
obtained for n =1, n=2, n=3, etc.

Theoretically, condition (1.15) takes places for the given value S for
the signals X (t) of the bounded spectrum if they do not contain the noise
£(t). But in practice, as mentioned earlier, the useful signal X (t) is often
accompanied by the certain noises £(¢), i.e., it is the sum g(¢) = X (¢) + £(¢).
So condition (1.15) does not always take place. Nevertheless for the cases
when the value of the noise changes in the acceptable bounds and is under
the normal distribution law, many important problems are successfully
solved by using algorithms (1.16) and (1.17). In practice, the principle of
the superposition of the signals is often used during the analysis of the
work of the linear elements and systems. This principle can be described in
the following way. If we represent the input signal as the sum of the series
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of other signals, the output signal is determined as the sum of the output
signals, which can be received if each input signals acts separately. This is
the primary way for determining the response of the linear system or the
linear part of the nonlinear system for the input signal of the arbitrary
shape by means of harmonic analysis. That is why it is especially expedient
to use methods and algorithms of the spectral analysis [14] while moni-
toring the rise of the defect. But in the cases when the corresponding
classical conditions do not take place and the value of the noise is signi-
ficant, this way is not able to provide inequality (1.15). So solving the
problem of monitoring the rise of the defect by spectral methods has
difficulties. Let us consider this problem in more detail. When the
analyzed signal g(t) consists of the useful random signal X (t) and the
noise &l¢), i.e.,

g(t) =X () +&() (1.18)

formula (1.16) can be represented as follows:

a,= %1[X(t)+ g(t)|cosnar dt

:%]C {[X(t)cosna)tdt]+ [g(t)cosna)tdt]} (1.19)

It is obvious that the condition (1.15) may take place for the cases when

N* fij.l
1

N~ li2
g(t)cosnmtdt = Z Ig(t)cos notdt, (1.20)

i=1 i=1 tin

where N*, t,, t,,, is the quantity, the beginning, and the end of the
positive half-periods cosnat , respectively, for the observation period T';
N, t., t,, is the quantity, the beginning, and the end of the negative
half-periods cosnat , respectively, for the observation period 7.

For all other cases when this equality does not take place, we get the
difference

* g

Aoy =iIg(t)cosna)tdt—iTg(t)cosna)tdt, (1.21)

=y, =g,

leading to the error of the estimate of the coefficient a,. The same also
takes place for the determination of the estimate b,. It is obvious from
expression (1.21) that if the variance 8(1) increases, the difference /,,
also increases. The difference of the distribution law of the analyzed signal
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from the normal one, and the correlation between the useful signal X (t)
and the noise g(t), also leads to increasing the difference A,,. In this
connection, for some cases the errors of the estimates 4,, A, may be
commensurable to the unknown coefficients a,, b,.

Therefore, obtaining reliable results when solving the problem of
monitoring the real objects when the above-mentioned classical conditions
do not take place is not always guaranteed, even for significant defects.

The analysis of the model (1.3) makes it clear that it is necessary to
create the technologies of the spectral analysis of the noisy signal obtained
as the output of the sensor for periods 7;, T,, T; to solve this problem
successfully. At the same time, the possibility arises to provide monitoring
of the defect at its rise.

For this purpose, it is necessary first to develop the algorithms and the
technologies providing the inequalities S, >> 4, , S, >> 4,, and holding
the condition (1.15) by means of the removal of the reasons of the
appearance of the errors 4, 4, . Also, they must satisfy the robustness

conditions, i.e., they must remove the dependence between the values A4,
4, and the values of the variance of the noise g(t), must be independent
on the change of the form of the distribution law of the analyzed signal,
independent of the correlation coefficient between the useful signal X (t

and the noise 6‘(1‘), etc. Furthermore, it is necessary to provide a separate
spectral analysis of the useful signal and the noise. The solution of these

problems is considered in Chapter 4.

1.8 Influence of Signal Filtration on the Results
of Monitoring a Defect’s Origin

It is known that one of the most common methods for removing the
influence of the noise on the result of the analysis of the noisy signals is its
filtration. When performing the operation of the filtration of the noise for
the noisy continuous signals obtained as the outputs of the sensors, it is
necessary to determine the distribution of its average power by the frequen-
cies, its spectral density of the power, the width of the spectrum, the posi-
tions and the values of the maximums of the spectral density of the power,
the boundary frequencies, and other characteristics. The determination of
the approximate estimates of the spectral densities of the power of the
noise of the measured signals is also expedient after obtaining the above-
mentioned characteristics. The determination of such characteristics of the
signals during spectral analysis in most cases is based on the Fourier
transformation of the signal. The method of determining the spectral
density of the power by the measured correlation function in correspon-
dence with the Wiener—Khinchin theorem is often used for noisy random
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signals. The spectral density of the power G, (/) gives the opportunity to
make assumptions about the frequency properties of both the useful signal
X (t) and the noise g(t), because it defines their intensity for the various
frequencies, i.e., the average power accounts for a unit of the frequency
band. For this purpose, the sign functions are also used, and one method is
based on the hardware application of the orthogonal functions.

The hardware determination of the spectrum of the noise is based on
using the best-known method of the filtration by detecting the narrow parts
of the spectrum of the analyzed signal by means of the equipment with the
selective gain-frequency characteristic. It is assumed that if the spectrum of
the noise is limited by the frequencies f, = f —Af /2 and f, = f + Af/2,
the average power at the band Af of the neighborhood of the frequency
f is determined by the following expression:

SHAf12

P(f.8)=2 [G.(f)df- (1.22)

f-Af 12

If the frequency band Af is finite but is so narrow that the spectral
density of the power G, (f) can be represented as constant for this band,
it can be determined by the approximate expression

P,(£4f)
A

In correspondence with this formula, the filtration of the noise is reduced
to the determination of its spectral density of the power by measuring its
average power at the known narrow band Af. In other words, it is
necessary to “cut out” the narrow band of the spectrum of the total signal
by the linear bandpass filter with the pass band Af* to measure the spectral
density of the power 8(1). For this purpose, the analyzers with the bandpass
filters are used. At the same time, it is necessary to determine the spectrum
of the noise, and the operation of the filtration of the noise S(iAt) from the
total signal g(iAt) can be represented as follows:

G,(f)= (1.23)

X(t)= glt)-&lt)= % + i [(ang cosnawt —b, sinna)t)

n=1

k+m
- Z (anﬁ cosn.wi—b, sin nga)t)]. (1.24)

n=k

It is clear that such an ideal division of the noise into the harmonics for
the range from n =k to k+v is impossible in practice. It is obvious that
in practice there are at least the low-powered spectra of the useful signal
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g(t) for this range. Certain low-powered spectra of the noise g(t) take
place from this range. Thus, the filtration by using the bandpass filters
gives good results at those uncommon ideal cases when the spectrum of
the noise belongs to the specified interval. In all other cases, certain
spectra, both of the noise and of the useful signal, are distorted by the
filtration. At the same time, as usual, the value of the noise caused by the
defect is not significant at the rise of the defect. Therefore, when solving
the problem of monitoring the defect, using the operation of the filtration
of the noise of the signals obtained from the sensors according to model
(1.3) gives the opportunity to obtain reliable results only for the period 7,
when the defect takes its salient form. So it is necessary to create digital
technologies that allow one to remove the influence of the noise on the
result of the processing and to analyze the noises and the useful signals
separately for the periods 7}, 7,, T, for detecting the rise and evolution of
the defect for the periods 7}, 7,, T;. These problems are considered in
Chapter 3.

1.9 Influences of Traditional Methods of Choosing
the Sampling Step on the Adequacy of Monitoring
a Defect’s Origin

According to the traditional methods, the sampling step A¢ of the signals
on the outputs of the sensors is determined on the base of its cut-off
frequency f, as follows:

1
Ar< o (1.25)

c

At the same time, A¢ is determined for the useful signal X (t) The infor-
mation of the high-frequency, low-powered spectra 8(iAt) of the total
signal is almost lost as the result of such sampling. This leads to the loss of
the information about the origin of the defect. It is necessary to take into
account the information contained in g(iAt) to detect the origin of the
defect. For that purpose, it is necessary to determine the values of the
samples of the total signal on the basis of the frequency of the spectrum of
the noise g(iAt) , by the formula

At <

2J e
where f, and f,, are the cut-off frequencies of X(iAf) and &(iAt),

respectively.

b
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Let us consider the possibility of sampling the signals by this frequency
in detail. It is known that the processing speed of the modern analog-
digital transformers (ADT) and information systems gives the opportunity

to transform the analyzed signals g (iAt) by superfluous frequency f, :

> (1.26)

where f, is the sampling step determined according to the sampling
theorem.

It is clear that for such superfluous sampling the following equality
takes place:

Plg(int) =~ g((i +1)At)] ~ 1, (1.27)

where P is the sign of probability.

According to Egs. (1.26) and (1.27), many samples g(iAt) following
one by one, are repeated. Thus, the frequency of the change of state f, of
the low order of the analog- dlgltal transformer f, is sufficiently less “than
the superfluous frequency of sampling, i.e.,

Ju>>Jo- (1.28)

It is intuitively understood that in this case the frequency of the change
of the low order mainly depends on the high-frequency spectrum g(iAt)
of the signal g(iAt), and the value f|, essentially is the frequency of the
sampling noise g(iAt). This problem is considered in more detail in
Chapter 2.

Thus, it is obvious that in solving the problem of monitoring the origin
of the defect, it is advisable to determine the samples of the total signal
gliAt) on the basis of the frequency of the high-frequency spectrum
&liAt) containing the information about the origin of the defect. Only in
that case does the opportunity to detect g(iAt) in the signal g(iAt) for
periods 7;, T,, T, appear. It is obvious that technologies of analyzing the
signals g(iAf) must be adaptive in these time intervals because the
frequency characteristics 8(iAt) change continuously during the evolution
of the defect by times 7,, 7,, 7,. The importance of providing the
adaptability of sampling g(iAt) is connected with the fact that part of the
extracted information contained in 8(1'At) is lost for both the insufficient
and the superfluous frequency of sampling g(iAt). The technology of
providing the adaptability of the sampling step g(iAt) is considered in
detail in Chapter 2.



2 Position-Binary Technology of Monitoring
Defect at Its Origin

2.1 Specific Properties of Periodic Effect Objects

It’s known that in most cases the spectral methods are used for the experi-
mental analysis of the cyclical (periodic) processes [12, 41]. For example,
the objects of the back-and-forth motion equipment, the objects of the
rotating equipment, those of the biological processes, etc. are cyclical. As a
rule, the signals obtained from many cyclical objects have the complicated
spasmodic leaping form and are accompanied by significant noise. At present,
spectral methods and algorithms are commonly used in the experimental
research of such signals [12, 37, 61]. But they are not effective enough for
these objects in some cases [37]. Thus, in many cases it is necessary to use
the large number of harmonic components of the corresponding amplitudes
and frequencies for the appropriate description of spasmodic and leaping
signals. That essentially complicates the analysis and use of the obtained
results for solving the corresponding problems [37, 41]. That is why, in
solving the problem of monitoring the defect origin, there is a need for
methods and algorithms allowing one to (1) increase the reliability of the
obtained results in comparison with the spectral method and (2) decrease
the quantity of the spectrum components of the considered class of the
objects [37, 41].

Let us consider the difficulties of using the spectral method for the
analysis of the signals obtained from the considered objects in more detail.

It is known that when using the algorithms of this method for description
of the periodic signals X (t)of the bounded spectrum, the periodic signals
X (t) are represented as the sum of the harmonic components by means of
the following expression:

X(t)za?O+Z(an cosnmt +b, sinnwt). 2.1

n=1
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In Eq. (2.1), a,, b, are the amplitudes of the sinusoids and the cosinu-
soids with the frequency n@, which are assumed to be the informative
indicators in solving the problem of monitoring the origin of the defect.
It is known that for providing the accuracy of the signal restoration X' (t),
the following inequality is required:

> <S8, (2.2)
i=1

where A7 are the squares of deviations between the sum of the right-hand
side of Eq. (2.1) and samples of signal X (t) at the moments of sampling
ty, t,, ..., t,, ..., t, with the sampling step Af; S is the permissible
value of the mean-root-square deviation.

The spasmodic leaping signals providing Eq. (2.2) lead to increasing the
number of harmonic components, and that correspondingly complicates pro-
cessing the experimental data. In addition, when the measured information
consists of the sum of the useful signal X (t) and the noise g(t), condition
(2.2) takes place depending to a certain extent on the value of the noise
S(t). In the existing methods, the influence of the noise is neglected in Eq.
(2.1), and the error caused by the noise 8(t) is assumed to be equal to
zero. But for the many cyclical processes, the influence of the noise on the
accuracy of the restoration of the initial signal X (t) can be considerable
and must be taken into account.

If we take into consideration that in the defect origin the spectrum of the
signal continuously changes, the difficulties of using the technology of the
spectral analysis in solving the problem of monitoring the defect origin
will be clear. That it is why it is necessary to create the new spectral tech-
nologies, taking into account the specificity of the signals obtained from
the periodic objects. One of the possible variants of these technologies is
offered in the next section.

2.2 Position-Binary Technology of Analyzing Noisy
Signals Obtained as Outputs of Sensors
of Technical Objects

As stated earlier, at present the algorithms of the spectral and correlation
analyses are mainly used for the analysis of the periodic processes [12].
But their application in solving the problems of monitoring the defect
origin does not provide a reliable result at the origin of a defect. In this
connection, the principles and algorithms allowing one to detect the defect
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at its origin are of both theoretical and practical interest. The availability of
using the position-binary technology for this purpose is offered ahead. In
that case, noisy signals are analyzed through the corresponding position-
binary impulse signals (PBIS).

In practice, when measuring the signals X (t), there is the minimum
value of the increase, which can be provided by the used instrument depen-
ding on its resolving capacity. We will denote that minimum value of the
increase as Ax. So in measuring the signal, the number of its discrete
values is equal to

m=X/Ax+1. (2.3)

In the process of the analog-digital conversion of the periodic signal
X (t), its amplitude quantization takes place for each sampling step Af,
i.e., the range of its possible changes is divided into the m sampling
intervals and the value of the signal belonging to the m th sampling
interval is related to the center of the sampling interval mAx when the
following inequality takes place:

mAx —Ax/2< X (1) <mAx + Ax/2. (2.4)

In this case, the values of the binary codes of the corresponding digits
q, of samples x; of signal X (iAt) with sampling step A¢ are determined
on the basis of the following algorithm [12, 14, 37, 41]:

1 for x_., (iAt)>Ax2";
g, (iAt)= “‘)(. ) ) (2.5)
0 for x.. (iAt) < Ax2" ;

Xrem(k) (iAt) = Xk (iAt)_ [qk+l (iAt)+ 9i+2 (iAt)+ et CI(H)(Z‘At)] )

where

X(iA1)> 2", x 0 (A2) = X (iA2),

nZlog%", k=n-1,n-2,.,10.

First, according to this algorithm, at each step of sampling At the
equality xrem(nfl)(iAt) =X (l'At) is accepted. Also, according to condition
(2.5), the signals g, (iAt) as a code 1 or 0 are formed by iteration. In this
case, in the first step X (iAt) is compared to the value 2" Ax. According
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to (2.5), at X (iAt)Z 2" 'Ax, the value g, (iAt) is equated to unit;
according to the difference X (iAt)—2”’1Ax=xrem(n72), the value of the
remainder X, , Is determined. When X (iAt) >2""Ax, the value
q,., (iAt) is set to zero and the difference remains constant. At the next
iteration, the same takes place. As a result, during the cycle 7, with samp-
ling step At, the signal X (iAt) is decomposed into the signals g, (iAt)
having the value 1 or 0 and whose weight depends on their positions. At
the same time, the codes do not change in time when the value of the
initial signal X (iAt) does the same at the process of sampling. Here and
ahead, we will name these signals the position-binary impulse signals
(PBIS). The position-binary technology is the series of the procedures of
processing based on the decomposition of the continuous signal by the
PBIS.

According to algorithm (2.5), the width of the PBIS is proportionate to
quantity Atz when g, (iAt) remains constant. Depending on the form of
X (iAt), the same signal ¢, (iAt) can change its value several times
during one cycle after the corresponding time intervals. It is clear that if
the condition of the object is constant, the combinations of the time
intervals Tkll, Tkol, Tklz, Tk02 , ... of the PBIS at each cycle are constants,
and they are repeated. Otherwise, they also change. Let us note that here
Ty, Tio» Thys Tho,» --- correspond to the intervals when the condition
q, (iAt) =2f (Ax = 1) takes place; T, T, ... correspond to the
intervals when the condition ¢, (iAr)=2"(Ax =0) takes place.

For example, let us suppose that the cycle time of the analyzed signal is
equal to 15 microseconds and the sampling step is equal to 1 microsecond,
i.e., T, =15 mcs, At =1mcs. Let us assume that PBIS ¢, (iAt) takes the
following states for one cycle: 000111100110000. In this case, the para-
meters of signal ¢, (iAt) are represented as follows: 3,0; 4,1; 2,0; 2,1; 4,0.
It means that during the cycle, the width of unit and zero states of signal
q3(iAt) corresponds to the following time intervals: 3 mcs-0; 4 mcs-1;
2 mcs-0; 2 mes-1; 4 mcs-0. It is obvious that in each cycle the sum of all
PBIS is equal to the initial signal

X(iat)= g, (iat)+q, ,(iAr)+-+q,(iAt)+ q,(iAt) = X" (iAt).  (2.6)

Each g, (iAt)can be considered as the individual signal because we can
assume the sequence of time intervals when g, (iAt) are in the unit and
zero state to be impulse-width signals. At the same time, for the cyclic
objects these PBIS ¢, ; (iAt) are the periodic rectangular impulses having
the period 7, with unit 7, and zero 7|, half-periods correspondingly.
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We must note that the representation of the centered signals by PBIS
differs only that in this case the initial signal is represented as the sum of
the positive and the negative PBIS ¢, (l) At the same time, the signals
X (t;j and y(t) are represented as bipolar periodic PBIS, and their sum is
also equal to the initial signal X (iAt).

At the representation of the initial signal X (iAt) as the sum g, (iAt) at
time ¢,, the difference between the real value of the initial signal X (z‘) and
the sum of PBIS is

X (iat)- X (int) = AliAe). 2.7)
Taking into account Eq. (2.4), we have
AiAt) < +Ax/2 .

If we assume that in forming the signals g, (ia?), the value of the error
/I(iAt) is under the equiprobable distribution law [30], we obtain

Ax Ax
P[/@ <7}~P{/1[ > } (2.8)

where P is the sign of probability.

Thus, according to (2.7) and (2.8), the sum of the squares of deviations
A, at t,, t,, ..., t;, ... is close to zero. Inequality (2.2) can then be
represented as follows:

i%(im)g Ax.

i=1

According to this inequality, at the representation of the signal X (t) as
the sum of PBIS, the mean-square deviation is not greater than the value
Ax, and that shows the possibility of restoration of the signal with high
accuracy. For example, in solving the problems of monitoring, if the change
of the object condition leads to the change of the corresponding components
of the signal by a value greater than AXx, the corresponding parameters
q, (iAt) will be affected. Thus, the difference from the similar parameters
will be detected at the initial stage of the defect origin in the process of
forming the parameters as the combination of the corresponding time
intervals of the signals ¢, , (iAt), 9, (iAt), ce 4, (iAt) of the corres-
ponding cycle. This allows one to form and provide information about
changing the condition of the controlled object. So the position-binary
technology opens real opportunities for detecting the defect origin, which
usually precedes major failures and emergency situations.
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It is obvious that the position-binary technology can also be used for the
stochastic objects. In this case, the process of solving the problem of
monitoring the defect origin is also greatly simplified in comparison with
the spectral technologies, and its adequacy thus improves.

It is_connected with the fact that the algorithms of the processing
q, (iAt) in practice are realized quite easily, because each position-random
function has only two values. In this case, the analysis of the random
process by the signals of the PBIS is similar to the analysis of the cyclic
processes. The difference is that in this case the observation period of the
random process 7 is selected according to the principles of the correlation
analysis.

As follows, the average frequency < fk> and the period <T k> can be
determined for both periodic and stochastic objects for each PBIS. It is
intuitively understood that for random and periodical noisy signals g(t),
the average value of zero and unit half-periods of the position signals
q, (iAt) can be determined by the following formula for a sufficiently
long observation period:

<T‘1k > - <quk > + <T0qk > ’ 2.9)
where
(1) = iﬁ%k, (T = izy;Toqkj : (2.10)
Jj= =

Here y is the number of unit and zero half-periods of the PBIS for the
observation period; and j is the number of the g, th position of the PBIS.

It was shown [14] that for a sufficiently long observation period 7, the
estimates of the periods <T k> of the PBIS become nonrandom values.
Thus, using them can greatly simplify solving the problems of monitoring
the defect, which are traditionally solved by means of the estimations of
statistical and spectral characteristics of the random processes.

2.3 Opportunities of Using Position-Binary Technology
for Monitoring Technical Conditions
of Industrial Objects

As stated earlier, the description of the random process can be represented
by means of the corresponding frequency characteristics PBIS by using the
position-binary technology of the analysis [12]. The experiments con-
nected with the frequency properties of the PBIS show that they give the
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opportunity to solve the problems of diagnostics and monitoring and are
significantly simpler than traditional algorithms of the correlation and
the spectral analysis [13]. In practice, they are realized more easily because
each position-random function has only two values. At the same time, the
average frequency f, and the period 7, determined by means of the
PBIS are nonrandom values. Due to the simplicity of their determination,
solving the problems of monitoring, which traditionally are solved by
means of the estimations of the statistical or the spectral characteristics of
the random processes, are greatly simplified. For example, the signal
X () can be represented as the combination of PBIS g, (iAf) in solving
the problems of the diagnostics of the technical conditions of the stochastic
objects. It is obvious that changing the conditions of the object leads to
changing the combination of their average frequencies Sour Jo , £ 0
If W is the set of all possible failure states of the object, it is easy to solve
the problem of diagnostics and monitoring by means of the combination or
the set of combinations of the frequencies of the PBIS for each failure state
of the object.

It is possible to give examples of various technical problems that can be
solved be means of the PBIS. For example, voice verification can be rea-
lized by forming the combinations g, (iAt), s G (l'At) for each word
by means of quite simple software and hardware.

Let us consider the use of position-binary technology for the diagnostics
of the cyclically worked objects on the example of the diagnostics of the
depth-pump equipment of the oil well [45]. The signal obtained from the
force sensor of the depth-pump equipment characterizing its technical
condition is represented in Fig. 2.1(a).

At the normal condition of the equipment, the curve is a trapezoid
[curve 1, Fig. 2.1(a)] for the period 7., amplitude U,, and constant U,.
For the sake of simplicity, let us suppose that U = 9m/)V and the quanti-
zation step by amplitude is Ax =1mV. In this case, Kk >log, 9 = 4p,ie,
k =4 binary digits ¢q;, ¢,, ¢q,,q, are required for sampling the initial
signal by the amplitude.

The initial signal is broken down into the sequence of the PBIS in Fig.
2.1(b). As the figure shows, the frequency of the 1s and Os in positions and
the width of the unit signals and pauses for the given values Ax and At
are correspondingly determined by the amplitude value of the initial signal.
So, for example, at time ¢, g; = 0, ¢, =1, q, =1, g, =0, i.e., the
signal amplitude is determined by the four-digit binary code 0110 corres-
ponding to 6 megavolts, etc.
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Fig. 2.1. (a) The diagram of the signal of the force sensor, (b) the PBIS for the
normal state of the depth-pump equipment, (c) and that for the failure state
“Plunger sticking.”

In the given example, the duration of the initial signal’s cycle is
T.=36s for the step Af =1s of sampling by time. In this case, for the
corresponding positions ¢, , for example, for position ¢, the binary
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sequence 1.0, 2.1, 2.0, 2.1, 12.0, 2.1, 2.0, 2.1, 11.0, where the first number
means the duration of the interval by seconds and the second shows
belonging of the interval to unit or zero states, is generated for a cycle. The
similar binary sequences are generated for other positions.

During the change of the technical condition of the depth-pump equip-
ment (for example, during the appearance of the “Plunger sticking”-type
failure of a pump [45]), curve 1 [Fig. 2.1(a)] becomes similar to curve 2,
and, as shown in Fig. 2.1(b) and (c), the positions and the parameters of the
durations and pauses of PBIS change according to that. So, for example,
the new values q,: g, =1, ¢, = 1, ¢, = 0, g; =0 are generated at time
t, due to the change of the form of the initial signal, i.e., the binary code
1100 corresponds to the amplitude of the initial signal. At the same time,
the new binary sequences are generated at the corresponding positions g, .
In particular, the binary sequence similar to 2.0, 4.1, 4.0, 2.1, 4.0, 4.1, 2.0
is generated for ¢, .

It is obvious that other combinations of above-mentioned time intervals
are received for other failures. Diagnosing the technical state of depth-
pump equipment of the oil wells can be performed by these combinations.

However, despite the obvious advantage of this technology, when solving
the problem of monitoring the defect, it does not allow one to detect the
beginning of its origin. That explains the necessity of analyzing the noise
as the data carrier appears quite often. In turn, this requires determining
the sampling step A7, on the basis of the high-frequency spectrum of the
noise e(iAt). The frequency of noise sampling can be determined by the
frequency of the change of state of the lower position-binary impulse, i.e.,
by the value of its average period <T q0> and the average frequency ( f @

after transforming by the frequency f, and recording the samples of the
analyzed signal g, (iAt) [1, 2, 58, 59].

It is obvious that if we choose the sampling step Af, based on the
spectrum of the noise, it will be sufficiently less than Af.

As shown in Section 1.5, and according to the model of the signals, the
spectrum and the estimates of the corresponding characteristics continuously
change on the outputs of the sensors in the process of the origin and the
evolution of the defect. That sufficiently affects the accuracy of the received
estimates. There is the real opportunity to perform the change of the sampling
step in real time, and by this way to increase the reliability of the obtained
results due to the simplicity of the realization of expressions (2.9) and (2.10).



32 2 Position-Binary Technology of Monitoring Defect at Its Origin

2.4 Position-Selective Adaptive Sampling of Noisy Signals

Let us consider the opportunity of determining the sampling step of the
initial signal At by taking into account the value of the given error &, by
means of the frequency properties of the PBIS.

Let us assume that the analyzed signal is processed by analog-digital con-
version by the current frequency f, and by the certainly small sampling
step of the quantization by time Atz. In this case, according to the inequali-
ties Af, << At, many of these samples will be repeated due to the following
equality:

Px(iat)] = P[x((i +1)Az)].

This explains why the values of the binary codes of the samples X' (iAt)
will also be repeated for each step X ((l + I)At) of quantization in the inter-
val At,. Due to this, the frequency f, ~of the lower PBIS ¢, (), which
can be determined by the following formula:

|
Ja =<T—> 2.11)

90

[where <T a0 2 is the average value of the period of the signal qo( )] will be
sufficiently less than the current frequency of sampling f, . At the same
time, the following inequality connecting the current frequency f, and the
cutoff frequency f., found by the sampling theorem, takes place:

Jo>> fe

The value f 4, can be assumed to be constant for all realizations of the
same stationary random signal or cyclical signal for present ADC, i.e.,

f,, = const .

Thus, if we choose the value f, satisfying this condition, the value f @
can be determined for the analyzed signal. In this case, the following
condition takes place between f and the cutoff frequency f,. of the

signal X (zAt) found by known rnethods
f C 2 f q0 °

At the same time, taking into account that each PBIS is formed by obtain-
ing two impulses on the lower digit of ADC, the previous condition can be
represented as follows:
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fo22f,.

On the basis of this condition, the sampling step for the useful signal
X (iAt) can be chosen in accordance with the following inequality:

A<

2f410

In this case for determining f 4 » 1t 1s necessary to determine the average
period of the impulses of the lower PBIS <T q0> and the average frequency
of their appearances by means of the samples of the analyzed signal after
its conversion and recording in memory the frequency f, by the following
expressions:

Jo = A 2.12)

Then the values (7,,
following expressions:

<T > Zqu and< 0o > ZToqﬂ . (2.13)

To ensure the necessary accuracy of the conversion is provided, it is
expedient to choose At on the basis of the following condition:

P
25/,

Experimental research has shown that in some cases measuring the time
parameters of the lower digits of the PBIS is distorted by the influence of
the error. Thus, in cases where the traditional technologies of the signal
analysis are used, the sampling step can be determined by the frequency
characteristics of the higher PBIS, i.e., by the average values of the
duration of their unit 7, and zero T,, half-cycles. They are also deter-
mined by averaging out the time intervals in accordance with formulas
(2.12), (2.13), i.e.,

>, <T 0g, > can be found in accordance with the

(2.14)
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(Te)= (T )+ (Tow, ) %F%ﬁ% : <T0qk>=%ﬁﬂqk, @13
J= J=

Taking into account that for the random stationary signals under the
normal distribution law the following approximate equality takes place:

<qu>%%<qu>%%<Tq2>%...%%<Tn_l>,

it is advisable to determine A¢ by means of the average period of the
impulses of the higher digits of the PBIS. That allows one to represent the
expression

as follows:

IS ———.
2'2kfk

For example, for the g, th PBIS, the previous formula can be represented
as

At < 1 .
2-2f

(2.16)

For providing the given error of the formula of the determination Af,
(2.15) and (2.16) can be represented as follows:

1

NS —MM

t<(2+5)-2kfk’ (2.17)

Ats— 1 2.18
T (2+5-2f 2.18)

It is obvious that the use of expressions (2.12), (2.14), and (2.16)—(2.18)
allows one to sufficiently simplify the determination procedure of the
sampling step Af.

Let us consider the use of these formulas for determination Az by the
above example. Let us assume that the maximum amplitude of the trapezoid
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signal is 256 mV, the cycle time is 36 s, the duration of the origin-up protion
is 8 s, the duration of the peak is 10 s, the fall time is 8 s, the zero value
time is 10 s, and the 8-digital ADC are used for its conversion.

If we suppose that the frequency conversion of ADC is 1 kHz, the state
of the first digit of ADC changes no more than 128 times because the
amplitude of the signal reaches its maximum possible value of 256 mV for
this time. The state of the second digit changes 64 times.

During the cycle, i.e., for 36 s, the state of the first digit changes 512
times, and the state of the second changes 256 times. It is obvious that the
average frequency of the first digit is 512:36 = 14.2 Hz and the average
frequency of the second digit is 256:36 = 7.1 Hz.

If we use the above-mentioned formulas, for the f ,, th frequency, we get

1 1

At=— = =0.0125s,
5f, 5-142
and for the f, th frequency, we get
1
At=———=0.0125s.
5-2-7.1

So for converting the mentioned signal by means of the 8-digital ADC,
it is sufficient to realize the conversion by steps of 0.01 s, which corres-
ponds to a sampling frequency of 100 Hz.

At the same time, the use of the sampling theorem meets various diffi-
culties for the given signal, and the cutoff frequency appears to be more
than 1000 Hz.

The given example shows that it is quite easy to determine the necessary
sampling frequency taking into account the digit capacity of the ADC by
software processing of the files formed as the result of the conversion of the
initial signal. Thus here, in contrast to the traditional methods, the meteoro-
logical characteristics of the ADC itself are also automatically taken into
account for determining the sampling step. So if the 9-digital ACD is used
for the conversion of the considered signal, the found sampling frequency
is equal to the average frequency of the first digit 1024 : 36 = 28.4 kHz
and the second 512:36 =14.2 Hz. At the same time, the sampling step
At is equal to

~0.0061s,
4
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N D
5:2-f,  5-2:142

At ~0.0061s.

That corresponds to the meteorological characteristics of the ADC, while
this specific property of determining the samples of signal g(iAt) is not
taken into account in practice during the use of the traditional methods.

So the considered algorithm of the position-selective choice of the
sampling frequency is quite simple. At the same time, the meteorological
properties of the measuring instruments are also taken into account. Due to
this property, the sampling step chosen by this method appears to be close
to the sampling step chosen by means of the other most accurate methods.
The software determination of the sampling step Af, according to the
above-mentioned algorithm, can be represented as follows:

1. the initial signal X (z'At) is converted in digital form by the super-
fluous frequency f, during the observation period 7 by means of
ADC and the file of its samples is generated;

2. <T > is determined by Eq. (2.15):

qx
(T, )= (T )+ (Ton )
3. f,, 1s found by Eq. (2.12):

1
Jo =75
(7..)

4. At is determined by the formula

5-2 qu

It is necessary to perform the analysis of the noise E(iAt) of the noisy
signals g(iAt) as the data carrier when solving the problem of monitoring
of the defect’s origin. For this case, A¢, can be determined on the basis of
the following condition:
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Here we take into consideration that the frequency of the lower PBIS
represents the most high-frequency spectrum of the total signal g(iAt).

Taking into account that, according to the model (1.13), the high-
frequency spectrum of the total signal g(iAt) continuously changes in the
process of the evolution of the defect, it is advisable to perform the
determination <TIZ0 > AT O’ZO > , <T q': > by the expressions

4

Tl‘fo =; le‘iw _quomfy) +TI%J’ (2.19)
j=1
1 V4

Tl‘]o :; Zquoj _quqv,y +Tl‘10v > (220)
Jj=1

T, =Ty, + oy, » (221)
foat

99 5T ? (222)

where

j=lsv, v=y+lsv,

» L+T,+T,+1T,
At '

&

v

It is easy to ensure that the opportunity of the adaptation of the sampling
step in accordance with the evolution of the defect appears during the use
of the expressions (2.19) and (2.20).

It is clear that A7, changes gradually by the evolution of the defect. The
spectra of the noise E(iAt) are close to the spectra of the useful signal, and
the steps A¢, and At are the same at period 7).

2.5 Position-Binary Detecting Defect Origin by Using
Noise as a Data Carrier

Let us consider the use of the correlation between the defect origin and the
value of the noise by the position-binary technology [14, 44—46]. As men-
tioned earlier, the values of the binary codes of the corresponding digits



38 2 Position-Binary Technology of Monitoring Defect at Its Origin

q, of the samples g(iAt)of the signal g(t) at the beginning of each
sampling step Af are assumed to be equal to

grem(nfl)(l‘At) = g(lAt) ’

where
g(iAt)>2"; g i, (idt) = g(iAr).

Then the signals g, (iAt) are iteratively formed as the code 1 or 0. At
the same time, the samples X (iAt are compared with the value 2" Ag at
the first step. The value ¢, , iAt) is taken to be equal to 1 for
g(iAt)Z 2""Ag . And the remainder value grem(n_z)(iAt) is determined
by the difference

giAt)—2"" Ag = g onr (iA). (2.23)

The sequence of these signals ¢, (iAt) is the position-binary-impulse
signals (PBIS), the sum of which is equal to the initial signal, i.e.,

X(iat) = q, (int)+q, ,(iAr)+ ...+ q,(iAr)+ g, (iar) = X" (iAr). (2.24)

They are reflected as the noise g(iAt) during the defect origin, and the
signal g(iAt) =X (iAt)+ 8(iAt) is formed as the output of the sensor. The
short-term impulses ¢, (iAf), the duration of which is many times less
than the position signals g, (iAt), are formed by influence of g(iAt) in the
representation of g(iAt) by the PBIS. In [19, 20, 22, 23] it is shown that
they can be marked out by the following expressions:

L if qkui—liAt}/\qk(iAz‘)/\qkui+liAt)vqk((i—l)At)/\aiA—t)/\ qk((i+l)At)7
a0, (i80)=1 0, if ¢, ((i=1)A)n g, (ia6) A g, ([ +1)A0)v ¢, ((~1)A0) A g, iA0) A g, (i + 1)),
4 (i =1)a1) n g, (i80) n g, ((+1)A0)v g, (= 1)A7) A g, (iA7) A g, +1)ae),

(2.25)

1if q((i-1)A1)=0, ¢,(iat)=1, ¢, (i +1)Ar)=0,
q:k (iAt): 0 if g, ((i_l)At):%(iAt):‘Ik ((H'I)At)’ (2.26)
~1if q,((i-1)At)=1, ¢, (iat)=0, g, ((i +1)Ar)=1.
The position noises ¢ (iAt) of the noisy signal X (iAt) can be formed
and marked out in the coding process of each position signal by formula

(2.23) and expressions (2.25) and (2.26). It is obvious that their sum is the
approximate value of the samples of the noise, i.e.,
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g (iAt) X q,0 (iAt) +4, (iAt) +4,, (iAt) +ot gy (iAt)

+ - +q77(m ") lAt

m—=1

zan lAt

(2.27)

Then the approximate values of the samples of the useful signal
X" (iAt) can be determined by the difference

X" (int) = gline)-&" (iat) = g(iA

-3 a.0),

(2.28)

At the same time, the estimates of the variance, the estimates of the spec-
tral characteristics of the noise, the estimates of the mutually correlation
function, and the estimates of the correlation coefficient between the noise
and the useful signal can be determined by the following expressions:

_ %i £ (iAF) ~ %Z{Z g (zAt)} (2.29)
: 1 & RN ST
R, (0)= WZ{g(z‘At)— D du (zAt)}{Z qx (zAt)} . (230)
i=1 k=0 k=0
IFIYS YACY] ALY

S R .(0) _ i=1 k= k=0 (2.31)

“ JD,R.(0)  [w[wr | r el 2

> S 0| 3] eli)- S0 1)
R, (0)=—~ Zg(mt)a(zmr% (zAr)leqgk(zAr)} (2.32)

N ) m—1 .
e 0 ;[gom);q%om)}

S (233)

DR, \/Z{

g, (iAt)} Zgz(iAt)
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. = %i £(iAt) cos nw(iAt) = %i {il 9y (iAt)} cosnw(iAt), (2.34)

i=1 i=l [ k=0

i=1 k=0

. = %i e(iAt)sin nw(iAt) = %i {g q. (iAt)} sin nw(iAt). (2.35)

So the process of the defect origin is reflected on the lower position-
binary-impulse signals qgo(iAt), qgl(iAt), qu(iAt), e Gy (iAtS, which
can be marked out by the expressions (2.25) and (2.26) and can be used
for determination of the estimate of the noise 8(iAt by the expressions
(2.29)-(2.35). Therefore, monitoring the defect at its orlgln becornes
possible by the obtained estimates D., R; (0) R (O) L a,,,
and bm8 as a result of the use of the posmon -binary technology Thus, the
real opportunities of timely detection of the origin of the defects leading to
the emergency condition of a diagnosed object appear.

In references [19-23] it is shown that if the condition of an object is
stable, then during time 7" the ratio of the number N, of signals ¢, (iAt)
to the total number N, of positional-impulse signals g, (iAt

Ng 0 NE 1 N‘g(m -1)
K, = K, = v Ky = (2.36)

N‘Iok gk q(m—l)k

is the nonrandom value. At the same time, from the beginning of the process
of the formation of a defect in all positional signals, the number N, is
increased during time 7. Hence, since this time, the magnitudes of the
coefficients K, , K, ..., K, ~will also vary. Therefore, they are the
informative 1nd1cat0rs and they can be used to increase the reliability of
monitoring results when solving the problem of detecting the defect’s
origin.

The performed research shows that solving the problem of monitoring
with traditional methods does not give satisfactory results for a great number
of the most important objects. At the same time, the use of the correlation
between the defect origin and the change of the coefficients K, - K,.
K 4, ---» and other characteristics of the noise obtained by the pos1t10n—
binary technology give the reliable results. For example, analysis of the sig-
nals obtained in the drilling process, in the compressor statlon operatlon,
etc., shows that such characteristics of the noise as D R (0) K

Ve 40>

K @r K ,, contain important and useful 1nf0rmat10n allowmg one to

detect the process of the defect’s origin.
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It is obvious that their use opens great possibilities for solving the corres-
ponding problems of monitoring. As another example, it is easy to show
the possibility of the use of this technology in medicine. The performed
research shows that in many cases the initial stage of the various diseases
has no an effect on both the corresponding signals and the estimates of their
correlation and spectral characteristics. The beginning of the pathological-
physiological processes is simultaneously reflected as the noise in the
electrocardiograms, electroencephalograms, and other signals sufficiently
early. Their detection and analysis also open great possibilities for moni-
toring the beginning of various diseases by means of position-binary tech-
nology.



3 Technology of Digital Analysis of Noise
as a Carrier of Information About
the Beginning of a Defect’s Origin

3.1 Features of Analyzing Noise as a Data Carrier

As was shown in Chapter 1, in most cases the beginning of a defect’s origin
reflects in signals g(iAt) collected from sensors as a high-frequency
noise. Therefore, for monitoring the defect at the beginning of its origin, it
is necessary to extract the information in the noise. In this chapter, one of
the possible variants for this problem is considered.

It is known that in traditional technologies for eliminating noise (noise)
influence on the results of problems, methods of filtration are often used.
They give good results when the spectrum of the filter coincides with the
spectrum of the noise. At the same time, for many real processes the spec-
trum and variance of the noise change in time in a wide range and classical
conditions are not fulfilled. For these reasons for eliminating noise influence
on the result of signal processing, one has to enlarge the range of a “filter”
spectrum. In its turn, it distorts the legitimate signal much more.

Besides, our investigations show that in some cases the noise arises as a
result of certain processes occurring in controlled objects. Here, the noise
became an information carrier that disappears in the process of filtration.
So, the very important and, in many cases, unique information is lost. In
view of this, there is the necessity of creating a technology that allows one
to extract the information involved in the noise of noisy signals. The
importance of this work is connected with the fact that the possibility of
creating a technology of detecting the first changes in the objects on the
initial stage arises. It does not mean at all that the traditional technologies
are bad or unnecessary. I think that besides traditional technologies it is
necessary and expedient to have alternative technologies. The time is right
to have them. It is connected with the fact that for many years the main
advantage of information technologies was believed to be the savings in
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computer resources. Nowadays, due to the great possibilities of modern
computers, one can create effective technologies at the expense of sophisti-
cation of computer processes. The present monograph is written on the basis
of the work performed in the above lead. In contrast to traditional techno-
logies, where the volume of the information extracted from the total signal
is reduced at the expense of the filtration, in the suggested alternative tech-
nology this defect is eliminated at the expense of separating and analyzing
the noise. This qualitative difference opens wide possibilities for increasing
the range of solving problems on the basis of analyzing noisy signals, because
due to this there arises a number of advantages:

1. In fulfilling classical conditions, the reliability of results of signal ana-
lysis considerably increases in contrast to the traditional technologies.

2. There appears the possibility of analyzing noisy signals and of receiving
the adequate results in case of lack of obedience to classical conditions.
In case of applying traditional technologies, one does not receive
adequate results.

3. Owing to the analysis of the noise as a carrier of legitimate infor-
mation in noisy signals, the possibility of solving various problems of
diagnostics, recognition, identification, forecasting, as well as the pro-
blems of monitoring a defect’s origin make their appearance now.
Solving these problems by means of traditional technologies is some-
times impossible.

In this case, many traditional technologies are included in suggested
technologies as a special case [34, 37, 38, 40, 41, 43, 45, 57, 62]. In effect,
the suggested theory allows one to use noise as legitimate information
carriers because there is a relationship between the signal noise and hidden
microchanges that precede the beginning of failures on real objects. Using
the noise as a carrier of information gives an increase of the volume of the
extracted information taken from analyzed signals. Here, long before chang-
ing object signal characteristics that reflect the beginning of abnormal micro-
changes in the object state, the following changes occur: noise variance
estimates changes, correlations, and spectral characteristics of noise and
correlation coefficient between the signal and noise change, too. Their calcu-
lation opens possibilities for solving a great number of the most important
problems whose solution was difficult with traditional technologies. We
give the following example of application of the suggested technologies:

1. There appears a possibility of creating technology of failure predic-
tion by means of noise analysis on deep-seawater stationary platforms,
on compressor stations and communications, on objects of drilling, on
power plants, on hydrotechnical objects, and so on.
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2. There appears a possibility of applying noise analysis technology for
increasing the reliability of results of airplane diagnostics and fore-
casting changes to its technical states.

3. There appears a possibility of creating a technology of increasing a
quantity of obtained information about the origination of seismic pro-
cesses by means of the analysis of noise of seismic signals as infor-
mation carriers.

4. There appears a possibility of increasing the reliability of results of
experimental investigations in various fields of science and techno-
logy as well as in processing geophysical prospecting operations.

5. There appears a possibility of creating information technology of
analysis and solving problems of control and identification of objects
operating in cyclic mode.

6. There appears a possibility of improving the adequacy of mathemati-
cal models of objects of control in industry, engineering, transport,
and so on.

7. There appears a possibility of creating technology of forecasting various
diseases before their obvious symptoms appear.

8. There appears a possibility to considerably increase the functional
possibilities and to increase the reliability of making decisions of the
industrial information systems.

One can suggest that in this chapter, methods, algorithms, and informa-
tion technologies on its basis would be an appropriate section of signal
analysis theory, spectral analysis theory, correlation analysis theory, pattern
recognition theory, random processes theory, the theory of mathematical
models, and identification, and so on. They may be used in appropriate sec-
tions of many textbooks and scientific leads on cybernetics, informatics,
aviation, engineering, medicine, biology, and so on, where methods, algo-
rithms, and technologies are applied in one way or another.

3.2 Problems of Monitoring a Defect’s Origin
by Considering Noise as a Data Carrier

As stated earlier, in traditional methods the specific features of forming
noisy signals are not sufficiently taken into consideration. In these methods
the possibility of extracting and considering the information involved in
noises is missing [55, 61]. In this connection on the modern stage of infor-
mation technologies, the technology of noise analysis and its application is
of great vital importance both for increasing reliability of solved problems
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of signal processing and for using the noise as a carrier of useful
information [12-16, 28, 31, 32, 36, 46, 52, 56, 63].

The analysis of measuring information obtained from sensors of various
technical and biological objects shows that in most cases the real signal
g(t) consists of a mixture of the legitimate signal X (t) and the noise

e(t); moreover, as a rule the noise é‘(l‘) differs from the “white noise” and
the frequency of its spectrum exceeds frequencies of spectrum of legitimate
signal X (t) considerably, and there is often the lack of obedience to classi-
cal conditions [2, 14, 31, 52]. For this reason at the output of primary
sensors after sampling with the step Af, the real signal model can be
represented as follows:

g(iAt) = x(iat)+ ainre) + b(iae) + c(irt) + ...+ &, (iAt) = X (iat)+ g(iAt). (3.1)

Various factors influence the formation of the noise a(t), b(t), e
c(t), ey 8(1‘). Some of them 5(t) reflect indirectly certain processes
occurring in investigated and controlled objects, and the noise is the
carriers of valuable information.

Presently, for eliminating the influence of the noise on the result of solv-
ing various problems, the methods of filtration are commonly used [12, 14].
If one can choose the filter eliminating only the noise spectrum of the
legitimate signal, one may obtain acceptable results. If the choice of the
range of the spectrum of the noise filter is unfortunate, the legitimate signal is
distorted. In case the noise has useful information, the latter is irrevocably
lost [12].

Besides, for real signals g(iAt) , not only are the classical conditions not
fulfilled, but also in various periods of signal realization the considerable
changes of the range of the spread S(iAt as well as the changes of the
spectrum occur [13, 33]. Thus, the realization of filtration gives rise to
some difficulty or does not give the desired results.

By virtue of the above, without derogating the importance of the filtration,
it is expedient to reduce the solution of the problem in question to the crea-
tion of the technology of extracting information from the noise. The above
technologies allow one to use this information both for error correction of
the result of analysis when classical algorithms are used, and for solving
other vital problems for which the application of traditional technologies is
impossible.

Here, the following important problems must be solved first:

1. Decomposing the noise signal g(iAt) into the legitimate signal
X (iAt) and the noise g(iAt).



3.3 Methods of Determining the Noise Variance 47

2. Determining the variance D, , the distribution law W(&‘), and the
correlation function R, (,a) of noise 8(iAl), cross-correlation func-
tion R, (y), as well as the correlation coefficient 7, between the
legitimate signal X (iAt) and the noise e(iAt).

3. Realizing the spectral analysis of the noise s(iAt) and the spectral
analysis of the legitimate signal separately X (iAt).

4. Eliminating the noise influence on the result of the correlation and
spectral analysis of the noisy signal g(iAt).

5. Creating the information technology for solving a problem of noise
monitoring of the beginning of the defect’s origin and the noise fore-
casting of the change of the condition of objects during the process of
their normal operation.

Solving all these problems is considered in corresponding sections of
the book in detail.

3.3 Methods of Determining the Noise Variance
for the Case of Absence of Correlation Between
Legitimate Signal and Noise

Various problems of recognition, identification, diagnostics, etc. are being
solved by means of statistical characteristic estimates in information systems
at present. The efficiency of the systems to a great degree depends on the
precision of determining values of variance, estimates of auto- and cross-
correlation functions of measuring information g(t), 77(1,‘) consisting of
the sum of useful signals X (t), y(t), and noise g(t), ¢(t), respectively.
Application of existing algorithms for computation of estimates of corre-
lation function R, (7) admits that the noise g(t) is “white noise.” For
real technological processes, however, as a rule, the noise variance in
values of the estimate R, (7) with 7 =0 is essential, and without regard
for it, the results of the listed problems very often prove to be unsatis-
factory [2, 33]. From the results given in papers [14, 33, 34, 37, 38, 40, 41],
it is obvious that for improvement of correlation matrix, a stipulation
determining the variance D, of the noise S(t) and estimated errors of the
correlation function are of great importance. This section proposes algo-
rithms for determining an estimate of the variance D, of noise 5(1‘) for the
case when measuring information g(t) consists of the sum of the legitimate
signal X () and the noise &(¢) [27, 38, 41].
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It is known [14, 36] that for estimation of autocorrelation function R (T)
of the legitimate signal X (t) with time shift 7 =0, 7 = At, 7 = 2At, the
following equalities occur:

1 5. )
Fj)((;))( z——jX )X (t+At)di|=AR,, (3.2)

=AR,, 3.3)

T
%j X (t+Ar) t——jX X (t+2-At)dt
0

one can write the relations

{ [x(r)x dt——jX (t+At)dt}

{ _[X X (1+Ar) dt——IX X(t+2- At)dt} <<AR,  (34)
or equivalent expressions
R.(r=0-At)-R_(r=1-At)|=AR,, (3.5)
R, (r=1-At)-R (r =2At)|=AR,, (3.6)
[R.(r=0-A1)-R (r=1-At)]
~[R.(r=1-At)-R_(r=2-At)]|<< AR,. (3.7)

By virtue of the fact that the estimates of correlation function R _(7)
for most of the technological parameters at 7 =0, 7 =At, 7 = 2At, and
sampling step At < (O.1+0.05) /. (f. is the cut-off frequency) become
closer values, and AR, AR, prove to be commensurable with the quanti-
zation step by level AX, which is determined by resolution of measuring
apparatus (for example, for the analog-digital converter it equals the
weight of the least significant digit [33, 41]), the equalities (3.5)—(3.7) can
be represented in the form
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jX(z)X(r)dt—%IX(r)X(r+At)dt

0

1
= 2 AX, 3.8
- (3-8

%j)'((r))'((t+At)dt—%'T[X(z)X(t+2At)dt ~AX, (3.9)
[%j)’((z))’((t)dz—%.T[X(t))'((HAt)dt}
_[%jX(t)X(t+At)dt—%].X(t)X(t+2At)dt} <AX  (3.10)

or

R (r=0-At)-R_(r=1-At)~ AX,
R (r=1-At)-R (r=2-At)= AX,

[R.(z=0-A0)-R (r =1-A1)]-[R, (r =1-A¢)-R_(r = 2-At)] < AX.

When the observation time 7' approaches infinity and the sampling step
At approaches zero, the estimates R (T = 0~At§, R (Z' = 1~AZ), and
R (r =2 At) prove so much closer that inequalities (3.8)—~(3.10)
become true in the form

N R
;}Elo?OX(t)X(t)dt—;}qu—0X(t)X(t+At)dtSAX, (3.11)

T T
lim - [ X (1) X (¢4 At)di —lim — [ X (¢) X 1+ 2A¢)di
Ty el i

<AX, (3.12)

T T
[;g%O)'((t))'((t)dt—%a%%O)'((t)X(t+At)dt}
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T T
[;}gg; OX(t)X(H—At)dt%%)%OX(t)X(t+2At)dt} ~0 (3.13)

or

Pn%[ (z=0-A1)-R_(r=1-A1)]<AX ,
T—ow

iln’(l)[R (r=1-A1)-R_(r=2-A1)]<AX ,
T—ow

ilm[R (r=0-A1)-R_(r=1-At1)]
T—w

—[lim[R, (7 =1-A1)-R(r =2-A1)]
T—w

~0
b

which are equivalent to

R, (-=0-20)- R, =107
T—w

~[R (r=1-At)-R_(r=2-At)]}~0.

Expressions (3.11)—(3.13) allow the following approximation equality to
be considered true:

—jX dr——jX X (t+At)dt

T

z%J‘X(t)X(t+Al t——JX X(t+2-At)dt (3.14)

0
or

R (t=0-A1)-R_(r=1-At)~R_(r=1-At)-R_(r =2-At). (3.15)
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The validity of the equality was proved by a large number of computer
experiments [14, 34, 37, 38, 40, 41]. These experiments have, first of
all, shown that for continuous slow technological processes where low-
frequency spectra (0.01+10 Hz) predominate, with the relation of sampling
frequency [, and cut-off frequency f, in the form f, : f, 2 (10+20) I
inequality (3.14) normally holds. For instance, for technological parameters
of oil refinery and oil chemical processes such as temperature, pressure,
expenditure, etc., with f,, 2100 Hz and for signals of biological processes
such as electroencephalogram and electrocardiogram with sampling fre-
quency f, 2 (2 +3) kHz, the equality also holds. Naturally, in determining
the variance D, of noises of higher-frequency processes, it is necessary
that the sampling step be chosen by time At, that is, the sampling fre-
quency f, so that equality (3.14) can hold. Modern measuring apparatus
permits the use of coding signals with frequency over 10 MHz because
these relations hold for a sufficiently wide class of random processes.

%IX(t)é(t)dtzO, (3.16)
0
¢
F_[X(t)é(mAt)dtzo, (3.17)
0
1o
?IX(t)é(t+2-At)dtz0, (3.18)
0
then one can write
15 15 :
?_([g(t)g(t)dtz?_([X(t)X(t)dHDg, (3.19)
ljg(r)g(HAt)dtzlJT')'((t))'((HAt)aIt (3.20)
TO TO , ‘
15 15 :
?jg(t)g(HZAt)dtz?jX(z)X(HzAt)dt (3.21)

0 0
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or

R, (r=0-At)~ R (r=0-At)+D,,
R, (r=At)~ R (7 =At),

R, (r=2-Mt)~R (r=2-A1).

Thus, with a glance to (3.14) and (3.19)—(3.21), we shall get
17,
D z?jg() g (t)dt+— Ig g(t+2a0)dt—2— Ig g(t+Ar)dt

:l]clig‘(t)g'(t)+g(r)g(t+2At)—2g'(t)g(t+At)]dt. (3.22)
r 0

According to this expression, while conditions (3.14)—(3.21) hold, the
formula for determining the estimate of the variance D, of noise & t) can
be represented in the form

D, =R, (1u=0)+R,(=2)-2R, (u=1). (3.23)

Expressions (3.22) and (3.23) indicate that when conditions (3.16)—
(3.21) occur, noise £(f) does not influence the result of processing until
7=0, and the estimate error R, (,u :1) consists only of the noise
variance D, .

3.4 Digital Technology of Analyzing Noise and Legitimate
Signal in Case of Absence of Correlation

As was stated above, in practice the measuring information received from
many real processes is the mixture of the legitimate signal X (¢) and the
noise &(¢). Assume that g(iAt) = X (iAt) + £(iAt) is a centered sampled
stationary random signal with a normal distribution law consisting of the
legitimate signal X (iAt) and the noise £(iAt), with mathematical expec-
tation close to zero: m_ ~ 0. With due regard to the influence of the noise
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&(iAr), the autocorrelation function R, (4) of the centered sampled ran-
dom signal g(¢) = g(¢)—m, (m, is the mathematical expectation of g(7))
can be represented as follows:

R, ()= %Zg(mt)g((i + 1))

- %i[ X (iA?) + £GAL) || X((i+ p)A) + (i + 1AL |

i=1

= %i [X(iAt)X((i + ()AL + X (IA)E((i + 1) Ar)

+EGADX ((i+ )AL+ EGADE + 1)AD) ]

= R, (1) + A1), (3.24)

where

Au) = %i[X(iAt)é((i + )AL + EGAN X (1+ 1)AD) +EGANE( + p)AT) |

i=1

is the error of the correlation function R, ().

It is known that the values £(iAf) and &((i+ w)At) of the noise for
u # 0 do not correlate with each other. Therefore,

%Z £(ANE((i+ 1)AD) = 0. (3.25)

The mean magnitude of the squares of the samples of the noise is equal
to the estimate of the variance D, of the noise:

lN.2
— Y e (iINt)=D_. 3.26
NZ (iAt)=D, (3.26)

Taking into account expressions (3.25) and (3.26), Eq. (3.24) can be
represented as follows:
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+ X (GADE((i+ A +EGA) X (i + )AL |+ D,, (3.27)

N

R, (1#0)= %Z [ X(GANX (i + p)AD)

i=1

+ X (IADE((i+ p)AL) + EGAD) X (i + ,u)At)]. (3.28)
When the sampling step is

Ar < (10+20)-

c

for 4 =0, At, and 2At, those estimates move closer to each other and
their difference becomes commensurable with the sampling step of the magni-
tude Ax, which is determined by means of the resolution of the measure-
ment device, for example, for the ADC (analog-digital converter) it equals
the weight of the least-significant digit [14, 38, 41]. As the observation
time T approaches infinity and the sampling step At approaches zero, the
estimates R_(u =0), R_(u=At),and R_(u =2At) prove to be such
close magnitudes that the inequality holds

tim{, (1 =0)~ R, (1= Ad]}<< X

At—0 (329)
lim[R (4= A1)~ R, (u=2A1)] << AX ; (3.30)

At—0
this inequality can be represented as follows:
R .(u=0)-R (u=At)~R (u=A)-R, (u=2A1). (3D

In the case when conditions (3.29)—(3.31) apply and when there is no
correlation between the legitimate signal X tS) and the noise E(l‘), ie.,
under the following conditions:

N
%ZX(iAt)é(iAt) ~0, (332)

i=1
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%ZX(iAt)é((i +1)A1) =0, (3.33)
1 &
NZX(iAt)é((i +2)A) =0, (3.34)
i=1
we can write
Rgg(/,l:O)szx(lU:O)'i'Dg, (335)
R, (u=)=R (u=1), (3.36)

Thus, taking into account expressions (3.31)—(3.37), we can write
D, =R, (u=0)+R, (u=2)-2R,, (u=1). (3.38)

If conditions (3.32)—(3.37) hold, expression (3.38) for determining the
variance D, of the noise g(¢) can be represented as follows:

N
D, ~ %Z[ S7(iA) + (iIA) g ((i + 2)At) = 28 (iA1) g ((i + I)At)] . (339
i=1

Now consider the opportunity of determining approximate values of
samples of the noise &" (iAt .

It is clear that if we had the magnitudes of noise samples in digital form,
ie., 8(iAt), we could determine noise variances according to the known
following expression:

N
D, = izg-z (iAr). (3.40)
N3
The direct determination of samples of noise g(iAt) from samples
g(iAt) of noisy signal is impossible. At the same time, it is evident from
(3.39) and (3.40) that approximate sample magnitudes E(iAl‘) may be
found from the following expression:

& (int)=,/&* (iAr)
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=& (i) + g (iar) g ((i+2) )28 (ian)g ((i+ D)), (B.4D)

The analysis of expressions (3.40) and (3.41) shows that 5*(1'At) will
differ from the true magnitude g(iAt by the value ¢ (iAt)— g(iAl).
Here, the following equality will hold:

{ Zg iAt)— ig iAt) } (3.42)
i=1

where P is the sign of probability.
In view of the following:

g* (iat)+ g (inr) g ((i+2)Ar)—2g (iAr) g((i+1) At) = &' (iAt), (3.43)

formula (3.41) for determining approximate magnitudes of noise samples
may be represented as follows:

&' (iAt) =sgn 5’(1’At)\/‘g'2 (iae)+ g (ine) g ((i+2)Ar)-2g (inr) g ((i+ 1)At)\

= sgn &'(it),f|e'(iat)),

(3.44)

where sgn 8'(iAt) is the sign of the radicand.

The analysis of expressions (3.40)—(3.41) will be considered in the next
paragraph. To conclude we present appropriate formulae of noise analysis
and legitimate signal analysis for the case when the correlation 7, between
the legitimate signal X (iAt) and the noise g(iAt) is equal to zero.

:—z lAt Ze lAt

—iisgng' (iAt) e (iae)],

i=1

1 N N 2 1
—Y &’ (iat)= zg* (iAt):WZg’(iAt), (3.46)
i=1

i=1

(3.45)

Rxg(,u)=%i)((mt) (iAt)~ ;Vﬁ;(*(mz)g*(mz)

i=l1 i=1
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- %ﬁ:[g(m) —sgne'(iAt), /‘g'(z’At) H sgn &' (iAt)

N

m, = %;X(im) ~ %g[g(im) —&" (i) ]

&' (inr)),

N

= %Z[ iAt)—sgn e’ (iAr)

g'(iar)| } : (3.48)

N N

S RHCIN IECI R Y]]

i=1

:_Z[ (iAr)—sgn e (iAr) e'(iAr)\T. (3.49)

Based on algorithms (3.39) and (3.49), one may formulate the infor-
mation technology of analysis of the noise g(iAt) and the legitimate signal
X (iAt) for the case without correlation.

1. According to the technology described in Section 2.3, the step of
the sampling Az of the noisy signal g(iAt) and of the noise Af, is
determined.

2. Supposing that the cut-off frequency of the noise will be an order of
magnitude greater than the cut-off frequency of the noisy signal, the
condition Az, <(0,05+0,10)Az is verified.

3. The estimations of the autocorrelation function R_ (ux=0),

R, (u=At), R, (u=2A1), R, (1£=3At,) for noisy signal

g(lAt) sampled with the step of samphng of the noise are determined
with the step Az, . The validity of the following relation is verified:

R, (u=1At,)- R, (u=2At,)~ R, (1 =2At,)- R, (1t =3At,).
When fulfilling this equality, the obtained step Az, is taken as satis-
fied. Otherwise, it is decreased again, and the procedure is repeated

until the mentioned equality holds.
4. According to the expression,

< Dosem (i) e ) i) {1+ 2) )22 () & (1))

The mathematical expectation of the noise g(iAt) is determined.
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5. According to the expression

N
%Z[gﬂ (iAr)+ g (iae) g ((i+2)Ar)—2g (iar) g ((i+ 1)Az)],
i=1

the noise variance estimate is determined.
6. According to the expression

R, ~ %i{[g (iAt)—sgne'(iAt)
i=1

x & (iar)+ g (iar) g (i +2) Ar) -2 (ine) & (i +1)Af)ﬂ

D

&

Q

xsgn g’(iAt)\/‘gz (inr)+ g (inr) g (i +2) Ar)-2¢ (ine) g ((i+ I)At)‘},

we calculate the estimate of the cross-correlation function between
the legitimate signal X (iAt) and the noise 8(iAt).
7. According to the expression

N
m, ~ %;[g'(mt) —sgne'(iAr)

x [ & (i) + & (ine) & ((i+2) Ar)-2¢ (ine) & ((i+1)Ar) .
the estimation of the mathematical expectation of the legitimate

signal X (iAt) is determined.
8. In the following way we determine the estimation of the variance of

the legitimate signal X (iAt):
N
D, ~ %;[g (iAt)—sgne'(iAt)

x\/‘g'Z (iAr)+ g (int) g ((i+ 2)At)—2g(iAt)g'((i+l)At)”2.

3.5 Digital Technology of Determining the Noise Variance
in Case of Availability of Correlation Between
Legitimate Signal and Noise

Let us consider the possibility of determining the approximate magnitudes
of noise when there is a correlation between the legitimate signal X (iAt)
and the noise 8(1'At), ie, r, #0, butin thiscase r,, =0, i# j, and

> T xe
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At = At_ [16]. Taking into account that g(iAt) =X (iAt)+ 8(iAt) , the
formula (3.39) may be represented as follows:

D, = %i[gz (iAr)+ g (inr) g ((i+2)Ar) -2 (iar) g ((i+1)Ar) |

i=1

:%i{[}((im))ﬁ(mth X (ia) X ((i+2)Ar)
—2X (iAar) X ((i+1)At) |

+[ X (i0e) & (inr)+ X (inr)é((i +2) Ar) -2 (ine) &((i+1) Ar) ]

#[ 6 (it) X (i) + & (i) X ((i+2) Ar) ~ 26 (i8e) X ((i-+1) )|

+[ &7 (ine)+ & (ine) & ((i+2) Ar) -2 (ine)é ((i+1) A7) ]} 3.50)
As stated above, at At = Af_, the following equality holds:
X (int) = X ((i+1)At)~ X ((i+2)At). (3.51)

Here, the results of calculating the first and third brackets in expression
(3.50) will be equal to zero because of the following:

]lviirgoP{%i[X(iAt)X(iAt)+X(iAt)X((i+2)At)

i=1

2 (ine) X ((i+1)ar) [~ 0f =1, (3.52)

kigp{%i[ iAr) X (iAr)+ & (int) X ((i+2)At)

i=1

~2¢(int) X ((i+1)Ar) [~ 0f =1. (3.53)

Based on the above, expression (3.50) may be represented as follows:

=_z{[ (ite)é (ite)+ X (inr) ((i+2) At) - 2.X (ine) & ((i+1)At) |
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+[ £ (00 + EGANE( + 2)A) - 26(DE((+ DAY || . (3.59)

In this expression, the result of the first bracket will be

_Z[ iAr)&(iar)+ X (iar)((i+2) At)-2X (iar)é((i+1)Ar)]

:%ZX(iAt)Aé(iAt), (3.55)
where
Aé(int) =& (int)+&((i+2)Ar) -2 ((i+1)At). (3.56)

For lack of the correlation between g(iAt) and 8((i + l)At) , 8((i + Z)At),
the sum of the products 8(iAt)8((i+2)At) and 2£(iAt)g((i +1)At) will
be equal to zero. Based on that, the result of the fourth bracket in expres-
sion (3.50) will be

L5 (i)
N |

Therefore, expression (3.50) will be represented as follows:

N

D.=R, (u=0)= ;ZX(iAt)Ae’(iAtH%iéz(iAt). (3.57)

i=1
Now consider the expression analogous to (3.39):

D! = %ZN:[g(z’At)g'((H1)At)+g'(iAt)g'((i+3)At)

i=1

—2g(lAt) ((l+2)AZ):' (3.58)

and transform it as in the case of formula (3.50). Then the results of cal-
culation of the first, third, and fourth brackets will be zero and the results
of the second bracket will be

l N

D' = FZ[X(iAt)g’((H1)At)+X(iAt)é((i+3)At)

i=1
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—2.X (itt) & ((i+2)Ar) | = %iX(iAt)Ag’((Hl)At) . (3.59)

i=1

where

Ag((i+1)ar)=¢((i+1)Ar)+&((i+3)Ar)=2&((i+2)A1). (360
It is shown below that the results of calculations
N N
%;X(iAt)Aé(iAt) and %;X(iAt)Aé((Hl)At)
in expressions (3.55), (3.59) will be close magnitudes, i.e.,
N N
%ZX(iAt)Aé(iAt)z%ZX(iAt)Aé((iH)At). (3.61)
i=1 i=1

In this equality the following relations between the products
X (iAt)As(iAt) and X (iAt)AS((i +1)At) may take place:

X (iAr) A ((i+1)Ar) = X (iAr) Aé (iAt), (3.62)
X (iAr) Mg ((i+1)Ar) < X (iAt) A (iAr), (3.63)
X (iAr) A ((i+1)At) > X (iAr) Aé (iAt). (3.64)

The analysis of these inequalities shows that multipliers of these
inequalities with unit time shift recur in increasing the magnitudes i,
i=12,3,4,.., N, alternately.

Here, the number of inequalities (3.63) will be equal to the number of
inequalities (3.64). Thus, the following equality may be considered to be
true:

P| X (iar) Aé ((i+1)Ar) > X (iAt) A2 (iAr) ]

~ P| X (int)A((i+1)At) < X (iar) Aé (int) |i=1, N.  (3.65)

Therefore, the following equality may also be considered to hold true:



62 3 Technology of Digital Analysis of Noise as a Carrier of Information

P{%i[X(iAt)Aé(iAt) — X (int)Ag((i+1)Ar) |~ 0} =1. (3.66)

i=l1

It follows from (3.65) and (3.66) that in processing the signal g(iAt)
according to (3.58) or (3.59) with good regard to expressions (3.62)—(3.66),
the following change is allowed: X (iAt)Aé(iAl‘) to X (iAt)A 8((1 + l)Ata.
Therefore, formula (3.59) may be represented as follows:

ZX inr)[ &((i+1)At)+2((i+3)Ar)-22((i+2)Ar) |

:%z X (iAr)Aé (iAt). (3.67)

i=1

It follows that in case there is a correlation between the legitimate signal
X (Z'At) and the noise 8(iAl) ie, r, #0, the difference D! — D! will

’rg

be a magnitude of noise variance D, i.e. [16]

N N
D, = iz,,éz (iAt)~ D, -D! = %ZX(iAt)Aé(iAt)

i=1

1 & 1 &
+—Z£2 lAt ——ZX zAt Ag ZAZ) (3.68)
N i=1 N i=1

Therefore,

N
D, :izy (iat)=D.-D!

:%i{[gz zAt +g zAt) ((1+2)At) 2g(1At) ((’Jrl)At)]

1=

[ g(ine) g ((i+1)Ar)+ g (iar) g ((i+3)Ar)

~2g (ide) g ((i+ 2)Af)]} (3.69)

By means of the expressions for determining e’ and e”, one can check
that the formula (3.69) holds. For this purpose, first represent the expression
for determining e’ (3.50) as follows:
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{ ZX (iAt) X (iAt) +—ZX (iat) X ((i+2)At)-

ZIN

=1

ZN:X lAt ( l+1)Al‘):|
[;{ZN;s(zAt m)%% (i) X (1 + 2)0)

1

= [

ZN:s(zAt ((G+ I)At)}

i=1

1 & 1& . ,
[NZX iAt) e (iAt) +ﬁ§X(zAt)g((z+2)At)
N

—%;X(iAt)e((inLl)At)}

1 &, 1 & 2
+ Nzg zAt ﬁ;c" zAt (z+2 At)_ﬁ,zzllg zAt (z+1 At)

~[R,(0)+ R (2At,)-2R_(2Az,)]+[R_(0)+ R_(2A¢,)-2R_(1Az, )]

+[R,(0)+R

x& (2At5 ) _ZRxg (1Alg )]+ [Ds + Rgg (2At£ )_2R55 (1At£ )] (3 70)

Taking into account that for the noise g(iAt), the following equalities
hold:

N
L(2A1)=—>"e(int)e((i +2)Ar) =0,
i=1

ZIH

N
,(1Ar) = izﬂm Je((i +1)ar)=0,
lel

R_(0)= : igz(mt): D,,
N
and taking the notion
R_(0)+R_(2Ar,)-2R_(1Az,)= A
R_(0)+R_(2A¢,)-2R_(1At,)= A}
R, (0)+R,(241,)-2R (1At )= A,

one can represent expression (3.50) as follows:

: (3.71)

D'=A+A,-A,+D,. (3.72)
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Taking into account that (iAt) =X (iAt)+ g(iAt) and using the expres-
sion for determining e"(iAt% (3.58), we have

N
- %Ze"(mt) {ZX (ine) X (i +1)A¢)
i=1

N N

+ > X(iAr)X (1 +3)Ar) -2 X (iae)x (i +2)Ar)

i=1 i=1

N

X(iat)e((i +3)Ar)- 2" x(ine)e((i + 2)At)

i=1

M=

{ﬁx(m)g((m)my

N N N
+(Zs iA)X (i +1)A0)+ Y e(ine) X (i +3)At) -2 eine)X (i +2)Ar)
i=1

=1 i=

cine)e((i+ 3)Ar) zgg(im)g((i +2)Ar)

-

N
+(251At (i +1)Ar)+
i=1

_ LIVZV:X(iAt)X((i 1A+ %Z::X(iAt)X((i " 3)&)_%2;(@&);((@ . z)m)}

i=1

N N N
+ %Zs(im) ((+1)A0)+— e(ine)x((i +3)Ar) %Zezm (i+2)Az)
i=1 i=1 i=1

i

2\~

N N N

+ _JLZX (iAt)e((i+1)At)+izX(m)g((i+3)At)_%zx(mz)g((i+z)m)

L4V =1 i=1 i=1 |

B N N N 7
+ %Zg(im) i+1)At)+ %Zszm (i+3)Ar)— = e(iae)e((i +2)Ar)
i=l i=1

i=1 .

Z\N

~[R_(1a1)+ R_(3A1)-2R_(2A1)]+[R, (1A2)+ R, (2A1) - 2R _(2A¢)]

+[R,.(1A1)+ R ,(3A)- 2R, (2A¢)]. (3.73)

Taking into account that R, (IAt) ~0, R, (2At) =0, R, (3At) ~ 0,
and taking a notion that is analogous to (3.71), we have
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R_(1A,)+ R_(3At,) - 2R (2A1) = A]
R_(1A1,)+ R_(2At,)-2R_(2At)= A} ¢ (3.74)
R, (1A1,)+ R, (341,)- 2R, (281) = &

&

one can represent as follows the expression for determining D" :

D"=AT+A} +Af. (3.75)
Supposing that the following equalities hold:
Al = AT
A, =~ Al b, (3.76)
Al = A

and taking into account (3.72) and (3.75), we have
D, —D!=A +A, +A,+D, —(Al+ AL +A?)=D,,  (3.77)

This means that formula (3.69) holds for the case 7, # 0.
The investigations showed that in calculating the estimations of the mag-

nitudes D', D", one can represent the expressions for determining e'(l'At)
and e"(iAt) as follows:

e'(int) = g(in)g(ine) - 2g(ine)g((i + 2)Aat)+ g(int)g((i + 4)Az) }
e"(iAt) = g(int)g((i +1)Ar) - 2g(int)g((i + 3)Ar)+ g(iat)g((i + 5)Ar)

e'(int) = g(ine)g(ine) - 2g(ine)g((i + 3)Ar) + g(ia)g((i + 6)Ar) }
e"(iat) = glin)g((i + 1)At) - 2g(ia)g((i + 4)Ar) + g(int)g((i + 7)Ar)

For the general case, the expressions for determining e"(iAt) u e'(iAt)
have the following form:

¢(int) = g(int)g(Ar)—2g(ia)g((i + p—1)At)+ g(ine)g((i + 21 - 2)At),

e"(int) = g(ine)q((i +1)At) - 2g(ine)g (i + u)Ae) + gline)g((i + 21 —1)At). (3.78)

Here u is a time interval where the correlation between g(l’At) u
X (iAt) takes place. One can determine the maximum of this magnitude
according to the following formula:
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A
At,

U (3.79)

Thus, one can determine the variance of the noise D, of the noisy
signal g(iAt) according to expression (3.69) with due regard to the time
interval of the correlation Az = y-Atf, between the noise and the legiti-
mate signal using expressions (3.69) and (3.77).

3.6 Digital Technology of Separating Noise Samples
and Legitimate Signal, and Determining Estimates
of Its Statistical Characteristics

Taking into account the following:

£'(iar) = & (inr)+ g (ine) g ((i +2) Ar) - 2g (inr) g (i +1)Ac), (3.80)

g"(iat) =g (iat) g ((i+1)Ar)+ g (iar) g ((i+3)At) - 2g (int) g ((i +2) At),
(3.81)

the formula for determining g*(iAt) both in case there is a correlation and
in case there is lack of it may be represented as follows:

&' (inr) = sgn[ &' (iar) " (inr) ]|
& (iAr) =sgne'(iAt), /‘g'(iAt)‘ . (3.83)

These formulae are represented in the expanded form

& (ine) ~ sgn{[ & (ine)+ g (inr) g ((i +2) Ar) - 2& (inr) ((i-+1)Ar)

g'(int)—g"(iAt)|,  (3.82)

_[g(,'A;)g((i+1)At)+g'(iAl)g((i+3)A’)
_2g(iAt)g((i+2)At)]}

<l (ian)[ & (iar)+ & ((i+2) Ar)-2¢ ((i+1)r)
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1

—g(iar)[ & ((z+1)Az)+g((i+3)At)—2g((i+2)At)]}5, (3.84)

&' (inr) ~ sgn g (iar)| g (iar)+ g ((i+2) Ar) - 2g ((i+1)At) |

\/‘ ine)| g (ine)+&((i+2)ar) -2 ((i+D)ar) | 385

It is evident that in processing signals g(iAt) for determining samples
of the legitimate signal X (iAf), one can use the approximate magnitude
of samples of the noise 6*(1'At) [16]. Here in case 7, =0, the formula
for determining the approximate magnitudes of samples of the legitimate
signal will be represented as follows:

X' (int)~ g (int)- & (iAt) = g (iar) - sgn &' (iat) | |e'(iAr)] . (3.86)

When r,, # 0, the samples X *(iAt) will be found according to the
formula

X (int) ~ g (iAt)-sgn| &' (iAt) - &" (iAr)

8'(iAt) — é‘"(l'At)‘. (3.87)

It is clear that the possibility of determining approximate magnitudes of
samples of noise and the legitimate signal open wide prospects for solving
various application problems for which the application of filtration tech-
nology was not successful [16].

Summing up the above, the formulae of the analysis of the noise and the
legitimate signal in case the correlation between them is not zero, i.e.,
r.. # 0, are represented as follows:

:—Z zAt Ze zAt

=—ngn (int)—&"(ine )| le'ine) - (i),

(3.88)

lN.z, 1 cx2 (. lN/- "
Dg:N;g (zAt)zNZg (zAt)zNZ[g (iat)—&"(iAt) ], (3.89)

i=1 i=1
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R (1) :%ﬁx(lm) (iAr) = ]lvﬁ)‘(*(mt)g-* (inv)

i=1 i=1

:%i[g(im)—sgn[g’(mt (ine)]le’ (iar) - lAt)”

i=1

x sgn[g'(iAr) - 8”(iAt)]\/|8’(iAt) —&"(int)],

(3.90)

N

m_ :%ZX lAt Z[g lAt ZAI)}

= %i[ g (iar)-sgn[ &' (inr) - " (ine) | [|e’ (iar) - &" (iae) ”

i=1

(3.91)

sz—iX (iAr) N[g(mt) (iat) ]
Z%;[g(mt sgn[ &' (iAt)- '(iar) - zAt)\T
(3.92)

3.7 Algorithms for Determining the Distribution Law
of Noise and the Correlation Coefficient

Having the approximate magnitudes & (iAf), one can determine the corre-
lation coefficient when the correlation between the legitimate signal and
the noise exists according to the following expression [16]:

R, (0) _ R.(0)

\/Rxx &€ O) B \/DXDL

i 3 zAt —sgn g zAt zAt
N3

zAt zAt)”



3.7 Algorithms for Determining the Distribution Law of Noise 69

xsgn[g'(mz)_g"(l-m)mgf(l-m)_g"(im)q

'(iAt) - zAt)\ﬂ

x{{%g[g(im)—sgn[g'(im "(iAr)

[ ZN; &'(inr) - zAt)]}};. (3.93)

It is known that for determining R__(0), R_(0), and R_(0), one can
also use the formulae of signed correlation functions [14]:

N
R (0) =%2san(iAt)sgng'(iAt), (3.94)
i=l
1 & . .
R (0) = ﬁ2san(iAt)san(iAt), (3.95)
i=1
1 N
R (0) =ﬁ2sgné(iAt)sgné(iAt). (3.96)
i=1
Considering that

sgn X (iAt)sgn X (iAt) =1,

sgn £(iAt)sgn (iAt) =1,

N
D sgn X (iAt)sgn X (iAr)= N

i=1
and
N
z sgn £(iAt)sgn £(iAt) =
i=1

we have
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N
R;’:(O)=%ngnX(iAt)san(iAt)=l, (3.97)

i=1

N
R”(0) = ngné(z’At)sgn é(inr)=1. (3.98)
i=1

Then the formula for calculating the coefficient of correlation 7, between
the legitimate signal X (iA¢) and the noise £(iAt) can be represented as
follows:

N
r, :%z sgn X (iAt)sgn £(iAt) (3.99)

i=1

or

N
v, &1, :%Z sgn X (iAt)sgn & (iAt)

i=1

:—ZSgn[ zAt sgn[e lAt

- zAt ]\/‘ lAt lAt)”

x sgn[e'(iAt) - 8"(iAt)}\/|8’(iAt) - 8"(1’At)| . (3.100)

Clearly, the formula for calculating the coefficient of correlation 7,
between the noisy signal g(iAt) and the noise E(iAt) has the following
form:

1 & . o
—Z sgn g(iAt)sgn £(iAt) (3.101)
i=1

2

or

Foo R Ty :%z sgn g(iAt)sgn & (iAt)
i=1

N
= %IZ_:‘ sgn g (iAt)sgn [5’(1’At)

£"(iar) |||’ (iar) - " (inr)] . (3.102)

In solving some applied problems, one may also use the estimates of the
relay correlation functions [14].
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R’ (0)= ~ ZX(iAt) sgn £(iAt), (3.103)

i=1

RZ(0) = ¥ Z S(iAt)sgn £(iAL), (3.104)

i=l1

or

N X .
R’ (0)= R(0)= %Z X' (iAt)sgn & (iAt)

i=1

- %g[g(im) —sgn [5'(1‘AZ)
- zAt :l\/‘ zAt ZAZ)H

x sgn[e'(iAt) - 8"(iAt)]\/|g'(iAt)— 5"(1’At1 , (3.105)

R (0)= R (0) = N ﬁ: S(iAt)sgn & (iAt)

i=1

:—Zg iAt sgn[e zAt

—"(iar) |’ (iar)-&" (iar)) . (3.106)

It has been generally established that for realizing a noise distribution
law, it is necessary to determine the number N of appropriate values of its
curve W(g) according to the number N of the samples of the noise
g(iAt) during the time 7 = NAf. For this purpose one may use an
approximate magnitude of samples of an analogue of the noise 8*(iAZ).
Here, in case there is no correlation between X (iAt) and &£(iAt) and
using the sample number N,, N,, ..., N, of the magnitude

&'(iAt)

at regular intervals Ag with appropriate

" (iAt)=sgn &'(iAt)

in the range from 0 to ¢

values 8*(iAZ), one may easily realize the distribution law W &’ ). In case
there is a correlation between X (iAt) and &(iAt), using the number of
samples N,, N,, ..., N, of the magnitude
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& =sgn [8'(1'A1) - 5"(iAZ)}\/

one realizes the noise distribution law. According to expressions (3.82)
and (3.83), in increasing N —> oo the calculated estimates N,, N,, ...,
N,, will tend to the required values of the distribution law of the noise

W(g) .

SI(iAZ‘)—E"(l'AZ‘)‘ ,

3.8 Algorithm for Determining the Arithmetic Mean
Relative Error of Samples of Noisy Signals Caused
by Noise

It is known that for calculating of the relative error in samples of noisy
signal g(iAt), one can use the following expression [14, 26]:
E(iAt
Ay (IAL) = M .
X (inr)

(3.107)

It is obvious that for realization of this expression, one needs to know
the samples X (iAt) and g(iAt) preliminarily. Clearly, having the approxi-
mate values of samples of the noise g*(iAt) and the legitimate signal
X *(l'At), one can determine the approximate values of relative errors of
samples g(iAt) according to the formula

& (int)

T A2, (iAD) (3.108)

or

sgn[&'(iAr) - &"(iAD) ] /|&'(iAr) - " (iA)|

for r, =0,
| gD —sgn[e'(iAn - &"(iAn) ]|/ (iAr) — £ (iA?)|
o = (3.109)
’ A ' A
sgne'(i t)‘/|5 (@i t)| for 7. =0,

g(iAr) —sgne'(itn)|e' (i)

At the same time, in many cases having the mean value of relative errors
of samples g(iAt), one can realize the correction of errors of signal
processing.

Clearly, using the relative errors A, (iAf) of samples g(iAt), one can
determine the estimate of average relative errors according to the formula
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1, . 1 & é(ie)
el NZI' o (IA?) N,E:l X(iAt) (3.110)

Having the approximate values of samples of the noise 8*(1'At) and the
legitimate signal X *(iAt), the formula for calculating the average relative
error can be represented as follows:

Z (i) 3.111
o lAt 3.111)

This formula reflects the degree of the influence of the noise on the error
of samples g(iAt) of the measurement information. Clearly, when the
correlation between the legitimate signal and the noise differs from zero,
ie., 7, #0,the formula A, has the followings form:

o1& sen[g/AN)—g"(iAD] e (iAn) — " (i)
= g(iAt)—sgn[e'(iAr) — "(iAn)] ||’ (iAr) - &"(iAn)|

In case when there is no correlation between the legitimate signal and
the noise, i.e., 7., = 0, this expression takes the form

2 T xeg

7] N sgn &' (iA1),/|€'(iAD)) 3113
rel ~ _Z . ( . )
N “Z 5(iAt) —sgn £'(iAd),] &'(iAD)|

In Refs. [5, 14, 26], it is shown that the determination A, according to
this formula is of great practical interest for both spectral and correlation
analysis.

However, it should be noted that in case we do not have the approximate
estimates of the noise 5*(1'At) and the legitimate signal X *(iAti one can
determine the more approximate estimate of the average relative error 4
of samples g(iAt) of noisy signals as a ratio of the mean-root-square
deviation o, of the noise S(iAt) to the mean-root-square deviation o, of
the total signal g(l’At):

(3.112)

== . (3.114)

Clearly, in this case the estimates of the average relative error of
samples g(iAt) of the noisy signal both for the presense and the absence
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of the correlation between the legitimate signal X (iAt) and the noise
e(iAt) ie., =0 and r_ # 0, with due regard to (3.39) and (3.69), can

)C&

be determined as follows:

_ \/i[gz (it)+ g (int) g ((i+2) At) -2 (iAr) g ((i+1)At) ]

i=1

>

2.¢" (i) (3.115)

~ \/i{gz(mt) 38(ian)g(( +1)Ar)+3 &(iar) (i + 2)Ar) - g(iar) & ((l+3)m)}

N

Zg2 zAt

i=1

(3.116)

3.9 Digital Technology for Determining Information Signs
of Monitoring a Defect’s Origin When the Classical
Conditions Are Not Fulfilled

Based on the above algorithms of the analysis of the noise £(iA¢) and of the
legitimate signal, one can form information technology of the following
procedures:

1. According to the methods described in Section 2.3, one can determine
the step of sampling of the noisy signal g(iAt) and the noise &(iAt).
2. The following conditions are checked:

R, (z=At,)- R, (r=2At,)

IR, (z=2A1,)- R, (r =3A¢, )| < AX .

If the conditions are fulfilled, the step of sampling Az, is adequate. If
the conditions are not fulfilled, the obtained value of Az, is not ade-
quate, it is decreased, and the above conditions are checked again.
At,, found at the moment of fulfilling the above conditions, is consi-
dered to be adequate.

3. According to the following expression:

—ngn[a (iAt)- zAt)}

<AX,




3.9 Digital Technology for Determining Information Signs of Monitoring 75

<l (ian)[ & (iar)+ g((i+2)ar) -2 (i +1)ar) |

—g(ine) g((i+1)Ae)+ g ((i+3)At)—2g((i+2)Ar) |
a mathematical expectation of the noise S(iAt) is determined.
4. According to the following expression:

D, z%i{g(im)[g(imﬁg((w2)A¢)—2g((i+1)m)]

i=1

—g(ine)[ g ((i+1)Ar)+ & ((i+3)ar) =28 ((i+2)Ar) ]}
the estimation of the variance of noise is determined.
5. According to the following expression:

R, (1)~ %z[ g (int)—sen[ &' (itt) - &" (i)

1
2
)

| (iae) [ (i) + & ((i+2) 1)
-2¢((i+1)Ar) |- g (iar) [ (i +1)Ar)+ g ((i-+3)ar)
H xsgn[ &' (iAr)

— " (ine) g (i) [ & (iae) + & ((i+2) &)
-2¢((i+1)ar) [ -g (ian)[ & ((i+1)Ar)

+g((i+3)Az)—2g((i+2)Az)] l

R

the estimation of the correlation function between the legitimate signal
X (iAt) and the noise é‘(iAt) is determined.
6. According to the expression

m, z%ﬁ[ ¢ (id)—sgn[ &' (iAr) - " (iAr)]
<l (ian)[ & (iar)+ & ((+2)a)-2¢ (i +1)ar) |

—g(ine)| &((i+1)Ae)+ g ((i+3)At)—2g((i+2)Ar) |

~2¢ (i+2)At |

|

the estimation of the mathematical expectation of the legitimate signal
X (iAt) is determined.
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7. According to the expression

D, ~ %i[g (iAr)—sgn| &' (iAt)—&" (iAt) ]

i=l1

x| (iar) [ & (ine)+ ¢ ((+2)ac) -2 (i +1)Ar) |

g (int)] g((i+1)At)+ g ((i+3)At)-2g((i+2)Ar)] }2]2,

the estimate of the mean value of the legitimate signal X (iAt) is deter-
mined.

8. Determining the distribution law of the noise g(iAt) when the coeffi-
cient of correlation is zero is realized as follows. A minimal magni-
tude of ¢ . is given for all samples of approximate magnitudes
o (iAt) and the condition is checked:

6., + jAx]< & (inr) < [e,, +(j+1)Ax].

These conditions take the following form at . = 0:

min

G+ JAx < sen & (i) {2 (i) & (i)
+&((+2)ar)-2¢ ((i+1)ar) ]

<g . +(j+1)Ax.

In case 7, # 0, this condition may be transformed to the following
form:

g + jAx <sgnle'(iar)— &"(iAt)]

x{[g (ine) & (ine)+ ¢ ((+2)a0) -2 (i +1)Ar) |

}i

—g(ine) g((i+1)Ar)+ g ((i+3)Ar)-2g((i+2)Ar)]

<& +(Jj+1)Ax.

For determining the distribution law W(g*) in succession for the
values j=0, j=1, j=2,..., j=m, one determines the number
of samples N,, N,, N,, ..., N, ; the above conditions are fulfilled
with this number of samples. It is clear that, by using them, one may
form a curve of distribution law of speculated magnitudes of noise
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samples W[e(iAt)]. As the number of samples N increases, so this
curve tends to the noise distribution law, i.e., W(e).

9. The estimate of the arithmetic mean of relative errors of samples
g(iAt) of noisy signal both in case r, =0 and in case r, #0 is
determined according to the following expression:

7 1 ZN: sgn g'(iAt),/|g'(iAt)|
rel =

N T g(itr)—sgn &'(ihn)fle'iAn)|

— 1 & sgn [5'(iAt) — g"(iAt)] \/|g'(iAt) - g"(iAt)|

ﬂrel ~— .
N T g(iAr) - sgn['(iA) — £"(IAN)] e (iAr) - &"(iA0)

In conclusion, we note that the modern PC allows one to realize the
above technology in action easily.

3.10 Digital Identification of a Defect’s Origin
by Considering Noise as a Data Carrier

It is known [14, 27, 34, 37, 40, 41] that many problems of statistical
diagnostics of technical objects may be reduced to the solution of an
equation system, which has the following matrix form:

R, ()= R, ()W (1), (3.117)

where Rm (1) is a matrix of the autocorrelation function R ((1 + ,u)At)
of the following d1mens1opal repre.sentatlon X s R, (1) is a rnath—
vector of the cross-correlation function R (¢ \(7 + y)At); W is a matrix-
vector of pulse transient functions

W (1) =W (0),W (A1), W (2A1),... W (u AT (3.118)

The statics problems are also solved by means of a matrix equation of
the following form:

R,(0)=R,(0)B, (3.119)
where Exx (0) is the matrix of auto- and cross-correlation functions
Rm 0), Rx,x (0), i, j=Ln, of input signals Xl(iAt), Xz(iAt), s

X, (iAt); ﬁxy (0) is a matrix-vector of the cross-correlation functions
Rx[y(O), i=1,n, between the input signals Xl(iAt), Xz(iAt), y
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X, (iAt); and the output signal y(iAt); B= [bl,bz,...,bn] is a matrix of
the coefficients of the regression equation.

For real noisy input-output signals, Eqs. (3.117) and (3.119) have the
following form:

R, (1)=R, ()W (1), (3.120)
R,,(0)= R, (0)B". (3.121)

Unfortunately, for the technological parameters g(iAt) and 77(iAt), the
estimates of correlation functions of legitimate signals R (x), R, (u),
R, (,u) and noisy signals R, (,u), R,, (,u), R,, (,u) do not coincide, i.e.,
the following inequalities hold:

R.(0)=R,(0)
»(0)=R,,(0)
R, (1)# R (u)[

R, (u)= R, (1)

In turn, this results in the following inequalities:

R,(0)#R,,(0)
R.(0)# R, (0)
R, (u)# R, (1)
xx(u) e (1)

So, in spite of the sufficient development of methods of solving Egs.
(3.117) and (3.119), the obtained results for real objects working according
to formulae (3.120) and (3.121) because of the errors arising due to the
noises &£(¢) and ¢(¢) turn out to be unsatisfactory [14, 34, 37, 40, 41].

At the same time, after separating approximate magnitudes of noise
8*(1'At) from the total signal g(iAt), using the obtained magnitudes of
samples of the legitimate the signal X *(iAt), one may improve the corre-
lation matrix stipulation. Here they may appear to be commensurable with
the stipulations of correlation matrices of the legitimate signals X' (z'At)
and y iAl‘). For this purpose in realizing correlation matrices, one may deter-
mine according to formulae (3.86) and (3.87) the approximate magnitudes
of legitimate signal samples during the process of the processing of measure-
ment information g(iAt) in the following cases:

(3.122)

(3.123)

>01
D) W ) NEER "SRR N
:Ul';Ul';Ul';Ul
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1. in case the correlation coefficient is equal to zero, i.e., .. =0,

> Txe

X" (iAt) = g (iAt)— & (iAt) = g (iAt)—sgn &' (iAt)

xJ|&* (i6r)+ & (i0r) & ((i+2) Ar) 28 (ir) g (i-+1) Ar)

2. in case there is the correlation between the noise e(iAt) and the
legitimate signal X(iAt), ie,r, #0,

> T xe

X"(iAt) =~ g(iAt)—sgn[e'(iat) - &"(iar)]

: (3.124)

<& (ian)[ & (iar)+ & ((7+2) ar)-2¢ ((i+1)ar)

—g(ine)| g((i+1)At)+ g ((i+3)Ar)
1
~2g((i+2)a0)]}” (3.125)

From the evidence of the validity of formulae (3.86) and (3.87), it follows
that after separating the samples of the noise from the noisy signal when
having obtained approximate magnitudes of samples of the legitimate signal
X *(iAt), one may form correlation matrix elements.

In this case one can suppose that the following equalities take place:

R, (1) = R..(1), R, (0)~ R.,(0),

where
A)'(l(iAt)Xl((ijL,u)At) X, (ia0) X, ((i+ p)At) - X, (ine) X, ((i+u)At)
R (4)= X, (iA) X, ((i+p)Ar) X, (iM) X, ((i+p)Ar) - X, (iA0) X, ((i+p) At)]
X, (i00) X, ((i+u)At) X, (iA) X, ((i+p)Ad) - X, (ide) X, ((i+u)A)|
X7 (i) X, ((+m)A0) X (i) X5 ((i+ ) A0) e X; (ite) X, (i ) A7)
R (1) X (iA) X7 ((i+p)Ar) X5 (iMe) X5 ((i+p)Ar) o X5 (ine) X, ((i+p) At )2
X, (iA) X7 ((i+p)Ar) X (i8e) X5 ((i+p)AL) - X, (ide) X, ((i+u) At )

(3.126)
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X, (ia0) X, (iae) X, (ia0) X, (idt) - X, (ia) X, (idv)
R (0)=| (0 X(iA0) - XA X, (6] e Xy (A X, (i80)),
X, (ihd) X, (ide) X, (idd) X, (ind) - X, (idt) X, (ide)
X7 (an) X (i) X (i) X3 (i) e X (i) X (i)
R(0)- X; (ia) X (iat) X5 (ihe) X; (iae) - X; (int) X (iAd)).
X, (1A0) X7 (i6e) X, (i6e) X3 (iar) - X (iae) X; (ir)
(3.128)

Even if one can suggest that in some cases (3.112) does not hold, Eq.
(3.113) holds because under any conditions the following equalities hold:

P X, (iat)> X, (idt) | = P| X, (int) < X; (iAt) ],

P X, (iAr)> X; (iAr) | = P[ X, (iAr) < X; (idt) |

P[ X, (iat) 2 X; (iat) | = P X, (iar) < X; (iAr) ],
P[X1 ((i-i—,u)At) > X7 ((l+,u)At)] = P[Xl ((H—,u)At) <X, ((H—,u)At) ,
P[X2 ((i+,u)At) > X, ((l +,u)At)] = P[)'(2 ((z +,u)At) <X, ((l +,u)At)}

(3.129)

Due to the above, the correlation matrices R:x (1) and R;x (0) may be
considered to be identical to the matrices Rxx () and Rxx (0).

Thus, the stipulation of the correlation matrices R (x) and R (0)
formed from the estimates calculated according to the approximate magni-
tudes of the legitimate signals X (iAt) may be considered to be the same
with the stipulation of the correlation matrices of legitimate signals R (W)
and R (0).
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The analogous cons1derat10n _may be glven on respect to the vector
columns R () and R NVOR R ,(0), and R. (0).

It follows that in the present varlant one can reduce solving the problem
of statistical diagnostics of the technical state of the object to solving the
system of equations of the following form:

R ()= R ()W (u), (3.130)

R.,(0)=R.(0)B . (3.131)

It opens real possibilities for solving a wide range of problems of
monitoring and diagnosing various fields of science and technology.



4 Robust Correlation Monitoring of a Defect
at Its Origin

4.1 Problem of Monitoring a Defect at Its Origin Using
Technology of Correlation Analysis of Signal
Received as the Output of Sensors

When using traditional technologies of signal analysis in solving a moni-
toring task, getting more or less acceptable results is possible only if the error
has a salient character, the analyzed signals are stationary and are subjec-
ted to the normal distribution law, the correlation between the noise and
the useful signal is equal to zero, and the noise represents white noise. How-
ever, even in this case, the errors from the obtained estimates depend on
the change of the noise variance, the change of the correlation between the
noise and the legitimate signal, or the change of their distribution law. Due
to this, the adequacy of the description of many analyzed processes by
means of probabilistic-statistical methods is not satisfied and we end up
with wrong results in determining the origin of a defect. For these reasons,
in the framework of classical theories, many problems of great importance
are practically not solved nowadays. Thus, great possibilities are not realized,
but if they were, we would solve a great number of problems having tremen-
dous economical and social importance.

For example, eliminating the disadvantages of traditional technologies
would allow us to increase the reliability of forecasting earthquakes and other
natural disasters, improve disease diagnostics, increase the efficiency of pros-
pecting mineral resources, increase the reliability of forecasting failures at
heat and nuclear power stations, forecast failures in drilling, diagnose a
technical plane state, allow us to realize adequate mathematical models,
and so on. In this connection, among real applications of great potential of
considered theories lies the necessity to revise traditional algorithms and
create new technologies that provide the robustness of the obtained estimates
in fulfilling classical conditions and in case there is a lack of obedience to
classical conditions.
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In this chapter, on the basis of the technology of noise analysis is a
robust technology of correlation analysis. Due to this, the opportunity appears
to eliminate serious obstacles by using the enormous potential of this tech-
nology for solving the most important tasks of monitoring an error at its
origin.

4.2 Necessity of Providing Robustness of Correlation
Monitoring of a Defect at Its Origin

In practice, data of the normal exploitation of the real objects show that,
due to the unavoidable errors caused by the noise influence, the estimates
of the auto- and cross-correlation functions of the input and output signals
contain certain “pulsations.” This is one of the reasons interfering with the
wide application of the known probabilistic-statistical methods for solving
the numerous applied problems. Because of this, the authenticity of the
obtained results can be doubtful when solving the problem of monitoring
the defect at its origin.

For eliminating the difficulty caused by these reasons, plenty of methods
[14] have been suggested. In spite of the high theoretical level of these
works, the experience of successfully applying them in practice in solving
real problems of monitoring the error is not abundant.

Along this vein, a sharp necessity is observed in the exploitation of the
new methods and algorithms oriented to eliminate the difficulty caused by
the noise influence on the estimate of correlation functions. In order to
explain the specific characteristics of this problem, first let us consider the
specificity of correlation technologies in practice [10, 14, 34, 40].

It is known that the formula for determining estimates of the auto- and
cross-correlation functions R, (7), R, - (r),and R,,(7) between res-
pectively noisy signals g,(¢) and g;(#) (the noises are &,(¢) and &,(7),
respectively, for each signal), as well as between g,(f) and 77(¢) noisy
signals with the noise @(#), has the form

Ry, (T) =%:fg,» (t)g',- (l‘-I-Z')dt

:%1[}'@.(t)+él.(t)][)'ci(t+r)+éi(t+r)]dt

:Rx,x, (T)—I—Axix,- (T) ’ (41)
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=R, (r)+ij (7), 4.2)

=—J.|:X[(l‘)+6"i (][ 7(t+7)+op(t+7)]at

=R, (7)+A,,(7), (4.3)

where A (T), Axl_x_(r), and Axiy(T) are the values of errors of the
estimates of the auto- and cross-correlation functions R, . (T), R, (T),
and Rgm (2') ’

Taking into account that for real technological parameters

—.[ (t+7)dt =0, 4.4)
j. t+ T =0, 4.5)

O

for the values of errors of the cross-correlation functions R ( ), R - (T) ,
one has the expressions

A, (2) :%I[x ()i, (t+0) 4, (i (+0)]de. @)
=—j[x p(t+7)+& (1) y(t+7)]de. (4.7)

The value of the error A | ( ) of estimates of the autocorrelation fun-
ctions R, (2') is determined by the expression



86 4 Robust Correlation Monitoring of a Defect at Its Origin

T

j[x (0)& (t+7)+& (0)%, (t+7)+&,(¢)é (1+7)]dr. 48)

1
Axixi (T) = ?
0

However, taking into consideration that &, (t) is white noise and the
values &, (t) and 6‘.(1‘ + 2') are not correlated at 7 # 0, that is,

—I 1)é(t+7)dt=0 for 7#0, (4.9)

then Eq. (4.8) holds only for values 7 = 0. When 7 # 0, the following
equality holds:

j[x (t+7)+,(t)% (t+7)]dr.

With 7 =0, the expression for the error A ( ) has the form
T

— : 2

Ax,xl- (T)_Fj dt+ '([81

Taking into consideration that the mean value of squares of values of
noise is equal to the variance D, of the noise &; (t) ,l.e

pllndl

1 T
-2
;!81- (t)dt =
with 7 =0 one has
(4.10)
__j t)di+D, =\ (7)+D,,
where
2 T
AL () =25 (0) 4 (¢)ar
i T 0
R, 0)=|R,, i=1n. (4.11)
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From expressions (4.1)-(4.3), it is clear that the estimates R, (O)
differ from their true values R_ (0) by the value of the error A (O),
and the estimates R, (0), i.e. [ = J , apart from the values of the error
A (O), differ from the true values R__ (O) by the value of the variance
Dg:_ of the noise & ( ) The estimates R I (O) differ from their true values
R, , (O) only by the value of the error A (O)

Thus from expressions (4.1)—(4.11), 1t is clear that the reason for the
decrease in the reliability of the obtained results is the presence of the
errors A (0) A, (O) and A (0) in each estimate as well as the pre-
sence of the variance "D, ofthe noise &,(¢) in the estimates R, (O)

From the technology of the correlatlon analysis, it is clear that because
of the errors A (O) A, (0) A, (O) and the presence of the variance
D of the n01se &, (1) the estlmates of signal significantly differ from their
true values. In this connection, when solving the monitoring problem, there
is no guarantee of receiving reliable results.

The performed research [10, 27, 34, 37, 40] showed that besides the
influence of the errors themselves, A (O) and AH,(O), one of the
important factors influencing the characteristics of correlation functions is
the change of their value because of parametric V1brat10ns which leads
to the essential change of the ratio spread ranges D[}/x N ] D[]/x , (0)] of
the relative errors

Vo 0)=A_, (0)/R,(0), 7., ( (0)/R, (0)
7., (0)=R, (0)/A,,(0)

to the spread ranges D[Ax,.xj 0 ], D Axl_ ) (0)] of the errors themselves,
Axx (0)’ Axx (O)’ Axy(o)

As will be shown ahead, the independence of the error values on the
changes of noise characteristics opens the opportunity for significant improve-
ment of monitoring results, which, in turn, necessitates providing the robust-
ness of determined estimate elements of the correlation matrix.

Thus, there arises a necessity in the creation of a robust technology
allowing one, by means of accounting for the noise influence, to bring the
estimates to a form where they maximally approach their true values.
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4.3 Robust Method of Improving Estimates
of Auto-Correlation Functions in Monitoring
a Defect’s Origin

In calculating auto- and cross-correlation function estimates, the realiza-
tions g(t) and n(t) of the useful signals X (t) and y(t) are in practice
normally assumed to be random stationary ergodic functions with normal
distribution law, and the interval 7 is chosen large enough; in view of
these facts, the estimates R (z’) and ny (T) of correlation functions can
be used rather than the correlation functions R, Z') and R,, (T) them-
selves. However, in practice, estimates have appreciable errors because the
realizations g(/) and n(t) contain a mixture of useful signals X (t), y(t)
and noises ¢&l\f), go(t), whose distribution laws prove frequently to be
different from normal ones; moreover, mathematical expectations of noises
do not strictly equal zero, i.e., m, =0, m o R 0; stronger stationarity is
not observed in realizations g(t), 77(t); the time interval 7' is restricted,
and so on. In practice, the estimates R 2 \7)s R o (Z’) are obtained with
appreciable errors A (T), A, (2') The values of the errors depend on the
range of the noise change, that is, the obtained estimates besides errors
have one more serious disadvantage: they do not meet robustness require-
ments. It lowers the degree of reliability of data obtained from primary
signal processing and worsens correlation matrix stipulation; as a conse-
quence, it does not provide due adequacy in solving identification problems.
Thus, in order to raise and advance the efficiency of probabilistic-statistical
methods, it is necessary that the errors A (2'), A, (r) be removed and
that robustness in statistical characteristics of technological parameters be
provided. One of the possible ways to provide proper robustness and to
eliminate the error A (2') of the autocorrelation function R - (Z‘) [33, 34,
37, 40] is outlined ahead.

It is known that in calculating estimates of autocorrelation functions by
using traditional algorithms, the following equalities occur:

R, (7)=R,(r). R (r)=R,,(z).

R, (7)=R,(z), R, (r)=0, (4.12)

where

T

R ()= %J. g(t)g(t+7)dt - m;

0
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:%f[x(mg(z)][X(z+T)+g(t+f)]dt_<mx+mg>2, @13

R (e)= L[ XX ()it
Rxg(r)=%1)'((t)é(t+r)dt.

However, in practice, due to the above-mentioned factors, these equalities
do not take place, and in reality the following relations occur:

R, (r)-R.(r)=A,(). (4.14)
Rgg(r)_Rxx(T): AZ(T), (4.15)
R;g(r:O)—R;x(r:O)zAl(r:0)2A2(2'20), (4.16)

A, (z#0)-A,(r #0)=A(r =0), (4.17)

IR, (t)- R, (z) = A(r). (4.18)

The main reason for the equalities is that the correlation between the
useful signal X (¢) and the noise &(¢) is different from zero, i.c., R, (Z‘) #0,
which involves errors caused by the noise g(t .

Consider the feasibility of determining total error of estimates R,, (2')
For this the effect of noise on appearance of errors in the products of
the noncentered noisy signals ggtgg(t—l—z'), the noncentered legitimate
signals X (t)X (t+ 2'), the centered noisy signals g(t)g(t+2'), and the
centered legitimate signals X (t)X (t+r) should first be clarified by
expressions (4.14) and (4.15):

jg (t+2)di - [%J:'X(t))((wr)dt—mf}

:_I{ }{ t+r)+8(t+r)}dl—(mx+mg)2
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IX t+r dt m; }
Z%E[X(t)ﬂnx+g(¢)+m€][)'((t+r)+mx+g'(t+r)+m&1dt

——I t+r +m ]dt

With a glance to stationary random processes with normal distribution
law, the mathematical expectations of products

%mg]-)f(t) —m _|' t)dt, —m IX t+7)dt,

T T T
%mg'([é(mr)dt, %mx_([é(t)dt, %mxj.é‘(t+z')dt, mm,,

0

can be taken equal to zero. In that case, the value of a noncentered signal
when all products are positive is represented in the form

Al(T)=%T[‘X(z)é(z—#r)‘—#—‘é(t))f(t+T)‘+‘é(t)é(t+r)ﬂdt.
‘ (4.19)

In a similar way the error of the centered signal is determined:

=—[[X(t)é(t+r)+e(t) X (t+7)+2(0)é(t+7)]dr. (a20)

It follows from expressions (4.19) and (4.20) that because of the pre-
sence of the error g(tg, estimates of the autocorrelation functions R, (r),
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Rgg( ) for both noncentered and centered signals are different from their
true values R. ( ) R ( ) by values of A % ) AZ(Z') respectively. As
indicated prev1ously, the estimate of the autocorrelation function R,

of the centered signal is formed from the sum of a certain number of
positive products g(t)g(t + T) and a certain number of negative products
g(t)g\¢+ 7). But the estimate of the autocorrelation function R, (T) of a
noncentered signal according to expression (4.13) is only formed from the
positive products g(t)g(t + T). In this connection, in spite of the identity
of expressions (4.19) and (4.20), the value A, (T) is formed from errors of
the positive products g(t)g(t + T), and the value A, (Z') is formed from
the difference of errors of the positive and negative products g(t)g(t + T).
Hence, the values A ( ) and A (r) differ by the value A| 1) .

If we divide the time interval |0,7'| into the line segments [tk,tk +1]

k= i oy i, (TS, VPR . (e) where the products of noisy centered sig-

nals gét)g(l‘ +7
k= il,(r), iz,(r), wes
negative values, the equality (4.20) takes the following form:

A (r)_— [ [X()e(t+r)+e(e) X (t+7)+&(t)(t+7) ]t

T*)

take the positive values and line segments [tk,tk+1],
i (0) where the products g'(t)g'(t+r) take the

_%ij[x(t)g-(t+T)+g~(z)X(z+r)+é(z)é(z+r)]dr, @21)

where T T) is the total length of the interval of integration inside of
which g(l‘ g(t+2')>0; T _ST) is the total length of the interval of
integration where g(¢)g(f+7)<0 takes place and, in addition, where
T=T"(c)+T (r).

Here, Eq. (4.18) can be transformed as follows:

Ar=At)=AN,(t=At)- A, (T =A1).

Therefore, taking into account Egs. (4.19) and (4.21), we have the
following:

Mz =At)=|A,(r = At)- A, (r = At)

O C—y

% [ (1) & (2 + 7))

+|e () X (t+A0)|+[é (1) (+Ar) |de
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_% J’ [ X (1)&(t+Ar)+2(0) X (t+A)+2(t)é(t+Ar) e

T*(r=Ar)

+% [ [X()&(e+ne)+e(e) X (t+Ae)+é(e)é(e+Ar)]de|.

T™(r=At)

Here, taking into account the following:

%EUX t+At‘ ‘ t+At‘ () t+At)Hd
—% _[ [X(t)é‘(t+At)+é(t)X(t+At)+é(t)é‘(t+At)}dt
T*(z=Ar)

_|L J' [ X (£)&(t+Ae)+&(e) X (t+At)+&(e)&(t+Ar) |de|,
TT’(r:A:)
we have

(r=At)~ j E(t+Ar)+2(t) X (1+ A1)+ 2(0)é(t+Ar) i

() (4.22)

At the same time, according to Eq. (4.18) without resorting to formula
(4.22) to determine the estimates R, (r = At) , R, (z' = At) , the value

Ry, (7= At)= Ry (7= At)| = A (7 = At)

can be calculated by realization of the signal g(t).

Thus, in calculating the correlation function R, (r) of the centered
signals with 7 =A¢ from the total value of the integral of products
g'(t)g(t + T), integration over the interval [O, T ] in comparison with the
estimate R’ (7) for a noncentered signal g(t), the integral of negative

products gft)g(t + At) over integrating the interval of the length

i
N (r=At

T_(T = At): Z[;lmtlw-l]’
k=)
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one may determine the value /1(2' = At), which actually represents the sum
of errors of these negative productions. Thus, Eq. (4.18) occurs in practice.
Then the mean error <Aﬂ(z’ = At)> in a unit time shift 7 = A¢ is determi-
ned by

Mz = A=Y T (= Ar)|ale = ). (4.23)

It is obvious that one can calculate the robustness value A% (T), being

aware of <A/1(Z' = At)> , which will improve the estimate R,, (z') through
a different time shift 7 between g(t) and g(t + T), by the expression

A ()=r(c)-T" (f)](Axi(r = At)). (4.24)

By doing so, the following procedure to determine the robustness value
AR (z') can be formulated for estimates of the autocorrelation functions
R (T)

44

1. Calculate the autocorrelation function values R',,(T) for all the values
7 for a noncentered signal g(t) by the formula

17 17
_?.([ t+r dt—m m, , where m, ?[g(t)dt.

0

2. Calculate the autocorrelation function values R, (Z') for all the values
7 for a centered signal g(t) by the formula

17
—I t+2' dt.
0

’ﬂ

3. Determine the error value /1(2' = At) with unit time shift 7 =1- At
by the expression

Mr=At)=

Rl (z=At)-R,(r=Ar).

4. Determine the value of the mean error <A/1(T = At)> for the negative
product g(r)g(t+At) with the unit time shift 7=1-Az by the
formula

(AA(r = At))= [ )}Z(r = At).

T (r=At
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5. Calculate the robustness value /1)]; (r) of the estimates Rgg (z’) with
different time shift 7 between g(t) and g(t + z’) by the formula

2 (0)=[r ()~ (@ aale - ).

6. Determine the robust estimates of the autocorrelation function Rgg (r)
by the expression

R ){Rgg(r)—[ifx(r)wg] for 7=0,

= R, (r)- 2% (7) for 7=#0.

But the autocorrelation function normally has to be determined in prac-
tice by processing experimental data representing a record or realizations
of the studied random process g(t). The procedure and digital algorithms
for determining the robustness A* (u) of the autocorrelation function
estimates R, (/4) of the sampled random signal g(iAt), consisting of a
mixture of the useful signal X (iAf) and the noise &£(iAt), will be
considered in detail in Section 4.5.

4.4 Robust Method of Improving Cross-Correlation
Function Estimates

The present section proposes an algorithm for improvement of estimates of
the cross-correlation function between the signals g(¢) = X (¢) + &(¢) and
n()=y(t)+@(t) consisting of the mixture of the legitimate signals
X(¢), y(t) and the corresponding noises 8(2‘), ¢(t) [8, 10, 14, 34, 37].

It is known that for stationary ergodic random signals g t), 77(!) with
normal distribution law consisting of the useful signals X (t), y(t) , where
the noise g(t), gp(t) is not correlated with useful signals and is presented
in the form of “white noise” with the mathematical expectations m, = 0,
m, = 0, the following equalities occur in calculating estimates of cross-
correlation functions by using traditional methods:

R,(c)=R,,(7)
2(7)=R,,(z)
)=R,

R,

R
R, (2' ) (z’) , (4.25)
R

W(7)=R,(7)
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R 0
R, (r)=0¢, (4.26)
R 0

where

T

Jg(t)?](t + r)dt -m,m,
0

T

= %J. [X(t)+ g(z)][y(t + r)+ ¢(t + r)]dt - (mx + mg)(my + m¢),

0

4.27)
qu(r)z%lg(t)ﬁ(wrr)dt
L)) oesear
’ (4.28)
R, ()= %IX(t)y(t +7)dt - mom,,
R, (7) :%.TX(Z)j/(t+T)dt, (4.29)

R, (7) =%.T[é(t)(p(t+r)dt.

0

my, m,, m, and m, are mathematical expectations of the signals g(t),

n(t), X(t), and y(t).
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But because of factors mentioned earlier, Eq. (4.26) does not hold in
practice and inequalities therefore occur:

R, (r)#0, R ()0, R, (r)=0. (4.30)

For that reason, Eq. (4.25) does not hold, and often the following
relations occur:

R, (c)-R,,(z)=A,(z). (431)
R,,(r)-R,(7)=A,(c). (4.32)
A(z)- A, (7)]= Alu), (4.33)
IR, (7)= R,,,(0)]= Alu). (4.34)

The effect of the noise g(t) and go(t) on the appearance of errors
A (T) and A (T) can be revealed from expressions (4.31) and (4.32):

T
Az 2%.[ (e +7)dt - m,m, J-X V(¢ +17)dt — mm,

0

[X(t)+ g(t)][y(t + r)+ (/)(t + T)]dt — (mx +m, )(my + mw)

O

1 T
- ?lX(t) y(t+7)dt —mm,

T

=%£[X(t)+m +&(t)+m, |[J(t+7)+m, +p(t+7)+m, |dt

—(m,+m_)(m, +m,)
- lT X(t)+m v(t+7)+m, |dt—m.m
CJLX @+ m Lo (e ) +m, Jde—mm,

Taking into account that for random processes the mathematical expec-
tations



4.4 Robust Method of Improving Cross-Correlation Function Estimates 97

1t Lt 1T
?m¢£X(t)dt’ ?mx-([(p(t)dt, ?myog(t)dt’
1 T T T
?mwj.g(t)dt, —m [y(t+7)dt, —m [p(t+7)dt,
0 0 0

may be equal to zero, the error value for a noncentered signal is presented
in the form

A (7)= mX ) (t+7)|+|é(e) 3 (t+7) | dr. (4.35)

The centered signal error is determined analogously:

T

%I n(t+7)dt— j (t)y(t+7)d =—J[x +&( }[y (t+7)

+¢(I+T)]—1.X(I)y(t+r)dt
=—[[X ()@ (t+7)+&(e)i(e+7)]dr (4.36)

It follows from expressions (4.35) and (4.36) that, due to the presence of
the noise 8(t) and (p(t) the estimates of cross-correlation functions for both
centered and noncentered signals are different from their true values R, (Z')
and R, ( ) by the values A (T) and A (T) respectively. According to
expression (4.28), the estimates of cross-correlation functions qu (r) of
centered signals are formed from the sum of a certain number of positive pro-
ducts g(t)?](t +7 ) and a certain number of negative products g(t)?](t + 2').
But estimates of the cross-correlation functions R, (7) of noncentered
signals are, according to expression (4.27), formed only from the positive
products g(t)n(t+r . In this connection, despite the identity of expres-
sions (4.35) and (4.36), the value Al(z') is formed from the sum of errors
of the positive products g\z (¢ + r), and the value A, (z‘) is formed from
the errors of the positive and negative products g(t)ﬁ(t+2'). Thus, the
values A,(r) and A, (r) differ by the value A(u).
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Considering the above intervals of integration, Eq. (4.36) can be
represented as follows:

A, (7)== j (X (0)p(t+7)+&(e)y(t+7)]de

T

_%I([ p(t+7)+&()p(t+7)|di. (437

Here, as it follows from expressions (4.35) and (4.36), Eq. (4.34) can be
transformed in the following way:

AMr)= R, (r)— R, (1)‘ =

xy (T)+ AL(T)_ ny (7)— AZ(T)( .

Therefore,

A(r=0)=[A,(r=0)-A,(z =0)|

- %].U)'((t)(p(t)h‘é(t) (o) a

Taking into account that
—IHX (t+7 | |5 (t+r)|]dt
= J' §(t+7)+&(1)j(t+7)]dr

(4.38)

_j( [X(1)p(t+7)+&(r)p(t+7) ],

(4.39)
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Now it is obvious that in calculating the cross-correlation functions
R,, (2') of the centered signals g(l) and n(t) with 7 =0, the integral of

negative productions g(t)l](t) in the integration interval with length
T (T =0) determines the value /1(2' = O), which is the sum of the errors
of these negative products. Thus, Eq. (4.34) holds in practice. It is obvious
that the formula for finding the mean error <Ai(2' = O)> at time shift
7 =0 can be represented in the form

(M =0)) = [T (z = 0)|4(z = 0), (4.40)

and the formula for finding the robustness value of the estimates R,, (T)
with different time shift 7 between g(l‘ ) and 77(1‘ + Z') will be

[ (@)-1(2)[(Ad(z = 0)). (4.41)

Based on the above-mentioned results, one can formulate the following
procedure for determining values of the robustness of the cross-correlation
functions R, (7

1. Calculate values of the cross-correlation functions R;” (2') for all the
values 7 for the noncentered signals g(t), n(t) by

T
:%'([ n(t+ dt—m ,m, , where m, ;In(t)dt.

0

2. Calculate values of the cross-correlation functions Rg,] (T) for all the
values 7 for the centered signals g(t) 77(t) by

1 T
r)=—[&(t)n(t+7)dr.
T
0
3. Determine the error value /1(2' = O) at time shift 7 =0-Af by

Mz =0)=|R,,(z=0)-R,,(r=0).

4. Determine the mean error value with time shift 7 = 0-Af¢ by
(8dle=0) =1 (= 0]l =0)

5. Calculate the robustness value /Ify (2') of the estimates R,, (2') at
different time shift 7 between g(t) and 77(t + T) by

2 (0)=[r (0)-1"())(a2(e = 0)).
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6. Determine the robustness estimates of the cross-correlation functions
R, () by

szn (T) = Rgn (T)_ ﬂfy (T) .

However, in practice, the correlation function normally has to be deter-
mined with the help of experimental data processing presenting a record or
realizations of the studied random processes g(t), 7](1‘). The robust techno-
logy and digital algorithms for determining cross-correlation function esti-
mates with the help of up-to-date processing means are given in Section 4.5.

4.5 Technology of Determining the Value of Providing
the Robustness of Estimates of Auto- and
Cross-Correlation Functions

In practice, when the measurement information obtained in the process of
normal operation of appropriate objects is used for determining the estimates
of the correlation functions, the value of the obtained signal consists of the
sum of the real signal of a technological parameter and the noise. For many
stochastic processes, their cross-correlation is equal to zero. However, for
a number of industrial objects, their cross-correlation differs from zero; for
these cases, the estimates of the correlation functions have large errors. As
shown by the research in solving the corresponding problems, this special
feature of the real objects is not taken into account. In this connection, the
obtained results of the analysis of the experimental data are unsatisfactory.
Thus, the application of the probabilistic-statistical methods in the experi-
mental research is limited. For example, as stated above, the practical
realization of the probabilistic-statistical methods in the development of
the mathematical models of both statics and dynamics of the real industrial
objects is not great, yet there is a great need for a solution to that problem
[2, 28, 31, 44, 45, 52]. The efficiency of the application of the statistical
methods of monitoring, diagnostics, and control of many modern technological
processes where the number of the controlled technological parameters is
about 1,000 is not great either.

Thus, it is expedient to develop algorithms that allow one—even when
the experimental information consists of the signal and considerable noise
and the correlation between them differs from zero—to improve the esti-
mates of the auto- and cross-correlation functions.
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The realized analysis of publications showed that the task of providing
the necessary accuracy of the estimates of statistic characteristics for these
cases isn’t investigated sufficiently [10, 37].

In the known literature, it is assumed that the objects of control are
linear and the realization g(t), n(t) of the random processes X (¢), y(t)
are the stationary ergodic processes with normal distribution law and the
interval of time of the observation 7' is great enough; thus, instead of the
correlation functions R, (), R, (4), we can use their estimates R, (4),
R, (u) . However, in practice, for many experimental objects, the techno-
logical parameters g(t) consist of the useful signal X (¢) and the noise
£(t). In calculating the estimates R, (4) and R, (), it is assumed that
£(t) does not exert an influence on the useful signal X (¢) and that the
cross-correlation between the useful signal and the noise is equal to zero.
Theoretically, this holds for stationary random processes and for many real
objects. At the same time, for most of the industrial objects as shown by
Eqgs. (4.22) and (4.39), this assumption does not apply because the cross-
correlation between the useful signal X (¢) and the noise &(¢) differs
from zero. The realized analysis of the literature shows that the problem of
providing the necessary accuracy of the estimates of the statistical character-
istics for these cases has been insufficiently explored [10, 37].

It is known that for a sampled random signal g(iAt) with normal dis-
tribution law consisting of the signal X (iAt) and the noise 8(1'At) with
the mathematical expectation m_ ~ 0, the following equalities apply in
calculating the estimates of the correlation functions by means of the
application of the traditional methods:

R, (1) =R, (1)
R (1) =R, (1)

, , (4.42)
R, (1) =R, (1)
R, (1)=0
where
i 1 S . . 2
R (1) = NZX(zAt)X((z + 1)At)—m? (4.43)

i=1

R (u)= %i XA X ((i + p)AL), (4.44)

i=l1
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R, (1) =~ 3 XGAOGG+ )0, (4.45)

Ry, (1) =1 g A0+ san) -

i=l1

= %Z [X((i + )AL + (G + y)At)] —(m,+m,)*, (4.46)

R, ()= ~3 ¢80+ A1)
N <

= %ZN;[X (iA1) + EGAL) || X((G+ ) AD) + £+ )AD) |, (4.47)

where

g(iAt) = g(iAt)—m,,
X (iAt) = X (int)—m_,

E(iAL) = e(iAL) —m,

are the centered values of the sampled signals g(iAt), X (iAt), and
8(iAt); and m g0 My, and m,_ are the mathematical expectations of the
signals g(iAt), X (iAt), and £(iAt).

In practice, as mentioned above, for a certain group of objects these
equalities really take place. Simultaneously, for some objects these equa-
lities do not take place, in which case we get the following inequalities:

Rl (1) # R (). (4.48)
R, (1) %R, (1), (4.49)

R, #0. (4.50)
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An algorithm for determining the values of robustness is considered
below. As mentioned in Section 4.3, for many objects of the modern tech-
nological processes, the following conditions apply in practice:

Re (1) =R, (1) = Ay () , (4.51)

Ry (1) =R (1) = Ay (1) , (4.52)

R, (=0)-R, (u=0)=A(u=0)=A,(u=0), (4.53)
A (e #0) = Ay (= 0) = A = 0), (4.54)

Ry (1) = Ry (1) = A10) (4.55)

These equalities are caused by the fact that the value of the correlation
between the useful signal X (#) and the noise &(¢) differs from zero and
leads to the appearance of errors contained in each separate product
g(iAt)g((i+ p)At) and caused by the noise é(iAt). We shall call the
value of the error in one separate product g(iAf)g((i + u)At) as the
microerror and denote it as AA(u).

Let us consider the opportunity of reducing the total error of the
estimates R, () to zero by means of balancing the microerrors of the
positive and negative products. With this in mind, first we must determine
the influence of the noise on the appearance of microerrors in the products

g(int)g((i + w)Ar),  X(A)X((i+ u)Ar) and (AN ((i + p)AL),

XGADX (i + p)AL) -

A1) =12 @A + p)Ae) {%ZX@N)X(U + AN

i=l i=1

_ mf} = %i [X(iAt) + 5(iAt)} {X((z’ + )AL + (i + ,u)At)}

i=1

—(m,_+ mg)2 - [%ﬁ:X(iAt)X((i + ()At) - mf}

i=1



104 4 Robust Correlation Monitoring of a Defect at Its Origin

- %ﬁ“ ([ XA +m, + £GAD+m, ][ X+ m)AD)

i=l1

+m_+E((i+ p)At)+m, ] —(m_+m, )2

[ XA +m, ][ X(G+ y)At)+mx]}.

For the stationary random processes with normal distribution law,
the mathematical expectations of the products X (iAt)mg , é(iAt)mg,
X6+ p)A)m,, &((i+ p)At)m, , é(int)m,, é((i+ u)At)m, , and m_ m,
can be taken equal to zero. At the same time, the value of the error of the
noncentered signal for which all products are positive can be represented
as

A, ()= iZN: | XGAOE(+ w)AD)|+]EGANX (i + 1)AD)
N

i=1

+|(ANE((i + p)AD))). (4.56)

The error of the centered signal is determined similarly:

Ay =3 (£(A0E(G + 1A~ XA X+ 1980)
N

i=1

= %i[(}'{(im) + £GAN ) (X (G + )AL+ E((i + p)AD))

i=1

— X (A X ((i+ w)AL) | = %i()’((z‘m)g‘((z‘ + 1)Ar)
+EGANX (i + )AL + EGADE((i + p)AL) ) - (4.57)

If, for the positive products g(iA?)g((i+ p)At), one can use the
summing indices i =i

. G .
ng () 12*(/1)_’ SRR ,.where N™(p) 1§ the number
of positive products at time shift g, and if, for the negative products
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g(iAt)g((i+ p)At), one can take indices i:il,(ﬂ), iz,(#), . iN,(#),
where N~ () is the number of negative products at time shift 4, then

A, (u) may be represented as follows:

A, (1) :% Z(:) (X (i) & ((i+ pe) Ar)+ & (ine) X ((i+ ) At)

i=i

()

+&(inr)é((i+p)Ar))

__”Z:( (iAr) (l+,u)At)+g'(iAt)X((i+,u)At)

17(u)

+&(inr)é((i+u)Ar))- (4.58)
Here, taking into account
Au=1)=|Ry, (u=1=R, (u=1), (4.59)

R (u=1)=R (u=1),

we can write the following:
AMu=1)=|A(u=)~A,(u=1)|= ‘— \X(zm)g((z +1)A)|

+\g'(im))'(((i+1)m)\ +é(AanE(+1)A0)

1 iN*(,z)

_ﬁg (X ADE((i+1)Ar)

+E(ANX ((G+ A1) + EGADE(( +1)AT))

+% 2) (X (A& +1Ar)

i=i_
1 (p)

+EGAD X ((+ )AL + E(ADE((i +1)At))‘.

Taking into account the fact that

%ﬁ:(‘f((im)é((z’ + DAL+ [GAN X (G + DAY +[é(ADE( + 1)At)|)
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_1 Z) (X(iAt)é((i + 1AL + EGAD X ((+1)AL) + EGANE((i + I)At))

i=i
1 ()

= % Z’ (X GADE(+ DAL+ EGA) X ((i+1)A?)

i=i_
17 (u)

+E(IANE((i+1)AL))|.
we derive

25 % (i) £((i-+1) )+ £ (i) £ (1) 1)

i=i_
T (u)

/1(;1=l)z

+E(IANE((i+1)AL))|. (4.60)

It follows that in calculating the correlation function R, (u), the
appearance of A(x =1) is caused by the number N~ (¢ =1) of products
g(iAt)g((i+1)At) with the negative sign (where N is the number of all
products g(iAt)g((i +1)At)). Here, the average microerror <A/1( U= 1)>,
which is detected in the one negative product, can be determined by means
of the following formula:

1
N (u=1)
R

The value of providing the robustness A_(u) of estimates of the
autocorrelation function is determined as the difference of microerrors of
the estimates R, (4) at different time shifts x between g(iAt) and

g((i + I)At). It is determined as follows:
A ) =[N () = N [ A =) (4.62)

It is clear that the value of providing the robustness A" () of the cross-
correlation function R, (4) between the signals g(iAr) = X (iAt) + (iAr)
and 77(iAt) = y(iAt) + @(iAt) consisting of the mixtures of the legitimate
signals X (iAt) and y(iAt) and the appropriate noises &£(iA¢) and
@(iAt) is determined according to the formula

(Ad(u=1) = { }1(# =1). (4.61)
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2 =[N ()= N (a2 =0)), (4.63)
where
1
AMu=0)=——A(u=0),
(A (1 =0)) N0 (1 =0)
Mp=0)=|R,, (11=0)=R,,(1=0)|,

R! (u) = %Z gGADD (i + w)AD) —m,m, .

i=1

R, (1) = %Z‘,g‘(im)ﬁ((i + A,

g(iAr) = g(iAt)—m,,

R(iAe) = n(ide) —m,

where m, and m, are mathematical expectations of the signals g(iA7)
and 77(iAt), respectively.

Thus, the value of providing robustness of the estimates of the cross-
correlation functions is also calculated as a difference of the microerrors of
the estimates R, (4) at various time shifts x between g(iAf) and
n((F+ 1)Ar) .

It is obvious that, by using A, and A, one can balance the errors of
the decision estimates.

4.6 Robust Algorithms of Improving Estimates
of Auto- and Cross-Correlation Functions

From the algorithms described in the last section, it is obvious that by
having variances D, and D, of the noises £(iAt) and @(iAt) of the
signals g(iAt), n(iAt) and the values A", (1), A, (1), we can provide
the robustness of the estimates of auto- and cross-correlation functions
R, (u) and R, (1) according to the expressions
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R (1) = R, () -[25(w)+D,] for u=0, eh

Ry (1) =R, ()= Ay, (1) (4.65)

To control the efficiency of robust technology, the appropriate computer
experiments were realized. In these experiments for the determination of
the variance of the noise D, and the values of providing the robustness
A% (,u) and A% ( ) the formulae (4.39), (4.62), and (4.63) were applied.
Both standard and random signals also are formed as the sum of the
harmonic signals and the corresponding noise. In this case, the balancing is
performed by means of the obtained values of the positive and negative
microerrors. The residual errors and the variance of the noise of both the
standard and random signals are also determined by means of the obtained
values of the positive and negative microerrors. Here, the number of the
negative products N (u) by means of which the average microerror
<A/1(,u)> and the variance D, of the noise &(¢) are determined exerts
considerable influence on the efficiency of balancing for the number of
samples N =8,192. The results of the experiments showed that when the
quantity N~ (,u) is increased, the value of the residual errors A | (,u)rem,
and Axi ’ (1), tends to zero after balancing for all values 4 :

AR AL (), AL ()= A (w)
or

Ay (W = 25, ()= A, (1) =0,

A (), =4 (W)-A, (1)=0, (4.66)

where A (,u) and A, (u) are the true Values of the errors of the
estimates R ¢ (1) and Rg () ﬂ,” (,u) and l , (1) are the values for
providing the robustness of the estimates R o ( ,u) ‘and R, (1).

Thus, between the robust estimates of the correlatlon functions and their
real values, the following equalities are true:

R):.xj (ﬂ) ~ inxj (/’l) > R:iy (ﬂ) ~ Rx[y (ll’l) * (4.67)
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In increasing the variance D, of the noise &(¢) up to the value
D(¢£)<0.1R_(0), the signals for which the equality of the relative
residual errors of the estimates occurs after balancing are formed, i.e.,

yx‘-xj (/u)rem ~ yxkxl (/’l)rem ~ 7/ ,i,j,k,l = l,n,
}/xly(ﬂ)rem ~ yxzy(/'t)rem R..= 7xny(/'t)rem ~ 7/’

D[j/x/.x/ (ﬂ)rem] ~ 0 > D[j/xiy (ll’l)rem] ~ O 5 (468)
where

]/x,x/ (#)rem ~ Ax,x/. (ﬂ)rem /Axix/' (,u) 5

Vs (Wiem = A, (1) e /A, (1),

D[yx,vw (1) rem]> DU7,, (1) em] are the range of the spread of the relative
errors after applying the balancing algorithms.

Thus, for experimental data, the values of the variance of the noise and
the microerrors caused by the noise exert considerable influence on the
estimates of their auto- and cross-correlation functions.

In conclusion, we note that it is expedient to realize the robust techno-
logy of improving estimates of autocorrelation functions as the following
sequence:

1. The correlation function of the centered g(iAf) and noncentered
g(iAt) signals is determined correspondingly by means of the algo-
rithms

Ry ()= 4 GANZ G+ i) (4.69)

Ry (1) = Y gGANg i+ a0~ (4.70)

i=1

2. The average microerror (AA(x = 1)) of the product g(iA?)g((i +1)Atr)
is determined by means of formula (4.61), i.e.,

(Ad(u=1)) = {1/1\’ (ﬂ=1)} Alu=1). (4.71)
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In turn, the value A(x =1) is determined by means of formula
(4.59), i.e.,

Ap=1)=|Ryy (u=1)= Ry (u=1). (4.72)
3. The value of providing the robustness can be determined by formula
(4.62) as follows:

A ()= [N () - N () faru=1)).

4. The variance of the noise is determined by means of formula (3.22)
as follows:

N

D, = %Z( SGANGAY + EGANE((i +2)A) - 28(IANE((i +1)AL)) - (4.73)

i=1

5. Robust estimates of the correlation functions can be determined by
means of formula (4.64), i.e.,

R% ):{Rggm)—[zfx(mwg] for 4=0,

(4.74)
gg Rgg (/L[)_ZI:X(ILI) fOI‘ /Ll * 0'

It is expedient to realize the robust technology of improving estimates of
the cross-correlation function as follows:

1. By means of the algorithms

Ry (1) =1 g GAI (G + )0,

R, (1) == 3" i+ m)Ar)
N “

the correlation functions of the centered g(iAr) and 77(iAt) and
noncentered g(iAt) and 1(iAt) signals are determined.

2. The average microerror {AA(x = 0)) of a product g(iAt)77((i + 1£)At)
at 1 =0 is determined, i.c.,

(AA(u=0)) =N (u=0)|a(u=0).

where A(u = 0) is determined according to the formula
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Mp=0)=|R,, (1=0)=R,, (u=0)|.
3. The value of providing robustness is determined as follows:
25 () = [N (1) = N~ () (AR = 0))
4. Robust estimates of a cross function are determined as follows:
Ry (1) =Ry, (1) = 25, (1) -

Thus, in monitoring the defects by means of determining and accounting
for the robustness value, the opportunity to eliminate the influence of the
external factors on the received estimates appears. Thus, when even the
insignificant change of the value of the estimates of the correlation functions
appears by the influence of the defect’s origin, these defects are considered
to be detected in time.



5 Spectral Monitoring of a Defect’s Origin

5.1 Necessity of Providing Robustness During Spectral
Monitoring of a Defect’s Origin

The spectral analysis of random processes or the measurement of the value
of spectral functions that are the frequency distribution of the energy
characteristics of the process is the most important part of the statistical
measurements. At first, spectral analysis was used for solving the problem
of investigating the characteristics of deterministic processes in contrast to
the analysis of the distribution functions and correlation analysis, which
were formed directly as a type of statistical measurement. Spectral analysis
became an independent branch only after the role of measurement theory
of the probability characteristics of random processes as well as the need
for apparatus analysis of random processes had increased.

At present, both the theory and the practice of measuring the spectral
function values of the random processes are highly developed. In our litera-
ture, the questions of spectral analysis of random processes are systema-
tically discussed; a number of monographs are devoted to the methods of
description and measurements of the spectral functions [2, 14, 52, 54, 58].

The spectral density of power, the spectral function, the width of the
spectrum of a random process, the places and the values of the maximums
of the spectral density of power, the border frequencies, and other topics
are determined in the spectral analysis of the results of experiments. The
spectral density of power G, ( f ) characterizes the frequency properties of
the signal X (t) received from the corresponding pickup devices and its
intensity for various frequencies, i.e., average power per unit of the frequ-
ency band. A picture of the distribution of the average power of a random
process in frequencies is called the spectrum of power. In this connection,
the method of obtaining the above-mentioned characteristics and the approxi-
mation of the spectral densities of the power of measuring signals are an
important problem of experimental analysis.
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It will be shown ahead that in spectral analysis, when the measurement
information consists of the useful signal and the noise, the error of the
required estimates depends on the difference between the sum of errors of
positive and negative products of samples of the total signal and samples
of cosinusoids and sinusoids, respectively [14].

In practice, the principle of superposition of signals can be used during
the analysis of the operation of linear elements and systems. This principle
is based on the following. If the input signal is represented as the sum of
two signals, then the output signal is determined as the sum of the output
signals, which we would have at the output of the system if each of the
input signals acted separately. It is the easiest method of determining the
reaction of the linear system or the linear part of the nonlinear system to
the input signal with unspecified form. Here the harmonic analysis is
applied. Because of this fact, spectral analysis methods and algorithms are
widely applied in experimental works [12, 14]. As shown earlier, in spectral
analysis the analyzed signal is represented as the sum of harmonic compo-
nents’ sinusoids and cosinusoids, whose ordinate sum at each moment ¢
gives the magnitude of the function:

_%

X(t) 7+ i(an cosnwt+b, sinnwt), 5.1

n=1

where a,/2 is the average value of the function X (t) for the period T,
and a, and b, are the amplitudes of the sinusoid and cosinusoid with
frequency nw .

The following inequality must take place to provide sufficient accuracy
of representation of the signal X (t) as the sum of sinusoids and cosinu-
soids:

D Alss, (5.2)
i=1

where A7 are the squares of deviations between the sum of the right-hand
side of Eq. (5.1) and samples of the signal X (t) at the moments of samp-
ling ¢,, ¢, ..., t;, ..., t, with sampling step A¢; S is the permissible
value of the mean-root-square deviation.

In formula (5.1) in decomposing the function X (t) in trigonometric
Fourier series, the value @ is equal to 277 /T and the coefficients @, and
b, are determined as
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T
a =%J.X(t)cosna)tdt for n=12, ..., (5.3)

0

T 5.4)
b :%J.X(t)sin notdt  for n=1,2, ...

0

Here the first harmonic has frequency 277 /7, and its period and the
period 7 of the function X (t) are the same. The coefficients g, and b,,
a, and b,, and a, and b, are the amplitudes of cosinusoids and sinusoids
obtained for n=1, n=2, n=3, etc.

Theoretically, condition (5.2) for the given value S holds for the periodic
signals X (t) without the noise £(¢). But in reality, the useful signal X (t)
is accompanied by a certain noise £(¢), i.e., it is the sum g{¢)= X t)+ elt).
Because of this, condition (5.2) does not always hold. Nevertheless, many
important problems are successfully solved by means of the application of
algorithms (5.3) and (5.4) when the noise changes in certain limits. But
when the noise has a considerable value and inequality (5.2) does not hold,
solving the problems by means of spectral methods seems to be impossible.

In practice, when the analyzed signal g(¢) is the sum of the useful ran-
dom signal X(t) and the noise &£(¢), i.e.,

g(t)= X (e)+ &), (5.5)

formulae (5.3) and (5.4) can be represented as follows:

a, = %![X(t) + g(t)]cos notdt

T T
= %[J-X(t) cosna)tdt+_([g(t) cos na)tdt}, (5.6)

0

b, = %JT.[X(t) + g(t)] sinnwt dt

0

T T
= %DX(t)sin na)tdt+jg(t)sin na)tdt] (5.7)

0 0
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In this case, the fulfillment of condition (5.2) can be real when

i irg(t) cosnwtdt = i Tg(t) cosnwtdt, (5.8)
=l g =l g,
N* lin "l
Z Ig(t)smna)tdt —z J-g(t)smna)tdt (5.9)

llt llt

Here N7, ¢, and ¢, are the quantity, the beginning, and the end of the

positive half-periods of the cosnwt observed in time T, respectively;

N-, t,,, and f,, are the quantity, the beginning, and the end of the

negative half-periods of the cosnar observed in time 7, respectively.
Otherwise, when that equality does not occur, the differences

i th(f)cosna)tdt—i Ta(z)cosna)tdt (5.10)
=g =g,
Ay = i Tg(t) sinnwtdt — z Tg(t) sinnwt dt (5.11)

11[ 11[

lead to the error of the estimates of the coefficients a, and b,, respec-
tively. At the same time, as follows from expressions (5.10) and (5.11), the
differences A, and A,, increase in increasing the variance of the £(¢) . The
differences 4, and A,, also increase if there is a correlation between
the useful signal X (¢) and the noise &(#) and when the distribution law of
the analyzed signal g(¢) differs from the normal. From this point of view,
in some cases the errors of the estimates 4, and 4,, can be commensur-
able with the required coefficients a, and b, .

In this connection, it is necessary to develop the algorithms that allow us
to provide the inequalities 4, <<S, and 4,, <<§, and condition (5.2)
by eliminating the cause of the errors A, and A4, for increasing the
reliability of the results of the analysis of the experimental data. At the
same time, it is necessary that these algorithms be robust, i.e., they must
allow us to eliminate the connection between the values 4, and 4,, and
the variance of the error £(¢). It is also necessary that the estimate’s error
not depend on the change of the form of the distribution law of the ana-
lyzed signal or on the coefficient of the correlation between the useful
signal X (t) and the noise &£(1), etc.
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5.2 Reasons the Difference Between Positive
and Negative Errors Caused by Noises Appears
When Spectral Analysis of Signals Obtained
from the Sensors Is Used

Let us assume that the time 7 of observing the realization of the signal
g(t) = X(¢)+&(t), consisting of the useful signal X (¢) and the noise &(¢),
is great enough. Here, assuming that the function X (t is a sampled ergodic
stationary centered random signal X (iAt) with normal distribution law
and the noise £(¢) is a sampled centered random signal £(iA¢) with the
mathematical expectation equal to zero, i.e., m, =0, then the formula for
determining the coefficient a, is represented as

a = %[Z::[X(im) + £(iAt) |cos na(iAr)

= %i [X(iAt) + é(iAt)} cos na(iAt)

i=1

+%2[X (iA) + £(iAL) |cos na(iAt), (5.12)

=

b= %Z | X(iAt)+ £(it) |sin neo(iAe)

_ %2[}'{(;‘&) +£(iAt) |sin na(iAr)

+%§[}'{(m) + £(iA) |sin na(iA?). (5.13)

Here for stationary random processes with normal distribution, the result
without error occurs only when the errors of positive and negative products,

[X(iAt) + é(iAt)] cosna(iAt),

are balanced and the following equations are fulfilled:
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N* N~
32 £(iAt) cos na(iAt) = izp(mz) cos na(iAt)|, (5.14)
N3 N3
2 ¥ 2 &
ﬁz £(iAt)sin nw(iAt) = ~ D |é(iAr)sin na(iAr)). (5.15)

i=1 i=1

In practice, the positive and negative errors are compensated to some
degree.
Thus, as mentioned earlier, many important problems can be solved when
a high accuracy of the obtained results is not required and Egs. (5.14) and
(5.15) do not hold. But due to Egs. (5.6) and (5.7), the noise has a consi-
derable influence on the result of the analysis for a wide class of objects.
At the same time, the result of the calculation has considerable errors. That
causes the appearance of a difference between the sums of the positive and
negative errors of the pair products, i.e.,
2 & 2 &
~ D" £(iAr) cos na(iAt) # ~ D" |&(iAt) cos ne(iAr)

i=1 i=1

, (5.16)

N* N~
%Z £(iAt)sin nw(iAt) # %Zp(z‘m) sin nw(iAt)), (5.17)
i=1

i=1

and their difference is the errors of obtained estimates

N*t N~
A, = %Zé(iAt) cos nw(iAt) —%Zp(im) cosnw(iAt)|,  (5.18)
i=1

i=1

N* N~
A, = %Z £(iA) sin nw(iAr) —%Z |£(iAr)sin nw(iAr)|.  (5.19)

i=1 i=1

According to the value of the errors A4, and A,,, one can evaluate the
influence of the noise 8(1‘) on the obtained results.

They can be considerably greater than the given value S and in some
cases can be commensurable with the required value:

D (A +4,)2S. (5.20)
n=1

It is obvious that, in practice, solving the numerous problems by means
of the spectral method is not satisfactory [14]. One should especially notice
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that for this reason monitoring the beginning of the defect’s origin by using
spectral methods does not provide the necessary degree of reliability.

5.3 Algorithms for Calculating Errors of Coefficients
of Fourier Series of Signals Obtained from Sensors

As follows, for the considered cases it is necessary to determine the dif-
ference between the sums of the negative and positive microerrors and to
provide condition (5.20) by means of balancing the microerrors for obtaining
a satisfactory result of the spectral analysis. Taking into account formula
(5.19), the determination of the errors A, and A, of the estimates a, and
b, can be represented as follows:

- .
A, = %{z £(iAt) cos” naw(iAt) + z £(iAt) cos™ nw (iAr)]

i=1 i=1

—%{NZ £(iAt)cos™ nw(iAt) +§ E(iAt)cos” na)(iAt)}, (5.21)

I=1 i=1

N++ N**
Ay = %{Z E(iAD)sin” na(iAt)+ Y £(iAr)sin” nao(iA )]

i=1 i=1

_%[NZ: E(iAt)sin” naw(iAt) — NZ: £(iAt)sin” na)(iAt)} . (5.22)
I=1

i=1

Here cos™ nw(iAt), sin” nw(iAt), cos™ nw(iAt), and sin* nw(iAt) are the
samples of the positive and negative half-periods of the 7 th cosinusoid
and sinusoid, respectively; N, N, N, and N' are the quantities
of errors having sign ++, —, —+, and +—, respectively.

As follows from expressions (5.21) and (5.22), it is necessary to
determine the absolute errors A, (iAf) of the samples g(iAt) for balancing
the errors of the pair products g(iAt)-cosnawt(iAt) [14]:

A, (iA) = A, &(iAL) - (5.23)

Here the arithmetic mean value of the relative errors zrel of the samples
g(iAt) is determined as follows [14]:
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_ — z E(iAY)
At =2l (5.24)
— Z g(lAt)

It is clear that determining the relative error A according to that
formula is practically impossible. The reasons are that only the samples
g(iAt) are known, the values of the noise &(7Af) are unknown, and its
immediate determination is impossible. One can determine the value of the
relative error of the sample A, (iAf) according to the following formula:

A (i) = g:(i.At) _ JE(iAY) ' (525
g(iAY)  \[g*(iAr)

If, in that expression, &°(iAf) and g’(iAt) are substituted by their
arithmetic mean, then the expression for determining the arithmetic mean
of the relative error can be transformed to the following form:

1 /—Ze (iA?)
At =— 2 A (iAD) = (5.26)
/—z &2 (iAY)

However, according to expression (5.26), for determining the relative
error Arl, it is necessary to calculate the variance D, of the noise £(iAt).
For this purpose one can use methods and algorithms from Chapters 3 and 4.
As aresult, A is determined as follows:

\/ i( iAt) g (iAt) +g(l+2 Ar)g(inr) -2 (ine) g ((i+1)Ar))

/T’rel = —
[ lAt

Consequently, the arithmetic mean of the relative error At of the samples
g(iAt) is determined as a ratio of the noise variance D, and the total
signal D, i.e

(5.27)

- D
A = Dg : (5.28)

4
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It is clear that knowing A4 < (iAt) by formula (5.23) makes it easy to deter-
mine the magnitudes of microerrors by means of the expressions

A IAD) = A, (iAT) - cos naw(iAt) (5.29)
Ay, (IA1) = A, (iAl) - sin na(iAt) (5.30)

both for sinusoids and cosinusoids.
Here the possibility to determine the magnitudes of noise errors appears:

Nt N
A=A -4 [Z A QA+ D" Ao (iAt)}

Nt Nt
‘[2% (A + Y A (iAt)}, (5.31)

i=i" =it

N++ N
A=y =2 =| D A (AL + Y Ay (iAD)

=i =i

N NT*
- { D 2 GA)+ D A (iAt)} , (5.32)
where i, i ,i",i ", N, N, N",and N " are the indices of the
summing and the quantity of the multipliers having signs + +, —+, + —, — —.

Thus, the robust formulas for determining the coefficients of the Fourier
series can be represented as follows:

at =%{§:[g(im)cos na)(iAt)—ﬂ;ﬂ}, (5.33)
x2S . . . R
b’ =N{;[g(mt)smna)(mt)—ibn ]} (5.34)

It is clear that for realization of expressions (5.31) and (5.32), it is
necessary to determine the sign of the errors of samples preliminarily. For
that purpose, one can have information about the sign of the noise. It is
impossible to get such information during calculations. That is why for
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practical use of robust algorithms it is necessary to transform them to the
form where the mentioned disadvantage is absent. Additionally, those algo-
rithms can be realized on modern—day personal computers easily.

5.4 Algorithms for Determining Robust Estimations
of Fourier Series Coefficients in Spectral Monitoring
of a Defect’s Origin

It is obvious from expressions (5.31)—(5.34) that the value of the error
caused by the noise in the obtained estimates a, and b, in analyzing signals
collected from sensors is considerable. That is the reason why determining
the defect’s origin is practically impossible. One of the possible variants of
solving this problem by means of traditional technologies is shown next.

It is shown in [14] that if equalities hold,

g(iAt)cos nw(iAt) = %z g(iAt)cos nw(iAt), (5.35)

i=1

N
g(iAt)sin naw(iAt) = %Z g(iAt)sin naw(iAt) , (5.36)

i=1

and taking into account the signs of samples of the signal g(iAf) and the
signs of cosinusoids cosn@(iAt), one can determine the difference of
microerrors of coefficients a, of Fourier series according to the expression

Ay = Ay =

= [N e g(iAt)cos nw(iAt)+ N T A g(iAt)cos na)(z’At)}

— [N e g(iAt)cosnw(iAt)+ N, A g(iAt)cos na)(iAt)} .

(5.37)

With due regard to the following equality:
N =N"+N, (5.38)
N =N"+N", (5.39)

one can represent this difference in the following form:

AR = (N* = N2 ) A g(iAt) cos no(iAt) (5.40)

an
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A = (N}, = N, YA g(iAt) sin na(iAt) . (5.41)

In monitoring the beginning of the defect’s origin for receiving reliable
results, it is expedient to create technologies of robust spectral analysis.
These technologies allow one to obtain more precise estimates a, and b, ,
unlike those obtained from formulas (5.40) and (5.41).

It is connected with the fact that in expressions (5.40) and (5.41) part of
the error is not taken into account. It is caused by the inequality IT" # IT".
To take them into account in realizing traditional algorithms during the
process of calculating the sum

i g(iAt)cosnw(iAt) ,

i=l1

it is expedient to determine the average value of all products:

IT=g(iAt)cos nw(iAt),

and the average value of positive products:

IT" = g(iAt)cos na)(iAz‘)+ ,
and that of negative products:

[T = g(iAt) cos na(iAt) |

as well as their numbers, i.e., N, N*,and N ™.
At the same time, in case N" =N~ and I1" #I1", the error not taken
into account is equal to

%N [Zm g(iAt)cos na)(iAt)+ — Al S(iAt)cos no(iAt) } .

It’s obvious that the analogous error at N* >N~ and IT" >1I" is
equal to
1

E[N - (N:n -N,, )J [Zrel g(iAt)cos na)(z'At)+ — Al g(iAt)cos nco(iAt)_} .

When N* < N~ and IT" <I1", the mentioned error is equal to

r %[N - (N;n -N] )} |:Zre1 g(iAt)cos na)(iAt)+ Al g(iAt) cos na)(iAt)_} .

Xe
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Consequently, taking into account the mentioned errors, formula (5.40)
for determining A% can be represented as follows:

0 for N“=N and IT" =11,

1 —
r., Z(N+ — N, ) Aw g(iAt) cos naw(iAt)

an

+7, %N [Zrel g(iAt)cos na)(iAt)+ — A g(iAt)cos na)(iAt)_}

for N" =N and IT" 211",

1 ) +
r, Z(N:n — N, ) A &(iAr) cos nea(iAr)

e o3[V (Ve ) | [ 080 cosneinny (5.42)

an

— A S(iAt) cos nw(iAt) }

for N* >N and IT" >11",

T, %(Na’n -N; )Zrel g(iAt) cos nw(iAt)

+r, %[N ~(N,, - N, )} [Zm &(iAt)cos na(iAt)

el S(iAt)cos nw(iAt) }

for N* < N and 1" <IT".

5.5 Technology of Spectral Analysis of Noise
in Monitoring a Defect’s Origin

The possibility of determining approximate values of the noise 8*(iAl‘)
according to the technology described in Chapter 3 opens wide possibilities
for improving spectral analysis results according to traditional information
technology. That is necessary for monitoring the defect at the beginning of
its origin [19-22]. In this vein, we first consider the problem of determining
spectral noise characteristics. It is clear that having the approximate values
of the noise 8*(iAt), the formulae for determining the Fourier series
coefficients a,, and b, of the noise at =0 between X (t) and
s(iAt) can be represented as follows:
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27 2.
a, z?jg* (t)cosnerdt ~ =" & (iAt)cos na(iAr)
0

i=l1

%{i[sgn &'(inr)

8'(1’A1)”c0s nco(iAt)} = %ZN:[sgn &' (iAt)

i=1

\/‘ iar)[ g (it +g((z’+2)At)—2g((:’+1)At)]”cosnw(iAt),
(5.43)

) N
b, ~ %!3* (¢)sinnotds ~ %25* (iAt)sin ne(iAr)

i=1

{i[sgng iAt) ‘ ’(iAt)”smna) zAt} Z[sgng iAr)
i=1

\/‘ iAr)| g (iAt) +g((z’+2)At)—2g((i+1)At)]”sinna)(iAt).
(5.44)

These formulae at 7, # 0 can be represented as follows:

25, 23 .
~— | & (t)cosnwtdt =— ) & (iAt)cosnw(iAt

%ﬁ:[sgn [5’(1’At) + 5"(1‘At):| \/‘5'(1'At) — g"(iAt)Hcos na)(iAt)

i=1

2 Tsanlo i)+ o ()] 3) ¢ ()

i=

+&((i+2)At) =28 ((i+1)Ar) [+ g (iar)| g ((i+1)Ar)+ g ((i+3)At)

1

—2g((i+2)At)]‘}2 cosna(iAr), (5.45)
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N
)sin nordt = % z & (iAt)sinnw(iAr)

i=l1

~2 (¢
l’l&‘ N

o‘—.’*]

:%g[sgn[E'(iAf)Jf &' (in)] ][ (ine) - &" (i) ] sin neo (i)

:%2[5gn[5'(im)+g"(z-m)]{\g(m)[g(m)

+g((i+2)Ar)-2g((i+1)Ar) |+ g (ine) g ((i+1)At)+g((i+3)Ar)

1

~2¢((i+2) )]} sinneo(in). (5.46)

According to the analogous expressions, by means of the analysis of the
values of samples X (iAt), the estimates a, and b, of the legitimate
signal are determined. It is obvious that the realization of these algorithms
during the process of the spectral monitoring of the defect requires suffi-
ciently comphcated calculations for determining approximate magnitudes
of the noise & (zAt) However, present-day computers have enough
resources for realization algorithms (5.43)—(5.46).

In order to provide a high degree of the reliability for the results of
monitoring, one can duplicate the process of analyzing the signals g(iAt)
by using robust algorithms (5.42):

a, = (N; - )/Irelg(lAt) cosnw(iAt)— A, (5.47)

= (N -N, )/?,rel g(iAt)sinnw(iAt)— 4, , (5.48)

where /10,, and A, are parts of the error that are not taken into account.

It is possible to show that with the help of these algorithms one can obtain
sufficiently exact estimates a,, and b, . This is connected with the fact that
in expressions (5.37) and (5.38) part of the error is not taken into account.
It is caused by the inequality IT" #I1". To take them into account, in

realizing traditional algorithms during the process of calculating the sum

i g(iAt)cosnw(iAt) ,

i=1
it is expedient to determine the average value of all products:
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IT = g(iAt)cos nw(iAt),

and the average value of positive products:

IT" = g(iAt)cos na)(iAt)+ ,

and that of negative products:

IT™ = g(iAt) cos nw(iAt) ,

as well as their numbers, i.e., N, N*,and N .

The analysis of the realization of algorithms (5.37) and (5.38) shows
that in case N" =N~ and I1" # I1", the error not taken into account is
equal to

N [Zml 5 (iAT) 008 n(AD) — Ava 8D COS na)(iAt)] .

It’s obvious that the analogous error at N* >N~ and IT" >1I" is
equal to

X& an an

¥ [N - (N —-N_ )} |:zre1 g(iAt)cos na)(iAt)+ — A S(iAt)cos nw(iAt) J .

When N* < N~ and IT" <I1", the mentioned error is equal to

r [N - (Na'n -N; )} [/_Lel g(iAt)cos na)(iAt)+ el g(iAt)cos na)(iAt)_} .

X&

Consequently, one can determine the error for determining a,, .
Thus, taking into account the mentioned errors, the formulae for deter-
mining a, may be represented as follows:

1. According to the technology suggested in Chapter 2, the approximate
value of the step of the sampling of the noise g(iAt) is determined as
follows:

At, = At

2. The estimates R, (,u = At), R, (,u = ZAt), and R, (,u = 3At) are
determined, and the following conditions are checked:

R, (u=At)-R, (u=2At)2 Ax,

R, (u=2A1)-R_(1=3At)> Ax,
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.At r, =0, we determine the coefficients a

where Ax is an amplitude quantization step. For the lack of obedience
to these conditions, the step of the sampling Af, of the noise
decreases, and the procedure for checking conditions is repeated.

. According to expressions (3.39) and (3.69), the noise variance D, is

determined for both », =0and r_ # 0. According to expressions
(3.39) and (3.69), we determine the variances of the noise D, for
both 7, =0 and 7, #0.

. According to expressions (1.83) and (1.90), we determine the corre-

lation coefficient 7 between the noise and the legitimate signal.
a, and b

ne nx ne?’ bnx

according to expressions (5.43) and (5.44). At r, # 0, the coeffi-
cients are determined according to expressions (5.45) and (5.46).

. The estimations of the magnitudes ﬂfn and ﬂfn are determined in the

following order:

6.1. The average value of the relative error of samples A, and the

regression coefficient 7 are determined.

6.2. The values IT", IT", N*,and N~ are determined.
6.3. The conditions N* =N~ and II" =TI  under which the noise

coefficients a,, and b, equal zero are checked.

ne

6.4. Under the conditions N* # N~ and I1" =TI, the formulae for

determining the estimates a,, and b, are used in the following
form:

a, = (N T —N,, )Zrel g(iAt)cos nw(iAt),

b =Ny, =N, ) A g(iA)sin no(idr).

6.5. Under the conditions N* >N~ and IT" #I1", the estimates a,.

and b, are determined by the expressions

a, = [(N;n -N_, )] A g(iAt)cos na)(iAt)++rxg [N - (N;n -N, )J

x [Zrel &(iAt) cos na(iAt) — A g(iAt)cos na)(iAt)_] ,

b =| (Ny, = Ny, ) A g0 sinnaine) +r, [ N=(N;, - N;,)]

x [Zm G Sin nOGAD) — A (A S nw(im)’} .
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6.6. 1f N* <N~ and T1" #T1” hold, then the estimates a, and b,
are determined according to the expressions

a,,=[(N;, =N ) [Aw &GAD cos no(at) +r, [N (N, - N;,)]

X |:Zrel g(iAt)cos nco(iAt)+ — Al S(iAt)cos nw(iAt) }

by =[ (N5 = N, ) [ A 2 @A) sin naide) +r, [N (N, - N;,)]

. [Zml SAD S n@GAD — Av (AL SN na)(im)’}.

6.7. Under the conditions N* =N~ and I17 #I1°, the desired
estimates are determined according to the following formulae:

a =r N [Zm Z(IM) cos nAT) — Ao &(IAT) cOS na)(iAt)_} ,

b = rngPm (A1) sin nw(iAt) — Aw g(iAf)sin nw(iAt)_] :

Thus, the spectral analysis of noise may be performed according to
either steps 1-5 or steps 6.1-6.7, depending on the requirements of
accuracy and operating time.

5.6 Algorithms for Determining Coefficients of Fourier
Series of a Legitimate Signal in Using Spectral
Monitoring of a Defect’s Origin

As stated earlier, with the use of spectral analysis of noisy signals due to
the lack of obedience to classical conditions, the obtained results have
perceived errors. Even under classical conditions, the accuracy of analysis
results is not satisfactory in many cases because of the difference between
the number of positive and negative errors. That is why, when using the
technology of spectral analysis in solving problems of monitoring the
beginning of the defect’s origin, it is necessary to create methods and
algorithms allowing one to eliminate the errors of processing mentioned in
Sections 5.2-5.4. The solution to this problem comes in two variants, as
discussed next.
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In the first variant, with the help of the information technology for deter-
mining approximate values of the samples 8*(1'At) of the noise, the noise
influence on the legitimate signal X E’AZ‘) is eliminated and the required
estimates are determined.

In the second variant, according to formula (5.47), the coefficients of the
Fourier series are determined and used for correction of the results of
traditional technologies of spectral analysis of noisy signals.

Consider the first variant. The expression for determining the coeffi-
cients Fourier series of a legitimate signal at 7,, =0 may be represented
as follows:

L2 2. :
a T jX(t) cos natdt T .(l)‘[g (t) £ (t)] cos natdt

n
0

[g (iAt) -& (iAt)] cos na)(iAt)

=]

- %2[3(%0 - é(iAt)] cosnw(iAt) =

1

N

= %Z[g(im) —sgne'(iAr) 5'(1’At)}cos no(iAt) = %g[g (iAt)—sgne'(iAr)

i=1

\/‘ lAt g (int +g((i+2)At)—2g((i+I)AZ)JHcosna)(iAt), (5.47)

_‘IX 51nna)tdt:%j[g(l)—é(t)]sinna)tdt

0

l\)

2|N
Mz

[g iAr)— zAt)Jsinna)(iAt)
%i[ iAt)— zAt)]sinna)(iAt)
:%ZN:[g(iAt)—sgng’(iAt) ¢ (iat) Jsinno(ir)

:%ZN:{[g(iAt)—sgn 8'(1’A1)Ug(l'm)[g(mt)+g((” 2)At)

i=1
1

Jz}sin no(iAt). (5.48)

—2g((i+1)Ar)]
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At 7, #0 between X (iAt) and s(iAt), these formulae have the
following forms:

T T
a, :%'([X(t)cos notdt ~ %_([[g(t)—g(t)] cos nwtdt

N

= %Z[g'(im) - (iAt)] cos nw(iAt)

i=1

- %i {[g (iAr)—sgn| &' (iAt)+ " (iAt) ]

i=l1

x[‘g(iAt)[g(iAt)+g((i+2)At)—2g((i+l)At)]‘

+‘g(iAt)[g((i+1)At)+g((i+3)At)—2g((i+2)At)] J;}cosna)(im),

(5.49)
b, = ETX(t) sin notdt = gj[g(z) — (1) ]sin naotdt
' T 0 r 0

_Z[g iAr)—& zAt)}smna) iAt) %i{[g(im)

i=l1

~sen[ &' (i) - " (i) ]| |& (ia0) [ & (i) + & ((i+2) Ar)
—2g((i+1)Ae)|-|g (a0) [ (1) A1)+ ¢ ((i+3)a)
-2¢((i+ 2)At)]H;}sin no(iAt). (5.50)

By means of analysis of the expressions (5.47) and (5.48), one can show
that by , =0 the equality holds:

P[X(iAt)cosna)(iAt)>[g(iAt)—sgn€'(iAt) ‘5'(1’At)ﬂcosna)(im)}
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. P{X(iAt)cosna)(iAt) . [g(iAt)—sgng'(iAt) |g'(l-m)|} cosnw(mt)},

(5.51)

p[x(im)sm neo(int) > { o (iAr)—sgn ' (iar) \g'(mtﬂsm na)(iAt)}

. P{X(iAt)sinna)(iAt) . [ (i) sgm /(i) |g'(l-m)|}mm(m)}.

(5.52)

Analogous equalities hold at 7, # 0.

Expressions (5.51) and (5.52) show that the estimates a, and b,
calculated for the legitimate signal X (iAt) coincide with the estimates a;,
and b, calculated for the approximate magnitudes X" (l'Al‘) of the legitimate
signal.

In effect, expressions (5.43)—(5.46) and (5.47)—(5.50) open extended
possibilities for creating a number of effective information technologies of
spectral analysis, allowing one to solve the problem of monitoring the defect
at the beginning of its origin. In conclusion, next we represent the sequence
of procedures for spectral analysis of the legitimate signal X (iAt) while
monitoring the defect.

1. The sampling steps g(iAt) and e(l'At) are determined according to
the technology of noise analysis.

2. According to expressions (1.83) and (1.90), the correlation coefficient
r. between X iAt) and S(iAl‘) is determined.

3. At r, =0, the samples of the legitimate signal X (iAt) during the
process of spectral analysis are changed with its approximate value
X" (iAt), i.e., with the difference

[g (iAt)—sgne'(iAt) ‘5'(1’At)ﬂ.

At r,. #0, the samples X (iAt) are changed with the value

X (iar) = [ (i) sgn[e/(iar)+ e ) [ o) + g”(iAt)ﬂ.
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4. The estimates a: and b: are determined at 7, =0 according to
expressions (5.47) and (5.48).

5. The estimates a, and b, are determined at r,, #0 according to
expressions (5.49) and (5.50).

6. In conclusion, we note that taking into consideration the importance
of providing the reliability of results of monitoring in the suggested
technology, the spectral monitoring of the beginning of the defect’s
origin is doubled.

Thus, the coefficients a, and b, of Fourier series of the legitimate
signal are determined by means of subtracting from the results of spectral
analysis obtained according to the traditional technologies, and the coeffi-
cients of Fourier series of the noise s(iAt) are determined according to the
algorithms of spectral analysis of the noise. Here, in case there is no
correlation between X (l'At) and S(iAt), one uses algorithms (5.43) and
(5.44). In case the correlation between X (iAt) and a(iAt) differs from
zero, the algorithms (5.45) and (5.46) or (5.33) and (5.34) are used. Thus,
determining a, and b, for the legitimate signal is reduced to the following
expressions:

a =a,—a (5.54)

ne

b, =b,~b,,, (5.55)

where a, is a corrected estimate of the legitimate signal, and a, is the
estimate of the total noisy signal obtained by traditional technology.



6 The Digital Technology of Forecasting Failures
by Considering Noise as a Data Carrier

6.1 The Problem of Digital Forecasting of Failures
by Considering Noise as a Data Carrier

In the past, the errors in forecasting such objects as oil-chemical complexes,
deep-water stationary sea platforms and communications, hydraulic works,
etc. were assumed to be connected with meteorological and assurance
characteristics of the element base of information measurement systems.
Now they have been improved, but the probability of a failure has remained
the same. Analysis shows that the main reason for an inadequate decision
from a diagnostic system is connected with the impossibility of detecting
the initial state of arising defects with the known methods of analyzing
noisy signals [14, 15, 17, 56].

In the literature, a “fault” is defined as the inability of a system to realize
required functions [55-57]. The fault is the initial state of the failure, which
means the inability of work on a substantial scale. In this case, the fault of
certain elements of a system leads to faults of general parts of an object and
finally to complete destruction. In this case, the future use of an object is
impossible or requires major repairs [55-57].

In most cases, fatigue damages such as vibration efforts and working con-
ditions are the reason for a fault. For example, vibrations and cyclic bend
deformations caused by waves are the reason for damage to bases of sea
stationary platforms and bridges, elements of drilling devices, and compres-
sion stations [55-57].

The events leading to a system fault are casual, and that is the reason why
forecasting fault is difficult. For example, the appearance of cracks begins
with the appearance of microcracks, and it is almost impossible to detect
the appearance of microcracks with the currently known methods [14, 56].

In practice, with the leading oil companies, in most cases the problem of
forecasting failures is solved intuitively by relying on the experience of
specialists. For example, the problem of drill column sticking is difficult,
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because the known methods of analysis of measurement information do
not allow one to forecast this failure beforehand, and diagnostic systems
signal a failure when it is almost impossible to prevent it [31]. At the same
time, it is obvious that a process is reflected on the noise of measurement
signals, and this can be used in forecasting drill column sticking.

As usual, forecasting earthquakes is belated, too. In this case, the signi-
ficant part of the useful information is contained in the noise of weak seismic
signals preceding the quake and suppressed by filtration [6, 16]. In addition,
the impossibility of forecasting the fault of an airplane before flight leads
to an inefficiency of forecasting failure during the flight. The above-
mentioned examples show that the possibility of using connections bet-
ween microchanges to the state of the object and their representation as
noises is of great theoretical and practical importance in forecasting
failures.

It is known that all elements of objects are subject to continuous quali-
tative changes [14, 56]. The set of internal properties of an object at a certain
moment of time 7" defines its state. When they take a clearly defined form,
changes to the state of an object are reflected in changes to signals that
hold diagnostic information. This corresponds to the case when the state of
the object is represented as signals X, (t), X, (t), . ¢ (t) noisy by the
noises &,(f), &, (t s &, (z‘%, which differ from “white noise.” Analyzed
signals are the sum of the legitimate signal and noise in this case, i.e.,

gl(t) =X1(t)+gl(t)’ gz(t) =X2(l‘)+€2(l‘),...,

g,=X,)+¢&,(t). (6.1)
These signals in digital form can be represented as follows:

g, (iAt) = X, (iAt) + &, (iAf), g, (iAt) = X, (iAt) + &, (iAD), ...,

g, (iA) = X, (iAr) + &, (iAr). (6.2)

The regular record of signals, the determination of information signs,
and their comparison with sample values provide the basis for controlling
the change to an object’s characteristics. For example, it is assumed that
the obtained estimates of signals represent corresponding changes to the
technical state of equipment in solving many problems of diagnostics and
forecasting by means of the theory of casual processes, the theory of recog-
nition of patterns, etc. [12, 56]. For this purpose, the estimates of the
statistical characteristics of the signals obtained from the diagnosed object
are compared with sample estimates of the signals representing the typical
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state of the object, which should be different while diagnosing. In these
cases, forecasting of faults or failures is realized via results of diagnostics
based on extrapolation methods. Tendencies of changes to the object’s state
are determined by past data in accordance with extrapolation methods.
Forecasting of faults by means of diagnostics data can be also reduced to
application of known statistical methods of determination of reliability and
the estimate of the remaining resources of the diagnosed objects [S5-57].

In most cases, the obtained results of diagnostics are sufficient and allow
one to forecast possible tendencies of future changes to the state of the object.
However, often microchanges represented as the noises &, (iAt), &, (iAt),

e &, (iAt) only take place on real objects. Despite the fact that they are
the reason for future catastrophic failures, information signs obtained from
corresponding signals do not change for a long time. In this case, results from
diagnostics are late because only characteristics of the noises &, (iAt),
g, iAt) s e &, (iAt) are changed when microchanges appear. In this
connection, taking into account that these cases are the most dangerous
and inflict the biggest total damage during failure, it is necessary to create
a corresponding theory and technology of noise based on forecasting the
change to the state of technological objects.

According to the suggested theory of noise based on forecasting, in most
cases there is a connection between the noise of measurement information
and the hidden microchanges preceding the beginning of failure on real
objects. It is possible to use this relationship for forecasting the change to
an object’s state into the emergency state. For this purpose, the set of infor-
mation signs of an initial state is formed on the basis of analysis of noise
using the above-mentioned connection. And identification of microchanges
and forecasting possible failures can be realized during the exploitation of
the object while detecting the difference between the current correspond-
ing state from the analogue sets [15, 16].

Algorithms of noise based on forecasting failures are represented below.
The opportunity for revealing the initial stage of changes to the state of the
object has been shown in the literature [3, 4, 7, 11, 18, 24, 29, 30, 35, 39,
47-51].

6.2 Algorithms for Forecasting the Transition
of an Object into the Failure State by Considering
Noise as a Data Carrier

There are great opportunities for using information technology in the ana-
lysis of noise for forecasting possible failures when using the connection
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between microchanges of an object’s state and the change to the noise’s
value [15, 16]. For detection of the initial stage of microchanges by means
of characteristics of the noises &, (iAt), &, (iAl‘), s &, (iAt) of noisy
signals g, (l'Al), g, (iAt), s &) (iAt), it is advisable to analyze them by
means of the following [16]:

—ngng (int) e '(iAt)‘ for r,, =0,
m, = (6.3)
—ngn '(int) - (iAt)]\/‘g'(iAt)—g”(iAt)‘ for r, #0,

D=4 " (6.4)
—&"(iat)]  for  r, %0,

xX&

z zAt for r_=0,

|.—
—
—
~.
>
~
N—

[ zAt —sgn &'(iAt ,/ zAt ]sgng zAt ,/ zAt] forr, =0,
[g(iAt)—sgn[g'(iAt)—5"(1'At)] 2(iar)— ") 65)

x sgnle'(iAr) - &" (it L/ iAt) - g"(iAt ‘ forr,, #0.

Microchange to the state of the control objects also leads to a change to
the estimate R () of the cross-correlation function between X fiAt)
and g(iAt), which can be determined by the value of robustness, by the
difference of the quantity of the positive N (x) and negative N~ (u)
products g(iAt)g((i + u)At) according to the formula

A ()~ {[NYM_N(MM(“ =D)+D,  for u=0,
: [N+ (W)-N- (ﬂ)]u(ﬂ =1)) for u#0,

Mz

™M=

RW —

X&

1
N*
1
N*

(6.6)

where

(M(u=1)=[I/N"(u=DlAu =D, 67)

Rl (1 =1)= Ry, (=)= Au=1). (6.8)
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When detecting the initial stage of microchanges as one of the important
information signs, it is advisable to use estimates of coefficients of the corre-
lation r  between noise and a signal, which can be represented as

Rm(O) _ R.(0)
*TJR.OR,0) DD,

N

:%ZH iAl) sgn[s iAt)—&"(iAt)

zAt zAt)q

xsgn[g'(zm)_g"(z-m)mg'(m)_g"(l-m)@

X{Hi[g'@m)—sgn[s«mf (a0l i) < (i ‘ﬂ

{ Z[s (iar)- zAt)]}} B (6.9)

In some cases, it is possible to use formulae (1.90) for determination of
the correlation coefficient, i.e.,

v, T =F2sgnx zAt)sgng (zAt)

i=1

=—ngn[ zAt sgn[g zAt 6‘(iAl‘):|

— o/ (in) J\g'(mt)—g"(mt)@

x sgn[g'(iAt) - & zAt /|g iAt)— g(z’At)|‘

(6.10)

It is understood that microchanges to the object’s state also lead to changes
to the estimates of spectral characteristics of the noises a,, and b, of
corresponding signals. It is advisable to determine them by the following
expressions for 7, = 0:
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N
2 sgn &'(iAt)/|e"(iAt )| [cos nawliAt for r, =0,
N *
~ i=1

arl€
;ZN: {sgn[e’(z’Az)— 8"(1’At) 5'(1’At)— 5"(1’At)‘}cos na)(iAt) for r, #0>
i=1
(6.11)
2 ZN: [sgn &'(ine )\/M‘]Sin nol(iAt) for r, =0,
b ~ NS

ne

£'(int)—- 5"(1’At)‘ }sin na(iAt) for r, #0-

% ,Z]:: égn[e'(iAt) —&"(iAt)
(6.12)

It is possible to use the following expression for purposes we previously
described:

0 for N;, =N, and IT; =IT_,

r (N = N_) A §(iAr) cos nax(iAt)

1.5 = + == -
+EN[/1W1 g(iAt) cos nw(iAt) — Al g(iAL) cos nw(iAt) ]

for N =N_ and IT,, #IT,

an?

T, (N;n -N,, )zm g(iAt) cos na)(iAt)+

ne

an

+ % [N - (N;n -N, )] [zml g(iAt)cos na)(iAt)+ v g(iAt)cos na)(iAt)i]

for N) >N, and IT,, >IT,

an?

T, (Na’ﬂ -N; )zm &(iAt)cos naw(iAt)

+%[N ~(N,,-N;, )} [Zm] &(iAt) cos na(idt) —Aw g(iAf)cos na)(mr)']

for N) <N_ and IT <IT_,
(6.13)
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where

_ Jp
A =—==; T1, = g(iAt)cos nw(iAt) ;

/D,

IT' = g(iAt)cos na)(iAt)+; T, = g(iAt) cos na(iAt) ;

and N, N'

an

and N, are the quantities of the respective products.

6.3 Positional-Binary Technology of Detecting Initial
Stage of Change to the Technical State of Objects

Let us consider an opportunity of forecasting by means of connection bet-
ween microchanges to the state of the object and the value of noise through
the use of positional-binary technology [14, 44—46].

It is known that while continuous signals are coded, the values of the
binary codes of the corresponding digits g, of the samples x;, of the signal
g(t) in each sampling step Af, initially are accepted equal to

X (int) = X (iAt),

ocm(n—1)

where
g(ZAt) > 2” 5 grem(n—l) (lAt) = g(lAt) .

Then the signals g, (iAt) are formed with iterations as a code 1 or 0.
Thus, in the first step, the samples g(iAt) are compared with the value
2"'Ag .

For g(iAt)Z 2" Ag , the value ¢, (iAt) can be taken equal to unit
and the value of the remaining g, , (iAf)is determined by the dif-
ference

gGA) 2" Ag = g iy (AL (6.14)

The sequence of these signals g, (iAf) is represented as positional-
binary-impulse signals whose sum will be equal to an initial signal, i.e.,

X(iAt)=q, (iIAt)+ q, , (iAL) ++ q,(iA)+ q,(IAt) =X (iAt). (6.15)
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Microchanges to the state of the object are reflected on the noise &£(t)
of the noisy signal g(iAt) =X (iAt)+ g(iAt) as short-term impulses with
duration that is repeatedly lower than positional signals g, iAt) ,1.e.,

1, for ‘Ik((i - 1)At) =0, CIk(iAt) =1, Qk((i + I)AI) =0,
q.(idt)=1 0, for q,((i-1)ar)=q,(iAr) = g, (i +1)ar), (6.16)
~1, for ¢q,((i-1)A1)=1, q,(iAt)=0, ¢, (i +1)Ar) =1.

Due to this, the positional noises q,, ({Af) of the noisy signal g(iAt)

are formed by means of formula (4.14) by expression (4.16) while coding
every positional signal, i.e.,

£(iAr)=q,(iA1)+ ¢, (iAt) + g, (iA7)

m—1

oot g (1A 4+ o (1AE) =D g (iAL). (6,17

k=0
By the difference

m—1

X(iAt) = g(ine) - e(ine) = g(ine) =Y q,, (iAt), (6.18)

0

e
Il

it is possible to determine samples of the legitimate signal X (iAt).

In this case, the estimates of the variance and spectral characteristics of
noise, the cross-correlation function, and the coefficient of correlation bet-
ween the noise and a legitimate signal can be determined by the following
expressions:

1 N 5. 1 N m—1 . 2
D, =ﬁ;a (iAt) = W;{kz_;qgk (lAt)} : (6.19)
1 & -l 'S
R.(0)= Wz[g(mt)— > 4. (m)}{z 9u (l‘Af)} :




6.3 Positional-Binary Technology of Detecting Initial Stage 143

R, (0) = Y gliane(ian = Z{ (zmz » (lm)} (6.20)

i=1

v 2e0Eam)

i=1

" T DRLO)  [wre > > (621)
P \/Z[ qgkaAt)} > &7 (iAn)

i -

k=0

m-1

N N
a, = % Z &(iAt) cos nw(iAt) ~ %Z Z 94 (iAt)} cosnaw(iAt), (6.22)
i=1

=1 Lk=0

[ m-1

2 N 2 N
=—» g(iAt)sin nw(iAt) =~ —
e N;( ) (iAt) NZ

i=l | k=0

9 (iAt)} sin nw(iAt) . (6.23)

So the microchanges to the state of the object are reflected on the least
significant position-binary-impulse signals g,,(iA?t), q,,(iAt), q,,(iAt),
..» q 4 (iAt), and their effect to estimates of the noise £(iAt) is defined
by expressions (6.19)—(6.23). Thus, it is possible to forecast the tendency
of changes leading to the object’s failure by means of a connection between
microchanges and noises using estimates obtained by position-binary tech-
nology D,, R,.(0), R, (0), r,, 7., a, and D, .

Itis poss1ble to show many directions when the use of traditional methods
does not bring satisfactory results. When forecasting the transition of an
object into the failure state in such a case, it is advisable to use the
relationship between the initial stage of a microchange to the object’s state
and the change to the noise characteristics obtained by the positional-
binary technology. For example, analysis of seismic signals obtained while
drilling or compressor station operation, etc. shows that noises carry signi-
ficant useful information defined by microchanges to the state of an object,
and they can be used in forecasting. As another example it is possible to
show the use of this theory in medicine. Research shows that in most cases
the initial state of various illnesses is not reflected in both corresponding
signals and estimates of their correlation and spectral characteristics. At
the same time, considerably before the change to the signals and their
estimates, certain noises appear in electrocardiograms, in electroencephalo-
grams, and in other signals. That opens wide possibilities to use relation-
ships between noise and the organism’s state for forecasting corresponding
illnesses.
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6.4 Technology of Forecasting Failures by Considering
Noise as a Data Carrier

Analysis of various technological objects shows that characteristics of the
legitimate signal X (z‘) do not change before failures when the object’s state
is assumed to be stable. At the same time, there is a certain change to the
parameters of the noise 6‘(t) formed at the initial state of the failure [5, 6,
8,9,14-17, 25].

In most cases of real objects, there are certain difficulties with forecasting
changes to the object’s state at the initial failure state by means of known
methods. At best, they only give a possibility of detecting explicit failures
[10, 27, 33]. Analysis of the appearance of failures with real objects shows
that hidden microfailures represented as microwears, microbeats, microvibra-
tions, and/or microcracks of some elements of objects always precede
failures. Well-timed detection of these microfailures gives the possibility
to forecast changes to the object’s state that can be used for prevention of
serious failures. For this purpose in the structure of modern information
systems, it is possible to create a subsystem of noise based on forecastin
failures on the basis of analyzing the noises &(iAt), &,(iAt), ..., &, (iAt%
of the noisy signals g, (iAt), gz(iAt), s 8, (iAt) considering the noise
as a carrier of useful information [9, 15, 17, 25, 28].

In general, the process of forecasting can be represented as the sum of
the three following parts:

1. the set W formed by the estimates D_,

" £ttt e,
6161 (L[ azaz ’ e Ra,,.sn (/u)’ Rxlel (ﬂ), szsz (/u)’ e
Iu xlgl’ xzsz’ tee rxs,,’ aO(;l’ als,’ Tt amal’ O0g° g2 "

51; aOsz’ alg 2= amgz’ 08,2 Tlgy > "2 mgz; e aOs,,’ algn’ cre
Qe s by, s by 5oy b corresponding to each i th state from all

>
me,

k possible states of an object;

2. the set V' formed by current similar information signs carrying infor-
mation about the current state of the object;

3. the identification rule F' mapping each element of set /¥ to an ele-
ment from set V', and vice versa, each element of set V' to an element
from set W. The set of elements of sets W and V' are information
support for the subsystem [15, 17, 28, 56].

In the first stage, the subsystem works in teaching mode using the signals
g (iAt), g, (l'At), e g, (iAt) obtained from sensors by means of expres-
sions (1.45)+(1.49), (1.78)—(1.96), and (2.41)—2.51). Information signs, vari-
ance, correlation, and spectral characteristics are determined for each ith
state, and k standard sets W, are created. They can be represented as follows:
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b, b, .. Db,
o) R, (1) ... R, (u)
o) R, (1) ... R, (u)
ay,, ay,, ay,,
W,=| by, L : (6.24)
a, a, a,
blg, blgz blan
e, A, ... a,,

In the second stage, the identification problem is solved by means of
current combinations of estimates, i.e., by means of information signs of the
set V' and the set I, . The decision of whether the change to the object’s state
takes place is made on the basis of the obtained results. At the same time, the
teaching process goes on. If new combinations of information signs are de-
tected, corresponding information is formed as the new standard set ¥, .

The third stage differs from the second one. During the third stage, the
teaching process stops and the state of the object is identified by the obtained
current combination of estimates in each cycle. If the combination V of the
current estimates of the state differs from the sample set W, the information
about the change to the object’s state is formed similarly to the second stage.
The obtained results are used for making decisions about future exploit-
tation of an object, future repairs, or technical servicing [14, 17, 28].

Summing up, let us discuss the identification rule /' mapping each ele-
ment of the set /¥ to elements of the set /' by means of recognition meth-
ods in more detail.

The following classification of methods of recognition of patterns is
used in this process:

e methods based on principles of separation and comparison with proto-
type;

statistical methods;

methods based on “potential functions”;

methods of calculation of estimates;

heuristic methods.
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Methods based on principles of separation and comparison with proto-
type are accepted if recognized classes are mapped into sign space by com-
pact geometric groups.

Let V' be a point of some sign space. W, is the sign space characterizing
one of the possible object states. The nearest sample class in space W, is
found to classify an unknown state formed by means of the vector V. The
separation plane in space is found by means of a method based on separation.
It is possible to determine which space contains the vector V' by means of
the obtained function.

In methods based on comparison with a prototype, the center of a geo-
metric group or class or the nearest to the center of space W, is chosen as
the point-prototype. The nearest prototype is found for classification of an
unknown state, and the vector V' corresponds to the same space as the proto-
type. It is obvious that generalized patterns of classes are not formed in this
method. Various types of metrics can be used as a measure of proximity [16].

Cluster analysis is used for dividing a set of objects into a given or
unknown number of classes by means of some mathematical criterion of
quality of classification:

¢ the objects must be tightly connected to each other inside groups;
e objects of different groups must be far away each from other.

The most important moment of cluster analysis is the choice of a metric
or measurement of the proximity of objects. The choice is individual for
each problem, taking into account the main targets of research and physical
and statistical features of the signs used [16].

The method of potential functions is the most popular method of pattern
recognition. It is widely used in designing models based on neuron nets.
The method requires dividing two patterns with an empty intersection into
the patterns W, and W,. It means that there is at least one function that
fully separates sets corresponding to the patterns /¥, and W, . This function
must be positive at points corresponding to the objects from the pattern W,
and negative at points of the pattern W,. That function must be built in a
teaching process. Sometimes it is required to build the best function in
some sense. Let us assume that the teaching sequence of objects corres-
ponds to the sequence of vectors V,, V,, ..., V in a space of patterns
connected with the sequence U(V,V,), UWV.,V,), ..., UWV,V,) of
potential functions used for building. The functions f(V,V,,V,,...,V ) f
must tend to one of the separating functions while increasing the number
of objects. Potential functions for each pattern (state) can be built as the
result of a teaching process:
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Uy=>YUuwr), (6.25)
=
U, =Y UW.1,). (6.26)

The separation function f(}') can be represented as follows:
SV =U,r-U,¥) (6.27)

and is positive for the objects of one kind and negative for the objects of
the other. Let us consider the following function as a potential function:

U V) =3 20,00, 0)=34,006,0).  (629

where @, (V) is a linear, independent system of functions; the A, are real
numbers different from zero for each j=12,...; V, is a point corres-
ponding to the ith object in a teaching sequence. The teaching sequence is
represented in the teaching process, and the approximation f, (V') deter-
mined by following the recurrent procedure is built on each 7th step of

teaching:
Son ) =g, f ) +1r,UWF,..,V). (6.29)

As usual, the values ¢, and r, are chosen as follows:

q,=1,
r, =27, 8,0 fV,0)), (6.30)
where S(f,, f) are non-increasing functions and
S(f., /) =0,
S(f,/)=<0, f,=2f, (6.31)

S f)>0, f, <.

The coefficients y, are represented as a nonnegative sequence of numbers
depending on the number 7 only. y, can be taken as follows:

y =1/n. (6.32)
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Several versions of algorithms for potential functions have been developed.
The difference between them is in the choice of the laws of correction of the
separation function step by step, i.e., in the choice of the coefficients 7, .

The methods of calculating estimates are described in detail in [12, 14,
16]; the need for heuristic methods appears only in special cases when it is
difficult to formalize signs and expert intuition is required.

The process of diagnosing and forecasting is repeated. If the same result
appears, more precise determination of the object’s state by highly qualified
specialists is needed.

A recognition block works in two modes. The second one directly solves
the problem of recognition. The result of identification gives the possibility
for making decisions. The following cases can take place here:

1. identification was performed successfully; diagnosis and forecasting
are unique;

2. identification is not unique, but it is possible to obtain diagnosis and
forecasting by methods described in the block;

3. identification is not unique, and there is not sufficient information to
make decisions. The process of diagnostics and forecasting is repeated;
if the same result occurs, recommendations about the state of the object
will be given to specialists.

6.5 Diagnosing and Forecasting the Change
to the State of Sea Platforms

Sea deep-water stationary platforms (SDWSP) are the most important objects
of a sea oil-gas refinery. SDWSP are very complicated and valuable cons-
tructions. There are many serious difficulties in solving problems of diagno-
stics of these objects in practice. From this point of view, despite the fact
that their building costs hundred millions of dollars, in most cases reliable
diagnostics is not provided. At the same time, the state of the objects is
changed with time. It is obvious that future exploitation of an object can be
impossible if that process is not controlled and if actions for their recovery
are not performed [16, 31].

Taking into the account all mentioned above it is obvious that organiza-
tion of continuous control of the state of the objects of sea oil-gas construc-
tions can be assumed to be one of the most actual problems [52].

Analysis of failure situations on sea constructions shows that hidden
faults caused by certain changes represented as wear, cracks, bends, vibra-
tions, beats, etc. of some elements of objects [15, 28] always precede the
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appearance of serious faults. Their well-timed forecasting can be used to
prevent serious failures [15, 28, 52].

Today information systems to control the state of sea constructions solve
a wide range of problems with measuring, recording, and processing of vari-
ous information, as well as problems of recognition, identification, diagno-
stics, forecasting, etc. The system must provide not only the control of the
current object’s state but also its identification and forecasting of future
behavior. As stated above, solving this problem by means of well-known
algorithms has some difficulties. In the suggested system (Fig. 6.1), one
must use methods, algorithms, and information technology to analyze noise
so that the above problems are solved [52].

In connection with the above, it is expedient to use algorithms allowing
one, by means of noise analysis, to forecast hidden faults in the control of an
object’s state. This corresponds with the fact that the beginning of hidden
microchanges may lead to changes to all characteristics of the noise £(iA?) .

The system consist of the following blocks: 1 is the block of the analysis
of the information about visual observation, sonar, underwater research of
divers obtained from the specialists; 2 is the block of the analysis of the
information from the sensors; 3 is the block of the analysis of the signals of
the inclinometers and accelerometers fixing angles of slope and twisting; 4 is
the block of the analysis of the signals of the level indicators determining
linear shifts of the platform; 5 is the block of the analysis of the signals
of the vibration sensors’ measurements of frequencies of the oscillations of
the elements of the construction; 6 is the block of the analysis of signals of
the acoustic emission system with piezoconverters; 7 is the block of analysis
of the signals of strain sensors of deformation of the construction elements;
8 is the block of the analysis of the signals of the sensors of the velocity
and direction of the wind; 9 is the block of the analysis of the signals of the
pressure sensors in the elements of the construction; 10 is the block of the

Ledl2l[sla][sle][7][8][9]
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Fig. 6.1. Block scheme of the hybrid system of diagnostics.
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diagnostics by means of the algorithms of robust correlation analysis; 11 is
the block of the diagnostics by means of the algorithms of robust spectral
analysis; 12 is the block of the diagnostics by means of the algorithms of
the position-binary-impulse analysis; 13 is the block of the forecasting of
the measurement of the state of the object by means of the analysis of the
noise from the sensors of the technological parameters; 14 is the block of
the signaling and representation of the information to the specialists.

Blocks 1-9 work in the regime of control of the corresponding technologi-
cal parameters. If the results received at the time of measurement are in the
given range of the corresponding operating conditions of the object, then
the state is considered to be normal. All blocks of the analysis and control
(blocks 1-9 in Fig. 6.1) work identically. At the same time, the signals
X,(At), X, (iAt), ..., X, (iAt) from those blocks (besides blocks
1 and 2) are given to blocks 10—13 in parallel.

Initially, blocks 10-13 work in the teaching mode and information signs,
robust, variance, correlation, and spectral characteristics are determined by
means of information technology described in Chapter 4 for various states
by measurement information g(iAt), and the corresponding robust sample
sets W " are formed.

" DF pt ... DFf
RI(u) RI() ... RI(w
0 RE, (1) ... R, (w)
0 0 .. RY (w)
0 7{&4 rxfx9
wh = 6.33
0 0 (39
ay,, ay,, ... a,,
A, A, ... A,
023 0xy 0xg
b, b, o by
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At the same time, the characteristics of the noise are determined, and the
sample set W is formed from these information signs by means of tech-
nology described in Chapters 1-3.

D, D, .. D, D, ]
R, () R, () ... R (1) R, (1)
R, () R, () ... R () R, (1)
r £3x; r 4% vee r s }’ngg
We=| a, Aoz, we- o Aoz, |- (6.34)

amg3 am54 e amé‘g amé‘g
(A 0gy T Os&g 0&g
mes mey et bmgg bmeg

In the second stage, the opportunity to accept the decision about the
presence of the change to the state g of the object is considered, and the
problem of identifying the object is solved by the combinations of robust
estimates, i.e., by information signs. Also, the teaching process goes on.
When detecting a new combination of information signs, corresponding
information is formed as the new sample sets V* and W°.

The third stage differs from the second one. At that stage, the teaching
process stops and the state of the object is identified by the current com-
bination of estimates in each cycle. If a new combination of estimates of
the current state ¥ *, V'* appears and does not coincide with the standard
set W, corresponding information about changes to the state of the object
is formed and the identification problem is solved. Diagnostics problems
are solved by means of W". Problems with forecasting are solved by
means of W*.

It is obvious that these values are stable for the stable state of the object.
Certain changes to total noises occur at the beginning of hidden faults, and
that is reflected on mentioned values remembered as corresponding sample
sets. The results obtained from diagnostics and forecasting are given to the
specialists, who use them for making decisions about future exploitation,
repair, or technical servicing. It is thus possible to forecast and inform
specialists about a threat of failure before failures appear in the process of
exploitation.
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Using robust estimates in W * in the considered system allows one to
avoid diagnostics error to a certain degree. During the stable state of the
object, the corresponding information signs do not change. But if the signal
characteristics g(7At) are changed under the influence of the external fac-
tors, the authenticity of the diagnostics of the controlled objects increases
due to the simultaneous work of blocks 10—13 and the improvement in
robustness of determined noises. The property of the noise £(iAf) to react
to the microchanges in the control objects leads to changes to the elements
of W* and to the revelation, early in operation, of the hidden changes
occurring in the SDWSP state. Thus, this system allows one to forecast the
possibility of changes to the state of the object beforehand. It is obvious
from the work scheme in Fig. 6.1 that given information technology can be
easily realized as a hybrid information system.

6.6 Telemetric Information System of Forecasting
Accidents During Drilling by Considering Noise
as a Data Carrier

The probability of an accident’s origin during drilling is connected with
such features as multiple-factor vagueness of the mechanism of the accident’s
origin, their regional specificity, the transience, the difficulties of accessing
the instrumental control, and the blur and the ambiguity of the observed
symptoms. The methods of preventing and eliminating the accidents used
in practice insufficiently affect the decrease of the accident risk during the
drilling. And these methods are considered to be improved over earlier
methods.

Research has shown that errors that appear in the estimates of the spectral
and correlation characteristics of the measured information often lead to
mistaken forecasts of the accidents during drilling. At the same time, the
opportunity to use the noises containing some technological parameters of
the drilling as a data carrier is not taken into account. The estimates of the
signals obtained from the sensors in the process of drilling are made with
great errors. Besides, their stability, i.e., the robustness, is not provided,
and that is the basic reason for the decrease of the reliability of forecasting
the accidents in the existing systems.

Here we consider the use of the robust technology of forming the statis-
tical knowledge bases in the telemetric intellectual systems of the control
and management of the oil-well drilling in order to increase the reliability
of forecasting accidents.
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The necessity to form sample sets of the estimates of the statistical char-
acteristics of the signals, which are used as the knowledge base for making
the decisions, appears during the creation and the application of the
intellectual system of forecasting the accidents in the process of drilling.
The signals obtained from the sensors of the following controlled drilling
parameters are the basic data for such system: the axial load of the instru-
ment g, (t); the rotational moment of the spindle of the rotation head of
the boring machine g, (t); the rotational moment of the rotor of the boring
machine g, (t); the penetration speed g, (t); the fluid washover consump-
tion on the output of the circulating system g (t); the pressure of the wash-
over fluid on the output of the circulating system g (t); the qualitative
parameters of the washover fluid g, (t), etc.

Research has shown that, in practice, various sufficient noises &, (t),
g, (t), s &g (t) appear during the measurement of these parameters, and
these parameters are the total signals g, (t) =X, (t) + & (t), g, (t):
X, t)+ g, (t), ...,gﬁ(t): Xﬁ(t)+ 86(2‘) consisting of the useful signal
X (t and the noise &(¢). The specificity of the considered process also
differs in that the sufficient changes of the values of the noises of the measu-
red parameters precede the most dangerous accidents, for example, sticking
the plunger, and these changes appear long before the origin of the accident
itself. First, these changes are reflected by the axial load on the instrument
g (t) , the rotational moment of the spindle of the rotation head of the
boring machine g, (t), the rotational moment of the rotor of the boring
machine g, (t), and the penetration speed g, (t) That is why it is first
necessary to estimate the variances D, , D, , D, , D, of the noises of
the total signals g, (t), g, (t), g5 (t), g, (t) for analysis of the mentioned
controlled drilling parameters and, on their basis, to form the set of the
robust sample indications W, the elements of which are the correlations
D&l/Dgl , Dgz/Dgz , D‘ES/Dg3 , DM/Dg4 containing the following
greatly useful information:

Dgl D.92 Da3 D.94
W,=4D, D,, D,; Dy}, (6.36)
Dgl DgZ Dg3 Dg4

where Dg1 R Dg4 are the variances of the total signals of the g, (t), e
g, (t), respectively; D, ..., D,, are the variances of the noises of the
same signals, determined by the following formula:
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D . =o 2 ii[ lAt +g 1At)g((i+2)At)

—2¢(iAr) g ((i+2)Ar)], (6.37)

where g(iAt) is the total centered signal consisting of the useful signal
X (l'At) and the noise 8(1'At) with the average of distribution m,, which
is close to zero; and Af is the sampling step.

The robust set is formed by using the robust technology [12, 14] of the
estimates of coefficients of the Fourier series of the signals g, (t
g4 (t) obtained from the sensorsin the process of drilling:
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where a, b, ..., al4b14, e @bl an4bn4 are the robust coefficients

of the Fourier series of the 51gna1s gl( ) o 84 (t) determined by the
following formulae:

_%{i[g(im)cosna)(im)—lﬁ]}, (6.39)

i=1

i=1
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b! :W{Z[g(mt)smna)(zm)—ﬂbn]}. (6.40)

The value of the improvement to the robustness of the coefficients a,,
b, is calculated by formulae represented in Chapter 4.

The set of the robust estimates of the correlation functions of such drilling
parameters as the consumption g (t ) and the pressure of the washover fluid
on the input of the circulating system g, t) is formed along with the esti-
mate of the spectral characteristics of the signals g, (t), g, (l), g, (t),

g4(t)

W ={R%,, R%,, R%,, ., RR ), (6.41)

oo ggl> “tgg2>
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R R R R .
where Rgg1 , Rggz, Rgg3 ) ey Rgg6 are the robust estimates of the corre-

lation functions of the total signals g, (t), g, (t), O (t) determined by
the following formula:

RE (,u)z Rgg(ﬂ)_[igg(,u)+Dg] for u=0,
88 Rgg(ﬂ)—ﬂgg(/.l) for Iu;,:()’

where R, (,u) is the correlation function of the centered signal, D, is the
variance of the noise, and

AR ()~ ()= ()| (82w =1)),

where n”* (,u) and n- (,u) are the number of the products g(iAt)g((i + I)At)
of the positive and the negative signs, respectively;

(Alu =) =[1/n (=1)}a(u=1),

(6.42)

where

Mu=1)=|Rl (1 =1)= R, (u=1)

is the average error of one product g(iAt)g((i + l)At) .

The robust estimates of the cross-correlation functions of the signals are
determined similarly; the robust set of the informative indications is also
formed on their basis as follows:

R;z R§13 R§16
R®  RE RE

WRIZ — g21 g23 g26 (643)
R§51 R§52 R§56

So the formed sets (6.36), (6.38), (6.41), and (6.43) are the sample robust
value bases for making decisions during drilling. The telemetric intellect-
tual system of forecasting the accidents by considering the noise as a data
carrier can be created on their basis.

The analysis of the tendencies of the development of the intellectual
systems of forecasting the accidents shows that the creation of such systems
not for the individual oil well but for the whole oil and gas field is advisable.
In this case, even the expensive intellectual forecasting systems become
more justified.
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Fig. 6.2. The telemetric intellectual system of forecasting the accidents by consi-
dering the noise as a data carrier.

The block scheme of the telemetric system of robust forecasting accidents
of oil wells is represented in Fig. 6.2. The block of the analysis of the signals
by the traditional methods and the algorithms along with the robust techno-
logy of forming the knowledge bases are present in this block scheme.

The system consists of the following blocks: 11, 12, ..., mn are the
sensors of the controlled drilling parameters; 2 is the interface; 3 is the block
of forming the robust informative indications; 4 is the sample robust know-
ledge base; 5 is the block of the robust identification; 6 is the block of the
analysis by traditional methods and algorithms; 7 is the base of the tech-
nological and geological data; 8 is the block of the analysis and decision
making representing the expert system.

The procedure of forecasting accidents during drilling is reduced to the
following. The system works in the training mode in the first stage or for
the first oil well of the oil and gas field, and the robust sets of the sample
estimates of these signals are formed in block 3 by expressions (6.36),
(6.38), (6.41), and (6.43) by the results of the analysis of the signals
obtained from the sensors 11, 12, ..., mn in the process of drilling. These
estimates are contained in block 4 and correspond to the accident-free
conditions of the drilling process. The corresponding informative indications
are accepted as the elements of the sample sets preceding the emergency
conditions during trouble in the drilling process. In block 5 of the robust
identification, the current estimates are compared with the sets of the esti-
mates obtained when measuring and processing the same signals in the
current moment. These signals are also analyzed by the traditional methods,
and algorithm 6 in the analysis block and then with the basis of the tech-
nological and the geological data in 7 are transmitted to the analysis and
decision-making block 8, to which the results of the robust identification
also arrive. The maintenance staff makes the decision about the change to
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the object’s state (whether the change takes place or not) using the obtained
informative indications. At the same time, the training process goes on if
the new estimates differing from the elements of the sample set but not affec-
ting the state of the drilling are received. The obtained new combination of
the estimates is included in the set of the sample elements. The process of
adapting the intellectual system to the concrete drilling conditions, taking
into account the knowledge of the experts and technological, geological,
and other data, ends with that.

The cumulative knowledge bases adapted for the first oil well of the
field are used in future drilling. The new obtained robust informative indica-
tions are compared with the elements of the knowledge base in the identi-
fication block. If even one of the elements of these informative indications
does not coincide with the elements of the knowledge base, that is the evi-
dence of changes to the state of the controlled object. Then the information
about it is immediately represented to the experts, who use it for making
decisions about the future exploitation of the oil well. The telemetric intel-
lectual system performs the following functions: detecting emergency and
dangerous situations; detecting and diagnosing accidents; making recommen-
dations about the localization and elimination of emergency and dangerous
situations; providing the audio-visual-preventive information and the recom-
mendations on the display of a boring master.

6.7 Technology and System of Monitoring a Defect’s
Origin in the Most Vulnerable Modules of Objects
of Thermoelectric Power Stations and Nuclear
Power Plants

High-powered steam-turbine plants that have reached a high degree of
perfection are considered as the base of modern power engineering. They
work on the supercritical steam pressure and have an advanced heat scheme.

Combined plants using modern high-temperature gas turbines are very
effective, with a coefficient of efficiency above 55-60%.

The state of these objects is characterized by a great number of techno-
logical parameters. Among them the following parameters are the indicators
of the steam-and-gas plant: the initial gas temperature; the air consumption
on the entrance to the compressor; the degree of the pressure increase; the
capacity of the gas-turbine plant (GTP); the gas temperature beyond the
gas turbine; the steam conditions under high pressure; the consumption;
the steam conditions under low pressure; the coefficient of efficiency of
the combined plant; the specific consumption of the standard fuel, etc.
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At present, the control of the current state of thousands of technological
parameters is performed by the informational systems of the control and
management of the objects of the thermoelectric power stations and the
nuclear power plants. Besides the wide range of the problems connected
with measuring, the registration, various information processing, the solutions
to problems of recognition, the identification, the diagnostics, the optimiza-
tion, the management, etc. are also performed by these systems.

Among all these problems, providing reliability when monitoring the
technical state of the object is of great primary importance both for the
thermoelectric power stations and for the nuclear power plants. Let us
assume that the object of monitoring consists of # modules: M, M,, ...,
M, . At the same time, the state of the object Q, is determined by the state
of these modules, i.e.,

0, = FlOy» Oy s o Ou. ).

Let us suppose that the state of each of these modules is characterized
by the input signals

i, (0 a1, (), s iy, (0 s &, 0)
81m, (t): Eoum, (t): s 8im, (t)’ o 8, (t)

I ()= cP () A S () - VL)
and the output signals

D, (O 1024, (€)o7, ) s 12,0, (0)
P, (O Taag, (O e T, (0o 00, (0)

hw, (t), Mom, (t)’ w0 Mim,, (t)’ s M, (t)

At the same time, it is necessary to provide the calculations for estimates
of the statistical characteristics of the useful signals of the mentioned tech-
nological parameters for solving the problems of monitoring the technical
states of these modules. Determining the estimates of the statistical char-
acteristics allows one to estimate the state and the quality of the work of
the system for a certain time interval (for example, for a shift, for a day,
etc.). It is assumed in the literature that the realizations g(t), 77(1) of the
technological parameters X (t), y(t) of power engineering are stationary
ergodic with normal distribution law, and the time interval T is set
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sufficiently large. Also, the estimates Rgg(,u) and Rgﬂ(,u) are usually

used instead of the correlation functions R (,u) and R (,u) of the useful
signals X (t) and y(t). These and other estimates of the technological
parameters are commonly used when solving the problem of control,
diagnostics, identification, and management.

All these estimates adequately reflect the technical state of the mentioned
modules during their exploitation in normal conditions for the working
time 7. But a change to the found estimate is considered as a change to
the useful signal during the rise of the defect’s origin in one of the mentioned
modules. Due to this, on the one hand, the chance of early monitoring of
the defect is lost; on the other hand, the wrong decision is made by the
management system.

As research has shown, at present exactly this feature of modeling the
signal reflecting the process of the defect’s origin in the given objects of
the power engineering is not taken into account when solving the problems
of control and diagnostics. That leads to sufficient errors in processing
results and, in turn, leads to tardiness of the monitoring results.

Due to this, the efficiency of using modern methods of monitoring decrea-
ses for a large number of objects of power engineering. For example, the
practical realization of methods of monitoring the technical state of the
basic models of the real systems of the thermoelectric power stations is not
too difficult despite the fact that in practice there is a great need to solve
such problems [14, 33]. The use of methods to monitor the defect is not
effective also for the vulnerable modules of the nuclear power plants, where
the number of controlled technological parameters is in the thousands. In
this connection, the creation of technologies of early detection of the origin
of defects in the basic modules of the objects of power engineering is of a
certain interest.

The specificity of these objects requires the determination of the moment
of the defect’s origin on the stage of macro- and mini-changes to the state
of the most vulnerable modules in the process of exploitation. That, in turn,
requires a high sensitivity of the informative indications to various micro-
changes, which usually precede serious failures in the thermoelectric power
stations and the nuclear power plants. From this point of view besides the
traditional estimates, it is expedient to provide the calculations of the
estimates of the noise g(t), the useful signal X (t), the determination of
the robust correlation functions, the spectral characteristics of the correla-
tion coefficients, the values of the robustness, their position-binary compo-
nents, etc. during monitoring for input-output signals of each module, i.e.,
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At the same time, by using them as the informative indications, it is possi-
ble to form the sample sets corresponding to their normal state both for
each module particularly and for the electric power station as a whole. For
example, the following sets can be determined for the state of the module

M by using robust algorithms:
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Similar sets are formed for the diagnostics of other modules. As a whole,
the diagnostics system contains the following sets:

ab ab ab R R R
WQMI’ WQMZ’ it WQMP’ WQMI’ WQMZ’ ) WQMP’

K K K
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The procedure of monitoring is reduced to the following. In the process
of exploiting the object, for the signals obtained from the output of the
sensors installed on the corresponding modules M, M,, ..., M, the
above-mentioned estimates are determined and are compared with the ele-
ments of the sample sets corresponding to the normal state. While detecting
the difference, exceeding the given range even for one of the informative
indications, this information is given to the maintenance staff, which is
responsible for the safety of the exploitation of the object. In the future,
after analysis of this information, the experts make the final decision about
the state of the controlled object. At the same time, sufficient effectiveness
of monitoring is provided due to the opportunity to detect the defects on
the stage of their origin in contrast with the estimates obtained by tradi-
tional algorithms.



7 The Technology of Monitoring a Defect’s Origin
by Considering Noise as a Data Carrier

7.1 Specific Properties of the Technology of Monitoring
a Defect’s Origin by Considering Noise
as a Data Carrier

It is known that monitoring and diagnostics by vibration are commonly
used for controlling the technical state of the most important equipment for
airplanes, helicopters, tankers, compressor stations, electric power stations,
main oil-and-gas pipelines, deep-sea platforms, and so on, and especially
for objects with rotating equipment, for example compressor stations (http://
www.rotatingequip.com/). However, all technological parameters obtained
from the output of sensors as the signals g, (l’Ati g, (iAt), s & (iAt)
are analyzed in modern information systems provide reliable results during
monitoring. At the same time, the used measuring tools and the information
systems detect changes to the technical state of the equipment only after a
series of significant defects has appeared [12, 14, 56, 57]. Unfortunately,
in some cases, this detection occurs not long before an accident [15, 56].
Methods and technologies of detecting the defects at their origin have been
worked out recently [16, 19-23]. Simultaneously, for example, for the
above-mentioned objects, it is considered that weak vibrations appear in
the initial moment in the spot of the defect’s origin. However, they quickly
damp during the spread. They are represented as noise with a high-
frequency spectrum in the signals obtained from the vibration sensors. For
example, a change to the properties of the frictional forces and caused by
vibrations are the basic indications of the defects in the bearings used in
many vulnerable places of technical objects. Their extraction and sub-—
sequent analysis can give the opportunity to detect this defect at its
origin—in some cases, sufficiently before an accident [15, 21, 22, 56].

At present, the problem of extracting the corresponding high-frequency
components & (iAt) from the vibration signal x, (iAt) is solved by means
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of the respective band filters [15, 55, 57]. This technology is most effective
for objects with rotating equipment working in the same mode for a lon
duration of time. The bands of the spectra of the high-frequency &; (iAt%
and the low-frequency x; (iAt) components of the signal g(iAt change
in the permissible limits and can be determined using a priori information.
But in practice, in many cases it is rather difficult to determine the spectral
bands of the noises &; (iAt)of the signals g ; (iAt). That is why it is often
impossible to be sure that the spectra of the band’s filters coincide with the
spectra of vibration signals in the initial stage of the defect’s origin. In
addition, the spectral distribution of the high-frequency components of the
total signal continuously changes from the beginning of the origin of a
defect through the detection of the defect’s salient character. For example,
during the micro crack in the main oil pipelines, at first the faint squeak is
heard in that place, then the squeak grows, turns into a whistle, and at last
turns into the snore. It is obvious that in this case the spectra ¢; (iAt) for
corresponding time intervals are sufficiently different from each other.
This is exactly why not all the defects are detected in the initial stage of
their origin by means of the band filters in many modern systems of
diagnostics by vibrations based on the high-frequency and low-frequency
spectra of the components of the signal g(iAt .

The following conditions were taken into account when detecting the
defect’s origin in the considered objects when the digital technologies of
the analysis of the signals g(iAt) wer