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Usefulness of Computer-aided Design

It has almost become a cliché to comment on the rapid arowth
of the computer as a tool in the design of circuits, both discrete
and integrated. Although the computer is often thouaht of only in
terms of a cheap and fast breadboard (or dry lab), computer-aided
design (CAD) enables the circuit designer to do things which are
not possible with other techniques. Using the computer, he can:

- Observe waveforms and frequency responses of volt-
ages and currents without loadina the circuit as a
probe would in an actual circuit.

Predict the performance of an IC at hiah frequen-
cies, without the parasitics a breadboard intro-
duces.

Use ideal devices selectively, such as one with
an infinite bandwidth or a verv large gain, to
isolate the effects of various device parameters
on the circuit performance or to do futuristic
"blue sky" analyses.

Feed into a circuit ideal waveforms, such as ex-
tremely fast pulses or a mixture of pulses and
sinusoids.

Separate out dc circuitry in order to understand
the basic part of the circuit.

Open a feedback loop without disturbing the dc
levels.

Determine the poles and zeros of a transfer func-
tion for even large circuits.

Do noise, sensitivity, worstcase and statistical
analyses.




Objective

The circuit designer today has programs available which allow
him to do a wide variety of analyses. However, the different pro-
grams with their differing input formats, rules, notations and
device models can be very confusing and discouraging to the inex-
perienced user. Fortunately, the program input formats and rules
are normally well documented, so if mistakes are made they are
relatively easily detected (either by the computer, the program or
the user). The biggest problem, however, lies in the lack of
standardization of the notation and device models being used and
the measurement of the model parameters.

This book is aimed at reducing the modeling confusion by
systematically describing how to model the bipolar junction tran-
sistor (BJT). Emphasis is on the nonlinear, large-signal models
used in nonlinear dc and transient analyses, since this is where
most modeling problems are encountered. The linear model (the
well-known hybrid-n model) which is already fairly well documented
and easy to work with, is simply a linearized version of the non-
linear model presented. This linearization process is also
described.

Structure

The book ties together recent developments in the modeling of
the BJT with the established models in such a way that the reader
can use most, if not all, of the circuit analysis programs cur-
rently available. To this end, two aspects of the modeling are
covered.

First, in Section 2 of the book, the effects that are modeled
are explained in terms of the physics of the device so that the
reader obtains an understanding of the assumptions and limitations
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of the model and the ability to handle the different notations
that he will encounter. The descriptions start with the simplest
model and build up to the most sophisticated model.

The second modeling aspect is the measurement of the device
parameters. Techniques for obtaining these parameters from termi-
nal measurements are given in Section 3.

Notation and Orientation

The model parameters and their notations are oriented towards
three computer programs, SLIC(])

(up to Version 1), SINC(Z) (up to
Version D) and spice(3)

(Version 1), all readily available from
the University of California at BerkeTey.* These programs are
excellent vehicles for this book because (i) their built-in tran-
sistor models cover the full range from very simple to very sophis-
ticated, (ii) the strong dependence of the models on the physics of
the device leads to concise input requirements, (iii) the programs
are relatively widely accepted, and (iv) they are readily available.
The use of these programs as examples does not restrict the
applicability of this book. The parameters described can normally
be readily transformed for other programs in which models are
based on the Ebers-Moll model 4 (in the dc and large-signal, non-
linear case), the hybrid-x mode1(5) (in the small-signal, linear
case), or are user-defined. A cross-reference for the SLIC, SINC

and SPICE model parameters with those described herein is given at
the end (Appendix 6).

*

These programs can be obtained for a nominal handling charge by contacting
Professor D. 0. Pederson, Electronic Research Latoratory, University of
California at Berkeley, California, 94720, U.S.A. A1l three programs (5LI1C,
SINC and SPICE) are written in FORTRAN 1V for a CDC 6000 Series computer.

Versions of the programs for other computers are also available from other
institutions.



Input and Model Parameters

To specify a transistor model completely, a program requires
three types of information: fundamental constants, operating condi-
tions and model parameters. Only one type (the last) is specified
by the user.

The fundamental physical constants, such as Boltzmann's con-
stant (k) and electronic charge (q), are normally defined inside
the program. The operating conditions define the circumstances
under which the model equations are to be used. In a nodal anal-
ysis program, for example, the operating conditions are normally
the transistor's bias voltages, say VBE and Ve These bias volt-
ages are determined internally as the computer iterates to the
solution. That is, the program assumes a set of bias voltages,
solves the equations and then selects new and better values until
it converges to an adequate solution. This is all done internally.
In this book it will be assumed that the operating conditions con-
sist of not only the bias voltages VBE and VBC’ but also the tem-
perature T at which the analysis is to be performed. The value of
T is normally required as an input to the programs, and it will be
assumed throughout that T has been specified.

The third type of information required is the set of model
parameters for each different device in the circuit. The meaning
and measurement of the model parameters js the subject of this
book. Examples of model parameters are B¢ (= Tg»in the normal,
active region) and TE (the total transit time in the normal,
active region). The values of the model parameters must be sup-
plied by the user in a manner predetermined by the program. Some
programs are very flexible and allow some model parameters to be

specified indirectly. For example, tp is normally determined via

the measurement of fT, the unity gain bandwidth. In SLIC and SINC,
the user has the option of specifving either g Or the fT value at
a bias condition. As explained in detail later, if f; information
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is provided, the programs determine the value of tf internally,
taking into account the effects of junction capacitances, base-
width modulation and collector ohmic resistance. Note that in
this particular case TF is the model parameter, yet fy is the in-
put. Therefore, a distinction must be made between the model
parameters and the program's input parameters. This disEQEZ§5n is
illustrated in Fig. 1.1. The model parameters are those param-
eters used in the model equations to describe the device for a
given set of operating conditions. The input parameters are the
data required by the program to specify the model parameters.
Some or all of the input parameters may be model parameters, de-
pending on the program.

The formal distinction between model and inout parameters,
though appearing at first to be rather pedantic, is in fact very
important. It helps to maintain the proper perspective. In the
ébov? example, the fact that TE is the model parameter underscores
its importance. If Tp were measured directly (rather than via fi),
then there would be no need to measure fy. The measurement of fT
arises only in that it is a means of determining . !

£
——

' al

Input Parameters 1 !

_ -input informa- ! :

;;ggrrequir(-gd by the | Model T |

am. ome or Y ransistor

all may be model | Parameters Model |

parameters. ) I I

|

! COMPUTER PROGRAM f

L e e - ]

Fig. 1.1. The distinction between input parameters and model parameters.



Dependence of Models on the Physics of the
Device

In general, a model based on the physics of the device permits
a more thorough understanding and fewer input and model parameters.
Fo- example, some programs require a table of values to describe
the variation of gf with collector current. The physics-based
model described in this book, however, requires only four model
parameters to completely specify Bp versus Ic over the whole range.
As well, in the process of determining these four parameters, an
understanding is obtained of the reasons for the variation of gp
with Ic. For these reasons, the development of the models in this
book emphasizes an understanding of the physics of the device.

Model Notation

The nonlinear models are based on the Ebers-Moll model. The
original Ebers-Moll model 4 has been modified by many people to
include effects such as charge storage, g variation with current,
and basewidth modulation, among others. As a result, there are
many interpretations of the phrase, “modified Ebers-Moll model."
The modifications used here have three different levels of com-
plexity. The notation, first put forward by Pederson,(6) is as
follows:

(4)

EM] is the oriainal Ebers-Moll model. It is a non-

linear dc model only.

EM, is the next level of complexity. With the EMy model
as its basis, it provides a first-order model of the
nonlinear charge-storage effects and ohmic resist-
ance.

EM3 is the third level of complexity. It includes such
second-order effects as basewidth modulation, 8 and
1. variations with current, a better representation
oF the distributed collector-base junction capaci-

tance and an improved temperature dependence.

GP is the Gumm?I-Poon model as implemented in the pro-
gram SPICE.(3) It differs from the Integral
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Charge-Control model by Gummel and Poon(7) mainly in

the input parameters required and the absence of base

push-out modeling. With respect to the effects that

are modeled in both the EM3 and GP models, the two

models are basically equivalent.!6
None of the computer programs describe the models with this termi-
nology; it was chosen merely as a convenience. For example, a
program may allow the user to specifv some parameters from EMy,
some from EM2 and some from EM3. In all the Berkeley programs any
parameter not specified by the user has a default value. If no
parameters are specified, the resulting model is the EMy model.
For example, if no capacitance parameters are specified, all capa-
citors are defaulted to zero, since the EM} model is a dc model.

Which Model to Use?

Use the simplest model that will do the Jjob. This saves
modeling effort and computer time, and the results are easier to
understand. For example, if a transistor is current-fed, the

external base resistance is not important and no effort should be
made to determine its value.

The usefulness of the different models can be summarized as
follows:

EM] model: This model is very useful for first-
order dc analyses.

EM2 model : For most applications (especially
with digital circuits) the EMp model
represents a good compromise between
accuracy, ease of modeling, speed
and understandable results.(8) It is
the model most often used.

EM3 and GP models: These models should only be used when

the extra accuracy they afford is
necessary.
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2 1 Introduction

The structure of this section, which presents a systematic,
theoretical derivation of the BJT model, is as follows:

Section 2.2  The EMy model
Section 2.3  The EM, model
Section 2.4  The EM3 model
Section 2.5 The GP model
Section 2.6 Limitations of the models

In the derivations of the models, emphasis is placed on an

understanding of the effect being modeled and an explanation of

the parameters required. The techniques for measuring these
parameters are then given in Section 3.




2.2 The EM; Model

The EM] model is basically th?aiimple, nonlinear model de-
scribed by Ebers and Moll in 1954. It is a dc model in that
there is no characterization of charge storage in the device. The
Ebers-Mol1l model is valid for all regions of operation: saturation,
inverse, normal and off. These four regions are defined by the
bias voltage on the junctions as illustrated in Fig. 2.1.

BC §
-
INVERSE 2 SATURATED
REGION REGION
©
-
o
I
s
» Vge
reverse bias 0 forward bias
"
2
OFF 5 NORMAL ,
REGION @ ACTIVE
4 REGION
4
(1]
-

Fig. 2.1. The four regions of operation of the bipolar transistor.

The model parameters that fully describe the EM; model are defined
and described in this section; they are 8¢, 8g, Ig, T . and Eg.
Virtually all dc and large-signal, nonlinear models are based
on the EM) model. Currently there are two popular versions of the
EM; model: the injection version (Fig. 2.2a) and the transport
version (Fig. 2.2b). These two versions, both drawn for an npn
transistor, are mathematically identical. It is not immediately
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Fig. 2.2a. Injection version of EM{ model.

1
Vac _EC
"
+
B
1-
1
v Y
BE l P

Fig. 2.2b. Transport version of EMq1 model.

apparent why one should be preferred over the other nor why any
time or effort should be devoted to the distinction between the
two. However, there are valid reasons why one (the transport ver-
sion) is preferred for computer simu]ations.(9 These reasons
only become obvious when higher levels of model complexity are
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considered.” An explanation of both versions is given next, start-
ing with the injection version.

2.2.1 The Injection Version

The injection version is the original and better-known EMy
model. Its reference currents (those currents in terms of which
all other currents are expressed) are Ir and IR, the currents
through the diodes. The reference forward diode current, Ip is
given by:**

aVpe

= kT
Ip = Igg Lo -1 (2.1)

where IES is the emitter-base saturation current, VBE is the base-
emitter voltage, q is electron charge, k is Boltzmann's constant,
and T is temperature. The reference reverse diode current, Ip, is
given by:

aVge
Ip = Igg Lo KTy (2.2)

where Iec is the collector-base saturation current, and Vg is the
base-collector voltage. The collector terminal current can now be
expressed in terms of If and Ip:

*The reasons for the preference of the transport model are (i) the reference
currents are actually ideal over many decades of currents, {ii) the complete
specification of both reference currents for given voltages by one furdamen-
tal constant Ig, and (iii) the ease of doscription of the diffusion capaci-
tances. A more detailed ccmpariscn of these two versions of the EMy model
is given in Appendix 1.

Ak )
in this book, all terminal currerts are defined as pssitive when flowing
into the device and the voitage Vi, ts defined a» posttive when VY is equal
to or greater than Vy.

“1e2-

1 Ip -1

CT o
where ap is the large-signal forward current gain of a common-base

transistor. Similarly, the base terminal current can be written
as:

IB = (] - aF) IF + (] - o 1 (2.4)

R) R
where op is the large-signal reverse current gain of a common-base
transistor. And lastly, the emitter terminal current becomes:

IE = —IF + GRIR (2.5)

The mathematical derivation of these equations is given in most
transistor physics text books,(]o) but a simple intuitive feel for
the model can be obtained by inspection.

The diodes represent the transistor's base-emitter and base-
collector junctions. IF is the current that would flow across the
base-emitter junction for a aiven base-emitter voltage, VBE’ if the
collector region were replaced by an ohmic contact without disturb-
ing the base. Igg is the saturation current of this junction. The
value of Ip for a given Vgp is given by Eq. (2.1). Similarly, Eq.
(2.2) describes the collector-base junction if the emitter were
replaced by an ohmic contact without disturbing the base, and ICS
is the saturation current of the collector-base junction.

The two diodes a]one,Aback-to-back, do not fully represent
the transistor. Coupling between the junctions is provided physi-
cally by the very narrow base region and is modeled by the two
current-dependent current sources.

Consider the transistor to be biased in the normal, active
region (B-E forward-biased and B-C reverse-biased). Then, the
collector-base diode can be approximated by an open circuit, and
the model reduces to the “FIF current qgenerator and the base-
emitter diode. IF represents the total current flowing across the
base-emitter junction while ap is the fraction of that current
that is collected at the base-collector junction.

-13-



Similarly, when the transistor is operated in its inverse
mode (B-f reverse-biased, B-C forward-biased), ap is the fraction
of the total current that is flowing across the collector-base
junction that is collected at the emitter-base junction.*

From Egs. (2.1) through (2.5), four parameters are required
to describe the injection version of the EM] model at one tempera-
ture: IES’ ICS’ ap and ag- The number of parameters is reduced by
one when the reciprocity property is applied. This property is
defined by:

I 1

ap Igs = op Igs & 1g (2.6)
*k

vhere IS is called the transistor saturation current. Reciproc-

ity, which is experimentally observed,(]z) is easily proven for the

very simple case of a one-dimensional, constant base-doping tran-

sistor under low-level injection.(]3) It has also been proven for

the general case under low-level injection by an application of

Green's theorem. 4

The constants ap and ap are related to the large-signal for-
ward and reverse current gains of a common-emitter transistor (BF
and gp, respectively) by the well-known expressions:

*

Since, for reasonable a values, the reference currents, Ip and Ig, represent
the currents injected into the base region, the name “injection version" is
used.

Wk

The physical interpretation of Ig is as follows. A p-n junction saturation
current consists of two terms, one from an analysis of each neutral region.
For example, for f?s constant-doping, short-base diode, the saturation cur-
rent is given by(

qQAD Pno qAD_n

. n"po
Tar —TE— + -—wg—ﬂ— for Wy << L

aflgs is the portion of the emitter-base saturation current (Igg) that arises
from the analysis of the base region. Similarly, aglcs is the portion of the
collector-base saturation current (Icg) that arises from the analysis of the
base region. Reciprocity, Eq. (2.6), then simply means that this analysis of

the base region is the same for both Ifg and Icg and that Ig is this common
portion of both saturation currents.
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BF = 1j:q; (2.7)
Bp = R (2.8)
R Ti?§; ’

Thus, only three model parameters are needed at one temperature.
Those normally used are Bps Bpo and IS' A1l the other model param-
eters (IES’ Tegs op aR) can be obtained if necessary from these
three model parameters.

2.2.2 The Transport Version

The transport version of the EM, model differs from the

injection version only in the choice of the reference currents.

In the transport version the reference currents, ICC and IEC’ are
those flowing through the model's current sources. They repre-
sent those currents that are collected.” The reference collector
source current can be written as:

aVgg

ICC = IS e -1 (2.9)
and the reference emitter source current is:

aVge
e =1g e X -1 (2.10)

*
Or transported across the base, hence the name “transport version.”
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These two reference currents can then be used to express the tran-
sistor's terminal currents:

3 1
I oot |- a e (2.11)
SN L Y PSS B I (2.12)
B | or e [ w e :
o= |- = 1.+ I (2.13)
E a | Tec EC '

Mathematically, Eqs. (2.9) through (2.13) are identical to Egs.
(2.1) through (2.6). Note that the dependence of the reference
currents on the junction voltages is the same for both ICC and IEC‘
That is:

I = IS e - (2.18)

where 1 is the reference current and V the appropriate junction
voltage. Figure 2.3 shows the variation of the reference currents

for both versions as a function of the appropriate junction volt-
ages. The injection version curves are shown in Fig. 2.3a, while
curves for the transport version are shown in Fig. 2.3b. Note
that for the transport version (Fig. 2.3b), both lines are identi-
cal. That is, the variation of both reference currents with junc-
tion voltage is described by one fundamental constant, Ig. For
given values of VBE and VBC’ then, both reference currents for the
transport version can be completely determined if Ig is known.

For the injection version, however, two constants (IEs and ICS)
are needed to obtain the reference currents. This, together with
the fact that the transport reference currents are in practice
linear over many decades on a semi-log plot, is the key to the
preference of the transport version over the jnjection version, as
described in Appendix 1.
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Fig. 2.3. The variation of reference currents with junction voltages for (a) injec-
tion version and (b) transport of EMq model.
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The difference between the injection and transport versions
of the EM]
in the form of the model. The transport version's notation will

model only involves a change in notation, not a change

be used hereafter.

14
2.2.3 An Alternative Form - the Nonlinear Hybrid-n(

At this point, a change in the model form is made. The
change, as shown in Fig. 2.4, consists of replacing the transport
model's two reference current sources with a single current source
between the collector and the emitter. To do this, the equations
for the diode saturation currents must be changed appropriately.
As well, the equation for the single reference current source,
XCT’ must be defined. The diode currents (Fig. 2.4) become:

QVBE W
I Is | %1
e §§. e KT . (2.15)
Br
and:
qVv C ‘1
T'ee Is &
2= 2 e -1 (2.16)
Bg B
1C
-
- c
v T
i BC T EC
B Br 1

cT

Bo + l
+ ! * e Tee
v | -«
BE EF

Fig. 2.4. The nonlinear hybrid- = version of the EM| model.
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and the generator current, ICT is given by

Ter = Tee - Tge
aVge aVge
= I |le T 1) - e—FT— -1 (2.17)

The model's terminal currents can now be written as:

Iee

Ie = (Tee - Tgo) - T, (2.18)

c

which is equivalent to Eq. (2.11), and as

I I
cC EC
Ig = || + {— 2.19
B SFJ BR ( )

which is equivalent to Eq. (2.12), and as

I
- cc
Ig = - + | (TIe - Ige) (2.20)

which is equivalent to Eq. (2.13).

There is a good reason for making this alteration. With the
model form of Fig. 2.4, the linearized small-signal equivalent
circuit of a transistor operating in its forward, active region
reduces to that of the well-known linear small-signal hybrid-n
model. As shown in Fig. 2.5, the ICT current generator becomes
the g, (transconductance) current generator. The forward-biased
diode between the base and the emitter terminals becomes the r
resistor (r1T = gﬁ). And the reverse-biased diode between the gase
and the collector terminals becomes the r, resistor, which is
often assumed to be an open circuit.

Because of this easy transition from a nonlinear model to a
Tinear model, the equivalent circuit of Fig. 2.4 is called "the
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B o~ In'BE
+
vBE T

I

Fig. 2.5 A linearized version of Fig. 2.4 for operation in the forward,
active region. Since the EM4 model is a dc model, this model
is the dc portion of the well-known linear hybrid-» model.

nonlinear hybrid-n model." Its similarity in form to the linear
hybrid-n model means that a computer program can perform the small-
signal hybrid-w linearization with very little effort.* Note,
however, that a physical "feel" for the model is decreased since
the diodes in the nonlinear hybrid-= model no longer represent the
actual transistor pn junctions. The diode currents now actually
represent components of the base current. However, the change in
model form does not affect the parameters required to specify the
first-level Ebers-Moll model at one temperature -- these parameters

are still Bps BRs and Ig.

2.2.4 Temperature Variation

At the EMy level, g and gp are both regarded as constants,
independent of current, voltage and temperature. This assumption
is maintained until the EM3 Jevel. The only parameter which is

———

* i id- ig. 2.4 lies in
A second reason for using the nonlinear hybrid-n model of Fig. 2.

the modeling of the low-current variation of 8y . This will be brought out
later in the EM3 section.
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*
assumed to change with temperature is IS and is of the form:(ls)

-E
1 1
)| 3e‘|<'t1 TOT

IS(T) = IS(T T;;; nom (2.21)

nom
where T is the analysis temperature in °K, Tnom is the nominal
temperature in °K at which the device data is taken and £ is the
effective energy gap in electronvolts of the semiconductor material.

Two more model parameters, T and Eg, are needed to account for

nom
the variation of IS with temperature assumed in the computer programs.

(Remember, the temperature T is regarded as an operating condition
and not a model parameter.) In some programs (SLIC and SINC for
example) E_ is internally fixed at a value for silicon. In other
programs (SPICE for example) Eg is a model parameter that the user
can specify.

2.2.5 Summary And Additional Comments

To summarize the important aspects of the EM model:

- For computer simulations, the transport notation is a
better choice than the injection notation.

- At a given temperature, only three model parameters,
BF, BR» and Ig, are needed to specify the model. Two
additional parameters, Tp,y and Eq, are required to
model the variation of sa%uration’current [g with tem-
perature. Because the EMy model is a dc model, 8f and
gR are dc parameters, not ac parameters. At the EM]
level the distinction between ac and dc beta values
is purely academic. However, at the higher-level
models where Bqc versus I is modeled, the distinction
becomes important.

*Neglecting the temperature dependence of diffusivity, kTu(T)/q. See page 137
for wore details.
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- A transformation from the transport model form (Fiq.
iéizl tﬂetgzmgﬁtlln$?:egi?;;g;gnmggelhzogﬂag512%955?) transistor charge storage (i.e., no diffusion or junction capaci-
Jinear hybrid-= model (Fig. 2.5) simpler. The non- These effects are
linear hybrid-n model is the basis for the other : - . _ . . .
models. Elements will be added to it and some of its included Tn a first-order manner in the EM2 model described in the
parameters will be redefined later. next section.

The limitations of the EM] model lie mainly in its neglect of

tance) and ohmic resistances to the terminals.

A1l the model diagrams given here are for an npn transistor.
For a pnp transistor, the voltage and current polarities must be
changed appropriately. In most computer programs, the model
parameter values are always considered to be positive, and the
appropriate sign changes are implemented internally by the program.

The collector characteristics of the EMy model are shown in
Fig. 2.6 as they would appear on a curve tracer. (Note that, even
for this model, there is an inherent saturation voltage, vCE(sat)')

Although it is very simple in form and requires, at most, five
parameters, the EMj model is quite accurate. It is useful, not
only for a dc characterization of the bipolar junction transistor,
but also as an "ideal" transistor. This "ideal" transistor can be

used in CAD in a variety of ways as outlined in the introduction
in Section 1.

B

. 41

A 3l
\\

- 21
]

N | I

5 Vee

4]

Fig. 2.6. Curve tracer collector characteristics of the EM1 model.
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2.3 The EM, Model

The EM, model provides a first-order modeling of the charge
storage effects which permits the realization of finite frequency
and time responses. It also provides a more accurate dc represen-
tation of the device.* Eight additional components are introduced,
requiring twelve more model parameters to describe them.

Figure 2.7 shows the progression from the EM model to the
EM, model for an npn transistor. The complete EMy model is given
in Fig. 2.7e. Three ohmic bulk resistors (ré, ré and ré), two
diffusion capacitors (CDE and CDC) and three junction capacitors
(CjE’ Cic» and Cqyg) are added to the first-level model, which is
simply the two diodes and the current generator of the non-linear
hybrid-n model form.

2.3.1 Improved dc Characterization

The inclusion of three constant resistors (ré. ré and ré)
improves the dc characterization. They represent the transistor's
ohmic resistances from its active region to its collector, emitter
and base terminals, respectively. These resistors are included in
the model as shown in Fig. 2.7b. The internal nodes of these
resistances at the active region are denoted by the letters C', £
and B' in the model diagram. The voltages used in describing the
two ideal diodes and the current source are the internal voltages.

a) rg

The effect of the collector resistance (ré) is seen in Fig.
2.8 in which collector characteristics of the M, model (solid
lines) are compared to collector characteristics of the EM,

*
The improvement to the dc representation will also obviously affect the ac
and transient responses of the model.

-24-

b o———AANA—— M) made]

(b) (c) .

Fig. 2.7. The progression from EMq to EM2 model for an npn transistor. {a) EMq
model {nonlinear hybrid- 7); (b} addition of the three ohmic resistors;
{c) addition of the nonlinear junction capacitors.
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¢ (d)

H‘l‘ mode |

LA

i {e)

Fig. 2.7. The progression from EM4 to EM2 model for an npn transistor. (d) addi-
tion of the nonlinear diffusion capacitors; (e) complete EM2 model.
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Fig. 2.8. The effect of rg on the Ic versus Vo characteristics. Dashed lines
represent the EM1 model (rg = 0). Solid lines represent the EM) model.

model (dashed lines). Resistance ré decreases the slope of the
curves in the saturated region for low collector-emitter voltages.
In the EM2 model, ré is assumed to be constant. In an actual
device, however, it will be a function of collector current and
base-collector voltage. Therefore, the biggest problem in obtain-
ing ré is not how to measure it, but which value to use. A more

detailed description of this problem is given in the measurement
section on ré.

b) 1,

The emitter is the most heavily doped region in most present-
day transistors in order to produce a high emitter injection
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efficiency(]6) and therefore a high 8. For this reason, the dom-
inant component of emitter resistance (r;) is normally the contact

resistance (usually on the order of 1 Q). ré, which is often neg-
Jected, can normally be assumed to have a small, constant value.
Its main effect is a reduction in the voltage seen by the emitter-
base junction by a factor of rg Ig.

In this effect on Vgp, resistance ré js equivalent to a base
resistance of (1 + BF) ré. Therefore ré affects the collector cur-
rent as well as the base current, as shown in Fig. 2.9. This
effect can be significant and r; can cause substantial errors in

(17)

the determination of ré. Resistance ré can also seriously

affect the collector characteristics in the saturation region if

+

¢ value.

the transistor has a Tow r

c) rb

Base resistance rs is an important model parameter. Its
greatest impact is normally its effect on the small-signal and
transient responses. It is also one of the most difficult param-
eters to measure accurately, partly because of its strong depend-
ence on operating point,(]7’]8)
because of the error introduced by the small, but finite value of
ré.(]7) In the EM, model, rB is assumed to be constant. The dc
effect of ry is seen on the 1n(Ic) and 1n(IB) versus Vpp curve

obtained from the EM, model, as illustrated in Fig. 2.9.

(due to crowding) and partly

2.3.2 Charge-Storage Effects

Charge storage in the bipolar junction transistor is modeled
by the introduction of three types of capacitors: two nonlinear
junction capacitors, two nonlinear diffusion capacitors and a con-
stant substrate capacitor.

-28-

ln(lc, IB) 4

Fig. 2.9. The effect of rp and re on the In{lc) and in(Ig) versus Vg characteristics

of the EM2 model. (Note that the EM2 model neglects other high-level
effects which are treated in higher-order models.}

a) Junction capacitors

The two junction capacitors {sometimes called transition capa-
citors) model the incremental fixed charges stored in the transis-
tor's space-charge layers for incremental changes in the associated
junction voltages. These capacitors, denoted by CjE for the base-
emitter junction and Cjc for the base-collector junction are
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included in the model as shown in Fig. 2.7c. Each junction capac-
jtance is a nonlinear function of the voltage across the junction
with which it is associated.

The normal, simple analysis of CjC and ch makes the depletion
approximation (which assumes that at the junction of interest the
space-charge layer is depleted of carriers). Then, for a step (or
abrupt) junction and for a linear {or graded) junction, the varia-
tion of the emitter junction capacitance with base-emitter junction

voltage can be written for an npn transistor*(19) as
C,
N EO
E
where C

3E0 is the value of the emitter-base junction capacitance
at VB‘E' = 0, ¢E is the emitter-base barrier potential, and me is
the emitter-base capacitance gradient factor. Likewise, the varia-
tion of the collector junction capacitance with the base-collector
Jjunction voltage is given for an npn transistor by:

C.
_ co
Cie (gege) = m (2.23)
) TE_)

where chO is the value of the collector-base junction capacitance
at VB'C' =0, ¢c is the collector-base barrier potential, and me
is,; the collector-base capacitance gradient factor.

For a step junction, m = 0.5; for a linear junction m = 0.333.
Since most practical junctions lie between a step and a linear
junction, the above equations are assumed to be general and to
apply for all junctions with a gradient factor between 0.333 and
0.5. This is therefore an empirical fit.

For a pnp transistor, since V,, is p051t1ve when Vy 2 Vy, the minus signs in
Eqs. (2.22) and (2.23) become ¥1us signs.
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The parameters o and ¢ are called the transistor's built-in
barrier potentials for the emitter-base and collector-base junc-
tions, respectively. There can be some confusion about these
built-in barrier potentials (which are typically of the order of
0.7 V from capacitance-voltage data). It may appear at first that
since a typical value of Vgp at mA current levels is 0.7 V to
0.8 V, the junction applied voltage can be greater than the built-
in barrier potential. This does not follow, for two reasons.
First, the externally-applied base-emitter voltage, Vpp, should
not be confused with the internal junction applied voltage, VB'E"
At high current levels, the finite values of rB and ré in practical
transistors can cause VB'E‘ to be significantly less than VBE‘
Second, there are actually two built-in barrier potentials:* the
well-known barrier potential which sets up the drift component of
current to oppose the diffusion component at the junction 20
(which equals gl-ln 12 for the simple, constant-doping, abrupt-
Jjunction case and is typ1ca1ly of the order of 1 V) and the barrier
potential used in the above capacitance formu]a(2 ) (which is typi-
cally of the order of 0.7 V). It is the former barrier potential
that is greater than VB'E" Because of this condition the former
barrier potential does not appear in any of the equations. The
user, however, need not concern himself with the details of this
distinction between the two types of barrier potentials. In the

model described, ¢ is used only to compute the junction capacitance
and therefore the value obtained for ¢ from C-V data is (by defini-
tion) the appropriate value to use.**

The above functional dependencies of CjE and Cjc (Eqs. (2.22)
and (2.23)) are built into the EMy model. To specify the junction

*
An even further confusion results sometimes from mistaking the barrier poten-

tial for the transistor's energy gap, Eq.

*k
Actually, ¢ may also be used in the EM3 and GP models to describe the vari-
ation of basewidth with temperature and high current levels, but normally
it is only used for computing Cj.
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capacitances completely, three parameters (CjO’ ¢ and m) are
required for each. Although most experimental data can be forced
to fit Eqs. (2.22) and (2.23), the reduction of the measured capac-
itance as a function of voltage into these three parameters is not
trivial if any stray capacitances are present. Techniques for
reducing the data are presented in the measurement section. Some
programs allow the user to specify each junction capacitance at a
value of its associated junction voltage, instead of requiring the
ch value.

Figure 2.10 shows three plots of the variation of the junction
capacitance as a function of voltage. The dashed line represents
Egs. (2.22) and (2.23). Under forward bias these equations predict
infinite capacitance when the internal junction voltage equals the
built-in voltage. Chawla and Gummel(zz) have shown that under
forward bias the depletion approximation is no longer valid and
that Eqs. (2.22) and (2.23) no longer apply. The solid line in
Fig. 2.10 shows the {non-infinite) variation of the junction capac-
itance obtained by Chawla and Gummel. An expression requiring four
parameters has been fitted to this curve by Poon and Gumme].(23)

The third curve in Fig. 2.10 represents the straight line
approximation made by the Berkeley programs SLIC and SINC for
V> ¢/2.* The equation for this straight line, obtained by match-
ing slopes at ¢/2, is given by:

v
¢ (v 2 %) zmcjo [Zm 3t (1-m)] (2.28)

where the junction subscripts have been omitted and V must be
greater than or equal to ¢/2. This approximation, while avoiding
the infinite capacitance, is not as accurate as the Chawla-Gummel
curve. However, it is acceptable because under forward bias the
diffusion capacitances, described next, are dominant and inherently

tThe other Berke]ig program, SPICE, uses a similar straight line approximation,
but about V = 0.(3)" That is, C5(v20) = Cjo(1 + m ¥).
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Fig. 2.10. A plot of three equations describing the variation of junction capacitance
with voltage

include the effect of the mobile charges in the space-charge
layers. Besides needing one less parameter than the Poon-Gummetl
equation, the Berkeley model is accurate in the reverse-bias
region where it is most important.

b) Diffusion capacitors

The diffusion capacitances model the charge associated with
the mobile carriers in the transistor. This charge is divided into
two components; one associated with the reference collector source
current (ICC) and the other with the reference emitter source cur-
rent (IEC). Each component is represented by a capacitor.

To evaluate the diffusion capacitance associated with ICC’ the
total mobile charge associated with ICc must be considered. There-
fore, the base-emitter junction is assumed to be forward-biased and
VBc = 0. Figure 2.11a shows the minority-carrier concentrations
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for the simplified one-dimensional case of constant base doping,
negligible base recombination, and low-level 1njection.* The total
mobile charge associated with XCC (QDE) can be written as the sum
of the individual minority charges:

Qe =Q *+ 0 * 03+ Q (2.25)

where Q] is the mobile minority charge stored in the neutral emit-
ter region, 02 is the mobile minority charge in the emitter-base
space-charge region associated with ICC (normally considered to be
zero),** 03 is the minority mobile charge stored in the neutral
base region and Q4 is the mobile minority charge in the collector-
base space-charge region associated with ICC' Because of charge
neutrality there will be identical majority charges stored in the
neutral regions. However, to determine diffusion capacitance only
one (minority or majority) needs to be considered.

Charge 02 is normally considered to be zero, so that the total
mobile charge associated with ICC can be expressed as:

Qe = O+ Q * Q3+ O

=1, I+ Iop v 1 L + 01 I
1 °CC EBSCL cc B "CC CBSCL cC
:(*[ + 1, vt T )I
1 B CBSCL cC
Qpe & 7 Tec (2.26)
**(25)

where T, is the emitter delay,” TEBgcy is the emitter-base

space-charge layer transit time, T1g is the base transit time

= .
The analysis is not restricted to this simplified case. This case was chosen
for ease of presentation only.

e
For high-frequency devices, recent computer studies (by P. Mertens, Univer<ity

of Leuven, Belgium) have shown t?dt Qp may not be negligible. This has also
been concluded by Kerr and Berz,(24

*RK T
‘The emitter delay, T}, is normally given the sywmbol tg. However, Ty is used
here in order to avoid any confusion later in the GP model.
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7

(b)

Fig. 2.11. The mobile minority charge associated with {a) Igc and (b) Igc (not
to scale).

_ W .
{= 2, for the constant-doping case)526) TCBSCL is the base-

szcat Tim i

13 is the total forward transit time (here assumed to be a con-
stant) and Dn and Vocat lim 27 the diffusivity and scatter-
limited velocity for the base minority carriers, respective]y.*

W 27
collector space-charge layer transit time G:__.EE§EL_*>( )

*
Note that Eq. (2.26) is a large-signal, or dc, definition of T
2 g . s . Th
small-signal, or ac, definition is F ¢ normal

dQpe
AT
ac cC

For the EMy mode) where tf is assumed constant.

T =T =1
ch Fac F

Similarly for g and Eq. (2.28). In the EM3 and GP model i
Q an q. .28). s s, where t¢ is t
constant, the distinction between 'Fdc and §Fac is necessary. f e
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A similar analysis of the total mobile charge associated with

Iee (see Fig. 2.11b) gives:

Qpe = 05 * Qg * Q7 * Qg (2.27)

whe ‘e Q5 is the mobile minority charge stored in the neutral col-
lecior region, 06 is the mobile minority charge in the collector-
base space-charge region associated with IEC’ 07 is the minority
mobile charge stored in the neutral base region, and Q8 is the
mobile minority charge in the emitter-base space-charge region
associated with IEC' If charge QB is assumed to be zero, then:

Qnpr = Tl + 1 I + 1,1 + 1 I
DC C'EC CBSCL EC BREC EBSCL EC
O CP + 1 } I
C BR EBSCL EC
QDC A g IEC (2.28)

where ¢ is the collector delay, TRR is the reverse base transit
time, and TR is the total reverse transit time (also assumed to be
constant here).

For the saturated mode (i.e., Vge and Vge both forward-biased),
both QDE and QDC are assumed to occur independently and the total
minority charge stored in the transistor is the sum of components
Q] through 08. The two charges, QCE and QDC’ are modeled by two
nonlinear capacitors CDE and CDc respectively (see Fig. 2.7d) given

by:

Q Tl

CDE AV—[&—= V_F_E. (2.29)
BIEI BIEl
Q 151

Coc & 7 = e (2.30)
B'C' B'C'
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For small-signal analyses, CDE is linearized to:*

Coe Lq =9 e (23D

small signal

where IuF is the transistor's forward transconductance:

dI ql
cc 9
WF L0V |y C TR (2.32)
B'C’ = 0

Similarly, for small-signal analyses, capacitance CDC is linearized
to:

dyc

¢ R

DC

=g

- ng R (2.33)

small signal B‘C VB‘E‘ =0

where 9 is the transistor's reverse transconductance:

d1 al
EC 9

Op & AT - 5 (2.34)
B'C" Vg =0

The position of these two diffusion capacitors in the model can be
justified by considering the voltages that influence the charges
-- VB'E' for QDE and VB'C' for QDC'

In present-day transistors, the contribution of the base-
region terms Q3 and Q7 is not as significant as it used to be.
For example, in the total forward transit time T emitter delay
Ty can be as great as or greater than base transit time g 25)
while in the total reverse transit time R collector delay C is
invariably the dominant component.

*

Ihis.1inearization is performed inside the computer program so the user is only
rgqu1red to specify Tg. By specifying tp, the user models Qpg in either a non-
linear mode (for transient analyses) or a linear mode (for ac analyses) since

T is assumed to be constant (i.e., TFae © TFac)_
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Input parameters

Al though T and g are the only extra model parameters needed
to describe CDE and CDC’ some programs enable the user to specify
others, which are more easily measured.

For example, the total forward transit time 1p can be speci-
fied in terms of the transistor's unity gain bandwidth, fT' at a
given collector current and collector-emitter voltage. From the
operating point at which fT is measured, the program first calcu-

lates Vg, and V

?E then CjE and CjC' Tp can then be determined
from:(]

8C’

el

1
i ale |
T afy Talp | e e (1 Y RT rc) (2.35)

This formula is modified in the EM3 model to take basewidth modu-

lation effects into account. Note that f. is not a model parameter,

T
but only a means to obtain -

Similarly the total reverse transit time TR €an be specified
in the form of a measured parameter, tgpy- The parameter Tear 18

defined as the saturation time constant and is related to the

saturation delay time,(28) as shown in the measurement section. R
; ; ,(29)
is obtained from TOAT by:
('I - apa ae T
S S L ®) <TSAT)' FF (2.36)
*R “R

c) Substrate capacitor

The substrate capacitance (CCS or CSUB) can be important in
integrated circuits. Although it is actually a junction capacitance
in the way it varies with the epitaxial layer-substrate potential,
it is modeled here as a constant-value capacitor. This representa-
tion is adequate for most cases since the epitaxial layer-substrate
junction is reverse-biased for isolation purposes. (To include the
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variation of CSUB with epitaxial layer-substrate voltage, a sepa-
rate diode or transistor can be included in the circuit sche-
matic,(30) as described in the measurement description for CSUB

in Section 3.)

The placement of CSUB in the model in Fig. 2.7e is shown for
an npn transistor. However, for a pnp transistor, CSUB may not be
connected to the collector. Instead, for a lateral pnp device,
CSUB is connected between the base and the substrate; while for a
substrate pnp device, CSUB is set to zero since it is already mod-
eled in the CjC capacitance. {In SLIC these different connections
are automatically made, whereas in the other Berkeley programs, C

is connected to the collector for both npn and pnp transistors.)

Sus

2.3.3 Small-Signat (Linearized) EM2 Model

A linearized version of Fig. 2.7e 15 used for ac linear analy-
ses. The elements for this linear hybrid-» model, shown in Fig.
2.12, are given by:

B (
v ST 2.37)
" OpF

BR
e (2.38)
Y YR
Co = 9nr Tr * C5elVpep) (2.39)
€= 9 R+ CclVpice) (2.40)

In the normal region of operation, reverse transconductance
9mR is essentially zero, so that resistance r, can be regarded as

infinite and capacitance ¢, = CjC(VB' ). The resultant model is
the well-known linear hybrid-n mode].?5)
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r Ta The (assumed constant) emitter ohmic resistance

vV Yy The (assumed constant) base ohmic resistance
C

For the emitter junction capacitor, CjE’ three more model
parameters are needed:

cjgo The emitter-base junction capacitance at Vg =0

(or CjE at a given VBE)

o¢ The emitter-base barrier potential

me The emitter-base capacitance gradient factor

For the collector junction capacitor, CjC’ a similar set of
three model parameters is needed:

Te CjCO The collector-base junction capacitance at

VBC =0 (or Cjc at a given VBC)

¢c The collector-base barrier potential
E me The collector-base capacitance gradient factor
Fig. 2.12. The linearized version of the EMp model of Fig. 2.7e. For the emitter diffusion capacitor, Cpes only one model
parameter is required:
3 The (assumed constant) total forward transit time
(or the unity-gain bandwidth, fy, at a given I.
and Vg, from which ¢ is obtained).
2.3.4 Summary For the collector diffusion capacitor, CDC’ one additional
The complete EM, model requires eight extra components (three model parameter is required:
constant resistances, four nonlinear capacitors, and one constant TR The (assumed constant) total reverse transit time
capacitor) to be added to the EMy model. The five capacitors (or the saturation time constant, tgap, from which
provide a first-order model of the charge storage in the transis- g s obtained).
tor. As well, the three resistors give an improved dc representa- Lastly, the substrate capacitor, CSUB’ is specified directly:
tion over that provided by the EM; model. CSUB The (assumed constant) capacitance between the

To characterize these eight components, a total of 12 extra
model parameters are required. These are:
The three resistors are described directly:

substrate and the collector for npn transistors,
or between the substrate and the base for lateral
pnp transistors.

re The {assumed constant) collector ohmic resistance
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In computer programs where the default model is the EM, model,
parameters ré, ré, ré, Con. CjCO’ TEs Tpe and CSUB all default to
zero, if not otherwise specified. The default values for ¢p, ¢c,
me and me need not be zero.

It should be emphasized that the EM, model is adequate for the
majority of cases, especially for analyzing digital circuits. How-
ever, there are still some limitations, including the absence of
such dc efrects as basewidth modulation and the variation of 8 with
current level. Both of these second-order effects are accounted
for in the EM3 and GP models which are described in the next two
sections.

The collector-base junction capacitance is actually distrib-
uted across the base resistance. The use of a single capacitor in
the EM2 model is a first-order representation of this distributed
capacitor. An improved, second-order model is given next in the
EM3 model. Other (second-order) improvements in the EM3 model are
a more complete treatment of the effects of temperature and the
variation of 33 with collector current.
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2.4 The EM3 Model

The EM3 model is the third level of complexity in the non-
linear modeling of the bipolar junction transistor. While the EM;
is a simple dc model, and the EM, model contains a first-order
representation of charge-storage effects and ohmic resistances,
the EM3 model is concerned with second-order improvements in the
dc aspects of the EM, model, charge-storage modeling and tempera-
ture performance. The EM3 model adds the following features:

- base-width modulation and variation of y with
current and voltage.

- the ability to split the collector-base junction
capacitance across rB.

- the rise of tp at high currents.

- variation of device parameters with temperature.

These effects are mainly incorporated by modifying existing
equations. Added components are two diodes and a junction
capacitor. Three extra model parameters are required for the vari-
ation of forward current gain with collector current (gp vs I¢),
three for the variation of inverse current gain with emitter cur-
rent (BR Vs IE), one for basewidth modulation, one for the junc-
tion capacitance split, two for the variation of tp with current
level and six for the temperature variation.

The dc improvements described in this section are basically
modeled equivalently in the GP model (which is the subject of the
next section). In this EM3 section, emphasis is placed mainly on
a description of the effect being modeled and a brief justifica-
tion for the method of incorporating it into the model. In the GP
model, a more detailed derivation of the underlying physics is
given. The EM model(Bl) is essentially available in the computer
programs SLIC( ) and SINC.(Z) Although its dc treatment is not
quite as complete as that of the Gummel-Poon model, its input
parameters are easier to understand and determine.
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2.41 An Improved dc Model at a Given Temperature

The dc model is improved by incorporating two second-order
effects: basewidth modulation and the variation of 8 with operating
current.

a) Basewidth modulation

Basewidth modulation (the so-called "Early Effect)(3%)
describes the change in basewidth that results from a change in
the collector-base junction voltage. In the normal, active region
tne emitter-base junction is forward biased and the collector-base
junction is reverse biased. The width of the space-charge layer
of a p-n junction is a strong function of the applied potential.
Large variations in VBC’ for example, may cause the collector-base
space-charge layer to vary significantly. This, in turn, changes
the normally thin basewidth.

The total effect of basewidth modulation on the device char-
acteristics in the normal, active region is a modification (as a
function of VBC) of

- Ig (and thereby the collector current)
B
- 1
These three model parameters are affected because of their
strong dependence on the basewidth, W.

Only one extra parameter, the Early voltage, Vp, is used to
model basewidth modulation in the forward, active region. Figure
2.13 shows the effect of basewidth modulation on the variation of
collector current (Ic) with collector-emitter voltage (IC Vs VCE)
-- a non-zero slope in the normal, active region. (The dashed
lines illustrate the zero slope obtained with the EM; model, where
basewidth modulation is not included.)
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I B SR

Fig. 2.13. The effect of basewidth modulation on the lc versus VCE characteristics.
The dashed lines represent the characteristics obtained with the EM2

model. (Not to scale.)

The dependence of the above three model parameters on VBC (z;?)
the basewidth modulation phenomenon) has been derived by McCalla
and is given in Appendix 2. The analysis, which assumes that the
transistor is operated in the linear region, first determines the
effect of basewidth modulation on the basewidth and then on the
three basewidth-related parameters.* The results of the analysis

are:

v
BC
= W) {1+ (2.41)
N(VBC) (0) ( t T, )

‘A more detailed consideration and justification of the assumptions made in the
analysis is given in Appendices 2 and 4.
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1.(0)
S BC
IS(VBC) < VBC = IS(O) (1 - v—-—) (2.42)
1+ —
v
A
8e(0) '}
F -
Be(Vpg) = ——— = 8¢(0) (1 - #) (2.43)
(1 . _f&) A
v
A
Vo \2
_ BC
TB(VBC) = TB(O) <] + V_—> (2.44)
A
where VA is defined, for an npn transistor,* as
-1
1 dW
Vo & ¢ (2.45)
A =|w(0) dVBC v

BC =0

Equation (2.41) describes the (assumed linear) variation of
the basewidth with Vac: Equations (2.42), (2.43) and (2.44), which
give the variation of the three model parameters with VBC’ follow
directly from Eq. (2.41) and the assumptions that the constant-
base doping relationships IS « %,(33) Bp = %‘34) and g mw2(26)
are also approximately valid in general. An expression similar to
Eq. (2.44) can be obtained for TBR? but since B8R is normally only
a very small component of o it has not been included.

The second forms of Eqs. (2.42) and (2.43) are preferred
computationally since the first forms become infinite at VCB = VA'
(VCB = VA may not necessarily be the correct value but could be a
temporary value while the computer is iterating to the solution.)
The second form assumes that IVBcl << V. Since V, is typically
on the order of 50 V and basewidth modulation is itself a second-
order effect, the analysis can give acceptable accuracy even when

the value of VBc is close to that of VA‘

*
For a pnp transistor a minas sign shouid be introduced or VEC changed to VCB'
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Va has no physical counterpart in the circuit model; only a
mathematical effect whereby existing equations are modified. (This
process of altering equations or parameters without altering the
form of the equivalent circuit will be observed for other effects
in the EM3 and GP models.) With the exception of 14, which is
described later, the total effect of basewidth modulation is
accounted for if IS and Bp are modified as in Eqs. (2.42) and
(2.43). The expressions for I.; and Ig (Eqs. (2.17) and (2.19),
respectively) then become:

(2.46)

aVgp Vge >
I.(0 1.(0) —==
i )<ek -1>+_§_(e” - (2.47)
R

In the first term of Eq. (2.47) the similar dependence of IS and BF
on VBc (since both are assumed to be « %) results in a cancellation.
Therefore, in the normal, active region where the second term is

negligible, Iy is independent of Vp.. The Vg variation in 8 is

achieved by keeping Iy constant and modifying IC‘ This introduces

a very important concept which will be ilTustrated again later.
The correct variation of BF (with VBc as here, or IC’ as later) is
not obtained by varying BE but by modeling correctly the expressions
for IC and/or IB' A similar analysis for basewidth modulation when
the device is operated in the inverse mode is included in the GP
model.

The Early voltage VA can be obtained directly from the IC 'S
VCE characteristics. This can be shown mathematically. The slope
of these characteristics in the normal, active region, g,, is ob-
tained from Eq. (2.46) by first dropping the (negligible) second
term and then differentiating with respect to VBC (VBE assumed
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constant). The result, derived in Appendix 2, is:

(=K

1 (0)
6, dVC - _.__s (2.48)
CE VBE = const. A

(In SLIC and SINC, ro(=1/go) and IC(O) are acceptable input param-
eters, from which V, is obtained by Eq. (2.48).)

The geometrical interpretation of Eq. (2.48) shows that VA is
obtained from the intercept of the extrapolated slope on the VCE
axis (as shown for the VBE] curve in Fig. 2.13). For example, a
slope of (50 kQ)'] at IC(O) = 1 mA gives, from Eq. (2.48),

VA = 50 V. A more detailed description of the geometrical inter-
pretation is given in Appendix 2.

b) Bdc variation with current

In general there are three regions of interest in the varia-
tion of Bac with current. Figure 2.14 shows a typical variation
of Be with Ic. Region [ is the low-current region in which BE
increases with IC' Region II is the mid-current region in which
B is constant (éﬁFM)' Region IIl is the high-current region in
which 8¢ drops as the current is increased. Before analysing these
regions, several points should be noted about Fig. 2.14.

Variation with Vg The curve in Fig. 2.14 is drawn for con-
stant VBC’ in this case VBc = 0. The variation of B¢ with VBc has
just been covered. In the following it will be assumed that all
data corresponds to VBC = 0. Non-zero VBC data can be reduced
appropriately by the application of Eq. (2.43).

BR Variation. Ffor simplicity, most of the following analysis
considers only the variation of BE with IC' A similar analysis can
be performed for the variation of Br with IE at constant VBE'
Results for 8p variations are given where appropriate.
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REGION 1 I REGION 1 | REGION 111

BC ~

Tog scale 1

Fig. 2.14. Typical variation of Bg with Ig illustrating the three regions of interest.
{Not to scale.)

Usefulness of Fig. 214. It will be shown that Region I is
governed by additional components of IB, while Region III results
from a change in IC' This information is not evident from Fig.
2.14. Therefore, an alternative form of presenting the above infor-
mation is used: one in which more information and a clearer under-
standing of the device operation is obtained. This alternate form
is a plot of ln(Ic) and 1n(IB) as a function of Vg.¢., as shown in
Fig. 2.15.* Because of the logarithmic nature of the vertical
axis, Br is obtained directly from the plot as the distance between
the IC and IB curves. Not only is it evident from this plot what
causes the variation of 8¢ with IC’ but all the model parameters
needed to characterize this variation can be obtained directly from
it. One of the most important concepts in the modeling of

~
Acceptable alternatives to using the natural logarithim is to use log
simply to use semi-log graph pager. However, the slopes of the lines

]8 or more
e
here will assume graphs of In(l) vs V.

scribed
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over that of Fig. 2.14. Data in the form of Fig. 2.15 will be used
through the following analysis. It is still assumed that VBc =0
for all points.

Existence of Region Il. for some transistors there may not
appear to be a region in which Bp is constant. For these transis-
tors Regions I and I1I have simply overlapped. The analysis and
subdivision into the three regions is still valid, since the model
parameters can still be obtained from Fig. 2.15 even when Region II
in the Bp Vs IC curve does not exist.

Ohmic resistances. The analysis of the variation of BF with
Ic now proceeds, by region. In this analysis, it will first be
assumed that the ohmic resistances ré, ré and ré are all zero such
that VBE = VB'E' and VBc = VB‘C" The effects of this assumption

will be examined at the end of this analysis.

i) Region II: mid-currents

In this region, the EM; model holds; the g used in the EM;
model applies only to Region II and is now called Beme The two
currents in this region {for Vae = 0) are given by:

)
I = 1g(0) \e & -1 (2.49)
VBC 0
qV
o (SE )
IB = EF;TGT e -1 (2.50)

From Fig. 2.15, values of BFM(O) and IS(O) can be obtained directly,
as explained in the measurement section.

ii) Region |: low currents

The drop in Bp at Jow currents is caused by extra components of
IB that until now have been ignored. For the normal, active region
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]
]
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i
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. : JBC 0
i/
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IS i
/ |
]"'a > b
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REGION T ! 1 ! REGION 111 ‘
0

REGIOH 11

Fig. 2.15. A plot of In(i¢) and In{ig) as a function of Vg'g+ which gives a clearer
understanding of Regions 1, 1, and |11,

with VBC = 0 there are three extra components which are caused
by (35)
Y

- the recombination of carriers at the surface,

- the recombination of carriers in the emitter-base
space-charge layer, and

- the formation of emitter-base surface channels.

A1l three components have a similar variation with base-

emitter vo]tage,VBE:(36)
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IB(surface) = IS(surface) <e

(2.51)
()

Ig(eB sc1) - IS(EB scl) e 2K Ly (2.52)
Vpe >

= e T (2.53)

IB(channel) S(channel)

These three components should each be added to the base current,

Eq. (2.50). Fortunately, a simplification can be made. A compo-
site current can be made of all three extra components which has

the form:

+ 1
IB(composite) [ IB(surface) * IB(EB scl) B({channel)

nc, kT
e FL (2.54)

b IS(composite)

where ng s called "Eﬂg_]ow—current; forward region emission cO-
efficient" and lies between 1 and 4.

For most cases, a fit to Eq. (2.54) can be made with reason-
able accuracy.** Therefore, at VBc = 0, the base current is
approximated by

qV
Vg BE
15(0) ( KT ) < ng kT
=S - -1 2.55)
IB = —B-F—M-(—(T)' e 1/ + CZIS(O) e (

* In SPICE,(3) ML is called NE. The change in notation has been made here to
emphasize its applicability to low currents only.

** Since channeling and surface recombination can both be made small with care-

ful processing, the dominant component is normally the recombination in the
emitter-base space charge layer and ML is normally close to 2.
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where the term IS(composite) in Eq. (2.54) has been replaced by
CZIS(O) (i.e., it has simply been normalized to IS(O)). The two
additional model parameters are C2 and Neyp-

Inverse region model at low currents. Vhen the base-collector
junction is forward biased, there will generally be three similar
additional components of IB at Jow current levels -- surface recom-
bination, collector-base space-charge layer recombination and
collector-base channeling. In a similar way they can be lumped
together into a composite component that depends on VBC' The
expression for Iy in general then becomes

(0) < Ve < VoE )
I.(0 n., kT

__S KT ) EL

Ig = MO e -1+ ¢ylg(0) \e -

Qv WVpc

5(0) ( - ) No kT

. e X1 L1/ 4,100 \e -1 (2.56)
B als

where the two extra model parameters NcL (the low-current, inverse-
region emission coefficient) and C4 have been introduced.™

Effect on equivalent circuit. The additional components of base
current IB are included in the circuit model by means of two non-
jdeal diodes, as shown in Fig. 2.16. The circuit to which these
diodes have been added is the EM] model, in the nonlinear hybrid-n
form.** The EM] model was used only for the sake of simplicity

»
Again, as for NELs the SPICE notation has been altered from NC to Ny -

*k
The simple addition of the two non-ideal diodes points out the second advan-
tage of the nonlinear hybrid-n form. (The first is its similarity to the
linear hybrid-= model.) The two ideal dicdes had previously been identi-
fied as the two ideal components of base current. The extra components of
Ig were therefore simply added by a natural extension of the model. This
can be carried further. For those rare cases where the composite component
of Eq. (2.54) is not accurate enough, the equivalent circuit is very simpiy
extended by adding more non-ideal diodes for each of the extra components
of IB' A non-ideal diode is defined here to be one with a non-unity emission
coefficient.
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Fig. 2.16. The inclusion of two diodes that model the extra components
of lg into the EM; model {nonlinear hybrid—r form).

in illustration: the capacitors of the EM2 model have no effect in
this dc analysis and the effect of the ohmic resistances rB, ré and
ré are considered later. All these components can be added into the
model, as was done before. q

The plot of 1n(IB) Vs —F%E-for Vge = 0, shown in Fig. 2.17,
jllustrates the two components of base current IB: the ideal com-
ponent with the slope of 1 and the non-ideal component with the

slope of ﬁl—. The extrapolation of these straight-line component?
EL 0)

. . . S
to the line defined by Vgp = 0 gives the values of CZIS(O) and EEETO)'

A similar plot of ln(lB) as a function of Vp. for inverse operation
yields values for the model parameters C4 and oL A typical value
for C2 (and CA) is 103, and a typical value for np (and nCL) is 2.
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iii) Region lll: high currents’

At high injection levels, the injection of minority carriers
into the base region is significant with respect to the majority
carrier concentration. Since space-charge neutrality is maintained
in the base, the total majority carrier concentration is increased
by the same amount as the total minority carrier concentration.

The effect of the excess majority carriers on the collector current

(37)

has been calculated by Webster who showed that at high levels

the collector current asymptotes to

WVgg

2kT

I e (2.57)

C(high level) ”

Equation (2.57) is incorporated into the EM3 model by modifying the

collector current expression for Vg. = 0, Eq. (2.49), to(3]’])

aVpg
[.(0) ——
0) = -————5L~—--——-<e kT 1> (2.58)

C( ( qVBE)
1+o e 2kT

where 8 is the additional model parameter.
Equation (2.58) has the appropriate asymptotes (Eq. (2.49) at

low currents and Eq. (2.57) at high currents).**

*

There are two causes for the drop in gp at high currents: saturation and the
effect of high-level injection. Since saturation is modeled separately by r¢
{and the inherent saturation of the EMj model), this section concentrates only
on the latter cause. It is therefore assumed that all data is obtained in the
normal, active region.

——————e

2 3
**Note that Eq. (2.58) also provides a mathematical “definition" of high-level
injection. That is, when

Ve

] >> 1
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Ve The extrapolation of the high-current asymptote of ]"(PC) 'H
T With Vge = 0 (Fig. 2.17) to Vgp = 0 gives the value Ig(0)/s.
The high-current asymptote has a slope half that of the low-current
curve. The intersection 6f the two collector current asymptotes
defines the point (IK, VK). This point will be used in the GP

model.

In{l
ni1) slope = 1/2 [

slope -

. stope ”—
In(C,1,(0)) =7 / H
/ /
’ /
/ //
+
In(1(0)) /
/
/
/
/
/
/
/
/
/
/
/
/
/
rony |/
/ /
ln( 5 )..L
v UM

quf

Fig. 2.17. The complete plot of In{lc) and in(lg) versus Sxk%'i for Vgc = 0.

Note that here r, and re are assumed to be zero.
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iv) The full picture: regions |, 1l and I

The EM3 model parameters required to describe completely the
variation of 8p with IC at VBC = 0 are:

BeM Region 11
C

2 Region 1
"EL

] Region I11

The values of these four Bp Vs IC model parameters can all be
obtained directly from Fig. 2.17. A similar set (spy» Cqr ML UR)
can be defined from the variation of Bp with IE at VBE = 0.

v) Etfect of ohmic resistances

So far, the ohmic resistances ré, ré and ré have been neg-
lected. To first order, they do not affect the above analysis but
they do affect the experimental data. The voltages in the above
analyses should be the internal voltages VB'E' and VB'C" The
externally measured value of VBC should be corrected to VB'C‘ by
subtracting (IC ré + 1 ré); normaily this has a small effect
since VBC on'y influences the basewidth modulation correction fac-
tor. The e:fect of r6 and ré is an increase in VBE‘ which can be
seen from Fig. 2.18. To correct for the effects of rB and ré, it
is assumed that the siope of 1n(IB) 3 VB'E' stays constant (the
dashed line). Therefore, the value of (IB re * Ig ré) can be
found from the distance marked A. The appropriate amount (marked
B) is subtracted from the 1n(IC) curve and the resultant curve (the
dashed Ic 1ine) becomes that of Fig. 2.17 where the horizontal axis
is now VB'E" This technique is explained in detail in the Measure-
ment Section 3.4 (p. 196).

One additional complicating factor must be mentioned. The
above analysis assumed constant junction temperature (T). At high
current levels, care must be taken to ensure that excessive power
dissipation does not heat the junction. To this end, high-current
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Inlic, 1}
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In{lc) vs. ¥ge

In{lg) vs. Vg

Var

(Vgeg)

Fig. 2.18. The effect of rj, and rg on the In{lc) and In{lg) versus Vgg character-
istics.

measurements should be made in a pulsed mode and/or with Vgc as
close to zero as possible (without entering saturation).
vi) ﬁF versus | input parameters in SLIC and SINC(31'1)
In SLIC and SINC, the input parameters needed to describe the
variation of B with I. are different from the above four model
parameters (BFM’ Cos Mo 8): the input parameters are designed to
be more useful for the design engineer who deals with gp vs I¢
rather than In(I¢) and In(Ig) vs Vgg. To explain the input param-
eters it is first necessary to derive the equation for Bp vs Ic.
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The equation for Bp vs IC at VBC = 0 is built up from a considera-

tion of each region. For convenience, 5;] will be found.

In Regions I and II, BE] is given by:

> < QVBE
ng, kT
EL
-1/ + CZIS(O) e

In Region III, e;

The combination of

regions:

e

g

Ig

Ie

1 [
(2

4

qVv
BE
15(0) <e“n—
Bey(0)

)

IS(O) e

3
1

|

is given by:

)

(]']/nELZ} IC(]/nEL-U

(1/ng, -1)
IC EL

F ¢ I (0) i!@g
S e 2KT
6
= 92 1
BFM 0 IS 0) C
A a3IC
38,31)
-1

Bp = @ + a21C

(1/nEL-1)
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+agle

Eqs. (2.59) and (2.60) gives, for all

(2.59)

(2.60)

(2.61)



where . . o )
vii) aFac and its variation with current

ay 4 Bry (2.62) Brac is defined as
(1-1/n.,)
a, 8 Cylg EL (2.63) s
Fac = IC
e2
a8 5o (2.64) i
FMTs dg. !
TR o
Equation (2.61) assumes no interaction between Regions I and IIT. C
From Eq. (2.61), the four input parameters could be ap, aj and From Eq. (2.61)
TR However, one further transformation is made to the input
parameters. (*J"-])
a n
The input parameters required are: B8 , 1 » B s -1 2z EL
1 BCEC and V is the maxi Malue of b oy Fac T %1 T g 'c tEe (-2
CLOW® and Veg. Bpyay 1S the maximum value o Bps Iomax 18

the collector current at which Brmax Occurs, BFLOW is any value of

Bp at a collector current less than ICMAX’ ICLON is the collector Therefore, a knowledge of the By, Vs I model parameters also

current at which BELOW is measured, BCEC equals 1/nEL and VCE is gives a complete description of Brac V° IC'
the value at which all this data is obtained.*
Basewidth modulation effects are first removed by multiplying

v
the first four input parameters by [} + (—§E> .

V Then, the follow- 2.4.2 An Improved Charge-Storage
ing equations are solved for ay, a, and ag. 31 Mode! at a Given Temperature
The improvement in the charge-storage model is achieved by
B;;AX =ayta, ICMAX(BCEC_]) + azleyay (2.65) modeling two second-order effects: the ability to split the
collector-base junction capacitance across rs and the variation of
-1 (BCEC-1) 1. with collector current.
BrLow © A1 Y 22 Terow * agley ou (2.66) F
a -1
Lo ) - a_3_[] - BCEC] (2.67)
2

a) Improved Cjc .rs Model

where Eq. (2.67) is obtained by differentiating Eq. (2.61). Ideally, the collector-base junction capacitor should be

modeled as a distributed capacitor across rB as shown in Fig. 2.19a.

* : < .
In SINC and some versions of SLIC, BCEC is internally fixed at 0.5. A first-order model of this distributed capacitor is used in the
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EM2 model in which all of CjC lies on the inside of rg. An im-
proved representation is available in the EM3 model in that CjC
can be split up on either side of FE, as shown in Fig. 2.19b. An

extra model parameter, RATIO, is needed. RATIO lies between zero
and unity.

o
CJC Rest of
_— M3
Model
g o—AM—to ¢
r! B

b l[

Fig. 2.19a. Diagram of ch distributed across r, .

C
o
<
cr
RATIO C. e - . -
JC(vB g RATIO)CJC(VB.C.),_
—]_ Rest of
B o— VA ; EM3
o B Model
b

4

Fig. 2.19b. The EM3 model of Cjc distributed across rp,
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b) Variationof T F with current

The variation of % with VBC has already been covered in Sec-
tion 2.4.1 on basewidth modulation (Eq. (2.44)). 1
with collector current.

B also varies

There are three basic causes for the increase in i with Ic at

high currents: a reduction of the low-level aiding-field effect in

(26)

drift transistors at high-level injection, an effective base-

widening described by Kirk(sg) and a two-dimensional spreading

(40)

effect described by van der Ziel and Agouridis. There is still

some controversy as to which of the base-widening effects domi-
nate.(4]’42’43) The true cause for the increase in Ty at high cur-
rents probably lies in a combination of these effects ranging all
the way from mostly one effect in one device to mostly the other
effect in another device.

There are several techniques for modeling T VS IC. Gumme1l
and Poon(7) use a multiplier B which requires 4 model parameters.
In SLIC and SINC, it is assumed that the two-dimensional effect
dominates. In the normal, active region, this results in the equa-

tion:(4])*

2

T (1) 8 gros = (0) |14 g —LE)Z/IC—CJ for 1o 2 1
Fac € =dl o~ 'FL S\W )\ Ty c?*co

a

(2.70)

where TFL(O) is the low current value of the forward transit time
(previously just called rF), Lg is the smallest width of the emit-
ter, W is the basewidth, and XCO is the current at which 1p starts
to rise. The variation of Tg  with I as described by Eg. (2.70)
is sketched in Fig. 2.20.** Two extra model parameters are

*
Equation {2.70) actually applies to the tg component of t¢. It is assumed
that 1p can also be fitted to this expression.

*k
In the normal, active region, Igc = Ig.
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Fac §

(0

ICO

Fig. 2.20. The variation of Tf with Ic as described by Eq. (2.70).

required: ICO and the ratio <%E). These parameters are obtained by
curve-fitting the experimental variation of TFac with IC to Eq.
(2.70) at high currents. The rise in TFac at high currents is
observed as a drop in fT at high currents.

The variation of "Fac with current is caused by an effective
increase in the basewidth. This will also affect the dc character-
istics.” To take this variation into account, an appropriate change
can be made in 8 and 9p in the EM3 model (which are proportional to
/?E and /?E;, respectively).

®
Since T is no longer egual to e it is given in this case by:
ac

dec
tee
o dl 2 \2
S PN AT ﬂ,(m _(*_cc_\”_;(l_c_ﬂ\
Fac © T¢c Iee FL A L‘“ Ieo) \Ico,) 3\ Iee \f
for ICC 2 ICO'
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2.4.3 An Improved Variation with
Operating Temperature(31)

Thus far the only model parameter that has varied with tempera-
ture has been IS’ which was described in the EM] model. An improved
temperature model is introduced here. Two types of improved tempera-
ture variations are considered: those that can be expressed in terms
of the device physics and those that are modeled by an empirical data

fit. Only the latter variations require extra model parameters.

a) Physics-based temperature variation

The model parameters whose temperature variation can be modeled

by consideration of the device physics are 1, CjE and CjC'

W g

McCa]]a(3]) has shown that the temperature variation of the
basewidth is given by

"ec, ) L e, ke (1-1_ ) (v - i (2.71)
W(0.T) Va Va nom’ \YT 7 YT :
where
¢C is the collector-base barrier potential
T is the temperature at which the model parameters
nom  yere measured
T is the temperature at which the parameter values
are to be calculated (the operating condition)
vE js the sensitivity of the dielectric constant to

T temperature (typically 200 ppm/°C for silicon)

y#C is the sensitivity of ¢C to temperature and is
given by

and



kT E
4c = S _nom ( 34 —g—) (2.72)
Y —
T nom e Tnom kT nom

Equation (2.72) assumes the impurity concentrations on either side
of the junction are approximately constant. Other assumptions
involved in the derivation of Eq. (2.71) are: a Taylor expansion of
W about VBC
rection is small. The temperature dependence of 3 is then given
by

=0and T+ T |VBCI <<V, and the temperature cor-

5

r ) 1.
. W T \
(1) = (T o) miT—nil—J <Tn0m} (2.73)

where the w2 term results from the dependence of T on N2 ang tge
1.5
T

term results from the dependence of Tp on D (i.e., TFu%— .
Equations (2.71), (2.72) and (2.73) give the temperature variation

*k
of g

(ii) Cjc and Cjg

$
Equation (2.72) (and a similar one for YTE) is used in the

determination of the temperature variation of Cjc (and CjE)‘
McCa]]a(3]) has also shown that for each junction capacitor

€ ¢
¢(1) = ¢(T o) [l ST ) <2YT . )1 (2.74)

h
(
-

A1l these temperature dependences are built into the program SLIC.

'Actually. the 1, component of 13 is the term that is proportional to NZ/D. It
is assumed here that T has the same temperature dependence.

"Note that it becomes necessary to have an accurate value for ¢c if the correct
temperature variation of 3 is required. Previously, ¢ was only used to com-
pute Cjc.
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b) Temperature-dependent parameters that
require extra input parameters

The parameters described in this section require extra model
parameters to model their temperature variation. The extra param-
eters are used to fit the general empirical relationship.

Par(T) = Par(T ) [1 £ TC(T-T )+ TC, (T-Tnom)zJ (2.75)

where Par is the parameter being varied

TC] is the first-order temperature coefficient
and TC2 is the second-order temperature coefficient.

In SLIC and SINC Eq. (2.75) is applied to the parameters BEs
rB and ré. A theoretical expression for the temperature variation
of these parameters (which model the effect on emitter injection
efficiency, transport efficiency, crowding and variation in base
conductivity) is not available. The extra model parameters are TC
and TC, for gp, r{ and ré (a total of 6 extra input parameters).
The model parameters that have not been mentioned in this Section
are assumed to be invariant with temperature.

1

2.4.4 Small-Signal (Linearized) EM5 Model

The small-signal, linearized EM3 model, which is described in
Appendix 5, is very similar to that given for the EM2 model in Sec-
tion 2.3.3. There are only two basic differences:

- as a result of the CjC - ré split, an extra capaci-
tor (equal to RATIO CjC (VB'C‘)) is placed between
nodes B and C', and

- the equations determining r_, e ¢, and C“ are

changed to include the effects incorporated in the
EM3 model.
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2.4.5 Summary and Conclusions

The EM3 model has improved the dc characteristics (basewidth
modulation and 8 vs [), the charge-storage model (CjC - rB split
and tp vs IC) and the variation with operating temperature.

Basewidth modulation is included by modifying IS, BE and g
Thu. these parameters must be specified at VBC = 0. An Early volt-
age, VA’ is used to describe basewidth modulation by the collector-
base junction (the Early effect). Whereas, in the normal, active
region, the 1n(IC) Vs VBE curve is affected by basewidth modulation,
the ln(IB) vs Vg curve is, to first order, unaffected.

g vs I is a result of the correct modeling of In{I) vs V. The

low-current drop in g is caused by extra components of IB which can
be described by four model parameters, C2 and nEL (for BF) and C4
and NcL (for SR). Two non-ideal diodes were added to the circuit
model. The drop in 8 at high currents is caused by high-level
injection effects in the base which can be described by two model
parameters (6 for 8F and op for BR). A set of input parameters
more familiar to the circuit designer is used in the EMg model.
The usefulness of the In(I) vs V curve was established: A1l of the
model and input parameters are directly obtainable from it. Effects
of ohmic resistances and change of temperatures must be considered.
Improved charge storage is obtained by splitting ch across ry

(requiring one extra parameter, RATIO) and by including the variation

of ¢ with Ic (the two-dimensional effect of van der Ziel and

Agouridis,(40) available in the EM3 model, requires two extra param-
E

eters, ICO and W—).

Improved temperature variation is obtained in the EM3 model by
the use of 6 parameters (3 sets of first- and second-order tempera-
ture coefficients for ré, ré and BF). The effects of temperature
on T, CjE and Cjc are inherently included in the EM3 model without
the need for extra parameters.
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2.5 The GP Model

2.5.1 Introduction

The Gummel-Poon (GP) model is the fourth and final nonlinear
model of the BJT described in this book. It is based on the model
formulated by Gummel and Poon in 1970.(7) Some modifications have
been made, mainly with respect to terminology, the region of the
transistor to which it is applied and the required model param-
eters.(44’3) The GP model, which is available in the computer
program SPICE,(3) is described in some detail here. The GP model
is almost entirely concerned with improvements in the dc charact-
erization of the EM3 model. These improvements, while appearing
at first to be rather radical, are normally minor in effect. Thus
the GP model is basically equivalent to the EM3 mode].(6)

The F_M3 model made improvements in three areas: dc performance
(basewidth modulation and g versus 1), ac performance (the Cjc - rB
split and Tp versus IC) and variation with ambient temperature.
These effects were treated separately and the model was altered
piece by piece. The GP model in this chapter, covers only three
effects (basewidth modulation, high-injection effects and tp versus
IC), but they are all treated together. This unified treatment
provides a slightly more accurate and complete model than is pro-
vided by the EM. model. The GP model, however, is also more
mathematical, léss intuitive and less convenient (in the input
parameters required). A comparison of the GP and EM3 models is
jncluded at the end of this chapter. A tabular summary of the
effects covered by the GP and EM3 models is given in Table 2.1.

The reader may well ask why one should know about the GP model
if the EM3 model is simpler and almost equivalent. The answer lies
in the understanding of the operation of the BJT that is obtained.
A better appreciation of the limitations and assumptions involved
in the models is obtained from the GP model. This will be illus-
trated further in this chapter.
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l Effect EM, GP

g versus I - low currents Yes Yes
- high currents Yes
R . Yes, in a
Basewidth Modulation Yes unified manner
Tp Versus Ic Yes
My - Cjc split Yes No
Temperature Variation Yes No
TABLE 2.1

To make this chapter as "appetizing" as possible, the mathe-
matical derivations are kept to a minimum. Although the expressions
may at times look formidable, their manipulations are relatively
simple and emphasis is placed throughout on an appreciation of
what the equations mean and the assumptions inherent in their use.

It should be pointed out that it is possible to make success-
ful use of the GP model in computer programs without fully under-
standing the model. As long as the measurements of the GP
parameters as described in this book are understood and used
properly, the GP model can be used. This approach, however, is not
desirable since an appreciation of the accuracy of the results and
the limitations of the model is not obtained. As well, computing
time may be wasted by using an unnecessarily complicated model.

The starting point for the GP model lies approximately half-
way between the EM2 and EM3 models. It is assumed that the EM2
model has been established and that the low-current drop in g is
modeled by the inclusion of the two extra nonideal diodes. This
assumed initial model is shown in Fig. 2.21. The improvements to
the model of Fig. 2.21 afforded by the GP model will be incorporated
by modifying existing equations (for ICT and CDE only) rather than
by adding extra elements. Note that the expression for IB (Eq. (2.56))
is unaffected by these modifications.
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3]

/&Flfl

Fig. 2.21. The assumed “‘starting point” model for the GP derivation (shown for
an npn transistor).

The effects included in the following derivations are:
1 - a complete description of basewidth modulation
2 - the effects of high-level injection
3 - base-widening effects which result in the
variation of ¢
Involved in the derivation is a new definition of IS in terms of
the internal physics of the transistor. Previously it had been
defined (in the M, model of Section 2.2) in terms of a terminal
measurement which was a consequence of reciprocity (a property that
is still assumed valid for the GP model).
It should be emphasized that the GP derivation, like all the
previous derivations in this book, assumes a "one-dimensional"
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transistor {as illustrated in Fig. 2.22). The extension of the
GP mode] to the three-dimensional (real life) case is looked at
briefly in the next chapter which is devoted to the limitations
of the models described in this book.

The notation and model parameters described in this chapter
are basically those employed by the program SPICE.(44’3) The
extra model parameters required for the GP model, in addition to
those for the EM2 model are:

ISS (which replaces the IS parameter)
CZ’ Cq» MpL0 ML (for low-current 8)
Vo (Early voltage)
Vg (inverse Early voltage)
I (knee current for In I, versus
v )
BIEI
IKR (inverse knee current for In IE

versus VB'C')
B and its model parameters (for Tp Versus ]C)

Space Charge Layers

—t—0
E O————— Emitter Base Collector
Cross Sectional
Area A
%47 £ il

Fig. 2.22. Simplified illustration of the one-dimensional device assumed for the
GP model.
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The four parameters (CZ’ C4, e and nCL) were described in the
previous chapter on the EM3 model: they are included in this list
for completeness only and will not be described further. The Early
volitage, VA’ also described in the previous chapter, will be rede-
fined for the GP model. ISS’ VB’ IK, IKR and B are the new model
parameters;* B, the last one, itself requires several parameters to
describe it.

The following derivation of the GP model proceeds in basically
three major steps. First, {(in Section 2.5.2), from an examination
of the current density equations in the transistor a new expression
for IS is obtained. This new expression inherently incorporates
the effects of basewidth modulation, high-level injection and
Tp VS. IC‘ The second stage (covered in Section 2.5.3) consists of
artificially separating out these effects so that they can be
modeled and understood. The physical significance of this artifi-
cial separation is explained and then (in Section 2.5.4) each
artificial component is modeled in terms of measurable parameters.
Probably the most significant concept arising from the GP deriva-
tion is the new importance given to the majority carrier (hole
for an npn) concentration profile in the base. The emergence of
the majority carrier as important arises basically from the use
of a simple mathematical "trick" in the derivation of IS'

Finally, to place the following analysis in its proper perspec-
tive, it is mainly concerned with improvements to the modeling of
second-order effects in the BJT. It must be remembered that the
seemingly significant differences between the GP and EM3 models are
normally minor in their effect on the transistor's overall charact-
eristics. The emphasis on the differences between the EM, and GP
models are stressed here mainly as an aid to the understanding of
the models and not as an indication of gross errors. If points are
belabored (such as the accuracy of the basewidth modulation models)

T X
The parameter 1, was actually explained briefly in the EM3 model but it will
be treated in a fuller manner in this chapter.
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they are done so not because they are important on a first-order or
even, perhaps, a second-order basis but to justify the approach
used,

2.5.2 The Physical Definition of Ig!7-44:3)

The derivation starts with the one-dimensional, dc equations
for the electron current density, J,, Eq. (2.76), and the hole

current density, Jp, Eq. (2.77), in an npn transistor.(45)
_ dn(x)
Ip = aupn{x) E(x) + a0 = (2.76)
_ dn{x)
Jy = qupp(x)é’(x) - 0, 4 (2.77)

where £(x) is the electric field, n(x) is the free electron concen-
tration and p(x) is the hole concentration. No restriction is
placed here, or later, on the variation of the carrier concentra-
tions, so that the following analysis applies for any doping
profile. Equations (2.76) and (2.77) apply for both high- and low-
level injection.

At this point it is assumed that the hole current is zero.

This is not exactly the case, but is normally a reasonable approxi-
mation. The approximation is justified by showing that there is no
place where a large hole current could go.

{(a) The base-emitter junction is normally designed for high
emitter-injection efficiency (high emitter doping with
respect to the base doping).(]s) This means that the
current injected into the emitter from the base is small
even when the emitter-base junction is forward-biased.

(b} In the normal, active region the collector-base junction
is reverse-biased and therefore no significant current
flows across it from the base to the collector. In the
inverse and saturated regions of operation, however, the
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collector-base junction is forward-biased. It is assumed

that for most cases of interest, the hole current that

flows from the base to the collector is still small.
Obviously, then, the following analysis will only be reasonably
valid for the normal, active region and when the device is "weakly"
saturated. For cases of strong saturation and inverse operation,
it may not hold.*

If the hole current is assumed to be zero, Eq. (2.77) becomes:

N - q 9x)
Jp = auy P(x) &(x) - ab, gy
=0 (2.78)
which can be rearranged to solve for the field, E.

1 dp(x) (2.79)

E(x) = 57;; dx

FIF

Substitution of Eq. (2.79) into Eq. (2.76) gives

D
~ 1 dp(x dn(x)
I = iy Eﬁ’EY;S- dx n(x) + 0, “dx (2.80)
or
p(x) 3= ad n(x) —Edd)((—x) *+aD p(x) 93)(7*1 (2.81)

where the Einstein relationship
D

u

|s

D
- P (- K ‘ .o
Hp q
has been used. The multiplication of Eq. (2.80) by p{x) is the

>

mathematical "trick," which, with the following use of the differ-
ential product rule will result in the importance of the majority
carrier concentration, p(x), in the base. The use of the product

rule on Eq. (2.81) gives
*Actually, the assumption of J = 0 is better than was explained. If the Jp
term is retained in the following derivation, it will be nultiplied by

n{x)/p(x) which reduces its effect even further (since, except at high level
injection, n(x) << p(x)).
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plx) 3, = a0, g [n(x) p(xﬂ (2.82)

Both sides of this equation are now integrated from xé to xé where
XE is the position of the emitter side of the emitter-base space-
charge layer and x& is the position of the collector side of the
collector-base space-charge layer, as illustrated in Fig. 2.23.
Figure 2.23 also defines x; and X, the positions of the base sides
of these space-charge layers.

Since current density J, is constant for dc and independent of
x {assuming negligible recombination in the base region*), it is

taken out of the integral.

Base Collector
Emitter
p{x)
- Space-
Eﬁace Charge
er Layer
Laver €(x) ay
4> L o L 4
n{x)
| i .
1 .
l X 1 X
*e b ¢ ! ¢
*jE *jc

Fig. 2.23. Base profile for an npn transistor defining the integral limits xg, X¢.
Xg and X¢.

*Recombination in the space-charge layers is independently modeled by the
two non-ideal diodes in Fig. 2.21, so is assumed to be zero here.
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Xc Xc .
- ‘]n/ p(x) dx = an/ dd_x [n(x)p(x)} dx
XEI XE'
] Dol VRN
= a0, | nlxe"Ip(xe') - nlxgplxgt) (2.83)
Dy [ Ip(xc") = nlxg Iplxg ")
" J,ﬁqh{n Xc TPl ) T Mg PR ] (2.84)

Xc
/ p(x) dx

xE'

The integration limits in the above (and following) equations
need further explanation and justification. In their paper, Gummel
and Poon(7) perform the integration over the entire transistor.

That is, xE‘ represented a point in the neutral emitter region near
the emitter contact and xc' represented a point in the neutral col-
lector region near the collector contact. Their analysis then
assumes that the minority carrier quasi-Fermi levels in the neutral
emitter and collector regions stay constant. This assumption is
implicit in the next step of the derivation. The approach taken
here, however, is slightly different. The integration is actually
performed from the outside edges of the two space-charge layers, --
that is, from the emitter side of the emitter-base space-charge
layer, xE', to the collector side of the collector-base space-charge
layer, xc'. As a result, no assumption is made about the minority
carrier quasi-Fermi levels in the neutral emitter and collector
regions in the next step. (In fact, the original derivation of the
new expression for IS’ as presented by Gummel,(46) performed the
integration from the outside of the space-charge layers and then
assumed the result to be valid for the whole transistor). A com-
parison of this approach with that of Gummel and Poon is given later
in this chapter.
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A further simplification can be made to Eq. (2.84) by applying
Boltzmann statistics to the pn products:

qulcl
n(x."Jp(x.') = n 2 e K
¢ /P i
qVBIEI
! 4 kT
nxg'Je(xg') = n." e (2.85)
Therefore
<qVB|CI qVBIEI
ann]Z e kT _ e kT
Jn xc' (2.86)
/ p(x) dx

At this point, the depletion approximation is made. This
assumes that there are no (or negligible) mobile carriers in a
space-charge layer. That is, the field that is experienced by the
carriers and the thickness of the space-charge layer are such that
the carriers are transported "instantaneously" across it. This
approximation, as has been pointed out in the EM2 model (Section
2.3.2), is not valid for junctions under forward bias. The
analysis that follows therefore takes the form of first assuming
the depletion approximation to be true and then later fixes up the
solution to take the mobile charges in the space-charge layers into
account. In effect, the depletion approximation will only be
applied for the thermal equilibrium condition. This is illustrated
in Appendix 3, which gives an alternative, mathematical and
more rigorous derivation of one aspect of the model. The treatment
given in this chapter, however, while equivalent to that given in
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Appendix 3, concentrates more on an understanding of the concepts
involved. The depletion approximation is therefore made so that
the introduction to the concepts is kept as simple as possible.
The application of the depletion approximation results in the
limits of the integral in Eq. (2.86) being replaced by Xe and Xg
and the integration being performed in the neutral base region
only. The change in integration limits results, of course, from
the assumption that p(x) is approximately zero inside the space-
charge layers. Equation (2.86) can therefore be rewritten as:

Vg g > Ve >
o anf e KT/ e KT

(2.87)

where A is the one-dimensional cross-sectional area (which converted
current density to current) and the "-1" terms on the right hand
side have been introduced for a later comparison.

In represents the total dE,EﬁEQrity current in the positive x
direction that results from minority carriers injected into the
base at the emitter and/or the collector. [t is represented in the
model of Fig. 2.21 by the current generator XCT‘ (The other compo-
nents of the collector current in Fig. 2.21 are components of base
current resulting from the injection of holes (for an npn) from
the base towards the collector.) The equation for ICT’ previously
obtained in the EM] model, is:

Ter(em, modet) ~

< aVg g ) ( Vg g )
- 1|\ KTy e KTy (2.88)
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The sign of I.; is opposite to that of T (Eq. (2.87)) since I has
the opposite direction (out of the collector terminal) to that
assumed for IC (into the collector region from the terminal).

A direct comparison of Eqs. (2.87) and (2.88) yields a physi-
cal definition of IS' However, care must be exercised in the
comparison. In previous work, IS has been considered as a funda-
mental constant of the device. Yet the integral in Eq. (2.87) is
not constant in that under high-level injection p(x), the majority
carrier concentration, is a function of the applied bias. To
reconcile this difference, a new symbol, Igq> is used in the GP
model and is defined from Eq. (2.87) under low-level injection con-
ditions only. At low-level injection, the combination of Egs.
(2.87) and (2.88) becomes:

5 n.2 Vg Vg
I Y kT . KT,
cT <. L -1 - e -
(Tow level) C
d/F NA(x) dx
X (2.89)

where p(x) has been replaced by NA(x), since, at low current levels

P(X) 10w Tever = Malx) in the neutral base region,

where x. < x g x
£ ¢ (2.90)

Before the definition of ISS is made, though, more attention
must be paid to the limits of the integration, Xg and Xc - Because
of the variation of the space-charge layer widths with applied
voltage, Xg and Xc are functions of the appropriate bias voltage
(and, in fact, will be seen later to incorporate the effects of
basewidth modulation). The fundamental constant, ISS’ is therefore

defined at zero VBE and VBc as:
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q0n; A
I A mmm mm s = e (29] )
SS Xco
“/ﬂ NA(x) dx
*£o

where Xg0 and Xco are the values of Xg and Xc when the applied
junction voltages are zero. The fundamental nature of ISS is seen
immediately from Eq. (2.91) since it is uniquely determined once
the base-doping profile is fixed. (As well, at zero bias voltages,
Eq. (2.90) becomes almost exact.)

In the derivation of Eq. (2.91), the diffusion constant, Dn,
has been assumed to be constant and independent of x. In practice,
this assumpticn is not valid. The diffusion constant should be
included in the denominator integral. Instead, Dn is interpreted

in Eq. (2.91) as an effective diffusion constant in the base.

The Qg concept (7.44)

The general expression for IS (which is now a function of bias
voltages) can be obtained in terms of the zero-bias constant ISS‘
However, before this is done, it will be worthwhile to make a few
definitions and to introduce some new concepts.

When multiplied by q and A, the integral in Eq. (2.87) repre-
sents the total majority charge in the neutral base region and is
given the symbol QB:

xc(Wgece)
Qg & aAp(x) dx (2.92)
% (Vg ) /
The dependence of the integration limits on the junction voltages
has been emphasized here.

The zero-bias majority base charge, QBO’ is defined by:

Xco
Q%o Af qAN, (x) dx (2.93)

XEo
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Finally, the normalized majority base charge, Qs is defined as:

%
a4 QBO (2.94)
In the following analysis, all charge normalizations are with
respect to QBO and are represented by q with an appropriate sub-
script.

These above definitions (Eqs. (2.92) through (2.94)) can be
used to find the new definition of Ig. If Eq. (2.87) is multiplied

and divided by QBO (Eq. (2.93)) and In is replaced by 'ICT’ then

*co
qA/ NA(x)dx
2 qVB'E' ) qVB'C' )
e -1/ - \e -1

L. qbn; A N Xe0 m — T
CcT Xc Xcqo

/ p(x)dx qu NA(x)dx

Xg 30

The combination of the first term in the numerator with the second
term in the denominator and using Eqs. (2.91), (2.92), (2.93) and
(2.94) gives

_ SS B kT kT
Iy = o Le -1/ -\e -1
. (qVB.E.' ) ( aVgic )
_lss "y I s
ICT = N e 1 e 1 (2.95)

Equation (2.95) is the new equation introduced by the GP model and
the new concept introduced is the fundamental importance of the
(normatized) majority charge in the base, q,. The old saturation
current IS (which was assymed constant in the EM; model) has been
replaced by the new term 7%?-where ISS is the fundamental constant
(defined at zero bias condition) and q, is a variable that still
needs to be determined. The rest of the GP derivation involves the
determination of q, as a function of the bias conditions in terms of
measurable parameters.
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25.3 The Comp()nents of OB(7,44,3)

Because of the general nature of the analysis, the function
p(x) is not known and the integration cannot be performed here.
Instead, QB is split into five components and each component is
modeled separately. This separation of QB into its components is
done in such a way that the performance of the integration is
avoided and the dependence of the integration 1imits on junction
voltage is handled. As well, a careful examination of the physical
significance of each of these components improves the understanding
of the device operation.

Before proceeding with the split of QB into its five compo-

nents, the following points should be noted.

- Saturation. The components of Qp are identified by consid-
ering the transistor to be in the saturation region since it
will be seen that this is the only region where all five
components are positive and non-zero. This region is there-
fore chosen for convenience in presentation only. The
effect of operating the transistor in other regions will be
obvious and will be explained.

- Superposition. In the saturation region, both junctions are
forward-biased and minority carriers are injected into the
base from both the collector and the emitter. From the
preservation of charge neutrality in the base, the total
concentration of the majority carriers increases by the same
amount as the total increase in the minority carrier concen-
tration. Superposition is assumed to hold, whereby it is
assumed that the total excess majority carrier density is
junction acting separately. It therefore follows that the
total excess majority carrier concentration in the base is
given by:

p'(X) = [pF(X) - NA(Xﬂ + [PR(X) - NA(xﬂ (296)
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where pF(x) is the majority carrier concentration in the
base if the collector-base junction has zero volts across

it (i.e., Vgigr = 0); and the emitter-base junction is
forward-biased to the value under consideration (i.e.,
VB'E')' Similarly, pR(x) is the majority carrier concentra-
tion in the base if the emitter-base junction has zero volts
across it (i.e., VB'E‘ = 0); and the collector-base junction
is forward-biased to the value under consideration (i.e.,
VB'C')' This superposition principle will be used in the
following analysis of QB.

- Format. The split of QB into its components will be seen to
be a relatively abstract, mathematical split. As a result,
the format used is to first present this split mathemati-
cally, defining in this way each of the five components.
Then, the physical significance of each of the components is
given. This is then followed in the next section by a
detailed evaluation of each component in terms of measurable
parameters. The effect of the depletion approximation is
considered and "removed" before the final solution for qp
is obtained. ~Finally, the results obtained here are com-
pared with those obtained by Gummel and Poon and are shown
to be virtually equivalent.

a) Mathematical derivation of components of Qp

The derivation starts with the definition of QB, Eq. (2.92).
The hole concentration, p{x), is separated into its equilibrium and

excess components:

xcVgic)
Q& qAp(x) dx
xg(Vggt)
xc(Wgego) xcWgrct)
= gA NA(x) dx +/ gAp'{x) dx (2.97)
xg(Vgrge) xg(Vgegr)
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The equilibrium component is split into three further components
by the selection of appropriate limits:

XE0 Xco xcVgicey xclVg o)
QB:f gA NA(x)dx+f gA NA(x)dx+/ qA NA(x)dx+/ gAp' {x)dx
xg(Vgig:) XeQ Xco xg(Vgegs)

XC(VBIC|)
A Qe + %o + Qc + qhp’ (x)dx
xpWgip)
(2.98)

The component QBO has been previously defined (Eq. (2.93)). The
components QE and Qc are defined here by the first and third inte-
grals respectively.

The last integral in £q. (2.98) is split into two components
by the application of superposition (Eq. (2.96))

xc(Vgrct) xclVgre)

5Qg = QptQpg*Qc t / qAlpp(x) - Np(x)]dx + / aAlpp(x) - Np(x)]dx
XE(VB'E') XE(VB.E,)

AQp + Qg+ Qo * Qp + Qp (2.99)

where QF and QR are now defined by the two integrals respectively.
Equation (2.99) defines the five components of QB,* which are illus-
trated in Fig. 2.24 and are now explained, physically.

n*

A similar derivation of Eq. (2.99) is given in Appendix 3 in which the
dgp]?t;on $ﬁprox1m?tlon is not assumed for the non-equilibrium component
of p{x). e results obtained in Appendix 3 are consi

obtained later in this chapter. neistent with those
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Fig. 2.24. The five components of Qg for an npn transistor in the saturated region.
(This bias condition corresponds to all positive, non-zero components.)
pg(x) and pRix) are the two concentrations assigned to satisfy the )
superposition principle defined by Eq. (2.96). The depletion approxi-
mation is assumed to hold here for all components of Qg. (Not drawn
to scale.)

b} Physical significance of components of Qg

The components of QB have been defined from mathematical con-
siderations. As a result, with the exception of QBO’ they are
artificial components in that they are not completely physically
sensible on their own.
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) Qgq

The component QBO has been previously defined (Eq. (2.93)) as
the value of QB when the transistor is zero-biased (VBE = VBC = 0).
It retains this definition. Under zero bias, Xg becomes Xeor *C
becomes Xco and p(x) becomes NA(x). OBO can be considered as the
"starting point" for QB: starting with QBO’ the other components
add the extra charges upon the application of biasing.

i Qg

The component QE is defined by

Xe0
Qp & / gA Np(x) dx (2.100)
xg(Vgig1)

It represents the increase in the "equilibrium" component of Qg
when the application of a base-emitter voltage (VB.E.) changes the
position of the emitter-base space-charge layer edge from XEQ (the
zero-bias position) to xE(VB.E.). For example, for a forward-
biased base-emitter junction, QE is the charge due to NA which

is uncovered as the emitter-base depletion region retreats from
its invasion into the neutral base region. QE is a mathematical
entity, not a physical one. This can be understood by realizing
that the application of VB'E' also causes excess charges,

p'(x), to be introduced into the base region and these are not
included in QE.

1t is therefore not possible to produce a condition whereby
QE is obtained without also introducing these excess charges. How-
ever, under low-level injection conditions the excess charges are,
by definition, insignificant compared with NA(x). Therefore, QE
can be thought of, but is not defined as, the increased majority
charge when VB‘E' is applied if low-level injection is obtained.
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i) ()C
The component Q. is defined similarly by*

x.(Vgier)

QC A / gA NA(x) dx (2.101)
*co

'equilibrium” component of Qg

when the application of a base-collector voltage (VB'C') changes

It represents the increase in the

the position of the collector-base space-charge layer edge from
Xco (the zero-bias position) to xC(VB.C.). For a forward-biased
collector-base junction, QC is the charge due to NA which is un-
covered as the collector-base depletion region retreats from its
invasion into the neutral base region. As with QE’ QC is a
mathematical entity and not a physical one since the application
of VB‘C' also introduces excess charges into the base which are
not included in QC' Similarly, QC can be thought of, but not
defined as, the increased majority charge when VB'C' is applied
if Tow-level injection is obtained.

iV) QF

The component QF was defined as
xc(Vpic)
Q éf aA(pp(x) - Ny(x)) dx (2.102)

xg(Vgig+)

QF represents the additional excess majority charge in the
actual, biased-transistor base when a base-emitter voltage is

*
The distance variable, x, increases from left to right. Therefore
XE(VB'E‘) $ Xgp S Xeg S xc(VB.C.)

This inequality explains why the integration limits in Eqs. {2.100) and
(2.101) are not in the same order.
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applied {with VB‘C' kept at zero). This component, QF’ is also a
mathematical entity and not a physical one. The excess charge

only exists, of course, between Xg and e for the biased transis-
tor. Therefore, although the upper integration limit in Eq.
(2.102) is not the value of X that is physically consistent with
the assumption of VB'C' =0, it is mathematically consistent. QF
can be given a physical interpretation, though. if a slight approx-
mation is made. Since VB'C' = 0 certainly corresponds to low-level
injection, pF(x) = NA(x) near x. and therefore the upper limit in
Eq. (2.102) could be replaced, with little error, by Xco- It then
follows that QF can be thought of, though not defined as, the total
excess majority charge in the base if the emitter-base is biased to

the value under consideration and VB‘C' is kept at zero.

v} ()R

The component QR was defined as

xc(Vgeg)

C
Q& _[ aA(pg(x) - Ny(x)) dx (2.103)
xg (Vg )
Qp therefore represents the additional excess majority charge in
the actual, biased-transistor base when a base-collector voltage is
applied (with VB‘E' kept at zero). Like QF’ QR is a mathematical
(and not physical) entity since the lower integration limit, X is
not physically consistent with VB'E‘ = 0. But, again like QF’
since VB'E' = 0 corresponds to low-level injection, QR can be
thought of (with little associated error) as the total excess
majority charge in the base if the collector-base is biased to the
value under consideration and Vp.c, is kept zero.
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vi) Etffect of operating regions

In the saturation region, all of the components of QB are
positive since each models an increase in the majority charge in
the base. In the normal, active region of operation, with the
collector-base junction reverse biased, QC and QR are negative.
Qc is negative because XC(VB'C') is closer to the emitter than Xco
and therefore majority charge is subtracted from the neutral base
region, QR is negative because the reverse bias on the junction
removes majority charge from the base. The negative nature of QC
and QR is illustrated in Fig. 2.25, which shows the components of
QB for an npn transistor in the normal, active region (VBE positive
and VBC negative). For simplicity in drawing only, the simple,
constant base-doping case is illustrated. Similarly, in the
inverse region of operation, QE and QF will be the only negative
components while in the off region, QBO will be the only positive

component.

vii) Summary

0f the five components of QB, three (QBO’ Qg and QC) model the
majority charge in the base due to the doping profile only and two
(QF and QR) model the injected majority charges stored in the base.
Obviously, then, at low injection levels, where the injected major-
ity charges are negligible compared with the doping concentration,
QBO’ QE and QC are the dominant components of QB. QF and QR will
only be important under high-level injection conditions.

2.5.4 Evaluation of ay

When the components of QB are normalized (with respect to QBO)’

Eq. (2.99) becomes:
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Fig. 2.25.

where

The five components of Qg for an npn transistor in the normal, active
region (Vgg+. VBc-), showing the negative nature of Q¢ and QR. For

simplicity, a constant doping is assumed in the base.

The depletion

approximation is assumed to hold here for all components of Qg.

{Not drawn to scale.)
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(2.104)

(2.105)



% " g, (2.106)
N2

¢ A (2.107

f o Qg )
Qg

Each of these components is treated separately below.

a) Component Qe

QE has been identified as the increased majority charge in the
base when VB'E‘ is applied if low-level injection is obtained. It
can therefore be related to the emitter-base junction capacitance,
CjE’ by:

VBIEI
Qe f Cielv) v (2.109)
0
Therefore
VBIEI
1
q. = C..(V) av (2.110)
e QBO 4 JE

If CjE is assumed to be constant, indpendent of voltage (and egual

to its average value, ij)
C..v v
B JE B'E' B'E’
q, = Iy (2.111)
e %o Vg

where VB’ the inverse Early voltage, is defined by
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Vg & = e (2.112)

In the following analysis, VB will be assumed to be a constant,
independent of VB'E‘ (which, in turn, assumes CjE to be constant).
The conditions under which this applies needs to be examined
because of the apparently gross assumption of constant CjE'* This
is done in detail in Appendix 4, the conclusions of which are sum-
marized as follows. The constant - VB assumption has its greatest
validity when the emitter-base junction is reverse biased since CjE
is then approximately constant., For a forward biased emitter-base
junction, the integration in Eq. (2.112) should theoretically be
performed since the constant - VB assumption can result in a very
large error in qe.** However, this error is normally acceptable
because q is usually not a dominant component of the total normal-
ized base charge, Q- That is, QE is normally much less than QBO
and therefore 9, is normally much less than unity. This can be
appreciated by remembering that 9, models the medulation of the
base resulting from the variation of the emitter-base space-charge
layer width, Since this effect is the inverse of the Early effect,
it is here (facetiously) called the Late Effect.

Because the use of a constant VB could give a large error in
L when the emitter-base junction is forward biased, it is desirable
to have a technique for determining the importance of Qe One auch
technique is the measurement of the slope of the In(I¢) versus -;+
curve at low current levels. In all the previous models (which
ignored the Late Effect) this slope was unity. The following

*
This is described in detail here not because of its modeling importance but
to justify the approach used.

*k
The integration would be relatively easy to perform since the functiondl
dependence of Cip on Vgrg+ is already modeled. This is described in
more detail in ﬂppendix 4.
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analysis shows that with finite gy this slope, though close to
unity, can never be exactly unity. Therefore, the deviation
from a unity slope is a measure of the importance of % (and there-

fore a measure of how necessary an accurate modeling of it is
needed).

Since the effect of 9% is desired, assume 9. = Q) = G = 0.
Therefore q, = 1+ e and the expression for IC in the normal,
active region is
_ SS kT
IC —(_]ﬁ"' qe e 1 (2-]]3)
Differentiation gives:
Qv Vo
B'E B'E
e lss  Twr g, s <e_ﬁ“‘_])(_”. d0¢ 1
t L} + " Qun
Wgege  (T4,) KT (14q,)? Wggr g
Jalg  Ig Che (gl
kT~ (T4g,) Qg

:

) kr S Vpret)

R e |
Vo

q 1
The slope of the ln(I } versus ETE characteristics (defined as
——) is therefore g]ven by
N

*
This assumption is equivalent to assuming Vg'¢* = 0 (for gc and qp) and low-
level injection (for qf), as will be seen later.
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dI

Ly Yo
N f:qIC dVB'E' VB'C' <o
) Vgig!)
(‘L—s v
1
oNp = (2.118)
Ef e G Bae )
=R E

When the constant - CjE approximation is used, ng (the emission
coefficient) is modeled by:

ng = (2.115)

To summarize, qg can, for most devices, be represented by

Vll

—%——-—where Vg, the (assumed constant) inverse Early voltage, is

defined as gﬁg. The large absolute error in 9% that results from
JE

this simple representation when the enitter-base junction is for-
ward biased is normally acceptable because q, is usually a very
small component of ap,- A more accurate representation of 9%
(obtained by integrating CjE) can be used for those cases where g,
is important (e.g., devices with low QBO)' The main effect of q
on the device characteristics in the normal, active region is an
emission coefficient (nE) greater than unity for the 1n(IC) versus
VBE curve at low and medium current ranges. This departure of the
value of ne from unity (which is normally so small as to be of the
order of the experimental measurement error) is therefore a meas-
ure of the importance of both % and its accurate representation in
this region of operation. That is, for slopes very close to unity,
q, can either be ignored or Eq. (2.111) used with a constant VB‘
For slopes that depart significantly from unity, 9, Mmay need to be
modeled accurately.
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b) Component q¢

Component q. models the Early effect: the effect on ap, caused
by the application of a collector-base bias at low current levels
(or basewidth modulation by the variation of the collector-base
space-charge layer width). In a derivation similar to that per-
formed for Qs> G is given by:

BICI
.1
9% g Cic(V) av (2.116)
BO 0
For the constant—Cjc approximation (with CjC = CjC)
T v ekl
LG
¢ Qg
V Ll Ll
o ot (2.117)
A
where VA’ the Early voltage, has been redefined as
Q Q
v, & 80 - B9 (2.118)
A v (Nl C
1 B'C jc
V-—v-—/ﬁ C.C (v) dv
B'C' J
4]

It is shown at the end of this chapter that this redefinition of VA
is consistent with the definition of VA in the EM3 model of the
previous chapter.

As with Qg» jC)
needs to be examined further. This is done in Appendix 4 (for both
9 and qc). The result of this examination for q. is that when the
collector-base junction is reverse biased (as in the normal, active

the assumption of constant VA (i.e., constant C

region of operation) the assumption of constant Cjc is relatively
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valid. However, when the collector-base junction is forward biased
(inverse or saturation regions), a more accurate expression for q.
may be required, depending on the relative importance of 9. in the
expression for a4y - This highlights one of the advantages of the
GP model over the EM3 model: if a more accurate model for base-
width modulation is required, the solution is obvious in the GP
model but not for the EM3 model,

The effect of q, on the device characteristics in the normal,
active region of operation is a finite output conductance, 950 in
the common-emitter configuration. To observe this, assume that
Qe = Q¢ = Q. = 0.* Therefore, the collector current is given (for
Vgc = 0 and neglecting ohmic resistances) by:

1 [ Vge
o= oo\ KTy
C T+ qc5

. ( Ve >
- ,-LSV___ le KT (2.119)

Since Eq. (2.119) is the same as that obtained in the EM3 model for
the incorporation of basewidth modulation, the result obtained in
Appendix 2 (Eq. (A2.15)) is also valid. That is, for constant V,:**

A
dI 1.(0)
- _C . £
9, = 37 . (2.120)
CE v = constant A
BE
— e e e
This assumption is equivalent to assuming that Ge =~ Q¢ and, as will be seen

later, low-level injection (for gf and q).

*k

A more realistic, non-constant slope, 9y, 15 obtained if the integral in
Eq. (2.118) is used Lo wodel the variation of VA with Vgc. For most cases,
however, the constant-Va approximation gives acceptable results.
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c) Component qs

The component ¢ can be regarded as the (normalized) excess
majority carrier concentration in the base when VB'E' is applied
to the base-emitter junction. From charge neutrality, the total
excess majority carrier equals the total excess minority carriers.
Therefore, in determining Q¢, use can be made of the well-
established charge-control theory that describes the total excess
minority carrier charge in the base. For an npn transistor:

A
Q = / qA i\PF(X) - NA(x)j dx
*E
xc 127
- f QA |nc(x) - N—Al(ﬂ—de (2.121)
XE .

The integral in Eq. (2.121) represents the total excess minority
charge stored in the actual neutral base region with VB‘C' = 0 and
VB'E' non-zero. In Section 2.3 (the EM2 model}, this charge has
been given the symbol Q3 (see Fig. 2.11) and is given (in Eq.
(2.26)) by:*

QF = 03 = TB ICC (2.]22)
Therefore:
o - 8lcc
f Qg
I <qVBIEI )
T B
B SS kT
= e« —=\e -1 (2.123)
%o %

*In the EM, model (and here), tg is assumed to be constant. Its variation
with Ic is covered in a later section.
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d) Component q ‘

For 9., 2 similar derivation to that performed for 4 yields:

Xc
Q = _[ qA [pR(X) - NA(X)} dx
XE
Xc niZ
- f qA l:nR(x) - N}JW] dx (2.124)
Xg

The integral in Eq. (2.124) represents the total excess minority
charge stored in the neutral base region with VB'E' =0and V
non-zero. From Section 2.3 (Fig. 2.11 and Eq. (2.28))"

B'C'

Qg = Q; = tplee (2.125)
Therefore
"BR Iss( ?‘VE%J )
qr:Q}E'“ﬁ; e -1 (2.126)

Note that ¢ and Q. both model high-level injection effects,
in that at low current levels, p(x) = NA(x) and 4¢ = 9, = 0. There-
fore, Q¢ and q, only contribute significantly to ap under high-level
injection. Also note that Eqs. (2.123) and (2.126) contain q;, on
the right-hand side.

e} Effect of depletion approximation

At this point in the analysis, the depletion approximation can
be “removed" (or at least applied more accurately). The application

*
BR is assumed to be constant here.
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of the depletion approximation allowed the above derivation to
concentrate solely on the majority carriers in the neutral base
region. As a result, the mobile carriers in the space-charge
layers have been ignored. These carriers are now included in Qf
(fcr the emitter-base space charge layer) and QR (for the collector-
bas space charge layer) by making the following definitions:

i) Qg . The Qp term includes the space-charge layers

X(‘: (VBICI)
QB A gA p(x) dx (2.127)
Xg (Vgig1)
Xco Xco )
gA p.(x) dx = gA Ny(x) dx (2.128
QBO Qrd/F 0 A
*E0 XEo

where po(x) is the equilibrium hole concentration in the neutral
base and space-charge layer regions. The second form of Eq.
(2.128), which assumes that the depletion approximation is valid
for the equilibrium case, naturally agrees with the previous defi-
nition (Eq. (2.93)).

i) 'SS' The definition of ISS is updated

ISS A“—xi_""”“’ (2.]29)

it} QE, Qc. Components QE and QC remain virtually unchanged

X

£0 XE0
Qe Q/ qA po(x) dx = / gA NA(x) dx (2.130)

XE XE
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Xt Xp

Q. & f A p (x) dx = f QA N, (x) dx (2.131)
*co *co

The second forms of these equations also assume that the depletion
approximation is valid for the equilibrium case. Since these equa-
tions are unchanged, their solutions obtained previously are also
unchanged.

iv) QF, QR- Components QF and QR are modified to include the

mobile charges in the space-charge layers

X
Xc
QF h j qA\rPF(X) - po(xﬂ dx (2.132)
xé L
XE XC
= f A &)F(x) - po(xg dx + / aA [DF(x) - pO(Xﬂ dx +
Xé xE -
Xc
* f ah [pF(x) - po(xﬂ dx
xc
Xp X _
= gA [?F(X) - PO(Xﬂ dx + qA {?F(X) - no(xﬂ dx
X *g (2.133)
= Q + Q, (2.134)
= “EBo, lCC ¥ s lec (2.135)
A TEdc Iee (2.136)
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where £q. (2.133) assumes (in the absence of the Kirk effect, which
will be treated later) that the third integral is zero (i.e., no
mobile charges in collector-base space-charge layer) and that
charge neutrality allows the replacement of p' by n' in the neutral
base region; Eq. (2.134) identifies the first integral as charge
QZ‘ which is not necessarily the same as Q2 in Fig. 2.11;" kq.
(2.135) expresses this charge in terms of an (assumed constant)
transit time; and TE c is a modified base transit time, in which
the "dc" subscript is included for emphasis. Note that the mobile
charge in the emitter-base space-charge layer is represented by QZ'
and is simply included in the model by adding an extra term to QF
which results in a modified value of 1p.

Similarly, for QR

X

c
Qp & f A [pR(x) - po(xﬂ dx (2.137)
xE'
XE xc
= f A [PR(X) - po(xa dx + f qA[pR(x) - DO(X] dx +
XE' xE
xC'
* [ ah [DR(X) - po(x)} dx
Xc
XC xc'
= f gA [nR(x) - no(x)] dx + f gA [pR(x) - po(x)] dx
e *c (2.138)
: Q + Q' (2.139)
= Tag | + T I (2.140)
BR "EC B EC
A T* 1 (2.141 |
BRy. EC ) !

*
Since Qp represents electrons {for an npn).

-102-

where Eq. (2.138) assumes the first integral to be zero, charge
neutrality allows the replacement of p' by n' in the neutral base,
the third integral is identified as QG' (which is again not neces-
sarily equal to 06 in Fig. 2.11)* and is expressed in terms of an
(assumed constant) transit time and TERdc is a modified reverse
base transit time. Again, the mobile charges in the collector-base
space-charge layer are simply included by adding an extra term to
QR which results in a modified value of BR-

Two further points should be made. First, since the mobile
charges in the space-charge layers are included in QF and QR they
should not be included again in QE and QC' Therefore the capaci-
tances used in modeling QE and QC are the simple ones that assumed
the depletion approximation and not the Chaw]a-Gumme1(?2) ones.

The second point to be made is that Téd becomes i when the emitter
base junction is zero- or reverse-biaseé and 1§Rdc becomes 1gp when
the collector-base junction is zero- or reverse-biased since for
these cases the depletion approximation is valid-

The alternate, mathematically-complete derivation of Eq. (2.99)
given in Appendix 3 (in which the carriers in the space-charge layers
are included at the beginning and the depletion approximation suc-
cessively applied) uses definitions for QB, QBO’ QE’ QC’ QF and QR
that are the same as those just given above (Eqs. (2.127) through
(2.137)).

t) Solution for a,

The complete solution for g, is given from a compilation of
Egs. (2.104), (2.111), (2.117), (2.123), (2.126), (2.136) and

(2.141): Vg g
Vg Vo By < KT 1)
LI P A e
[ Yprcr
TﬁRdC I \_‘Lfiﬁ._"]_)
QBO SS A (2.142)

*
Since Qg represents electrons {for an npn).
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To simplify the algebra, the following definitions can be made

9
aQ 4 a t g (2.143)
b
where
V L} 1 V L}
g al+aq +q =1+, BL (2.144)
8 A
and
qulEl qu'C'
I \e 1)y 1 KTy
4, A Bdc 'ss BRgc ~SSI\®
2= Qg0
(2.145)

Note that 9 models basewidth modulation effects and q, models the
effects of high-level injection.
Equation (2.143) results in a quadratic expression for Q:

2
qb - qbQ] - q2 =0 (2.]46)

which gives:

a9y
G =7 + (—2-) *+q, (2.147)

where the negative solution has been ignored because a is greater
than zero.

Equation (2.147) not only gives a solution for IC at high
injection levels, but also provides a definition for the term "high
level injection.” From Eq. (2.147), if Gy << S%i, then g, = qy.
This means that 9 = q, = 0 and, as previously noted, this corre-
sponds to low-level injection. However, if:

2

9
a >> 3 (2.148)

-104-

then,
ap = ,/qz (2.149)

The inequality (2.148) defines “high-level injection" while Eq.
(2.149) is used to obtain I at high-level injection.

g) High-level injection solution

A consideration of the high-level injection case yields two
benefits: a verification of the formula used in the EM3 model (Eq.
(2.57)) and a simplification of the above equation for q, (Eq.
(2.145)) that gives TEdc/QBO (and TéRdc/QBO) in terms of measurable
quantities (IK and IKR)'

i} Verification of high-current solution. In the normal, active

region at high injection levels,

% =V 9%
To simplify the situation, consider the case of Vp,.. = 0 (i.e.,

Q. = 0). The extension of the result to non-zero q,. will be made
later by analogy. Ffor zero a,

* o]
T ISS B'E

B B2
B R dc i kT
qb - J—q—z‘ - QBO €
Tg ISS ?_V_B'_E
- *%—— e KT (2.150)
BO

Therefore, solving for IC (= ICC in this situation)
q BlEi
. e %o fss T
I R
dc

(2.151)




Therefore

qV 1 t
o (2.152)
« e

Ie

which is the same result obtained by webster(37) and used in the
EMq model (Eq. (2.57))
ii) Simplification of q;. The simplification of the coefficient
1
Jv§2~§§ arises from a consideration of the ln(IC) versus VBE char-
By
acteristics at the two extremes: high- and low-level injection.
. L . Vg'g!
Figure 2.26 shows the variation of 1n(IC) as a function of A

The low-current asymptote is given approximately by (for Qg ~ g = 0)

. kT
Ig = Igg \e (2.153)

The high-current asymptote is given by Eq. (2.151). The intersec-
tion of those two asymptotes defines the knee current (IK) and the
knee voltage (VK). From Eq. (2.151):

e qVK>
Qo Tss | v
I = _B’(() SS§ (e.?kT

B

(2.154)
dc
While from Eq. (2.153):

( QVK>
_ k
IK = ISS e (2.155)

The solution of Eqs. (2.154) and (2.155) yields:

I = = (2.156)
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Fig. 2.26. The In{lc) versus Sik%'.-E—' curve illustrating the high- and low-current

asymptotes and the knee point (I, V).
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A similar analysis for the inverse region defines IKR’ the knee

current for 1n(IE) versus VBC in the inverse region as:

Q
I = T (2.157)
BRdc
h) Final solution

As a result of Egs. (2.156) and (2.157), gy, can be finally
written as:

2
% 9
-1 a .158
where Voip Voim
q =1 +_%}j;_+ _B'c (2.159)
B A
: <LB'E; ) , (““B_c )
= =\e Mo/ 2\ FToa) (2.60)
K KR

The condition for high-level injection is:

9,2
1

Q >> (2.161)
Notice that all parameters in the above expressions (VB, VA’ ISS’ I
and IKR) are measurable from plots of ]n(IC) versus VB'E' in the

normal, active region, 1n(IE) versus VB‘C' in the inverse region,
Ic versus VCE and IE versus VEC characteristics. Once these param-
eters are known, 4 9 and therefore, q, can be easily determined
by ‘the above expressions.*

*
Actually, the above derivation has ignored the variation of TBgc and TBRgc
due to basewidth modulation effects. If it_is assumed that

1 w2 _ vB'e' , Varery? . 2 :
1§ = 14(0) o) #(0) {1 + Vo + o) - 15(0) q; and a similar
expression holds for Tgp, then Eq‘.l 2.158 becomes qp = (—%) ['I + A+ 4&2]
q [

avB'e!
1 S 1 ( E'c )
. . SS kT SS
where q; is defined as —1—(—0—)—K e -1/ + r——(—”R A -1/ and

10 = 11+ ) 1oy = 1 (14 2KR). for th 1si
K K Vs) ke KR Vo) owever, for the normal situ-

ation of q) = 1, this change in g is ir&ignificant.
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i} Comparison with Gummel-Poon derivation
As indicated earlier, the above derivation of the GP modetl
differs from that of Gummel and Poon(7) in the integration limits
used. Whereas the above derivation integrated from the outside of
the space-charge layers, Gummel and Poon integrated over virtually
the entire transistor. The reason for this difference has been
previously explained. Two basic differences result. They are:
different definitions of ISS and the knee currents (IK and IKR).
Igs - In the definition of I¢¢ (Eq. (2.129)) the Gummel
and Poon approach results in the denominator inte-
gration being performed over virtually the entire
transistor. Since the base majority carriers are
minority carriers in the neutral emitter and col-
lector regions, this difference should have a
negligible effect. This difference in definition
is not important for the device.characterization
since ISS is determined experimentally.
k- IKR - In the equations for I, and Ir (Eqs. (2.156) and
(2.157)), the terms 1* and 1%

BdC BRdC )
integration is performed over the entire transistor,

occur. If the

the definitions of % and % would include the
Bdc BRdc

emitter delay (1‘) and the collector delay (rC),

respectively (since Q] would be added to QF and Q5

would be added to QR). Again, since I, and I . are

both experimentally determined, this difference in

and TER is not important for the device char-

T*
Bac = BRdc
acterization.

With the exception of the implementation of 1 Versus I, this

completes the solution for the normalized charge 9y the extEa
factor introduced by the GP model. Four more model parameters (ISS’
VB’ IK and IKR) have been introduced. The other model parameter,
VA’ has been redefined. The variation of 13 with IC is treated

next.
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2.5.5 Base-Widening Effects

As pointed out in the EM3 model, there are two effective base-
widening effects (the one-dimensional effect described by Kirk 39
and the two-dimensional spreading effect described by van der Ziel
and Agouridis(ao) And, as also pointed out in the EM3 model ,
there is still some controversy as to which of the two base-widening
effects dom1nate(4] 42,43)

The effective base-widening at high currents is included by
means of a multiplier, B, called the "base push-out factor.“(7) B,
which multiplies TBdc’ has the property of being equal to unity at
Tow currents and increases at high currents. That is,

=B TBL (2.162)

where TBL is the constant, low-current value of
dependence on ICC is contained in B.

In the EM3 model {which assumes that the van der Ziel and
Agouridis effect is dominant), B is given by:™

B and thus the
dc

/L 1
. E) (1<cc) <cc> 1/ 1¢ 0)
B =1+ - = - 1 - zi{5= || for I..21
EM3 w CO I 3 \I cC="co
=1 for Icc < ICO (2.163)
L
In this equation, two model parameters are used: TI'and ICO' Alter-
natively, Gummel and Poon use the expression:(7)
2
n
r ’ 142 + IKZrP - 14 p
B=(1+ (2.164)

w .
"1 ¥ Iy
4(1_) *rp
K

Equatton (2.163) strictly applies to the g component of T, only, but it
is assumed in the EMj mode)l that it can also be applied to TFdc”
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where
[ kT ey Y (2.165)
I, = I +L¢ -V -~1n<——-—>J-~ .
4 C c BC q .ISS Vrp
The four model parameters are:
L the ratio of the width of the collector epitaxial
region to the width of the metallurgical base (xjC - ij
in Fig. 2.23)
rp - which determines the steepness of the variation of g
versus Ic at high current levels
np - which determines the steepness of the drop of fT versus
IC at high current levels
Vrp - the resistive voltage drop across the collector when
Ic = IK'

The increase in the basewidth affects both the dc and ac char-
acteristics.

a) dc characteristics

The increase in QB due to the effective increase in the base-
width is included in the QF term. Since IK is inversely proportional

to > 99 is given by:
Bl (qu ) . <qVB.C. )
g - SS\e ) SS\e KTy (2.166)
K KR

The decrease in Bf at high currents due to base-widening effects(47)
is therefore inherently included in Eq. (2.166). A similar push-out
factor for inverse operation could also be defined.
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b) ac characteristics

The analysis and modeling of the base-widening effect on the
ac characteristics can become very complicated. A simplified
analysis will be presented here, in which at first only the effect
on the g component of 113 is considered. That is, it will be
assumed that the other components of Tp are either constant or
negligible. This assumption may not be valid, especially for the
emitter delay (1]) component.(zs) Therefore, at the end of this
analysis, the Ty component variation and then finally both g and
n together are also considered.

i} Effect of base-widening on Tg+ Since the parameter 8
above has been defined for TBge® similar multiplier (Bac) can be
obtained for

Bac
d Q3
T A
Bac =d ICC
d (1 I
- ( Bdc CC)
T
cC
Bdc cCid ICC .

If Byc is given by Eq. (2.162), Eq. (2.167) becomes

) dB
Bae - B BL Y B I d I,
) dB
[é tlec T | e
A BBC 8L (2.168)
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In the EM3 model, for example, B is given by Eq. (2.163) which

gives:(41)

1%V (e LV
14+ z»(ir) <TE6— 1) for Iec 2 1 (2.169)

B =
ac
(EM3)

In the GP model, B is given by Eq. (2,164), which yields a very
complicated expression for BaC(GP)'
The increased basewidth affects the nonlinear diffusion capaci-

tance, C Therefore, neglecting other components of 3 (i.e.,

DE"
assuming QDE = 03 only)

s Boe
nonlinear VB'E'

c

=

DE

Q Bt 1
.3 . _BL CC (2.170)

VBlEu VBlEl

d0p¢

DE . S
small signal dVB'E'

c

(=4

ac "BL mF (2.1m)

ii) Emitter delay (T4} versus I.  An inspection of Eqs. (2.170)
and (2.171) would indicate that the entire rise in T at high cur-
rents is caused by the effect of base-widening on 8- This is
incorrect. A rise in T at high currents will also occur from the

effect on the i3 component of both high-level injection in the base
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and base-widening. This is now illustrated, the rise in 1, due to
high-level injection effects being examined first,

High-level injection in the base. Under the condition of low-

level injection in the base, Icc is given by (Eq. (2.153)):

qulEl

k

I ISS e (2.172)

CClow

while for high-level injection in the base (Eqs. (2.151) and
(2.156)):

W, 2kT
I = I, 1 e (2.173)
Cchigh K °SS

The charge stored in the emitter region, however, is assumed for
both low- and high-level injection in the base to be given by

quIEI
kT

Q] = const. e (2.174)
since it is assumed that because of the normally high doping in
the emitter, low-level injection conditions always apply in the

emitter. Combining Eq. (2.174) with Eqs. (2.172) and (2.173) yields

const.
= const. 4 Ay 1 (2.175)
]]ow ISS CC]ow 1L CC]Ow
T
q . tI:orlrst. gc . % I(ZZC (2.176)
high  "K'SS high K high
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where T is the low-current, constant value of " and Eq. (2.175)
was used in the second form of £q. (2.176). The unusual form of
Eq. (2.176) arises from the fact that although Q] follows the ideal
exponential law, ICC no longer does and Q] has been expressed in
terms of this ICC' The combination of Eqs. (2.175) and (2.176)
give, in general,

0y = 1y I 1+ IEKC) (2.177)

From Eq. (2.177),

1
1 cC
T A e =7 (] + »——7) (2]78)
]dC ICC 1L IK
dqQ 21
1 cc
L B gl (2.179)
]ac dICC 1L IK

These equations show that a rise in Ty occurs that is proportional
to ICC when high-level injection occurs in the base region. This
rise in T is a consequence of the definition of n in terms of I
which has a changing dependence on V

cc’
BIEI'

Base-widening. Base-widening does not affect Q] but it does
affect ICC (via IK). Therefore Eq. (2.177) becomes

ICC B
Q] =1, ICC (1 + —IE'—) (2.180)
and therefore:
Q B I
T 25 (2.181)
dc ~ °CC K
dQ B I
1 _ ac CC
1 A —m— = T + 7 - —_— (2]82)
]ac dIcC ldc 1L IK



iii) Teversus| . As indicated earlier, the effect of base-
widening on T can be very complicated, Considering the 1, and N
components only, the results obtained above, Eqs. (2.162), (2.168),
(2.181) and (2.182), give

cC
T =1 + 1 =Bt + (1 + >T (2.183)
ch Bdc ]dc BL IK t
B 1
ac CC
1 = T + o1 =B 15 tTy r— T (2.184)
Fac Bac YTac ac 'BL dc Iy

Since 8 and Ty are not individually identified in the model, but

are components of the model parameter, v, the variation of 3 with
I
effectively assumes that T >> 1 and therefore

cc is not simply expressed. The model used 1n(S§ICE, for example,
3

Bloe
" = (1 “1_> (B = 1, fixed) (2.185)
de(SPICE) K

which is the same variation that is obtained for 8;1 at high cur-
rents (as described in the next Section, Eq. (2.193)).

Note that the above analysis has neglected the following con-
tributions to 1% variations with IC'

- the reduction of the low-level aiding field in drift
transistors(ZG)

- the variation of TEBSCL

- the variation of TCBSCL

2.5.6 Comparison of the GP Model
with the EM 3 Model

A comparison of the effects modeled by the EM3 and GP models
shows that the treatments are virtually equivalent with respect to
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the effects that are included in both models. For the EM; model
however, each effect is treated separately, while in the GP model
all the effects are treated together in a cochesive, unified manner,
As well, the GP model treats the inverse region in a fuller manner,
covering the Late Effect with the inverse Early voltage, VB' The
GP model also incorporates the effect of base widening on the dc
characteristics. Ffor simplicity in presentation, the following
comparison neglects ohmic resistances and therefore VB'E' = VBE and

VB'C' = VBC'

a) Basewidth modulation

Both the GP and EM3 models include basewidth modulation due
to VBc in the same manner, but the GP model also includes basewidth
modulation due to Vg (the Late Effect).

In the EM3 model, the effects of the collector-base space-
charge layer width variation were included by means of the Early
voltage, VA' This voltage is used to modify both TE and IS in the
ICT expression. (The variation in Be follows from the variation in
IS.) The modified Ig is given by:

(Vg ) it
LoV SRR M T (1 - ,__) (2.186)
SUBC ey, model FTA Vi
3 1+
The GP model provides a more complete treatment, since it also

models the variation of the emitter-base space-charge layer width

by means of the inverse Early voltage, VB’ The equivalent IS in the

GP model is:
L ) Iss
vy oSS (2.187
STBE' TBUUGp moden (] L Vo Y_@p) !
Vg Va
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Equations (2.186) and (2.187) are equal if the effect of the
change in emitter-base space-charge layer width is ignored.

b} High-level injection

Both models have the same high-current asymptote for the
]n(IC) versus Vpp curve: a straight line with a slope of 1/2 (see
Fig. 2.26). Only the model parameter describing the position of
the line is different: & for the EM3 model, IK for the GP model.

For the EM3 model, at VBc = 0:

. _ O
C(high 1eve1)EM ) (2.188)
3

while, for the GP model (neglecting basewidth modulation terms):

aVge

e AT
Ie(high level)p = Igg Iy " e (2.189)

A comparison of Eqs. (2.188) and (2.189) yields

1.(0) Tee
o = s - \/,fﬁi (2.190)
VTss Ty K

since IS(O) = ISS' A similar comparison can be made for the inverse
region,
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c) B versus |

In both models, the variation of Bf with IC is a consequence
of the correct modeling of IC and IB. In the EM3 model, the varia-
tion of g with Io is given (for Ve = 0) by:

1
e (0) = (2.191)
P M (0-1/ng ) 2
3 IS(O)> 8 IC
+ C - + — -
o * (e O 15T
while for the GP model, Dowe11(44) has shown that, for B = 1:
Br0) o © (17 s T (g 317
GP ] “Hog [Ic “MEL Mgt J PEL Ic
— +C, 1 S + -
BFM(oj 2 °SS T C Bey(O)T
(2.192)

At low current levels (obtained by putting ¢ = 0 and IK = w),
both Br expressions are identical. At high current levels, (obtained
by setting C2 = 0) both expressions show the same dependence on IC:

I
BF(O)_] = sFM(o)'] (1 + Tﬁ ) (2.193)

The difference in the two expressions lies mainly in the transition
region from medium to high injection levels. The GP formula is more
accurate in that the derivation of EM3 model Eq. (2.191) assumes
that the high- and low-current regions are well separated and there
is no interaction between them.

A similar comparison of expressions for Bg as a function of IE
can also be made.

A comparison of the improvements of the dc characterization
provided by the EM; and GP models is given in tabular form in
Table 2.2.
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EM3 MODEL GP MODEL
Basewidth Modulation

Model parameters VlA Var vB

15(0) I
R . S

Ig Formula L5(Vge) Voo ItVgeVge) —————v—v“ ”

(basewidth modula- ( vty (] L V—)

tion only) A 8 A

Bp Versus lt

Mode! parameters

Input parameters BFHAX‘

Car Pgrr Bewe @

Cov Mes Bewe Iy

cmaxs BrLow Terowe Ve POEC Cor e e I

avgg e
L t model |1 5O {® 1) ¢,1¢(0) "ET'“'] for T = 15(0)
ow-current mode - [ - + 0) ‘e - or = 0
Teg =0} 8 ™ Bp(0) 2ls ss " ls
i.e., 9, = 0
High t model 1 Is(0) 1 Iss
-current mode = ' —
A s Ve s q
8c T t S
1+se 1 eq)88 e T
T
for 9, ° 0
Full 1 Definftion | Ic(Voc.Vo) -
s s{Vpe+Vac 5T,
15(0) o [
: 7 QVge Ve \[% "7 " (7) t 9
(] .;a_c_ K by AT
1+0 + 8
A ¢ L o tee Vec
94 Yy 'V,
o Yee . { Yec
ssi T ss
%" AR | -
X ®

Note: Ohmic resistances ignored

Vg = Vpope Voo * Yo

TABLE 2.2
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d) TF versus 'C

Both the GP and EM3 models treat the variation of tpg. with ICt
by employing a multiplier, B, In both models an ac version of the
multiplier (B,c) is used to modify the value of the small-signal
diffusion capacitor Cpp. However, in the GP model the dc charact-
eristics are also modified by including the multiplier B in the
expression for 9¢ (and therefore q2).

In the implementation of the EM, and GP models in the Berkeley
programs, the multiplier B is modeled as follows. In the EM3 model
(in SLIC and SINC), B models the van der Ziel and Agouridis effect
by means of two model parameters. In the GP model in SPICE, 8 is
not modeled (but an increase in T with IC has been built in which
follows the variation of the 7 component and which has the same
variation as g with Ic).(3)

2.5.7 Small-Signal (Linearized) GP Mode!

The small-signal, linearized GP model is described (with that
of the EM3 model) in Appendix 5. This model is also very similar
to that given for the EM2 model in Section 2.3.3, the only differ-
ence being the definition of LTI C“ and CU to include the
effects incorporated in the GP model.

2.5.8. Summary

The improvements to the EM2 model provided by the GP model are
virtually all concerned with the dc aspects of the model. The GP
dc model is basically equivalent in performance to the EM3 with some

(normally minor) differences. These differences can be summarized
as follows:
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a) dc mode!

The only difference between the EM, and GP models lies in the
value of Ic. For the EM; model

I5(0)

Ig(VgicroVgipe) = (2.194)

where the first bracketed term in the denominator models basewidth
modulation by the variation of VBC and the second bracketed term in
the donominator models the effect of high-level injection,

For the GP model, a similar equation is used:

I

T (VpipiaVpip) = =2 (2.195)
st'sreBet ) T gy
where
L ) 2
b =7 3] *ta (2.196)
v v
B'El BIC!
gy =1+ + (2.197)
] Vg Vy
q, = pove KT 1)e 33\ KT ) (2.108)
K KR

The q; term models basewidth modulation by the variation of

both VBC and VBE‘ The q, term models the effect of high-level injec-

tion. The B term in Eq, (2,198) models the effective increase in
the basewidth at high currents.

It is shown in Section 2.5.6 that these two expressions for IS

are virtually equivalent with the GP model providing a slight
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increase in accuracy. Another feature provided by the GP model is
the different approach to the device that is used; namely, how the
analysis of the majority carriers in the base can be used to gener-
ate the above equations. As well, the general and unified nature
of the GP model gives a better indication than does the EM3 model
of what should be done if any of the underlying assumptions (such
as large V, or Vgs for example) are not valid.

b) Charge-storage model

Whereas the EM3 model introduces both the rB - CjC split and
an empirical fit to T versus IC’ the GP model only introduces the
latter (rF versus IC)'

c) Temperature variation model

The temperature variation aspect of the GP model is equivalent
to that of the EM] model and in this respect is quite inferior to

the EM3 model.

Although the GP (and EM3) models appear to be very complete
and sophisticated, there are still some effects that have not even
been considered, What these effects are and how they affect the
validity of the models is described briefly in the next chapter,
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2.6 Limitations of the Models B t

Probably the most significant limitations of all the models l [
described here are a lack of modeling of three-dimensional effects,

Jjunction breakdown and an accurate saturation model.

lateral base diffusion

a) Three-Dnmensnonal E“eCts of minority carriers due to
concentration gradient
A1l the models presented have assumed a one-dimensional Y \
i i i i high concentration of low concentration of
device with a constant cross-sectional area which generally n minority carriers due minority carriers

gives very good agreement with experimental results, indicating
that the one-dimensional approach is often adequate. But neg-
lect of three-dimensional effects ignores the crowding phenome-
non (for dc and ac) and the consequent variation of the device
parameters. The classical two-dimensional analysis of crowding
and its effect on rB was performed by Hauser.(]B) However, his
analysis neglects the effects of the lateral base diffusion that
results when crowding occurs (see Fig. 2.27) and localized base-
widening effects.

The variation of r{ is normally modeled by splitting it
into two components;(5 the assumed-constant extrinsic component
and the variable intrinsic component. Neglecting crowding, the
effect of high-level injection on the intrinsic component of ré
can be represented by modeling this component as a constant
divided by Q> the normalized base charge introduced in the GP
model.(7’48) McBride(qs) has included the effect of crowding
(on rs and qb) by the introduction of three extra model param-
eters and has shown that two-dimensional effects can be incor-
porated relatively well by splitting the transistor into two
(non-identical) sections. Work is still being done on the three-
dimensional effects and their influence on transistor models.

In this respect, the use of computer programs such as SITCAP(ZS)
(which predicts transistor characteristics from geometrical and
process data) is proving invaluable,
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b)

to crowding
Fig. 2.27. Lateral base diffusion that results from crowding in the base.

Breakdown

The second important phenomenon that has-been neglected
here is breakdown. The problem of inclusion of breakdown has

ed.(49'50) Base-collector breakdown can be included

been solv
very simply as a current-dependent current source between the
collector and base terminals with a value of (M-1) I where M
is the well-known breakdown multiplication factor and is given,

to first order, by:(S])

1

Vo \|”
M= |1 <W§£—> (2.199)
CBO

The biggest problem with the inclusion of breakdown in the
model lies not so much in its modeling, but rather with its
effect on the convergence of the computer program. In most
computer programs, the answer is obtained by an iterative pro-
cedure: a guess is made for the answer, an analysis is performed
and the guess is improved. The effect of breakdown (which
causes very large currents at some voltages near breakdown) on
the convergence of these programs has not been thoroughly
investigated.
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c) Saturation
Another area in which the models presented can be inade-
quate is in the modeling of saturation; the dependence of ré
on operatin?sgogg;tions and the phenomenon of "soft"
saturation. ™"’

For the great majority of users of CAD programs, the limita-
tions of the EM3 and GP models are perfectly acceptable. In fact,
the EM2 model (with its first-order modeling of charge-storage and

ohmic resistances) is adequate for most analyses. It is rare that

three-dimensional effects, breakdown and a more accurate saturation

mode] is needed. 3.1 Introduction

More often than not, imaginative usage of the
models and elements available in present-day computer programs can This section of the book describes measurement techniques
overcone many prob]emS.* that can be used to obtain the input parameters required for each
level of complexity. The following points should be noted:
1. These measurement schemes are by no means meant to
encompass all possible schemes; there are other
schemes 54 some of which may be just as good, or
even better. The measurement schemes described
here have been tested and found to provide accept-
able accuracy for computer simulations.
2. At least one page is devoted to each model param-
eter. It is defined, a typical value is given, and
at least one measurement scheme is described.
3. The use of brand names indicates the type of equip-
ment needed and is not meant to imply that only the
specified brands can be used.

The structure of this section is as follows:

3.2 The EMj Model Parameters
3.3 The EMy Model Parameters

*For example, the effects of crowding can be approximated by the connection
of several “one-dimensional" transistors in parallel, each with its own 3.4 The EM3 Model Parameters
constant base resistance. 3.5 The GP Model Parameters
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The parameters described in each section are listed here:

EMy: 8
6; 3.2 EMy Model Parameter
: Measurements
S
Tnom This section describes measurement techniques for obtaining
Eg the five parameters required for the EM; model. These parameters
EM,: ré are:
ré Bes the forward common-emitter large-signal current
gain,
rB s the inverse common-emitter large-signal current
cjo’ ¢ and m gain,
TF (or fT at I Vo) IS’ the transistor saturation current (which is the
¢ 'CE common portion of the emitter-base and collector-

base saturation currents),
the temperature at which the parameters are

su °" C¢s
obtained.

“r (or Teap)
c

EM,:
3 VA Eg, the energy gap of the transistor's semiconductor
Bem» Cos Mg and 6 (or Beyays Teyays material.
Minimum equipment needed to obtain the EM ameters is:
BeLow® lcLow: BCEC and Vip) quip 1 par
Brm C4, oL and op - a curve tracer or other setup for measuring dc
RATIO characteristics
- a thermometer
LE/”’ ICO - a calibrated temperature chamber
TC], TC2
GP: ISS
Vg
Ix
Tkr |
B
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Br

B¢

Definition

Br is the ratio of the dc collector current to the dc base
current when the transistor is in the normal, active region (i.e.,
wit1 its base-emitter junction forward biased and its base-
col . ector junction reverse biased).

Typical Value

Although Be typically varies with collector current as shown
in Fig. 3.1, for many applications the constant value assumed in
the EM; and EM2 models is adequate. Parameters needed to model
Bp versus Ic are described in the EM3 and GP sections.

Typical values of constant Bp may range from 5 for a high-
current device to 100 for a small-signal device to 1000 for a
super-8 device.

i

ln(I()

Fig. 3.1. Typical plot of B¢ versus In{i¢).

Measurement Scheme

The appropriate constant value of Bp can be determined from a
curve tracer display of collector current versus collector-emitter
voltage for a fixed base-current drive. 8f should be measured at
the values of IC and VCE at which the transistor will be operated.
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B
Note that the dc value should be used, not the ac value. For
example, the i shown in Fig. 3.2 would be:*
c
I
8 :_92 (3'])
Fac  Tpo

Fig. 3.2. Typical curve tracer characteristics
of I¢ versus Vg for constant |g.

The value of Bp can be obtained over a wide current range with
modern curve tracer equipment. For example, values of base current
as low as 5 nA are obtainable with the Tektronix 577 with 177 porch.

*The fiFac would be: AIC
brac ©

_ ] g

Ty - 1gy)
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bR
Definition
Bro the inverse B, is the ratio of the dc emitter current to

the dc base current when the collector-base junction is forward
biased and the emitter-base junction is reverse biased,

Typical Value
A typical value of Br js 1, It is usually assumed to be
constant.

Measurement Scheme

By can be measured with the same technique as Be but with the
emitter and collector leads interchanged. With some curve tracers
this can be accomplished simply by rotating the transistor test

fixture 180°. As for g, the dc value should be determined, not
the ac value.
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Is

IS is the transistor saturation current. It is defined by
. R . (4
the reciprocity relation:

IS 5 ap IES = ap ICS (3.2)

It can be measured from a consideration of Ic as a function of VBE
when the transistor is in the normal, active region {forward-biased
base-emitter junction) with zero-biased base-collector junction.

In this recion, the collector current is given at low current
levels by

3.
I = I \e KTy (3.3)

Typical Value

IS js directly proportional to the active emitter-base junc-
tion area and therefore can vary significantly from device to
device. A typical value for an integrated circuit transistor is
10716 amperes.

Measurement Scheme

To measure IS, a curve tracer can be used to display collector
current, Ic, versus collector-emitter voltage, VCE’ at a constant
base-emitter voltage, VBE‘ Figure 3.3 shows the characteristics
obtained.*

I¢ can be computed at a single value of Vg or by plotting a
graph of I. as a function of Vg with Vg = 0, Vpe is set to zero
as shown in Fig. 3.3 and not by shorting the base to the collector.

*

Precaution: Because of the exponential dependence of 1. on V £ be care-
ful not to set Vgp too 1arge. A]ways start with small value§ and increase,
never vice versa. A safer alternative would be to use a constant
base-current drive and to measure VBE externally (see p. 190).
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i \
' Vg2
1
]
]
\
: ' Ve
—
0 Vv
Veer Vae2

Fig. 3.3. Typical curve tracer 1 versus
Ve characteristics for constant

VBE-

Measurement at a Single Value of Vgp

EE} VBE equal to a convenient value* and measure IC at VCE = VBE

CE

I. is then the measured value of Ic divided by the value

kT

( qVBE)
of Ve . Although this single-point measurement is simple and

fast, it may not be accurate enough for many computer simulations.
One is unaware of any deviations from the simple EM, theory.

Plotting the Graph

A more precise method is to obtain IS from a plot of IC versus

VBE‘ To do this, measure IC from the characteristics of Fig. 3.3
at several points with VCE = VBE so that VBC =0,

natural logarithm (1n) of Ic as a function of VBE’ as in Fig. 3.4.%

Next, plot the

The value of IS is then obtained by extrapolating the curve to
VBE = 0. The extrapolation can be done graphically or mathematic-
ally, the mathematical extrapolation being more accurate. At high-

current levels the experimental curve deviates from a straight line

due to the effects of high-level injection and/or ohmic resistance.

Both high-level injection and ohmic-resistance effects are accounted

for by the higher-order models.

“ternatively, siwnly use semi-12g paper.
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-y L . ¢ . ) . c
et £51.5 oV yicids the cunveniont valae of 1077 for tae exponential divisor.

It is possible to use a curve tracer to display IC as a func-

tion of V. directly. However, although the instrument accuracy is

BE

typically the same for both technigues, the use of the potentiometer

removes the need for accurately setting the horizontal zero.

Tn(l )

(

in{T )

Ohmac resistance
and/ur high
Tevel anjection
effecty

,

i
] 2
y

. . (
= Stepe L T aeate ot et
per oS4y st Sou

Fig. 3.4. Typical In(Ic) versus Vg characteristics.

High-current departure from the straight line
is explained in the EM3 and GP models.
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nom

Thnom
Definition

Tnom is the temperature at which all the model parameters are
obtained,

Typical Value

It is typically considered to be room temperature, about 27°C
or 300°K.

Measurement Scheme

The simplest technique for measuring Tnom is by means of a
thermometer placed near the transistor, As long as the power
dissipation of the device is low enough to cause a negligible
increase in the junction temperature, then the junction temperature
is approximately the room temperature. A1l EM; model parameters
can (and should) be obtained under low-power conditions (e.g.,

VBC = 0). If thermal effects are suspected to be important, a
higher-order model (such as the EM3 model)} should be used.
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Eg
Definition

Eg is the effective energy gap of the semiconductor material.

Typical Value

Eg is typically 1.11 eV for silicon

(57)
0.67 eV for germanium(57)

0.69 eV for Schottky-barrier diodes(3’57)

Measurement Scheme

£ is used to model the variation of IS with temperature and
js therefore obtained by curve-fitting the model equation to the IS
versus T curve. The IS versus T curve is determined from measure-
ments of IS (as described on pages 133 and 190) with the device in
a controlled-temperature environment (for example, an oven)*.

The model equati.. given in Section 2 (Eq. 2.21) assumes that
IS is proportional to TJ exp(-Eg/kT). This expression 15 neglects
the temperature dependence of diffusivity (=kTu{T)/q).** In
practice, the T-term before the exponential term has a power not
necessarily equal to 3.(73’74) With the T3 form forced (as in SPICE,
Version 1) the only degree of freedom is E and it turns out that
in normal temperature ranges 1.11 eV is a reasonable value for
silicon. When the T-term power is also allowed to vary, typical
values generated by curve fitting for silicon, are 1 to 4 for the
power of T while for E (the extrapolated, zero-temperature energy
gap) typical values range from 1.206 eV for low doping levels to
approximately 1.11 eV for high doping 1evels.(73)

———ree.

«Care must be taken in making these measurements that the power dissipated by
the device does not raise the junction temperature significantly above the
ambient temperature.

cr———

**This expression also neglects the tewperature dependence of the bandgap
narrowing caused by heavy doping.

-137-



- a pulse generator and a high speed oscilloscope

3.3 EMZ Model Parameter - a small-signal measurement system for determining
Measurements f1 (such as an s-parameter system).

This section gives measurement techniques for obtaining the NOTE: Only one {general) ‘set of junction capacitance parameters
twelve additional parameters for the EMp model, The five EM; model (CJO’ ¢ and m) is described here, since CJE(VB‘E') and
parameters described in Section 3.2 are also part of the full EM, CjC(VB'C') are both obtained in the same way.
model,

The additional twelve parameters for the EMs model are:

%) the emitter ohmic resistance,

ré, the collector ohmic resistance,

ré, the base ohmic resistance,

CJEO’ the emitter-base junction capacitance at VBE =0,
chO’ the collector-base junction capacitance at VBC =0,
ops the emitter-base barrier potential

¢ the collector-base barrier potential,

mes the emitter-base capacitance gradient factor,

Mes the collector-base capacitance gradient factor,

Tp, the total forward transit time {which can be computed
from the transistor's unity-gain bandwidth 1),

TR the total reverse transit time (which can be calcu-

lated from the saturation time constant TSAT),

CSUB’ the substrate capacitance

The best way to determine any of the twelve EM2 model param-
eters is to duplicate, as nearly as possible, the operating
conditions under which the analysis is to be run. Minimal equip-
ment needed is:

- a curve tracer
- a capacitance bridge
- & power supply
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Definition
ré is a constant resistor which models the resistance between
the active emitter region and the emitter terminal.

Typical Value
A typical value of ré is approximately 1 ohm, of which the
metal contact resistance is normally a significant portion.

Measurement Scheme

The value of ré can be obtained by observing the base current
as a function of collector-emitter voltage, VCE’ for a transistor
with an open-circuited col]ector.(sa)
3.5.

The setup is shown in Fig.

Open Circuit
+

Vee

i | L

Fig. 3.5. Set-up used to measure rq.

The resultant graph is as shown in Fig. 3.6 and it can be
readily shown™ that the slope as marked is approximately (ré)'].

*

To show that the slope is equal to (ré)'l, it is only necessary to note that
the transistor is saturated. Therefore, Vcg is given by the sum of the
inherent saturation voltage of the device ?see Fig. 2.6) and the drop across
re. That is, since Ig = Ig,

_ kT 1
VCE oy ln(-u—R-) + 1y re
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High-current
Effects /

(r'y”

Fig. 3.6. Plot of Ig versus Vg obtained
from the rg measurement set-up.

The low-current “flyback" effect is caused by the decrease of the
inverse beta, Br> at low currents. (Sometimes the flyback effect is
difficult to observe.) The slope should be determined as close as
possible to the flyback region. At high currents; the trace of Ip
versus Vop departs from a straight line.

As an example of how the characteristics of Fig. 3.6 can be
obtained directly from a curve tracer, the settings needed to obtain
ré on a Tektronix 576 curve tracer are shown in Fig. 3.7a and in
Fig. 3.7b for a Tektronix 577 curve tracer.
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TEST SET-UP CHART TYPE 576

% TYPE 676 CURVE TRACER aumues rww VERTICAL WW
S reemmomn ORI aND oMt 1§ & IR0

T
|
i
1

!
2

A
i A

Fig. 3.7a.

Settings on the Tektronix 576 Curve Tracer to determine r’,.
Note: It may be necessary to vary the settings of VERTI(?AL
and HORIZONTAL to obtain the appropriate display. Settings
shown for an npn. For a pnp, change POLARITY to PNP and
press DISPLAY INVERT.
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Fig. 3.7b.

TEST SET—UP CHART 577-177-D1

(oorng
Consinsanion

- ©

Settings on the Tektronix 577 Curve Tracer to determine r,. Note: it
may be necessary to vary the settings of VERTICAL and HORIZONTAL
VOLTS/DIV to obtain the appropriate display. Settings shown for an
npn. For a pnp, change POLARITY to — and put DISPLAY in INVERT
mode.
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Definition

ré models the resistance between the transistor's active col-

lector region and its collector terminal.

Typical Value

For a given device, ré actually varies with current level, but
for the EM, model it is considered to be constant. The value of ré
can vary significantly from device to device: from a few ohms for
discrete and deep-collector integrated devices to hundreds of ohms
for standard integrated devices.

Measurement Schemes

A big problem associated with measuring ré is which value
to use. Selection of the ré value depends strongly on how the
transistor is being used or which aspect of the device behavior
needs to be modeled accurately. All following measurements can
be made with a curve tracer.

a) Detinitions of two limiting values of r

Typical IC versus VCE transistor characteristics from a curve
tracer are sketched in Fig. 3.8. The dashed lines labelled A and B
represent the two limiting values of ré.

(i) Normal, Active Region Value (rénormal)

The dashed line A is drawn through the "knee" of each
curve, which is where the curve departs from the straight-Tine

approximation of the normal, active region. The inverse of its
slope (r¢ ) is the ohmic collector resistance when the device
normal (52)

is in the normal, active mode and is not saturated. The value
of ré obtained from line A normally agrees well with the value com-
puted from a knowledge of resistivity and geometry. The value of
rénorma] should be used when the device is in the normal, active
region, when it is never saturated and when correct modeling of fy

and charge storage is required.
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Slope - (r{l l)
5a

1
Slope .
{r¢ normal )

Fig. 3.8. Typical Ic versus Vg charact-
eristics at constant Ig, as
seen on a curve tracer. Lines
A and B show two limiting
values of r¢.

(i1) Saturation Region Value (r¢g,,.)

If the transistor is strongly saturated, the inverse of
the slope of the dashed line B (r&sat) provides the appropriate
value of ré.

(iii) Both Saturation and Normal, Active Regions
When the transistor is to be modeled accurately in both

its saturation and normal, active regions, an appropriate compromise
should be made. Since the ré value is used in some programs to
internally compute transit time i3 from bandwidth fy, it may be
advisable to specify 12 directly (if possible) whenever the ré value
for the normal, active region (rénorma1) is not used. Note that
because of the structure of the transistor model with ré constant,
the value of V. is never less than Icré and the computed charact-
eristics can never lie to the left of the straight line with slope

1/re.
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b) Measurement of r/ and r;.
€ nor c

mal sat

The values of rénorma] and résa can be obtained directly from

a curve tracer display of the I¢ ver:us Vee characteristics, in
accordance with their above definitions. However, there can be
some difficulties associated with this measurement. In the rénorma]
case, the "knees" are difficult to determine with any degree of
precision. For the résat case, a correction must be applied to take
into account the effects of rg and the finite slope of the EMj char-

acteristics (i.e., r¢{ = 0) in the saturation region (see Fig. 2.6).

The corrected value of résat is given by(56)*
r - 1 (e ), J KT 1 + 1
Csat Slope B Bp/) e q BFIB é‘TC (1+3R)IB + IC

(3.4)

The following measurement technique,** still possible with a curve
tracer, eliminates some of these disadvantages.

In general, VCE has the following dependence on bias point,
when saturated.

Ie
1+ .IE (]-GR)

VCE = 7;—1n — 1| ]E ré + Ic re (3.5)
uR<] )

C

Belp
The above expression for résat (Eq. (3.4)) arose from a considera-
tion of the first term (which leads to the finite slope of the EMy
curves) as well as the r§ term of Eq. (3.5). The following measure-
ment avoids the correction for the first term of Eq. (3.5) by

arranging to cancel out its effect.

*
Since rénorm is usually much larger than r&sat‘ the appropriate {small)
correction, 1s not normally made for rénorma].

ki
Measurement technique developed by Dr. B. A. Rosario, Tektronix, Inc.
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(4,56)

The measurement involves a simple extension to the rg measure-
ment scheme.® Instead of an open-circuited collector, a stepped
collector current is used, as shown in Fig. 3.9a. The overall char-
acteristics obtained are sketched in Fig. 3.9b. The I, = 0 curve is
simply the curve described in the ré measurement. The other curves
correspond to constant—Ic curves. Region B (high values of IB for a
given I¢ value) is used to obtain résat while Region A (low values
of IB near the knees) is used to obtain rénormal' Figure 3.9c
illustrates how rg is obtained from these curves in both regions.

By determining AV for two points where T%-is conizant, the first
term in the above expression for VCE is constant  and therefore

AV = (ICZ - Ic1)r& + (Ic2 + IB2 - IC] - IB])ré (3.6)

This expression which assumes that rg and r¢ are unchanged at both
measurement points, can be used to obtain rl.***
Notes:

1. Equation (3.5) only applies for the device in the saturation
mode. Therefore, Region A, which is used for determining
rénorma]’ must be as close to the knee as possible (corres-
ponding to the weakly saturated case). The accuracy of this
technique for determining r¢ o . 15 thus a function of the
amount of saturation. Difficulties may be experienced with

this measurement near the knees.

'lt would appear at first that the rg scheme could be used for ré<at by
simply interchanging the collector and emitter leads. However, because
of the different carrier distributions that result, the effective junction
areas must be taken into account. The rg measurement technique used this
way will invariably give a value for résat that is too Tow.

*k
Assuming ap and T are also constant.

*kk
Before making these measurements it is advisable to first inspect the
standard I¢ versus Vcp characteristics (Fig. 3.8) to determine the Ig,
ig and Vcg values at which these measurements are to be made.
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‘ TEST SET-UP CHART TYPE 576 E

2. 1f the lines are vertical in the measurement region (i.e., T e i
ré small), aV can be determined at one value of IB' j
3. The above analysis assumes aps B ré, ré and T are constant
for the two points. Therefore small changes in Ic and IB

should be used.

Figure 3.9d shows the settings on the Tektronix 576 curve
tracer needed to obtain these characteristics and Fig. 3.9e shows
the corresponding settings for the Tektronix 577 curve tracer.

L Stepped Current

Stepped 1. (0.2 mA/step)
Iy (
——
(2 JA7div | \
¢
[ I v
sat i l cf
ta)
(R
e
Carve .
Ve
(Slope = 1/¢7) -
1l A=l
Vo LS avidav)
Y " Wy by
{b)
's
. ie2
[ o o e aray oams st vkt
O iy shh Igl . Igz R hme ey
ISl rl!?
IBI e e e e
g O
o S
c b, T
—-l av )——‘ (o4 4]
(Expanded scales, if necessary)
Vee

() Fig. 3.9d. Settings on the Tektronix 576 Curve Tracer to obtain the characteristics of
{b). (Note: It may be necessary to vary the settings of VERTICAL,
Fig. 3.9. r, measurement: a) the test circuit; b) the characteristics observed from HORIZONTAL, DISPLAY OFFSET and STEP GENERATOR to obtain
the test circuit; ¢} an expanded section of curves defining AV. the appropriate display.) Settings shown for an npn. For a pnp, change
POLARITY to PNP and press DISPLAY INVERT.
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TEST SET-UP CHART 5§77-177-D1
(7 '\
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Fig. 3.9e. Settings on the Tektronix 577 Curve Tracer to obtain the characteristics of
{b). (Note: It may be necessary to vary the settings of VERTICAL,
HORIZONTAL VOLTS/DIV and STEP/OFFSET AMPL to obtain the
appropriate display.) Settings shown for an npn. For a pnp, change
POLARITY to — and put DISPLAY in INVERT mode.
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Definition

rB models the resistance between the active base region and the
base terminal.

Typical Value
Values of rs can range from approximately 10 ohms (for micro-

wave devices) to several kilohms (for lower frequency devices).
ré varies with the operating condition but in the EM2 model it is
assumed to be constant.

Measurement Schemes

a) Introduction
Traditionally, rE has been a difficult parameter to measure,
mainly because it is modeled as a Jumped constant resistance
(18)
As

a result, the value obtained for ré depends strongly on the measure-

although it is actually a distributed, variable resistance.

ment technique used as well as the transistor's operating conditions.

Several measurement techniques are described here.

b) Comparison of measurement techniques for r)

rB should be determined by the method closest to the operating
conditions under study. If rB is being measured to ascertain its

effect on noise performance, the noise measurement technique should

be used. Similarly, if the transistor is to be used in a switching
application, the pulse measurement techniques may provide the most

appropriate value. For small-signal amalyses four measurement tech-
nigues are described: the input impedance circle method, the phase-

cancellation technique, the two-port network method and the h-y

ratio technique. A comparison of the advantages and disadvantages
of these four methods is given in Section c¢), the small-signal

measurement section.
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For dc analyses, it may be possible to obtain rs from a plot of
ln(IC) and ]n(IB) versus Vgr (see Fig. 2.18). However, since this
procedure involves subtracting two large numbers, substantial errors
can be introduced. In fact, it is not uncommon to obtain negative
values for ré by this method.

c) Small-signal measurements

*
(i) The Input Impedance Circle Method(59’17)

This measurement assumes the small-signal linear hybrid-n»
transistor model. As the signal frequency is varied, with the ac
collector voltage kept at zero, the input impedance into the base-
emitter junction is plotted on the complex impedance plane.

The locus of points forms a semi-circle as shown in Fig. 3.10.
The right intercept of the circle with the real axis occurs at zero
frequency (dc). The impedance value (for zero ré) is the sum of
base resistance rB and resistance r_. The impedance value of the

1Y (r!') + r“)

C, acts as
short circuit
w =0

C, acts as
open circuit

Fig. 3.10. The locus of the common-emitter input imedance as a
function of frequency for the simple hybrid-7 model.

—_—

*This section contributed by Prof. H. Ablin, University of Nebraska.
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left intercept which occurs at infinite frequency is (for zero re)
) alone.*

The accuracy of this measurement depends on the value of the
collector current. At a low collector current the value of r;
will be large, resulting in a large semicircle. When the collector
current is high the value of r, will be small, giving a small semi-
circle, and permitting the left intercept to be determined more
accurately.

At high frequencies, the linear hybrid-= model is no longer
accurate. The distributed nature of the transistor and such para-
sitic elements as lead capacitance cause the measured points to
deviate from the predicted semicircle (Fig. 3.11). When this hap-
pens, the semicircle construction is based on the measured points
obtained at low frequencies.

Corrections for the effects of parasitic capacitances and ré
are available and should be app]ied.(]7)

Im(2;,)

Re(Zin)

Ld
\\‘

N \ Circle must be
high

constructed based
frequency

on lower frequency
megs:rement measurement points
points

Fig. 3.11. Typical plot of experimental values of the common-
emitter input impedance

*
The effect of a finite r% }s to add rg to the w = = intercept and (1 + B)rg
to the w = 0 intercept.{
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Equipment needed for this measurement scheme is either:
- an RX Meter such as the Boonton Model 250A with an

appropriate test jig,

or - a variable—fﬁequency admittance bridge such as the
Wayne-Kerr Model 8018,

or - an s-parameter measurement setup such as the General
Radio Model 1710 Network Analyzer. (With this equip-
ment, data must first be converted into input impedance
and must be able to be taken at low frequencies so that
the semicircle can be fitted.)

(1) Phase-cancellation Technique(]7)

The transistor is connected in its common-base configura-
tion and an admittance bridge (such as the Wayne-Kerr 801B) or an
s-parameter system is used to measure the real and imaginary parts
of the device's input imp$dance across the base-emitter junction.
At any frequency between 7}-and —I, the collector current is varied
until the reactive part of the input impedance goes to zero. At

this value of collector current, it can be shown that(]7)
' bogq T) - KL
Te ¥ T = 9 ql¢ (3.7)

This technique cannot be used with devices that have low values of
8 (such as lateral pnp transistors).

(iii) Two-port Network Measurement Technique®

This technique has been successfully used for simulating
the transistor in the frequency domain. It has the advantages of
using explicit formulae for parameter determination and with it
parameter error calculations can be made (i.e., the two-port
parameters of a lumped model can be evaluated at one frequency and
compared to measured parameters). The technique, which can also be
used for determining rj, makes use of a simplified (and s1ightly

*
This section contributed by T. Kallen and C. Battjes, Tektronix, Inc.

-154-

modified) version of the linearized EM2 model of Fig. 2.12. In this
model, shown in Fig. 3.12, the C, capacitor is connected to the
external base node, which is more appropriate for modern, stripe-
geometry integrated transistors.

The base resistance, ré, is obtained directly from the four y
parameters for the device connected in the common-emitter configura-
tion. The particular form of the model assumed in Fig. 3.12 results
in a closed-form solution for r6 at one frequency. The analysis of
the y parameters yields:*

Yio v Y !
1 ie re
r' = — (Real -————-——————-—> (3.8)
b Inr (ng * Ve T Yfe
where, assuming low-level injection conditions,
L 5.9
mF k

Since the model used in Fig. 3.12 does not include the emitter ohmic

resistance, ré, as a separate entity, a more accurate value of rs is

obtained if ré is accounted for. This can be done by replacing I

with ImgFr in Eq. (3.8) where

B +1 !

1 Fac
+—I

IEFF ~ | g © B Te (3.10)
ac

*

The analysis of the wodel assumes a complex admittance for the rj,” €, and Cgyp
branches. Therefore the analysis has four complex unknowns (Yg, Y,, Y, and
Ysyg) and four complex measurements {yje. Yre. Yfe and yge). It is, of course,
assumed that at the opcrating point gpf is known from Eq. {3.9). The value of
ry obtained from this technique can sometimes be negative. This is the way the
model matches the phenomenon of excess phase shift in the transistor.
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Fig. 3.12. Model used for the two-port measurement of rh. Note that Cy is connected
to the external base node. This is more appropriate for modern, stripe-
geometry integrated transistors.

The determination of rB is basically enhanced by using a high
measurement frequency. At high frequencies the input impedance is
no longer dominated by the r_and C| and the transadmittance
departs significantly from the ideal. In effect ré has been
“revealed" since it is responsible for this behaviour. Modern s-
parameter measuring or network analyzer equipment can be used to
measure high-frequency two-port parameters. At low frequencies this
measurement technique loses accuracy since ry tends to be found as a
small difference between large quantities. Typically the measure-
ment frequency for this two-port ré measurement technique should be
between . and fy (say 0.1 f; for 8 - 100).*

(iv) The h-y Ratio Technique(70)

This measurement makes use of the fact that for the linear,
EM2 hybrid-= model, rs is given by(70)

he (0) - f
. fe 8 fr

r., =
b 0y -
yfb( by

= yfb(O) 7 (3.11)

*
In this frequency range (between fg and fT), any emitter lead inductance, Lle,
will tend to appear as an extra component of rf (approximately equal to 2nfyle
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b
where hfe(O) is the low-frequency value of hg in the common-emitter
configuration (= Bpac), fg is the -3 dB frequency for hegs yfb(O) is
the low-frequency value of Ys in the common-base configuration, fy
is the -3 dB frequency for yg, and a single, dominant-pole response
has been assumed for both hfe and Yep A1l the terms on the right-
hand side of Eq. (3.11) are measurable. The numerator is simply fp
and its measurement is described in the TF(fT) measurement. The
denominator, like the numerator, can be obtained from a network
analyzer or s-parameter measurements. The advantage of this techni-
que is that Eq. (3.11) is relatively unaffected by finite values of
ré and ré and that the measurement of Yep is relatively insensitive
to stray capacitances.

(v) Comparison of the Small-signal Measurements

A1l four measurement technigues have their advantages,
causes of inaccuracies, limitations and disadvantages. The input
impedance circle method is accurate but involves the most work

(especially when corrections are made to account far ré and para-

(7)

sitic capacitances). It loses accuracy at low collector cur-

rents when the diameter of the circle is large. The phase-

cancellation technique is quick and is relatively unaffected by ré
(since it adds directly to ré rather than being first multiplied by
g). However, it can only be used for devices with BFac greater than
approximately 10 (to satisfy the frequency criterion) and applies at
only one non-selectable value of collector current (that is usually
Tow). A more detailed comparison of these two techniques is given

by Sansen and Meyer.(]7) The two-port network measurement technique

is also simple, being performed at one frequency. for greatest
accuracy, the freguency of the measurement should be between fB and
f1 (so that ry is not found from the subtraction of two large num-
bers). The h-y ratio method is a technique that is quite insensi-
tive to ré. It requires the determination of the full frequency
response of the two measurements to verify the assumption of a
dominant pole for each case. One of the measurements, fy, is used
in the determination of another EM; model parameter (TF) while the
other measurement is relatively insensitive to stray capacitances.
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d) Pulse measurement techniques

(i) Low-Frequency Pulse Measurement Method(60)

The test circuit used for this technique is shown in Fig.

3.13 (with an npn transistor).

= Channel 2 Channel 1

Fig. 3.13. Measurement set-up to determine ri, by the pulse method. Waveforms are
those observed during test.
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b

A current pulse applied to the base of the transistor through
a fast switching diode causes the device to turn off. The voltage
across ry “instantaneously" drops to zero while the base-emitter
capacitance keeps the internal junction potential (VB.E.) constant.
Resistance rg can then be determined from the display on a dual-
channel oscilloscope by

e (3.12)

This technique does not necessarily work well for all transis-
tors. When the external component of the base resistance ré is
small with respect to the internal component, the AV drop is not
readily observable. However, other useful information can be gained
from this technique. When the oscilloscope time-per-division scale
is reduced to the point where aV no longer appears to be vertical,
the simple constant-resistance model for ré is no longer valid --
giving some indication of the switching times at which the EM, model
for r{ is inadequate.

Equipment required for the pulse measurement technique
includes:

- a pulse generator such as the Tektronix Model 109

- a current probe such as the Tektronix Model P6042 or
Model CT-1

- a dual-channel oscilloscope such as the Tektronix 500
Series or 7000 Series

- a power supply

- a fast diode such as the FD 7003 (whose reverse recovery time

is less than the expected decay time).

If suppty voitage Voc and biasing resistors Ry and Rg are
chosen so that the transistor is saturated, greater sensitivity can
be obtained from the current probe. However, the value of rj can
be significantly different from that obtained when the transistor is
in its normal, active region.
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(i) The Time-Domain Reflectometry Method*

For a high-frequency transistor, the capacitive loading of
the oscilloscope at the base can affect the accuracy of the above
pulse measurement method. For such a device, a time-domain reflec-
tometry system** shown in Fig. 3.14 can be used to measure rg-

The technique consists of observing the pulse reflection from

the base of a transistor terminating a coaxial transmission line.

The pulse reflection contains information about the driving-point
impedance at the base of the transistor. If one restricts the input
circuit model complexity to that of a traditional hybrid-n trans-
istor model it is fairly easy to solve for rB. Since the desired
information is contained in the first fast portion of the reflection,
required equipment is a fast pulse generator, such as the Tektronix
5-52 pulse generator, and a sampling head such as an S-6 head
installed in a 7512 plug-in for the Tektronix 7000 Series oscillo-
scope.

The test circuit is shown in Fig. 3.14a. The amount of reflec-
tion (K) and its polarity give the magnitude of ré. To obtain
valid results, high-frequency effects must be carefully considered
in layout and bypassing. For example, to minimize stray inductance,
leadless capacitors and short connections are essential.

Figure 3.14b shows various waveforms which may be observed with
this setup. The reflection from the line termination reaches the
sampler input at time t]. If a resistor of value R0 is substituted
for the test transistor (first waveform) a smooth step response is
obtained (no reflection will be observed).

The next three waveforms (solid lines) are ideal waveforms
showing the reflections for the transistor input circuit shown in
Fig. 3.14c. In each case the discontinuity is the reflection and
the fractional discontinuity is the reflection coefficient of an rB
termination of an R0 transmission line. That is:

*
This section contributed by C. Battjes, Tektronix, Inc.

“Genera] time-domain reflectometry techniques are described by Strickland.(s‘)
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(3.13)

(3.14)

In practice the waveforms will be slightly more complicated.
Figure 3.14d is a better representation of the transistor input and
the complication of the circuit modifies the reflection picture in
Fig. 3.14b. The dotted lines on Fig. 3.14b show, in an exaggerated
manner, the effects of the added element, cext’ which models any
stray capacitance as well as that due to the portion of ch that is
really connected to the outside of rs (see explanation of RATIO in
EM3 model). The basic response, as represented by the solid line
waveform can be visualized by smoothing (i.e., stripping off the
spike due to cext)'

Samuling Osclloscope

ul -

feedtheaugh 1ampler

Puise
Generator

1 K« ratloction costficient of ihe transistor
Dase 21 the ncidence of pulse (cidence

Fig. 3.14. (a) Measurement sat-up for time-domain reflectrometry measurement of rp,.
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1) Ry (=50a) in place
of transistor

0
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Transistor with ry = Ry (=500)
0
v |
] KVO /
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3) ]
v
T i i '
ransistor with rb< R0
0
Oh
v
0 1 H
)
4)
T . . ,
ransistor with v‘b>R0
0

O -
[ad
—

Fig. 3.14. (b) Observed time-domain reflectrometry ri, measurement waveforms for conditions
as stated.
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(c)

Q=

(d}

Fig. 3.14. (c) Transistor input circuit used to generate waveforms in (b);
{d) Improved equivalent circuit assumed for transistor.
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*
e) Noise measurement technique(62'63)

The use of noise measurements to determine base resistance
presents a number of problems to anyone unfamiliar with noise work,
and probably should not be attempted by a beginner. The measure-
ments require the use of very-high-gain amplifiers whose gain is
stable with time, as well as extensive shielding to prevent exces-
sive rf interference and 60 Hz pick-up. Commercial equipment for
this purpose is comparatively expensive.

Once a noise measurement system is set up, the method can be
quite convenient.(56) The transistor is inserted into the apparatus
and a single meter reading allows fast estimation of the base resis-
tance. If the flicker noise is assumed to be negligible, rB can be
estimated as:

VR
Tb = —(T‘I(}—Af)— - (z—gl‘n;) (3.15)

where Af is the bandwidth of the measurement, InF is calculated from
the known collector current, and quantity ;gz'is the transistor's
equivalent input mean-square noise voltage. The magnitude of V;Z'is
determined from:

;;f (3.16)

N

where vo2 is the measured output mean square noise voltage from the
test system and G is the voltage gain from the test device input to
the system output. This measurement is performed with an ac short

circuit between the transistor's base and emitter. Also, ;;Z must

be measured on a true-rms-reading voltmeter.

*
This section contributed by Prof. R. G. Meyer, University of California,
Berkeley.
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CjO' ¢$and m

Definition

CjO’ ¢ and m, are the three parameters that describe the junc-
tion capacitance due to the fixed charge in a junction depletion
region, In the EM2 model, when the appropriate junction voltage (V)

is less than or equal to %3 the junction capacitance is modeled
19)
by(

Cio
c;(v) = — (3.17)

-

where CJ.0 is the value of Cj at V =0, ¢ is the built-in barrier
potential, and m is the capacitance gradient factor.

For the emitter-base junction the subscript E is added. The
junction capacitance, ch’ is a function of the internal base-
emitter voltage (VB.E.) and the parameters are CjEO’ ¢p and mg.
Similarly, for the collector-base junction, CjC(VB'C') is expressed
in terms of CjCO’ ¢ and M-

Independent of the type of device (npn or pnp), in the Berkeley
programs V is positive if the junction is forward-biased and nega-
tive if the junction is reverse-biased.

Typical Value

Typically Cj varies with V as shown in Fig. 3.15 for V less
than or equal to %. Cjo varies from device to device, but is typi-
cally of the order of 0.3 pF/mi]2 of junction area. Barrier
potential ¢ is usually about 0.5 V to 0.7 V and gradient factor m
js assumed to be between 0.333 and 0.5, the graded junction and
abrupt junction values, respectively. 19

Measurement Scheme

Both junction capacitances can be obtained as a function of
voltage by means of a bridge such as the Boonton Model 75. The two
junction contacts are connected to the bridge and the third contact
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Fig. 3.15. A typical variation of
Cj as a function of V.

is left open.* For example, for ch‘ the emitter and base leads are
connected to the bridge and the collector contact is left open.

The measurement frequency is normally low enough so that it is
assumed that the ohmic resistances have a negligible effect.

A complicating factor is the extra capacitance, Ck, mainly
caused by pin capacitance, stray capacitance, and pad capacitance.
Ck is normally assumed to be constant. The capacitance that is
measured by the bridge is:

C,
:.__J.Q_+C

cmeas ( y\m k (3.18)
'-%)

Ck can be determined in four ways: by an estimate (approximately 0.4
to 0.7 pF), by measurement with a dummy can, by a computer parameter
optimization procedure or by graphical techniques.

The dummy can technique is the most accurate method. It
requires an identical device can with its metal run disconnected

*

If the bridge {such as the Boonton 75) can perform a three-terminal meas-
urement, in which stray capacitances bet.ieen the two test pins and the
third pin are icnored, the thira contact can be connected to this third
pin rather tran left open. Care must then be taken when dc voltanes are
applied (e.q., the base should rot be connected to a valtage-var,ing
terminal such as HI on the Ecenton 7%).
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(scratched off) at the emitter or collector (but not the base).
This dummy package can either be used to zero the capacitance
bridge or its capacitance can be measured separately and the
measured value subtracted from the bridge measurements.

The use of an optimization algorithm on a computer or calcula-
tor is fast and convenient once the algorithm has been written and
tested. However, as with the graphical techniques described below,
the solution is often not unique; several sets of solutions can be
obtained depending on the initial estimates and the methods used.
Since the parameters CjO’ ¢ and m are used in the programs only to
recreate the junction capacitances,” any set of positive values for

these parameters is acceptable.

A method of reducing the data by graphical techniques is to
make an initial guess for ¢ and Ck, and then plot the resultant
value of (Cmeas - Ck) as a function of (¢ - V) on log-log graph
paper. If a straight line (with a siope between -0.5 and -0.333)
results, the chosen values are assumed to be correct. If the plot-
ted line is not straight a second guess is made for Cy and/or ¢ and
the plot redone.** This process continues until the appropriate
straight line is obtained (line "a" in Fig. 3.16). Since the slope
of the straight line is equal to -m, the values of ¢, m, Cx and CJ.0
can be determined from this plot.***

An alternative graphical technique is to plot (Cmeas - Ck)_]/m
as a function of V. When a straight line is obtained, ¢ is deter-
mined by extrapolating the line to the V axis.

*
Except when accurate variation of 1 with temperature (EM3 model) and Ic
(GP model) is required. For these cases, ¢¢ is used.

*
‘If the curve is concave (line "b" in Fig. 3.16) either decrease ¢ or
increase Cg or both.

*

It may sometimes be necessary to accept a value of m outside the 0.5 to
0.333 range in order to get a good fit. This can arise, for example,
when the junction appears to be linear for smaller values of V and a
step for larger values of V. For an integrated circuit, only part of
the Cp thus found is a parasitic.
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Fig. 3.16. Typical plots of (Cypeas - Ci} versus (¢ - V).
(a) Straight line results for “correct” values of Cy
and ¢.

{b) The concave curve resulting from incorrect
values of Cy and ¢.
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T lor f at g, Veg)

Parameter tp, the total forward transit time, is used for model-
ing the excess charge stored in the transistor when its emitter-base
junction is forward biased and VBC = 0. It is needed to calculate
the transistor's emitter diffusion capacitance.

Typical Value
Typically, 13 varies with IC as shown in Fig. 3.17, but for the

second-level model T is assumed to be constant {i.e., TFae = "Fdc T
rF). The high-current increase in s is modeled in the EM3 and GP
model. Values of Tp generally range from 0.3 nanosecond for a
standard, IC, npn transistor to 80 picoseconds for a high-frequency
(fT = 2 GHz) device.

F

Log scale

Fig. 3.17. Variation of 7¢ with Ic.
Dashed line represents the
value of Tg in EM3 model.

Measurement Scheme

Generally, T is determined from fT,* the transistor's unity-
gain bandwidth, which is defined as the frequency at which the

*

An interesting technique for measuring 1p directly (rather than via fy) has
been put foiward by Cohen and Zakarevicius.(64) The main problem with this
technique, however, seems to be not the measurement but the reduction of the
data into 7.
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TF(fT)

common-emitter, zero-load, small-signal current gain extrapolates to

unity.(65)*

In some computer programs, the user has the option of
either entering “F directly or fT (with appropriate operating-point
data). In the latter case, the program automatically converts the
fT data to T- Otherwise, the conversion to Tp must be performed by
the user. The determination of T from fT is described first and is

followed bv a description of the measurement of fr.
a) Determination of g from 'T

Parameter fT also varies with the operating point, as well as
from device to device. A typical variation of f with 1n(Ic) is
sketched in Fig. 3.18. For discrete devices and integrated npn
transistors the peak fT is generally of the order of 600 MHz to
2 GHz. For integrated pnp transistors, the peak fT is usually
10 MHz for a substrate pnp device and 1 MHz for a lateral pnp
device. The drop in fT at high currents is caused by the increase
in Tp at high currents. The drop in fT at low currents is caused by
junction capacitances CjE and CJC' Since these two capacitances are
modeled separately, the drop in fy at low currents is inherently
included in the EMp model.

1l EM, Model
Fmax :

———— Actual

Log scale C

Fig. 3.18. Typical variation of f1 with I¢.

I3

The definition of f1 normally assumes a single-pole function for 8 versus f.
Although this is a good approximation for the actual variation of g with f,
the actual curve may not pass through the point (fr, 1). Therefore, the
word “extrapolate" is used in the definition here.
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In the region where fT is constant, e is given by:
- ] ll
F* (27?‘{_) " Liere (3.19)

max
where meax is the peak value of fr and re is the rénorma] value
(see ré measurement).] When there is no co]nstant-fT region, T is
obtained by plotting Fas a function of sz as shown in Fig. 3.19.
The resultant curve can then be extrapolated to obtain - The
intercep% (noted in Fig. 3.19 by %%) of the extrapolated straight
line at TE = 0 is related to T by:
v =‘—<'—>-c.(v. D ore (3.20)
F 2n fA jc''B'C c
In the programs where e is computed internally from fT, the
computed value of Tp may be given in the output (e.g., SLIC and
SINC). In this case, if ¢ 15 still required (say for another pro-
gram), the programs themselves can be used to perform the conversion
from fT to T by making a prior run with a very simple circuit. The
value of T obtained from the programs can be very accurate if con-
sistent data (C., ré etc.) is used since the programs compute V
and VBc and take junction capacitance and basewidth modulation
effects into account.*

BE>

b) Determination of 'T

The unity-gain bandwidth can be measured with a small-signal
measurement set-up or an s-parameter measurement system.

(i) Small-signal Measurement Set-up

A simplified version of the small-signal measurement cir-
cuit is drawn in Fig. 3.20. Equipment needed is a power supply and

—
The complete fornula used by the programs SLIC and SINC to find
s from fT data is:

. 2
IR ale )l wr Vac
TF(O) = {(2"—{;) - [CJE + CJC (] + _kT C)J qﬁ 1 - ‘V‘A_‘

where V, is an [M3 parameter that models basewidth modulation.
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.

Fig. 3.19. A typical plot of {1/fT) as a function of (1/1¢).
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Fig. 3.20 The circuit and frequency variation of the short-circuit current gain
used to define fy.

a small-signal source and detector (such as a vecter voltmeter or
an oscillator and an oscilloscope).

At the desired bias point, Bgand its -3 dB frequency (fﬂ) are
measured. fT is then the product of these two values:

fr =By X fB (3.21)

Alternatively, another beta and frequency value can be measured to
determine f;. For example, at any frequency (fm) between 3 fg and
7%3 the beta value at that frequency (8p) is measured. Then:(66)

fr= 8y x fp (3.22)

It is advisable to make measurements over a range of frequencies
to verify that fm lies in the 6 dB/octave region.*

For measurement frequencies greater than ~500 MHz true short-
circuit and open-circuit conditions are difficult to realize and
s-parameter measurements are preferable to measurements of y or h
parameters.

*Some commercial equipment (f. meters) exist that measure B at a specific fre-
quency, fm. The user must ve;[ify, however, that f'n lies in the 6 dB/octave
region.
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If, in the small-signal set-up the collector ac ground is not
perfect (that is, there is a finite ac load resistance, R
a correction must be applied:

load)

. = ! (3.23)
T (——1—) - 2aC, R
fT meas jC load

Equation (3.23) leads to an alternative fy measurement. Meas-
urements of the -3 dB frequency of current gain are obtained for
different values of R]oad (obtained by ac coupling in different load
resistors). Extrapolation of the (f ) ) versus R straight line

13 dB 1 load
that results to the R]oad = 0 point then gives 7;. Equation (3.21)
can then be used to find fT.(67)

(1i) fr from s-parameter Data*

The hybrid-n parameter fT is a high-frequency parameter.
The s-parameters are best suited to obtain an accurate value for fy
since they do not require a high frequency short or open circuit but
merely a termination into the characteristic impedance ZO'

A1l hybrid-n parameters can be obtained from s-parameter data
by straight matrix conversion from s-parameters to h-parameters.
This method has two disadvantages: (1) a considerable computational
effort is required; (2) the accuracy is not readily known. The fol-
lowing procedure to obtain fT is simple, fast and yields accurate
results.

In the hybrid-n model the small-signal common-emitter current
gain g, . assumes a -20 dB/decade roll-off down to fy. This is
expressed by

8
. 0
ac * T F (3.24)
B
and
fT = Bg X f8

*
This section contributed by Dr. W. M. Sansen, University of Leuven, Belgium.
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In the common-collector configuration with the base terminal as in-
_put, the value of (Bac + 1) is given by 52]/512 for the normal con-
dition of h << 1. As a consequence, the measurement of [521/512‘
as a function of frequency gives the values of Bg» fB and thus of
fT. Obviously By can also be obtained by other means. This pro-
vides a good verification of the results. The frequency of meas-
urement has to be extended only up to fﬁ. The common-collector
configuration is chosen to avoid the Milier effect. 1If the
s-parameter measurement system does not accept the packaged device
for a common-collector measurement, the common-emitter measurement
should be used.*

.Bac is obtained from common-emitter s-parameters via the formula

259
Py A B
ac ~ sy TTTes55) #5155
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TR(TSAT)

Tg lor TgaT!

Definition

Parameter R is the total reverse transit time and is used to
model excess charge stored in the transistor when its collector-base
junction is forward-biased and VBE = 0. It is needed to calculate
the transistor's collector diffusion capacitance.

Typical Value
Typical values of g Tange from 1 to 20 nsec.

Measurement Scheme

If Br is significantly greater than 1 the value of 3 could be
obtained in a similar manner to T but with the emitter and col-
lector terminals swapped. In most cases, however, Br is less than
or just greater than unity and a different measurement technique
must be used.

The simplest method of obtaining R is to compute it from the

measured value of TGAT? the saturation delay time constant.(zg)
These two parameters are related by:
]-(! o o
- —_FR F
R T TSAT < ap ) - (“R )TF (3.25)

In some programs, this calculation is performed internally, and ToAT
is the parameter that can be specified. Typical values of TOAT
range from 2 to 40 nsec.

Determination of TSAT

ToAT determines how long the transistor takes to come out of
saturation. It is determined by a simple pulse measurement of the
transistor's saturation delay time, tg (which is defined in Fig.

3.21a). The saturation delay time is given by:(28,55)
Toe + 1
- BF BR
ts = Tsar n PP (3.26)
()
BF BR
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where IBF is the forward base current, IBR is the reverse base cur-
rent, and ICF is the forward collector current.

The circuit used to measure t (and thus TSAT) is shown in Fig.
3.21b.* Base currents should be measured, as shown, not calculated
since VBE varies significantly.

Equipment required for this measurement is:

a fast pulse generator such as the Tektronix 109,

- two current probes, such as the Tekronix CT-1,

- a fast oscilloscope, such as the Tektronix 500 or
7000 Series with a dual-trace plug-in,

- a 90-nsec, 50-9 delay line may be needed for

pretriggering.

4t

Fig. 3.21a. Circuit and waveforms defining t;, the saturation delay.

* . . .
Circuit from D. Tzu-Tien Hung and t. Severson, Tektronix, Inc.
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Fig. 3.21b. Experimental set-up used to measure TGAT-
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Coup(Ces)

Csus or Ccs

Definition
CSUB or CCS is the epitaxial layer-substrate capacitance (and
is only present with 1.C.'s).

Typical Value

CSUB or CCS js mainly important for integrated npn transistors
and lateral pnp transistors. For npn devices, CSUB is represented
as a constant capacitance, typically 1 to 2 pF, from the collector
terminal to ground. (Note that in SLIC, it is from the internal
SUB should
be modeled by a junction capacitance distributed across ré (with its

base node, B', to ground for pnp transistors.) Ideally, C

dependence on the epitaxial layer-substrate voltage).

Measurement Scheme

CSUB can be measured directly on a capacitance bridge such as
the Boonton Model 75 at the bias voltage to be used in the analysis.
If the bias voltage will change drastically, an averaging process
should be used. Alternately, a separate reverse-biased diode (with
jts built-in junction capacitor) or a parasitic transistor” can be
added to the circuit description 30) as shown in Fig. 3.22.

T,: Device being modeled
o C A

T,, T.: Extra devices included
in circuit schematic

Substrate

® Substrate
NPN LATERAL PNP o C

Fig. 3.22. Inclusion of parasitic devices for npn and fateral pnp IC transistors.

*

If the parasitic transistor is used, care must be taken with the junction
saturation currents. [ur example, for the npn transistor of Fig. 3.22, the
collector-base junction of Tp and the emitter-base junction of Tg are the
same junction. It should not be modeled twice.
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3.4 EM, Model

Parameter Measurements

Techniques for measuring the extra parameters for the EM3 model
are described in this section. The five EMy model parameters
described in Section 3.2 and the twelve model parameters in Section
3.3 are also part of the full EM3 model.

The additional EM3 model parameters described here are:

VA -

and 6 -

Brme G2 ML

Bow> Cgq» Ny and Op -
RATIO -

|
im

Cs TG -

With the exception of

the Early voltage (which can be computed
from 9, the slope of the I versus Ve
characteristics in the normal, active
region).

the B versus I model parameters (which
can be obtained from gp versus I input
parameters Beyays Lewax> BrLow’ TcLow’
BCEC and VCE)'

the B versus IC model parameters.

the ratio of the external component of
Cjc to the internal component in the
split Cjc - rB model.

the ratio of the smallest emitter width
to the basewidth and the collector cur-
rent at which Tf starts to rise, respec-
tively (which are both used to model a
van der Ziel and Agouridis style increase
of t¢ with IC)‘

the first- and second-order temperature
coefficients of the temperature-dependent

model parameters ry, ri. and Bg.

RATIO, all the above parameters can be

determined from terminal measurements. The parameter RATIO is deter-
mined from a knowledge of the device surface geometry.

Minimal equipment needed for the terminal measurements is:

- a curve tracer
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- a small-signal measurement system for determining fy
- a calibrated temperature chamber
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Va

Definition

VA is the Early voltage which models the effect on the transis-
tor characteristics of basewidth modulation due to variations in the
collector-base space-charge layer. It is always a positive number.
Typical Value

Typical values of Vp are 50 to 70 V for npn transistors, 100 V
for lateral pnp transistors and of the order of 1 to 10V for
devices with extremely thin basewidths (such as punch-through

devices or super-g transistors).

Measurement Schemes

All the measurement techniques described here assume that the
variation of the emitter-base space-charge layer width has a negli-
gible effect on the transistor's characteristics in the normal,
active region. The test for this assumption and what to do if it
is violated are given at the end of the descriptions of these meas-
urement techniques under the heading "Accuracy of Measurement
Techniques."

Three techniques for determining VA are described here, the
simpler ones first. All the measurements should be made at low or
medium current levels (i.e., before BE decreases at high currents or
Ig < ).

(i) Extrapolation of the Output Characteristics in the Common-
emitter Configuration

The simplest method of obtaining Vp (though one prone to
significant measurement error) is the extrapolation of the Ic versus
Vee characteristics when the transistor is in the common-emitter
configuration. As shown in Fig. 3.23, the Early voltage is approxi-
mately the value of the voltage on the 'VCE axis where the extrapo-
lated output characteristics meet. This extrapolation can be
performed graphically from either a photograph of the characteristics
or directly from the curve tracer display. However, the experimental
error associated with this approach can be very high.
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Constant
b o Vg

Fig. 3.23. Approximate definition of V5 from the lc-versus VCE
characteristics (not to scale).

(ii) Slope of the Output Characteristics, gq

A geometrically equivalent technique‘¥6r determining Vp to
that above is illustrated in Fig. 3.24. The slope of the output
characteristics, g5, is measured at the point VCE = VBE (- 0.6 V for
silicon) and any corresponding value of I as long as the point on
the curve is in the normal, active, linear region (and not in the
saturated region). Vgp can be either estimated or obtained by using
a voltage drive on the base. The slope g, equals ro—]. Since the
point chosen corresponds to Vg. = 0, the collector current at which
the slope is measured is called IC(O). The Early voltage is then
given by

0)
R (3.27)

-183-



Constant

VES[ or IH

Slope - Yo ° T

R

Ct

(=3
<
=]
m™

Fig. 3.24. The determination of r,, from the Ic versus Vog characteristics
{not to scale).

The accuracy of this technique for measuring Vj is not very high
because of the large error that can result in the measurement of the
slope, g4.

In some programs (such as SLIC}, r, and IC(O) are acceptable
input parameters and VA is automatically computed from their product.
It is also possible in SLIC to use the r, data to compute Ig. This
can be done if:

- a voltage drive, VBE’ is used on the base,

- both VBE and VCE are specified as part of the r, data
(as well as Ig)

- Ig is not specified separately.
The program then automatically calculates IS from the formu]a(31)

WV
KT
I - e
[] . VBE - VCE] (3-28)
1
"o 'C
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where IC, VBE and VCE are the values fed in with o The accuracy
of this technique for determining I, however, is not high because
the measurement is made at only one point.
(iii) In(Ig) Versus Vgg Curves

The thi;Q;izkﬁﬁ?augﬂ¥gFﬂfinding Va is the determination
of the 1n(IC) versus VBE characteristic at two different values of
VBC' As shown in Fig. 3.25, this theoretically results in two
parallel lines. The Farly voltage is then determined from the ratio
of the (extrapolated) Ig values or the ratio of the value of two I¢

values at the same VBE'

(] R YgCZ)
Is(Vgey) _ LclVper! I ,
Tlipea) ~ TclVaco! | ¢ ( VBC]) (3.29)
ame |1 + -y —
v 'a
BE

Equation (3.29}, which is used to find VA’ can be simplified if one
of the VBC values is zero. To simplify or eliminate the need for
correcting for finite rg, ré and ré, the curves should be measured
at currents as low as possible and with VBC as close to zero as
practical.
(iv) Accuracy of Measurement Techniques

The third technique is more accurate than the previous two
since it need not involve extrapolation or the measurement of a
slope. If the ln(lc) versus VBE graph is obtained from a curve
tracer, this method only requires two points on the graph to be
measured and is effectively equivalent to the previous methods. If
the graph is obtained by a setup which cannot make the measurement
of two 1. values at the same Vg (such as a setup which sets I. and
measures VBE)’ several points are necessary for the graph to be
drawn. In this case the accuracy of this technique is greater than
the previous two techniques.
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Fig. 3.25. Plots of In{lc) versus VgE at two different values of Vg, illustrating
the third technique:for determining V.

Wihen V, is large, all of the above techniques for finding Vp
become very inaccurate. However, this is acceptable because the
larger Va is, the less important the effect of basewidth modulation

becomes and therefore the need to accurately determine Vp diminishes.

As is seen from the GP analysis, V, is not a true constant.
Variations can be seen, especially for devices with low values of
Vp. For these cases, an appropriate average should be used (for the
slopes over a range of VCE values in the first two measurement
schemes and for VA directly in the third measurement). Also note
that a variation in the slope at high values of VCE can be caused
by the breakdown phenomenon, which is not included in this model and
therefore its influence on the slope should not be inciuded.
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A1l of the above techniques assume that basewidth modulation
due to variation in the width of the emitter-base space charge
layer is negligible -- normally a valid assumption. To test for
this, simply repeat the above measurements at different VBE values.
That is, for the first two measurement schemes, determine VA for at
least two constant—VBE curves. For the third measurement scheme,
determine Vo from the same IC(VBCI) and IC(VBCZ) curves but at a
different value of VBE‘* If the change in VBE significantly affects
the value of VA obtained from any of these schemes, the above assump-
tion is invalid. In this case, refer to the Vg-measurement scheme
(p. 201) for the appropriate method of determining Vju.

avpe
*This test is equivalent to testing if the slope of the In{lc) versus T

curve at low and medium current levels differs significantly from
unity.
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sF(IC)

BFM, Cz: nEL and 9
Definition

The first four parameters define the variation of Bf with IC.
They are defined in terms of the plots of In (IC, IB) versus Vg
for VB‘C' = 0 (Fig. 3.26).

BEm defines the magnitude of the ideal component of IB at a
given value of VBE:

aVge
1.(0) [ —BE )
1 > ( KTy ‘ (3.30)

Blideal)] BFM ]

o

C2 (magnitude) and neL {variation with VBE) describe the non-ideal
component of IB which is dominant at low currents:

( 13 >

no, kT :

I - ¢,1(0)| \e B, (3.31)
(non-ideal)

This component of IB is responsible for the drop in g at low cur-
rents.

The fourth parameter, 6, models the effect on Ic (and therefore
the_drop in BF) at high currents due to high-level injection. It
describes the high-current asymptote of the ]n(IC) versus VBE graph
as

1 Ko My s 3
C(high level) 8 (3.32)

Typical Values

Typical values of Bpy range from the order of 10 for an I.C.
lateral pnp or a power transistor, through about 100 for a small-
signal npn transistor, to the order of 1000 for a super-g npn
transistor.
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o

Loy seale

1)

Fig. 3.26. Plots of In(I¢) and In(1g) versus V- (for Ve = 0) illustrating the definitions
of BEm. C2, ng and Ik {not to scale).
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B (1)

The value of Cz is typically on the order of 100 to 1000.
e is typically between 2 and 4 (most often 2).

¢ is normally about 1077 to 107,

Measurement Scheme

Two methods for determining these model parameters are
described. The first method obtains their values directly. The
second method takes advantage of a simpler user-oriented set of
input parameters. The input parameters for the latter method (which
are used in the programs SLIC and SINC) are used to indirectly
determine the above model parameters.

(i) Direct Measurement Technique

The values of BFM’ C2’ NEL and 6 can be very simply obtain-
ed, directly from a plot of In (IC’ IB) versus VB'E" as shown in
Fig. 3.26. There are two stages involved in the generation of
Fig. 3.26: measurement of ln(IC) and 1n(IB) as a function of
VBE and the reduction of V,. to V
here.

BE B'E' These stages are described

*
Measurement of 1n(IC) and ]n(IB) Versus VBE

The In(1) versus VBE curves can either be obtained from a
curve tracer by determining IC at a given VBE and Bp versus 1

C’
from a specially-designed test set-up or from a combination of
these such as the curve tracer set-up shown in Fig. 3.27a. The

curve tracer is operated in the dc mode with external dc volt-
meters and ammeters added to extend the accuracy of the measure-
ments when necessary. The need for static operation arises

from the effects of stray and junction capacitances which severely
distort the IC versus VCE and IC versus VBE displays at Tow
current levels.

* This measurcnent <ection contributed by Or. J. Smith, Tektronix, Inc.
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Be(Ic)

The curve tracer's continuously-variable, base-drive current
source can provide precision dc currents as low as 5 nA and is
used to precisely establish a dc base current. The VCE control
provides the resolution necessary for setting VBC = VBE - VCE = 0.
The CRT displays of IC versus VCE and XC versus VBE’ when used
in conjunction with external voltmeters and ammeters, permits
monitoring of the voltages and currents with precision instruments
while at the same time monitoring the analog display of the
operating point for such effects as noise, pick-up and the influence

of the external meters.

10 BASE-DRIVE W v Contio CURVE
CORRINT SQURCE AND K-¥ DLSITAY TACER

D'n '51(

.
L

)

t

N I

\2/
t
VBE% % ?vm

e ————

(

I

AL TERNAT VL \4’13,[

MEASUREMENT SCHEMES

Ay PRECISTON AMMETER

Ag: NULL-INDICATING AMMETER

Vit HIGH RESOLUTION, HIGH THPUT IMPE DANCE VOL TMETER

Vo HIGH RESOLUTION V0L TMETER (CAN BE 1OW INPUT IMPEDANLE )
Fo HIGH RESOLUTION VARIABLE VO TAGE SOURCE

C: LOW LEAKAGE BY-PASS CAPACITOR

Fig. 3.27a. Test set-up for static measurement of IC, IB, and VBE = 0 at low
current levels.
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Bp(1¢)

The measurement of V__ requires high resolution over the range

BE
of 0.4 to 1 V.* As shown in the test set-up figure, the measure-

ment of V.. can either be made with a high-input-impedance voit-

meter (suEE as a Keithley Model 616 Electrometer) or with a low-
leakage, null-indicating ammeter (such as the Hewlett-Packard

Mo el 419A DC Micro Volt-Ammeter) in conjunction with a high-
resolution voltage source and a low-input-impedance (10 M) volt-
meter (such as the Tektronix DM501 Digital Multimeter). The same
instruments can be used to measure both VBE and VCE‘

The external precision ammeter (for example, the Keithley or
Hewlett-Packard instruments mentioned above) can be used to measure
IB and IC when greater accuracy than that offered by the curve
tracer is desired.**

Any error in operating point, noise or pick-up which may be
present in the test set-up is displayed on the CRT. The presentation
of a single, clean spot indicates a noise-free, stable operating
point and permits a high degree of confidence that good measure-
ments were obtained. Noise and pick-up can usually be removed

by careful cabling and the use of the low-leakage bypass capacitors.™**

Care must be taken to insure that large-valued bypass capacitors
have charged to their final states before measurements are recorded.

The set-up for the Tektronix type 576 curve tracer is shown in
Fig. 3.27b. The vertical channel, IC’ has a maximum sensitivity of

*  High resolution is required in the measurement of VBE since at T = 300%K an error
of only 1 mV in VBE corresponds to an error of approximately 4% in the base currer

** The accuracy of the base-drive current source should prove adequate for most
measurements of IB' However, an external meter may sometimes be needed for lc.

**x [ some cases it may be necessary to employ a constant voltage transformer (such

as the Sola Electric type CVS) to remove the effects of power line fluctuations
and/or an isolation transformer {such as the Topaz Electronics Ultra-Isolation
transformer) to remove power line noise.

-192-

1
8plle)
LOCUS OF
Ic VS Vge
OPERATING—
POINT
v

LOCUSOF __| " BE
Ie VS Veg v

t—" YCE

wooe masin o 41458 STEP GENERATOR

Fig. 3.27b.

Test set-up for low-current, static measurement of Ic, ig. Vcg. and Vgg-
The horizontal channel can be used to measure both Vgg and Vog. The
external meters offer increased accuracy and.are optional. For a pnp,
change POLARITY and press DISPLAY INVERT.
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Be(lc)

1 uwA per division except in the leakage (emitter current) mode of
*
operation which offers a maximum sensitivity of 1 nA per division.

The Tektronix type 577 curve tracer offers increased sensitivity

of 0.2 nA per division in the vertical channel with improved noise

performance. The set-up for the type 577 curve tracer is shown in

Fig. 3.27c.

With either the 576 or 577 curve tracer the sequence of steps for
making the measurement is as follows:

1. Base drive:

-Select SINGLE-STEP, OFFSET-MULTIPLIER operation.

-Using the STEP/OFFSET-AMPLITUDE selector and the OFFSET-MULTIPLIEF

adjust the base current to the desired dc value.

2. Collector drive:

-Select the DC COLLECTOR SUPPLY MODE of operation.

-Select COLLECTOR VOLTS with the HORIZONTAL VOLTS/DIVISION selector

-Rotate the VARIABLE COLLECTOR SUPPLY control in order to gener-

ate the Ic Versus VCE locus shown in Figs. 3.27b or 3.27c. Set
VCE to the approximate expected value of VBE'

3. Switch the HORIZONTAL VOLTS/DIVISION selector alternately between
COLLECTOR VOLTS and BASE VOLTS. Adjust the VARIABLE COLLECTOR
SUPPLY such that the operating point, as indicated by the single
spot on the CRT display, does not move when the HORIZONTAL VOLTS/
DIVISION selector is switched from COLLECTOR VOLTS to BASE VOLTS.

A stationary spot indicates that VCE = VBE which establishes the de-

sired condition, VBc = 0. Note that the same scale factor must be

used for both the COLLECTOR VOLTS and BASE JOLTS.

If external meters are not used, IC’ IB and VBE are measured as
follows: 1) Collector current, IC’ is read from the vertical axis of
the CRT display. 2) Base current, IB’ is read from the STEP/OFFSET
AMPLITUDE selector and the OFFSET MULTIPLIER and 3) Base-emitter volt-
age, VBE’ is read from the horizontal axis of the CRT display.

*  Use of the leakage (emitter current) mode requires the application of correction
factors which are explained in the type 576 curve tracer instruction manual

(p. 2-18).
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Fig. 3.27c.

Test set-up for low-current, static measurement of lc, g, Vcg, and
Vgg- The horizontal channel can be used to measure both Vgg and
Vcog- The external meters offer increased accuracy and are optional.
For a pnp, change POLARITY to —DC and put display in INVERT
mode. -195-



When BASE VOLTS is selected with the HORIZONTAL VOLTS/DIVISION
selector the IC versus VBE locus shown in Figs. 3.27b or 3.27c can be
generated by sweeping the base current IB with the OFFSET MULTIPLIER
potentiometer.

The generation of the IC Versus VCE and Ic versus VBE loci is
facilitated by the use of the storage display option of the model
577 curve tracer.

The more familiar pulsed-mode of operation for the curve
tracer can be used in the higher-current range and is perhaps
desirable there in order to avoid self-heating effects.*

Reduction of VBE to VB'E‘

Corrections must be made to the experimental curves to allow

for the voltage drop across the ohmic resistances ré and ré.** A

typical correction is shown in Fig. 3.28.

The correction is made as follows:

(1) Extrapolate the ideal IB graph as a straight line with a
stope of f% to the high-current region. Assume this
extrapolated line (shown dotted in Fig. 3.28) is the plot
of In(IB) versus VB'E“

(2) Assume that the horizontal distance from the extrapolated
ideal IB line to the measured IB curve is due to IBrB +
IEré. Then, subtract this amount from the IC graph. To
accomplish this, draw the two vertical lines marked "c" and
"d" on Fig. 3.28. From the intersection of the IC graph
and line ¢ (point "e"), draw a horizontal line until it
intersects line d. This intersection (point "f"), is a
point on the 1n(IC) versus Vg graph.

* In the pulsed mode, measurement of VBE with an external voltmeter will produce
erroneous results.

** A correction should also be made for r“: and rlla in selecting VBC such that

vB‘C' = 0. For reasonable values of VA’ this correction is normally negligible
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Fig. 3.28. The correction applied to the experimental graphs of In{lc, Ig) versus
Vgg to obtain Fig. 3.26.

(3) Repeat this procedure at several points until the full
ln(IC) versus VB'E' graph can be drawn (shown as the dotted
IC line in Fig. 3.28).

Sometimes this correction for (rs IB + ré IE) can give a "cor-
rected" I, which lies to the left of the ideal I curve over some
range. This is probably caused (in modern, planar structures) by

the combination of the effects of the crowding phenomenon(]g)

and
lateral injection from the emitter sidewall. One technique for
handling the situation is to force the corrected IC curve always to
lie either on or to the right of the ideal line. This can be done
by back-correcting by AV, the amount the "corrected" curve lies to
the left of the ideal line. After aV reaches a maximum value, oV ,
the back-correction equals AVm. The resultant error in the IB graph

is then ignored.

-197-



Be(1¢) | Be(Te)

It is not always possible to obtain Bem> CZ’ npL and 6 directly (5) The conversion from the input parameters (BFMAX’ ICMAX’

from a plot of Bp versus IC because region II, the constant-ge BELOW® ICLON’ BCEC and VCE) to the model parameters (BFM’
region, is not always present. Although Bey cannot be found for this C2’ neL and 6) is automatically performed by the programs.
case from Bp versus IC’ it can be found with the technique described (6) If a constant value of Be is used {as in the EM; and EM,
above. models), BrmAX is the constant value.
(ii) Indirect Measurement Technique
This technique makes use of simpler input parameters to
determine Bem» C2, NeL and e. The simpler input parameters (as used
in SLIC and SINC) are: Intsy)
Brmax " the maximum value of Bp +
ICMAX - the collector current at which Brmax Occurs (may be Yep * constant /
called ICM) ) = — = = — - ———— — — 7’2: |
BrLow - any value of Bp at a current less than ICMAX i
ICLON - the collector current at which BFLON occurs (may be i n(og o) F ———==—m——————
called I ) | ! )
BCEC - ]/nEL or 1 minus the slope of the ln(sF) versus 1n(Ic) : : Slope
curve at low currents, as show in Fig. 3.29. In SINC : | ‘ﬂ
and some versions of SLIC, BCEC is fixed internally : :
at 0.5. Straight 1ine : !
VCE - the value of the collector-emitter voltage at which 2%$?SS(TTBCH) i :
all the above four parameters were measured. : : i)
Several points should be made about these input parameters: } % -

. . N ) In{ 1. )
(1) A1l parameters can be obtained directly from a plot of B l?:ﬂ?;) “:]ﬁﬂ:m
versus Ic at constant VCE as illustrated in Fig. 3.29.
(2) The Bp versus IC curve can be obtained from a curve tracer,

as described for the EM] moder . Fig. 3.29. A plot of In(  §) versus In(Ic) which illustrates the definitions of

(3) The above Bp curve refers to dc values of 8 not ac values. BemAX. lcMAX. BELOW. 'cLOW. BCEC and VCE.

(4) Typical values of (ﬁFMAX’ ICMAX) are of the order of (100,
1 mA) for discrete and integrated npn transistors, (30,
100 pA) for an integrated substrate pnp transistor and
(20, 30 uA) for an integrated lateral pnp transistor.

Since (Bp gy» IeLow) 1s any point below (Bemax> Temax!
there can be no typical value.

-198- -199-




BR(IE)

Bam- Ca- "cr and O

Definition

These four parameters define the variation of Bp with IE‘ They
are analagous to Bems C2’ "eL and 6, respectively, with VBE replaced
by VBC’ IC replaced by IE’ VBC replaced by VBE and Bp replaced by
BR.
Typical Values

Typical values are the same as for the Bp parameters except that

Bam is normally about 0.1 to 10.

Measurement Scheme

These Bg versus IE parameters are obtained by the same direct
method (Method (a)) as is used with the Bp versus Ic parameters,
except that the emitter and collector terminals are interchanged.
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RATIO

RATIO

Definition

RATIO models the split of the collector-base junction capacitor
Cjc across the base resistor ré. The value of the capacitance to
the outside of ré (that is to node B) is RATIO x CjC' The value of
the capacitance to the inside of ry (to node B') is (1-RATIO) CjC‘

Typical Value
RATIO must lie between 0 and 1. It is typically on the order
of 0.8.

Measurement Scheme

RATIO i. a difficult parameter to determine from terminal meas-
urements.* It can be found with relative ease if the geometry of the
device is known, since it is equal to (1 - Kﬁ) where AE is the area
of the emitter and AB is the total area of the base, including the
emitter area. For a discrete device it may be necessary to remove
the encapsulant to determine the geometry of the.device -- a destruc-

tive process.

*lt may be possible to obtain RATIO via terminal measurements by measuring the
product ré(l-RATIO)CjC. This product, given the small-signal EM3 model of

Fig. A5.1, is simply lhrbl /“meas where lhrb' is the magnitude of the common-base
value of hr (which is determinable from s-parameter measurements, a network
analyzer or a special test jig) and Yeas is the measurement frequency(72) (which
must be in the frequency range below fT over which lhrbl is rising at 20 dB/
decade for the effects of basewidth modulation to be negligible}. Note, how-
ever, that hrb is normally <<1, that this technique requires an accurate small-
signal value of ré and that the effect of an external base resistance, which

may be significant, is neglected.
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Definition
L

E . - : .
Ti'a"d ICO model the rise of 32 with IC’ assuming a van der Ziel

and Agouridis mechanism.(ao) LE is the smallest emitter width, W is

the basewidth and ICO is the current at which e starts to rise.

Typical Value

Typical values of LELand W are 10 u (0.4 mil) and 0.5 y,
respectively. Therefore TE is typically on the order of 20. Ieg is
typically on the order of 0.1 mA to 100 mA.

Measurement Scheme
A plot of TFac versus IC is obtained by applying the (small-
signal) Tp-measurement techniques outlined in Section 3.3 at several

collector currents. The rise in TFac at high currents is fitted to
the formu]a(4])

2

1(1)=T(0)1+]—L—EZI—C-1 for 1.2 1., (3.33)
Folc FL T\ W Teo "¢ o O3

Fig. 3.30 shows the variation of T with Ic that results from this
expression.

Since this formula does not necessarily apply for all devices,
it may not be possible to fit this expression for every graph of
TFac versus IC. Two points on the Eurve could be taken and the two
simultaneous equations solved for Tf-and I.,. Alternately, a curve-

co
fitting computer algorithm could be used.
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Fig. 3.30. The shape of the variation of Tf with I¢ that is modeled by the van
der Ziel and Agouridis expression of Eq. (3.33).
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TC], TC2

1C,. TCo

Definition

TC] and TC2 are first- and second-order temperature coeffi-
cients. A set of each is used for ré, ré and B The coefficients
are defined by:

Par(T) = Par(T ) [1 £ TCUT-T )+ TCZ(T-Tnom)Z] (3.34)

where Par is the parameter being considered, Tnom is the nominal
temperature at which the parameter was measured and T is the temper-
ature at which the analysis is to be performed.

Typical Va]ues(]’al)

Values of TC] and TC2 vary from one parameter to the other.
Typical values of TC] and TC2 for BF are 6.67 x 10'3 (°K)'] and
-3.6 x 10°° (“K)'Z, respectively. For ré and r6 typical values are
2 x 1073 (°k)7) and 8 x 107® (°K)72, respectively.

Measurement Scheme

The temperature variation of each parameter is obtained by
placing the device in a controlled-temperature environment (for
example, an oven) and making the appropriate measurements.* The
observed temperature variation is then fitted to the above expres-

sion. TC] represents a linear variation with temperature and TC2

represents a nonlinear (square law) variation with temperature.

*
Care must be taken in making these measurements that the power dissipated by the
device does not raise the junction temperature significantly above ambient temp-
erature. As well, for measurements of r and r¢ the resistance of the leads
between the device and the measurement equipnent needs to be minimized and/or
removed from the result. For rf the inductance of the leads may also need to
be minimized and/or removed from the result.
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3.5 GP Model Parameter Measurement

With the EM2 model as the starting point, the GP requires the

following extra model parameters:

Iss -

VA -

A .
Bewe Co0 ML K

Bam L4 Mol KR
B -

the saturation current which
replaces lc.

the Early voltage

the inverse Early voltage

the B versus IC model parameters

- the Bg versus IE model paraneters

the base push-out factor, which
itself requires model parameters

to describe it.

Of these model parameters, measurements have been described in
the EM3 model (Section 3.4) for all the model parameters except:

SS

I
Vg
Ty

ke
B

The determination of these five model parameters from terminal

measurements is described in this section. Minimal equipment needed

is:

a curve tracer
a small-signal measurement System

for determining fT
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SS

Iss

Definition
ISS is defined in the GP model from considerations of the inter-
nal physics of the device (for an npn transistor) as:
q Dn ni2 A
ISS A—r— (3.35)

(o4]
f po(x)dx

xI

EO
In terms of terminal measurements, ISS is equal to IS(O), the value
of IS obtained from extrapolation of the IC vs V
VBE = 0 (and with VBc = 0).

Typical Value

Since ISS = IS(O), it has the same typical value: of the order
of ]0']6 A for an integrated circuit transistor. As seen from Eq.
(3.35), ISS is proportional to the emitter area, A.

BE to

Measurement Scheme

ISS' vike IS’ 1s obtained from a plot of In(I.) as a function
of _FT_ with V 0 The value of lSS is obta1ned by extrapolation
of the stra1ght line at low currents to VBE = 0. Alternately, ISS
could be obtained from several points on the graph by fitting these
points to the expression

. ( Vpe )
83\ KT _y (3.36)

This may be necessary when VB is small (<-5 V). Since these meas-
urements are performed at low currents, the correction to obtain
VB'E' from VBE should not be necessary.

* Sec page 190 for measurement technique.
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Ve
Definition
VB is the inverse Early voltage which models the effect of

basewidth modulation due to emitter-base space-charge layer width
variations. It is always a positive number.

Typical Value
VB is typically on the order of 10 to 50 V.

Measurement Scheme

There is a complicating factor in measuring VB in an analogous
way to that used for VA (Section 3-4). The measurement of VA
assumed that the variation of the width of the emitter-base space-
charge layer had a negligible effect on the transistor's charact-
eristics in the normal, active region. That is, that %?E) is much
less than unity. The equivalent assumption that would be necessary
1f the VA—measurement schemes are to be used directly for VB is that
( fc) is much less than unity. Two measuremeot techniques for meas-
uring VB are given here, both assuming that ( if) is not negligible
compared with unity and therefore both also giving a value for V,.

(i) Measurement from output characteristics

When the transistor is operated in the normal, active region in
the common-emitter mode (with VBE kept constant) its output charact-
eristics are as sketched in Fig. 3.31a. The slope of the character-
istics at VCE = VBE (i.e., selected so that VBC = 0) is designated
gop and is given by:*

dIC

Vee

&
JE>

VBE constant

VBc =0

*

Note that the measurements must be made at a point where the device is not
saturated and before 8¢ starts decreasing due to high-current effects.
These conditions are implied in the expression for I¢ in Eq. (3.37).
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Vac
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]
|
]
]
]
]
]
]
0 vBC vEC

(b)

Fig. 3.31. The output characteristics in the normal, active region, (a}, and the inverse
region, (b), used to define gop and gog and to obtain V 5 and Vg. Both
curves are gener ated under low-level injection conditions.
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B
< Ve ) 1
kT
Lo (lssre ]
ST av / v v
BC (4 BE , '8C = constant
v y BE
B A V.. =0
BC
1.(0)
3} “_’EL"TT~—_ (3.37)
v O s —55)
A VB

(Note that when VBE << VB’ Eq. (3.37) reduces to that used for deter-
mining VA in Section 3.4.)

Similar output characteristics for the transistor in the inverse
region (obtained by swapping emitter and collector leads) are given
in Fig. 3.31b. The slope of these characteristics at Vee = Vac
(i.e., selected sc that VBE = 0) is designated gOB and is given by:

dlI
E
9, A
og dVEC .
BC constant
kT
o d Ieg\e -1
Todv v v
BE (H_BLVBQ
B A VBC constant
“Vge = 0
IE(O)

LTS (3.38)
w(re )
B Vy

Equations (3.37) and (3.38) can be solved to find V, and Vg;
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B B
v V.
He BC1
If0) T¢(0) - 95, 9, Vee Yae n(lc) g
vV, = - v 0
A g I {(0)+gqg g V 3¢
0 E 0y “og BE
(3.39)
1.(0) 1 (0) - g, VooV AR B
. ¢ E goA o BE 'BC In| 1 (Vgey)
B g TI.(0J+g g V -
g C 05 “op BC

(ii) Measurement from 1n(l) versus V

Figure 3.32 shows the ]n(Ic) versus Vpe characteristics in the

normal, active region and the 1n(IE) versus VBC characteristics in - Vm
Vo

the inverse region in parts (a) and (b), respectively. From the B

first graph, since

it follows that "
10 v PV, Y 5100
T¢0Vgey) Yoot Veea
v

RC7

then Fig. 3.32. The In(lc) versus Vg characteristics in the normal, active region, (a), and

the In{lg) versus Vg characteristics in the inverse region, (b}, from which
Va and Vg can be determined.
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B
Ly Veez, Vac
1 (0) A
o reon Tl e 3.41
TeWaead |, Vbeo 341

and Eqs. (3.40) and (3.41) can be solved for V, and Vg. Since this
technique does not involve the estimation of a slope it can be more
accurate than the previous measurement. This is explained in more
detail in the VA-measurement description in Section 3.4.

A measure of the importance of Vg in the normal, active region
cen be obtained from a measurement of the slope of the 1n(IC) versus
9E%-—E»curve (with VBC = 0). If this slope departs significantly from

unity, VB can be impor&ant and may need better modeling. The slope
BE
kT
is given approximately by: (see Eq. (2.115)):

of the ]n(IC) versus g curve in the normal region at low currents

KT

] q kT

I 21 - KL (3.42)
ng Vg * Vpe Vg

The measurement of this slope could be used to determine the appro-
priate value of VB for the normal, active region, although the
measurement could be inaccurate if the slope is near unity (which is

usually the case).*

*For Jarge departures of nc from unity, Eq. (3.42) is too inaccurate. The
more accurate, but less uEeful, tq. (2.114) should be used.
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Ik
Definition

IK is the "knee current." It models the drop in gp at high
collector currents due to high-level injection. It is the (current)

intersection of the low-current and high-current asymptotes of the
1n(IC) versus VB'E' graph, as shown in Fig. 3.33.

Stope - 17

[§]

Clape

Fig. 3.33. The definition of avpE
ig e definition of I from the In{lg) versus — 5= curve.
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Typical Value
IK typically ranges from approximately 0.1 mA to 10 mA.

Measurement Scheme

I, is best determined from the plot of 1n(IC) versus Voo,
as shown in Fig. 3.33. Involved in the determination of IK by this
technique is the transformation of the horizontal axis from VBE to
Vgp {as explained in the description of fry. s np and § in
Section 3.4) and the accurate determination of the two asymptotes.

An alternative method for determining IK is to fit the experi-
mentally observed B versus Ig curve (for Vpe = 0) to Eq. (2.192).

Note that both techniques for determining Iy are compatible
with the determination of the other gp versus Ig¢ model parameters
(BFM‘ C, and "EL)' In fact, I, would not be determined separately
but at the same time as these other three model parameters.
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KR

KR

Definition

IKR is the "inverse knee current." It models the drop in Br
at high emitter currents due to high-level injection. It is the
(current) intersection of the low-current and high-current asymptotes

of the 1n(IE) versus VB'C‘ graph (in the inverse mode of operation).

Typical Value

IKR typically is of the order of 1 mA.

Measurement Scheme

e . '
1n(IE) versus Vg e in the inverse mode of operation. As with Iy,
I
1

is determined in exactly the same way as IK from a plot of

KR is normally determined at the same time as the other fig versus

£ model parameters -- fpy, C4 and e
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B
Definition
From thé generated curve of B versus IC the appropriate param-

w(7 : cqs
(7) It is a multiplier that
eters used to model B could be obtained by a curve-fitting pro-

models the effective increase in the basewidth at high current

B is the "base push-out factor.

levels. It therefore has the property of being equal to unity at cedure. Since the GP model as implemented in SPICE does not mode
low currents and greater than unity at high currents. B, the determination of its model parameters is not described
Typical Value here.” _
Since B is a function of 1. and requires several model param The value of B is obviously a s?rong function ofhthe value of
eters to describe it, there is Eo typical value param- IK used. For each IK chosen there will be an a?proprlaFe B versus
: IC curve. Therefore, if the generated B curve 1s not fittable to
Measurement Scheme the expression used for B, another value of I, could be chosen

until the curve is adequately fitted.** The value of IK chosen
may be important if the mid-current, constant-8 region does not
exist and an accurate fit for the transition from high to low cur-
rents is required. The value of I (and B) will also be important
for the correct modeling of Tp versus Ic.

It would appear that since B also results in the variation of
TFac with 1., the value of B tand 1) could be obtained from the

The effective increase in the basewidth at high currents modeled
by B causes an extra drop in BF at high currents over that modeled by
IK. The variation of B with Ic could therefore be obtained by com-
paring the actual Bp versus IC at high currents with that computed
with IK' This is done by considering the expression for B versus
IC with and without the multipiier B. For B = 1, and C2 =0 (i.e.,

ignoring low-current effects), Eq. (2.192) gives:
measurement of TEae VErsus Ic. However, the above method of gener-

8.(0) -1 T . Ic ating B from Bp data would appear to have the following advantages
Fo e F (1) IR (1) (3.43) T
B=1 FM FM K over the use of Tf . data.
(a) Since Bf is a dc measurement it is easier to determine
For non-unity B, than g, {which is an ac measurement)
. L .8 . (b) BF is measured relatively directly whereas Tt is usually
8:(0)}~ = L + L i measured via fr. Therefore the easurements ar
f lBﬂ Beu(0) (0] T (3.44) T BF measurem ¢
K | normally more accurate.
Therefore, [ (c) The expression for 8p versus I. is considerably simpler
than that for TFac’ especially if neither Tg nor the
I Bem(0) emitter delay, 7,, is dominant.
B = K M 1 1
Ic sFlojl - (3.45)

meas

where it is assumed that the non-unity B case corresponds to the * In SPICE (Version 1) an_increase in 1 with I. has bigr; built in that
follows the variation of th itt
measured case.* e on e emitter delay component (see Eq. (2.185)).

¢+ g and g are also functions of crowding“a) and VBC(”)‘ Therefore it may

*

To reduce the effects of heating on 8¢ at high

ect currents, me i

be taken at the minimum Vg¢ that stilﬁ njesulgs in normal,mazzgczmggziaz?gﬁ]d be d1fflcult 1o fit B o an expression that enly considers effective fase

and in a pulsed mode. widening.
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APPENDIX - 1

A COMPARISON OF THE
TRANSPORT NOTATION WITI-bTHE
INJECTION NOTATIONI(?)

This Appendix compares the transport and injection notations,
described in the EM] model (Section 2.2}, and shows that for CAD the
transport notation is preferred. The reasons for the preference of
this notation lie in the consideration of both B at Tow currents and
the description of the diffusion capacitance. The variation of g at
low currents is considered first.

a) Bg at low currents

Figure Al.1 shows the variation of the reference currents for
both notations as a function of the appropriate junction voltages
at low and medium currents. The injection notation curves are
shown in Fig. Al.la, while the curves for the transport notation are
shown in Fig. Al.1b.

In the injection notation, the equations describing the curves

. <qV8E )
S QTT_]

in Fig. Al.la are:

Ir=a; (A1.1)
(%)
oS

IR—g e -1 (A1.2)

In this comparison, the ohmic resistors rB, ré and ré are ignored.
The saturation current, IS, is shown in the GP model description
(Section 2.5) to be a fundamental constant of the transistor when

7)x

operating under low-level injection.( Since IS is constant, the

-

*
In the GP model, Ig is replaced by Isg. In this Appendix, the effects of base-
width modulation due to emitter-base space-charge variations are ignored.
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Fig. A1.1a. Variation of the injection notation reference currents.
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Fig. A1.1b. Variation of the transport notation reference currents.

BC
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[ I
coefficients a§—and 3% increase as the currents are decreased

(because of the drop in the g's and therefore the drop in the a's).
This increase in the coefficients explains the deviations from the
straight lines at low currents shown in Fig. Al.la.

For the transport notation, even for non-constant «, not only
are the lines of Fig. Al.lb straight but they are identical. The
equations describing the curves are:

—
]
—
wn
N
13
| ©
~ =
)
m
+
—
~—

c * (A1.3)

<?_V§9 )
I.=1c\e X -1 (A1.4)

EC S

The variation of both reference currents with the appropriate junc-
tion voltage is described by the one, fundamental constant, IS’ as
evidenced by Eqs. (A1.3) and (A1.4). This represents the main
advantage of. the transport notation -- the fact that reference cur-
rents (those currents in terms of which all other elements in the
model are expressed) are ideal and defined by one fundamental con-
stant. Another way of describing the same result is that in the
transport notation all the non-ideality in ¢ at low currents is in
the base currents (where it belongs).

b) Diffusion capacnances(g)

The diffusion capacitances introduced in the EM, model charact-
erize the total mobile charges in the transistor. The minority
mobile charges stored in the base region (Q3 and 07) are given by:

03 = Teg IF (injection notation) (A1.5)
=1 ICC (transport notation) (A1.6)
07 = Tep IR (injection notation) (A1.7)
> TR IEC (transport notation) (A1.8)
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The difference between the two notations lies in the difference
between “EB and B (and between B and TBR)' The injection.param-
eters, Tep and Top, describe both base transit time and base recombi-
nation. This can be seen from equations {A1.5) and (A1.7) and Fig.
Al.la. At low currents, Ir and IR deviate from the straight line
dur to the drop in o and aps respectively. This must be compensated
for by the parameters “EB and Teg which are therefore not constant at
Tow currents. The transport parameters, 8 and B8R are constant at
low currents, however. The variations of 8 and “cg with current
can cause complications when the above equations ((A1.5) through
(A1.8)) are differentiated to obtain the base region components of
the small-signal diffusion capacitance values.
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APPENDIX - 2

EM3 MODEL BASEWIDTH
MODULATION ANALYSIS{31)

The following analysis of basewidth modulation proceeds in
five stages: first, the assumptions and the general philosophy are
explained; an expression for the variation of the basewidth is
obtained; the Early voltage, VA’ is then defined mathematically; the
three model parameters that are a strong function of the basewidth
are modified appropriately; finally a geometrical interpretation of
Va is given.

a) Assumptions made in analysis

In the following analysis the transistor is assumed to be
operating in a linear mode. As well, many results taken from a
simple, constant-doping analysis are assumed to also hold in the
general case. A1l these assumptions, which appear to be not very
accurate, are justifiable when one remembers that basewidth modula-
tion is itself normally a second-order effect. Therefore a first-
order analysis of it is acceptable.

b) Basewidth variation with Vg
The basewidth, W, is a function of VBC

W= f(VBC) (A2.1)

Assuming a linear mode of operation, a Taylor series expansion can be

made about VBC = 0. Therefore, neglecting the second-order terms.

. dw

W(Vge) = W(0) + Voo Eiie (A2.2)
Voo = 0
BC

Wige) Ve gy 2.

W{(0) W(0) " dv, :
Vge = 0



Basically, Eq. A2.3 assumes a linear variation of W as a function of

VBC'

c} Definition of Va
The Early voltage, VA’ is defined as

- -1
1 dw .
VA I um HV‘BE (npn tl"anSIStOY‘) (A24)
Yge = 9
1 dW 77!
Al - WTGTVHVEE (pnp transistor) (A2.5)
VBC =0

The difference between the definitions for the npn and pnp transistor
lies only in the sign of VBC' For an npn transistor in the normal,
active region, VBC is negative (i.e., reverse-bias). An increase in
VBc (a decrease in the reverse bias) results in an increase in the
basewidth and the derivative in Eq. (A2.4) is positive. The minus
sign in Eq. (A2.5) preserves the positive nature of vV, for a pnp
transistor. The following derivation assumes an npn transistor. For
a pnp transistor, VBC should be changed to VCB (= - VBC)' The base-
width as a function of Va is given by

W(Vp) V¢ .
W) - 1+ WC; (npn transistor) (A2.6)

A typical value for V, is 50 V.

A
d) Modification of model parameters

Three model parameters have a strong dependence on W: IS, Bf -
and g
(i) £§

The saturation current, IS’ is inversely proportional to W for

(33)

constant base doping. Assuming that approximately the same

dependence on W holds for transistors with non-constant doping
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(A2.7)

1
S W

and

(A2.8)

Computationally, Eq. (A2.8) becomes infinite at V.p = V,. To over-

come this problem, the binomial expansion can be used. Assuming that

Vgl << Va

Ig(Vge) = 16(0) (1 _,6%1) (A2.9)

(ii) BF
If it is assumed that most of the base current is due to the

injection of carriers from the base into the emitter (i.e., the emit-

ter injection efficiency component), then it can be shown that for

constant base doping(34)
s}
_ F
Bp =7 ap
D n L
= ﬁn . ,E . __E 13 l (AZ.]O)
p Pa
Therefore, as with 1S
8e(0) Vo
I A _ 'BC
sp(Vge) = = = #¢(0) b x (A2.11)
Q N BC) A
T
A




The assumptions involved in this equation are negligible base
recombination (i.e., all base current is injected into the emitter),
the validity of Eq. (A2.10) for non-constant doping and, for the
second form of Eq. (A2.11), lvBC' << V.

(ii1) g
The base transit time, g is nominally proportional to the

square of the basewidth (for low-level injection and constant base
doping),(26) i.e.,

2
_ M 2
B = ?ﬁ; = W (A2.12)

Therefore, assuming the same dependence in general(26)

w("Bc)]z

TB(VBC) = TB(O) FION (A2.13)
Y

tg(Vge) = 7(0) <1 + VLAC> (A2.14)

The reverse base transit time, "8R® will have a similar dependence
on VBC‘ However, since BR is normally only a small component of
e the dependence of Tgr ON VBC is neglected.

e) Geometrical interpretation of VA

The Early voltage, VA’ is measured from the slope of the IC
versus VCE characteristics. The slope, in the normal, active
region, 9,» s given {assuming constant VBE) by:

dIc dl

9. = o= = . b
° VCE Vo = const W v = const
BE . BE :
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BC Va
16(0) e KT
= 4+ -
v
A
1.(0)
- L (A2.15)
YA

The geometric interpretation of Eq. (A2.15) shows that V, is
obtained from the intercept of the extrapolated slope on the VCE
axis (—VA), as shown in Fig. A2.1.

. =V, n

. VA VA + VBE (A2.16)

For typical values of V, (of the order of 50 V), Eq. (A2.16) can be
approximated by

= Vp A7

Vp = Va (A2.17)

The preceding analysis of basewidth modulation applied to the
constant - VBE curves. It can also be extended to the constant - IB
curves. The base current is given by

(3.
Iy = S\e KT (A2.18)
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Since, from Eqs. (A2.7) and (A2.10), both I and g are inversely
proportional to W, their ratio is independent of W (to first order).
It follows then that the constant-Vge curve (for any VBC) is a
constant - IB curve since Ig is independent Pf,yBﬁ,and for one value

of VBE there is one value of IB' Therefore, the above analysis is,

to first order, also valid for constant —IB curves.

Vei2

81

Fig. A2.1. The geometrical interpretation of V o (not drawn to scale).
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APPENDIX - 3

DERIVATION
OF THE FIVE COMPONENTS
OF Qg IN THE GP MODEL

In this derivation of the five components of QB’ the mobile
charge in the space-charge layers for non-equilibrium conditions will
be included from the beginning. The depletion approximation will
only be applied for the thermal equilibrium case (i.e., when p(x) =
po(x)). That is, it will be assumed that

3

f 9Ap, (x) dx

H
(]

(A3.1)

C
f quO(x) dx = 0 (A3.2)

The starting point for the derivation is the definition of QB that
includes the space-charge layers (Eq. (2.127))

X
Qaij Ap(x)dx (R3.3)
“E

The first step is to separate p(x) into two components: po(x) and
p'{x)

C ;
-0 = f ghp, (x)dx + qup'(x)dx (A3.4)



where po(x) is the equilibrium hole concentration and p'(x) is the
excess hole concentration.

The first integral is now split into three components

X0 Xco Xc xc
Qg =f Ap, (x)dx +f 9Ap, (x)dx + f gAp, (x)dx + I gAp' (x)dx
g *XE0 *co g
XC
A QE + QBO + QC + qAp’ (X)dX
Xg
(A3.5)

Superposition (Eq. (2.96)) is used to simplify the remaining integral
by splitting p'(x) into two components: pF(x) and PR(x).

Xc XC

Q= Qg+ Qg * Q¢ +f qA[pF(X)-pO(X)} dx +f qA[pR(X)-pO(X)de
“E XE

8 Q¢+ Qg *+ Q¢ * Qp * Qq (A3.6)

The definitions of QE and QC can be simplified by applying the
depletion approximation.

X

£0
. QE A f quo(x)dx
XE
Xt XE0 AT0
= f quo(x)dx +I quO(x)dx = quO(x)dx (A3.7)
Ag XE XE
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X e

=/qu0(x)dx+ [ aAp, (x)dx

Xco e

X

C
/ gAp, (x)dx (A3.8)

Xco

it

The definition of QBO above (Eq. (A3.5)) can be "expanded" by
the application of the depletion approximation. QBO can be alter-
nately defined as the value of QB under zero bhias. The application
of the depletion approximation yields:

XCo
Qgg & qupo(x)dx

x!

EO
XE0 X0 Xco
= fq/\po(x)dx’r fq/\po(x)dx+fql\p0(x)dx
*E0 XgQ Xco
Xco
= /quo(x)dx (A3.9)
Xe0

wnich is the definition used in Eq. (A3.5).
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The above equations for QE' QBO’ QC’ QF and QR are consistent
with those given in Eqs. (2.128) through (2.137) when po(x) is
replaced by NA(x) in the neutral base region.
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APPENDIX - 4

THE ACCURACY

OF THE EM3 AND GP

BASEWIDTH MODULATION MODELS

In the derivation of both the EM3 and GP basewidth modulation
models, assumptions were made that appear to be rather inaccurate.
The merits of these assumptions are described here.

a} EM3 Model

The derivation of the EM3 basewidth modulation model is given
in Appendix 2. The major assumptions in the derivation are: (i) the
neglect of second-order and higher terms in the Taylor series expan-
sion of the basewidth as a function of VBc and (ii? the extension of
the constant base-doping results for IS’ Be and 8 to the general,
non-constant doping case.

The validity of these assumptions is difficult to assess theo-
retically. Their main justification lies in realizing that base-
width modulation is itself a second-order effect. Therefore, only a
first-order model of it is required, since any second-order effects
in the modeling of basewidth modulation are third-order effects in
the overall performance. A second, perhaps more convincing, argument
is the fact that the simple EM3 model for basewidth modulation has
been used successfully in many applications. For those interested in
a more accurate model for basewidth modulation, the following analy-
sis of the GP model gives the details on how it is obtained.

b) GP Model

The EM; model made the linear assumption at the beginning of the
analysis. The GP model, however, makes its major assumption (con-
stant junction capacitance) at the end of the analysis. Therefore,
unlike the EM3 model, the GP model shows what needs to be done if a
more accurate model is required. This is illustrated here.
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In the GP model, basewidth modulation is modeled by 9 (the
Early effect) and 9% (the Late effect). The expressions for 9. and
qp are

VB'C'
f CJC(V)dV
q = ° G (A4.1)
VB'E'
f CJE(V)dV
6 - 51-——TE&;-————-— (A4.2)

In both cases, the integral is replaced by an average capacitance
which is assumed to be constant.
Therefore

B'C'
4 (A4.3
¢ BO Va )
T.v v
S Vgeer Vg
q, = A A4.4
e Qg Va (h4-4)

where VA(the Early voltage) and Vg (the inverse Early voltage),
given by:

Vg 2 v (A4.5)
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(A4.6)

are assumed to be constant and independent of junction voltage.
Normally, the assumption of constant VA and VB is acceptable because
basewidth modulation is a second-order effect (i.e., VA and VB are
large). The accuracy of the assumption of constant VA and VB is
actually a function of the ranges of voltages over which they are
applied and of how they are measured. If they are measured for one
particular applied junction voltage they will, of course, be most
accurate at that voltage. However, if they are averaged over a
range of junction voltages, the accuracy over that range may be
improved. This point is illustrated now by assuming that VA and VB
have been measured at zero applied junction voltage (a convenient
standard applied voltage) and by looking at the accuracy of the
constant-VA and constant-vB assumption under reverse and forward

bias. Therefore, it will be assumed that

Q
A - ET&Q_ (A4.5)
meas JC0
Q
vooo- Elﬂl (A4.6)
meas JEO

and that . and qg are modeled as

_ Vsrer _ Cco VBrer A
c Yy Q8o (ha.7)
meas
Ve Sjeo YBrp
B BO
meas
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The effects of this assumption are shown in Fig. A4.1, which is drawn
for both the reverse-bias case, (a), and the forward-bias case, (b).
As illustrated in the figure, the integrals in Eqs. (A4,1) and (A4.2)
represent the area under the actual C-V curve while Eqs. (A4.7) and
(A4.8) approximate this area by the rectangles shown. Since Fig.
Ad.1 refers to EQEH.QC and QE’ the subscripts C and £ have been
dropped.

(i) Reverse Bias Case

As can be seen from Fig. A4.la, the constant-capacitance
approximation is relatively valid when the junction is reverse
biased. A better agreement would be obtained in this case if the
measurement of the appropriate Early voltage was made at some voltage
between 0 and Vbias‘ However, this would require a prior knowledge
of Vbias' Without this information, the use of Eqs. (A4.7) and
(A4.8) appears to be relatively reasonable.

(ii) Forward Bias Case

Obviously, as seen from Fig. A4.1b, the constant-capacitance
approximation can cause gross errors when the junction is forward
biased. As with the reverse-bias case, a better value of VA or VB
would be obtained if the measurement was made at some voltage

between O and V The justification for still retaining Eqgs.

(A4.7) and (A4.g;a?ies in the assumption that under forward bias the
value of 9 Or q. is very much less than unity. If this is not so,
the integration should be performed, as shown below.

In the EM2 model, the variation of C. with V was assumed to have

the form(1) (in the SLIC and SINC programs)

- j0
CJ(V) = —Lvn—‘ for V < %
( ) 3) (A4.9)

= 2" ‘rzm1+(1-mQ for v 2 &
o "% g 2
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0
Vbias Reverse I quward
bias bias

Vbias

C.dv
J

o\'

)0

/

Fig. A4.1. The difference between the accurate evaluation of
Vhias
/ Cjdv (represented by the vertical lined area)

0
and the Cj0. Vbias approximation (represented by the diagonal lined area)

for the reverse bias case (a) and the forward bias case (b).
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Integration

yields for 9 and a,

. (T}_mT . [1 - (1 - %)]_m] for V <

for V 2

b
2

¢
2

(A4.10)

The more accurate Poon-Gummel equation(23) for C.(V) is not used

since the effect of excess mobile carriers in the space-charge layers
are not included in g OF G, (but in q¢ and qr).
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APPENDIX- 5

THE SMALL-SIGNAL,
LINEARIZED EM3 AND GP MODELS

a) The EM3 Model

The small-signal EM3 model is drawn in Fig. A5.1 for an npn
transistor. (For a pnp transistor, the position of CSUB in the
model may be altered.) The only difference in form between this
model and that used for the EM, model (Fig. 2.12) is the inclusion
of the capacitor RATIO ch(VB‘C') between nodes B and C'. This has
resulted from the split of CjC across ré. The only other differences
between the EM
of v ru, Cﬂ and Cu and the replacement of YeF and YR by g and

mun
Imis® respectively. The EM2 model equations are given in Section
2.3.3. The EH3 model definitions and equations are given here

2 and EM3 small-signal models are in the determination

BFaC
r o 3¢ (A5.1)
L gnh
r a ffgs (A5.2)
[ gmu )
C, 49y, ot CieVpigs) (R5.3)
C, a9y, TRac + (1-RATIO) CjC(VB'C') (A5.4)
where
dl
cT
o 2 Ty, (A5.5)
Mg i=0
Vo
ql I v - _BE'
.- CCly e °CT B'C' 2kT
k|2 rsm<‘*vr>e (A5.6)
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RATI0~CJC(V8.C.)
11—
1"
+ vy
"
1
——W—
ré Cu ¢ rc‘
ol i e
+
c

-
n = L

Fig. A6.1. The linearized EM3 model for an npn transistor.

gmu Q i(-‘IC_T)
dVB'C'
AVB.E,=0
Vo
I 6 ._B'C kT
s Ya Tee Vatlgee
B;] . gn ] 1 dIB
ac  9mn = I IVpep
8Vp, =0
B'C'
Vo, e, qu'E'
9l (0) BE' ¢ nokT
=S i kT 2 EL
g_ kT B € thooe
mn M EL

(r5.7)

(A5.8)

(A5.9)

(A5.10)

0 (A5.11)

U e
ac Im I avB'C' W -0
RE!
Vg o Vg
EECH I SO
gm“kT FRM L
2 2
T = 1 1+ l./E§> /EEE._ \
Fac FL 4 \ W \Ico /
T =1 =t
Rac Rdc R

(A5.12)

(A5.

(A5.

13)

14)

(A5.15)

A11 other parameters are as described in the EM, model (Section 2.4).

The equations for I and Yu (Eqs. (A5.6) and (A5.8))

illustrate the effect of high-level injection. Under Tow-level

injection conditions and the forward, active region for Eq.

(A5.6) and the inverse region for Eq. (A5.8), the second term

in each equation is negligible and the equations reduce to the

well-known EM2 equations. Under high-level conditions and the

just mentioned operating regions the term in the brackets becomes

0.5 (a result that is easily obtained from a consideration of the

and high-level injection.
Cp = Cy =0, 8= 0p = =h Brye = Brgc = Bey and fpyc =

high-level injection asymptotes, such Eq. (2.57) for ICC)'

The expression for BFac (and the similar one for BRac) is

directly obtainable from the formula for IB (Eq. (2.56)) and
jllustrates the effects of the non-ideal components of IB

The variation of T with Ic due to the van der Ziel and

BRac = Prm-

If these effects are not present (i.e.,

Agouridis effect

(40)

is included in the formula for g, . Tp is

assumed here to be a constant.
The effect of basewidth modulation on the small-signal param-

eters is included

but hidden in the above equations. Basewidth

modulation is inherently contained in the terms ICC’ IEC' IC’ IE’

IS’ BFM and Tgy -

Therefore, unlike in the familiar hybrid-= mode],(s)

there is no need for r, nor does ru here contain the effects of base-
width modulation (corresponding to an assumption of negligible base
recombination -- see Eq. (A5.33)).
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b) The GP Model

The small-signal GP model is drawn in Fig. A5.2 for an npn

transistor.

It is identical, in form, to that used for the EM

2

model (Fig. 2.12). The formulae for Foe T C1| and Cn’ given here,

are different and 9F and I 2T replaced by I

and gm“, respectively.

B
r a-fac (A5.16)
L gm
8
R
r g —2¢ (A5.17)
VT O,
Cp = 9 F* CielVgegs) (A5.18)
ac
C, = 9 R * CiclVgec) (A5.19)
ac
where
di
Omn & (A5.20)
B'E! AV =0
B'C
qVBI.-I
Iss . Mg e T
R A T L
KT 7 ayVy 2q, - G
for B=1 (AS5.21)
d(-1.7)
s 9-Ter
Iy Wy (A5.22)
AVo -0 =0
B'E
qVB'CI
Iss . Ya —iT
CYec I [ lr KT e (45.23)
KT aga | 29, -9
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' L
\ L P c" l
i qlnnvn qul 1
T
3
E
Fig. AB.2. The linearized GP model for an npn transistor.
| AT B
ac g 9 Voo
mn mu B'E
! WVgici=0
| Vg Vg g
_ 91557 s . “";T—"+ FZA . nELkT
| kT | Pru nEL
For VB.C.=0 and B=1 it can be shown from Eq. (2.192) that
-1 _dl, _ -1 -1
B = _B-= ZHF - Bey
ac Ic
‘ ()
| C, e\ MEL (Z_nEL) 1 (Z-nEL> (1‘"&) (nEL-]>
y 255 . TE +1C
NEL IK C K
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U Nl
ac I Ime Veror | avgp=0 (A5.25)
Vg, Wgrcr
ql B'C —
- 2| e KT b4 "kt (A5.26)
ST} Prm Mo
dqQ
DE
T A-—.
Foe 2 0, (R5.27)
B. I
= ac_CC .
Bac oL * T d + —=—= 1, (Ignoring other components of T.)
K
(A5.28)
R4 ;;g (A5.29)
ac C :
=t = A5.30
Rye R ( )

and all other parameters are as described in the GP model (Section
2.5).

The above equations are not as simple, and therefore not as
intuitive, as those for the EM3 model. However, they are basically
equivalent.

The low-level injection solution for - is obtained by noting
that for this case 9, = 0 and G = 9- Therefore

g V9T Iy 5.3
M1 ow-1evel kT qbiB -31)
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which, for VB = » (as assumed in the EM2 and EM3 models), reduces to
the EM2 expression. A similar expression results for gm“.under 1ow-
level injection. At high current levels, putting q, vﬁg, 4y 9,

yields for (VB.C.=0 and VB=w)

9 Iee

gmn = 2 kT (A5.32)

high-level
which is the same as obtained for the EM3 model. Again, a similar
expression results for Yot The formula given for g in Eq. (A5.21)
assumes that B = 1 since a general expression for B has not been
determined. Eq. (A5.23) (and Eq. (A5.26)) implies that B for the
inverse region of operation is also unity.

The expression for Bf, (which also assumes B = 1) reduces to a
constant (=BFM) when the non-ideal component of I, is neglected
(i.e., C2 = 0) and when high-level injection effects are ignored
(i.e., IK = »). However, the behaviour of BFac as a function of ICC
is not readily inferred from Eq. (A5.24). Similarly for BRac and
Eq. (A5.26).

Equation (A5.28) ignores the variation of the other components
of (TEBSCL and TCBSCL) while Eq. (A5.30) indicates that, as
assumed for the GP model here, T, is a constant.

In the above equations, the effect of basewidth modulation and
high-level injection are buried inside some terms (such as ICC’ IEC’
IC’ IE‘ BF’ B TgL® TiL and TR)‘ Therefore there is no need for the
(basewidth modulation) component "o of the well-known hybrid-m
model.(s) Also, since the GP model inherently assumes zero recombina-
tion in the base region, ru here only models the saturation current
of a reverse-biased junction when the transistor is biased in the
normal, active region. That r consequently should not include
basewidth modulation effects* can be seen from the definition of

g (=1/r) 1
al A al
T I ? o - =0 -9,  (A5.33)
BC! AV =0 Wge= CEl aVp,=0

* Dr. G. A. Rigby, University of California, Berkeley, 1968, private
comnunication.
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APPENDIX - 6

INPUT PARAMETERS
CROSS-REFERENCE FOR
SLIC, SINC AND SPICE

This Appendix contains a cross-reference for the programs
SL1C (up to Version I)
SINC (up to Version D)
SPICE (up to Version 1Q)
This cross-reference gives the following information for each
input parameter for these programs:
i) the notation used for this parameter in this book,
1i) the model level (EM], EM,, EM3 or GP) at which this
parameter is incorporated,
iii) the page where the parameter is described in the
theoretical description of the model, (Section 2),
iv) the page where the measurement of this parameter
is described, {Section 3).

-246-

SLIC

SLIC
PARAMETER SYMBOL USED HERE |MODEL LEVEL [THEORY —[MEASUREMENT
(Note 1)

BF = BFMAX B OF Brwax EM,, EMy 15, 58 1130, 188

ICMAX
(or ICM) L cmax EM, 58 188
BFLOMW BrLOW EM, 58 188
I1CLOW
{or ICL) LeLow EM, 58 188

BCEC BCEC EM, 58 188
VCE VCE EM3 ) 188
TC1 TC, EM, 67 204
T2 TC, EM, 67 204

BR Ba EM, 15 132

RO r, (=1/g,) EM, 48 182
Ic Ic EM, 48 182
VBE VBE (Note 2) |{Note 2) (Note 2)
VCE VCE (Note 2) |(Note 2) (Note 2)

RB r EM, 28 151
TC1 TC, EM, 67 204
TC2 Tc, EM, 67 204

RC r. EM, 24 144
TC1 TC, EM, 67 204
TC2 TC, EM, 67 204

FT fr EM, 38 169
IC Ie EM, 38 169
VCE Ver EM, 38 169
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SLIC

SLIC
IPARAMETER SYMBOL USED HERE | MODEL LEVEL [THEORY  IMEASUREMENT Note 1:
LE/WB LE/N EM3 63 202 For constant Bes only the BFMAX value is specified. This is
the EM, model value. For B-(I.), BFMAX is as described in the EM
1C0 I EM 63 202 ! Fe 3
co 3 model.
TSAT TeaT EM2 38 176 Note 2: .
COE C'E EM2 29 165 SLIC allows the user to specify the vaiue of VBE and VCE as
J well as I at which r was measured (see p. 184). If this is
VBE Vge EM, 29 165 done, IS(O) will be calculated from this data according to(3])
PHIE ¢ EM 29 165
E 2 .V<E‘V_BE_>
NE me EM2 29 165 IS(O) _ IC (] _ WF£> e kT )
cJc Cic EM, 29 165 A
J The input parameter ISS is then not required.
VBC VBC EM2 29 165 Note 3:
PHIC ¢ EM2 29 165 TF and VA are alternate input parameters. They can be speci-
NC me | EM2 29 165 fied instead of FT(IC,VCE) and RO(IC), respectively.
Note 4:
RATIO RATIO EM3 61 201 For the case of no basewidth modulation, ISS is IS, as
CSuB Cup EM, 38 179 described in the EM; model. For finite basewidth modulation,
TEMP T M 2 136 1SS corresponds to IS(O) in the EMy model (p. 47).
nom ! Note 5:
1SS (Notes 2,4) IS(O) EM] 14 133 n, which is simply another method of specifying VA’(5) is not
TF (Note 3) TF(O) EM, 33 169 mentioned in the EM; description.
VA (Note 3) VA EM3 44 182
BCC1 a EM3 59
2 EM 59
g BCC a, 3
| BCC3 a EM '59
% 3 3 |
5| ETA n = kT/qVy EMs (Note 5) }
o
o (Note 5) ‘
4
’g TAUF rF(O) EM2 33 i
o |
CJED CjEO EM2 29 %
CJco CJ.CO EM2 29

2788- ‘ -249-



SINC

PARAMETER _| SYMBOL USED HERE | MODEL LEVEL|THEORY |MEASUREMENT
(Note 1)
BF = BFMAX BE OF Brmax EM], EM3 15, 58 | 130, 188
ICMAX ICMAX EM3 58 188
BF BeL oW EM, 58 188
IC ICLOW EM3 58 188
VCE Ver EM, 58 188
i[9 TC] EM3 67 204
TC2 TC2 EM3 67 204
BR BR EM1 15 132
ISS (Note 2) IS(O) EM, 14 133
RB rB EM2 28 151
TC1 TC] EM3 67 204
TC2 Tc, EMy 67 204
RC ré EM2 24 144
A TC] EM3 67 204
TC2 TC2 EM3 67 204
RO L (=1/go) EM3 48 182
IC XC EM3 48 182
FT fr EM, 38 169
IC IC EM2 38 169
VCE VCE EM2 38 169
TSAT TGAT EM2 38 176
CIE Ci EM, 29 165
VBE VBE EM2 29 165
PHIE ¢ EM2 29 165
NE me EM2 29 165
-250-

SINC
PARAMETER SYMBOL USED HERE | MODEL LEVEL[THEORY | MEASUREMENT
cac Cie EM, 29 165
veC Ve EM, 29 165
PHIC b EM, 29 165
NC ne EM, 29 165
RATIO RATIO EM, 61 201
CSUB Coup EM, 3 179
TEMP T o EM, 21 136
Note 1:

For constant BE> only the BFMAX value is specified. This is
the EM] model value. For BF(IC), BFMAX is as described in the EM3
model.
Note 2:

For the case of no basewidth modulation, ISS is IS‘ as described
in the EM] model. For finite basewidth modulation, ISS corresponds

to IS(O) in the EMg model (p. 47).
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SPICE

SPICE

SPICE contains two BJT models:

a) Ebers-Moll Model:

the EM2 model;
b} Gummel-Poon Model: the more complex GP model.

Each of these is described separately, below.

EBERS-MOLL MODEL

a simpler model that is virtually

PARAMETER SYMBOL USED HERE | MODEL LEVEL |THEORY |MEASUREMENT]
BF Bp EM, 15 130
BR Ba EM, 15 132
RB rh EM, 28 151
RC re EM, 24 144
RE re EM, 27 140
ccs Ces EM, 38 179
TF e EM, 33 169
TR {R EM, 33 176
CJE Cio Em, 29 165
cJc Cico Em, 29 165
Is I EM; 14 133
PE o Em, 29 165
PC o EM, 29 165
VA v, EM,,GP 44, 96 182
EG Eq EM, 21 137
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GUMMEL-POON MODEL

SPICE

PARAMETER SYMBOL USED HERE M09££f1§ﬁ§[ffﬂ§§ﬁi"§MEK§UQEMEQ}
BFM Be(0) EM, b0 188
BRM beu(0) EM, 53 200
RB r EM, 28 151
RC r EM, 24 144
RE v EM, 27 140
ccs Ces EM, 38 179
TF " EM, 33 169
R @ e, 33 176
CJE Cito EM, 29 165
cJc Cico EM, 29 165
IS Igs GP 81 206
VA v, GP,EM, |96, 44 182
VB Vg GP 92 207
c2 c, EM, 50 | 188
1K Iy GP w06 | 213
NE ngL EM, 50 188
ca C EMy 53 200
IKR Ler GP 106 215
NC ne EM, 53 200
PE o EM, 29 165
ME me EM, 29 165
PC i EM, 29 165
MC me EM, 29 165
£6G Eq EM, 21 137
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