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Preface

Overview

The present manuscript was written for my course Schrodinger Operators
held at the University of Vienna in Winter 1999, Summer 2002, and Summer
2005. It is supposed to give a brief but rather self contained introduction
to the mathematical methods of quantum mechanics with a view towards
applications to Schrodinger operators. The applications presented are highly
selective and many important and interesting items are not touched.

The first part is a stripped down introduction to spectral theory of un-
bounded operators where I try to introduce only those topics which are
needed for the applications later on. This has the advantage that you will
not get drowned in results which are never used again before you get to
the applications. In particular, I am not trying to provide an encyclope-
dic reference. Nevertheless I still feel that the first part should give you a
solid background covering all important results which are usually taken for
granted in more advanced books and research papers.

My approach is built around the spectral theorem as the central object.
Hence I try to get to it as quickly as possible. Moreover, I do not take the
detour over bounded operators but I go straight for the unbounded case. In
addition, existence of spectral measures is established via the Herglotz rather
than the Riesz representation theorem since this approach paves the way for
an investigation of spectral types via boundary values of the resolvent as the
spectral parameter approaches the real line.

Vil
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The second part starts with the free Schrodinger equation and computes
the free resolvent and time evolution. In addition, I discuss position, mo-
mentum, and angular momentum operators via algebraic methods. This is
usually found in any physics textbook on quantum mechanics, with the only
difference that I include some technical details which are usually not found
there. Furthermore, I compute the spectrum of the hydrogen atom, again
I try to provide some mathematical details not found in physics textbooks.
Further topics are nondegeneracy of the ground state, spectra of atoms (the
HVZ theorem) and scattering theory.

Prerequisites

I assume some previous experience with Hilbert spaces and bounded
linear operators which should be covered in any basic course on functional
analysis. However, while this assumption is reasonable for mathematics
students, it might not always be for physics students. For this reason there
is a preliminary chapter reviewing all necessary results (including proofs).
In addition, there is an appendix (again with proofs) providing all necessary
results from measure theory.

Readers guide

There is some intentional overlap between Chapter 0, Chapter 1 and
Chapter 2. Hence, provided you have the necessary background, you can
start reading in Chapter 1 or even Chapter 2. Chapters 2, 3 are key chapters
and you should study them in detail (except for Section 2.5 which can be
skipped on first reading). Chapter 4 should give you an idea of how the
spectral theorem is used. You should have a look at (e.g.) the first section
and you can come back to the remaining ones as needed. Chapter 5 contains
two key results from quantum dynamics, Stone’s theorem and the RAGE
theorem. In particular the RAGE theorem shows the connections between
long time behavior and spectral types. Finally, Chapter 6 is again of central
importance and should be studied in detail.

The chapters in the second part are mostly independent of each others
except for the first one, Chapter 7, which is a prerequisite for all others
except for Chapter 9.

If you are interested in one dimensional models (Sturm-Liouville equa-
tions), Chapter 9 is all you need.

If you are interested in atoms, read Chapter 7, Chapter 10, and Chap-
ter 11. In particular, you can skip the separation of variables (Sections 10.3
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and 10.4, which require Chapter 9) method for computing the eigenvalues of
the Hydrogen atom if you are happy with the fact that there are countably
many which accumulate at the bottom of the continuous spectrum.

If you are interested in scattering theory, read Chapter 7, the first two
sections of Chapter 10, and Chapter 12. Chapter 5 is one of the key prereq-
uisites in this case.

Availability

It is available from

http://www.mat.univie.ac.at/ gerald/ftp/book-schroe/
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Wang Lanning, Maria Hoffmann-Ostenhof, Zhenyou Huang, Harald Rindler,
and Karl Unterkofler for pointing out errors in previous versions.

Gerald Teschl

Vienna, Austria
February, 2005






Part 0

Preliminaries






Chapter 0

A first look at Banach
and Hilbert spaces

I assume that the reader has some basic familiarity with measure theory and func-
tional analysis. For convenience, some facts needed from Banach and LP spaces
are reviewed in this chapter. A crash course in measure theory can be found in
the appendix. If you feel comfortable with terms like Lebesgue LP spaces, Banach
space, or bounded linear operator, you can skip this entire chapter. However, you
might want to at least browse through it to refresh your memory.

0.1. Warm up: Metric and topological spaces

Before we begin I want to recall some basic facts from metric and topological
spaces. I presume that you are familiar with these topics from your calculus
course. A good reference is [8].

A metric space is a space X together with a function d: X x X — R
such that

= d(y7 l’)

) >0

)=0if and only if x =y

)

) < d(x,y) + d(y, z) (triangle inequality)

oes not hold, d is called a semi-metric.
Example. Euclidean space R together with d(z,y) = (3_p_; (v —yx)?)*/?
is a metric space and so is C" together with d(z,y) = (37—, [zx—yxl?)/2. ©

3



4 0. A first look at Banach and Hilbert spaces

The set

By (x) = {y € Xl|d(z,y) <r} (0.1)
is called an open ball around x with radius r > 0. A point x of some set
U is called an interior point of U if U contains some ball around z. If z is
an interior point of U, then U is also called a neighborhood of x. A point
x is called a limit point of U if B,(z) N (U\{z}) # 0 for every ball. Note
that a limit point must not lie in U, but U contains points arbitrarily close
to x. Moreover, x is not a limit point of U if and only if it is an interior
point of the complement of U.

Example. Consider R with the usual metric and let U = (—1,1). Then
every point « € U is an interior point of U. The points £1 are limit points
of U. o

A set consisting only of interior points is called open. The family of
open sets O satisfies the following properties
(i) 0,X €O
(ii) 01,09 € O implies O1 N Oy € O
(ili) {Oq} C O implies J, Oq € O
That is, O is closed under finite intersections and arbitrary unions.

In general, a space X together with a family of sets O, the open sets,
satisfying (i)—(iii) is called a topological space. The notions of interior
point, limit point, and neighborhood carry over to topological spaces if we
replace open ball by open set.

There are usually different choices for the topology. Two usually not
very interesting examples are the trivial topology O = {0, X} and the
discrete topology O = P(X) (the powerset of X). Given two topologies
O; and Oy on X, O is called weaker (or coarser) than O if and only if
01 C Os.

Example. Note that different metrics can give rise to the same topology.
For example, we can equip R"™ (or C") with the Euclidean distance as before,
or we could also use

d(z,y) =Y lar — ul (0.2)
k=1

Since
1
=Y el < D k2 < (0.3)

shows B, m((z,y)) C B,.((z,y)) € B,((x,y)), where B, B are balls com-

puted using d, d, respectively. Hence the topology is the same for both
metrics. ©
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Example. We can always replace a metric d by the bounded metric

d(x,y) = 777 j_(gég?y) (0.4)

without changing the topology. o

Every subspace Y of a topological space X becomes a topological space
of its own if we call O C Y open if there is some open set O C X such that
O =0nNY (induced topology).

Example. The set (0,1] C R is not open in the topology of X = R, but it is
open in the incuded topology when considered as a subset of Y = [—1,1]. ©

A family of open sets B C O is called a base for the topology if for each
x and each neighborhood U(z), there is some set O € B with x € O C U.
Since O = (,co U(x) we have

Lemma 0.1. If B C O is a base for the topology, then every open set can
be written as a union of elements from B.

If there exists a countable base, then X is called second countable.

Example. By construction the open balls B /,,(z) are a base for the topol-
ogy in a metric space. In the case of R™ (or C") it even suffices to take balls
with rational center and hence R™ (and C™) are second countable. o

A topological space is called Hausdorff space if for two different points
there are always two disjoint neighborhoods.

Example. Any metric space is a Hausdorff space: Given two different
points z and y the balls Byy(x) and Bgj3(y), where d = d(x,y) > 0, are
disjoint neighborhoods (a semi-metric space will not be Hausdorff). o

The complement of an open set is called a closed set. It follows from
de Morgan’s rules that the family of closed sets C satisfies

i) 0, X ecC
(ii) C1,Cq € C implies C1 UCy € C
(ili) {Ca} € C implies (), Co €C
That is, closed sets are closed under finite unions and arbitrary intersections.
The smallest closed set containing a given set U is called the closure
v= (] ¢ (0.5)
cec,UCC
and the largest open set contained in a given set U is called the interior

= J o (0.6)

0€0,0CU
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It is straightforward to check that

Lemma 0.2. Let X be a topological space, then the interior of U is the set
of all interior points of U and the closure of U is the set of all limit points
of U.

A sequence (z,)s2; € X is said to converge to some point x € X if
d(z,z,) — 0. We write lim,,_,, , = x as usual in this case. Clearly the
limit is unique if it exists (this is not true for a semi-metric).

Every convergent sequence is a Cauchy sequence, that is, for every
€ > 0 there is some N € N such that

d(Tp, xm) < e n,m > N. (0.7)

If the converse is also true, that is, if every Cauchy sequence has a limit,
then X is called complete.

Example. Both R™ and C™ are complete metric spaces. o

A point z is clearly a limit point of U if and only if there is some sequence
x, € U converging to . Hence

Lemma 0.3. A closed subset of a complete metric space is again a complete
metric space.

Note that convergence can also be equivalently formulated in terms of
topological terms: A sequence x, converges to z if and only if for every
neighborhood U of x there is some N € N such that z, € U forn > N. In
a Hausdorff space the limit is unique.

A metric space is called separable if it contains a countable dense set.
A set U is called dense, if its closure is all of X, that is if U = X.

Lemma 0.4. Let X be a separable metric space. Every subset of X is again
separable.

Proof. Let A = {z,}nen be a dense set in X. The only problem is that
ANY might contain no elements at all. However, some elements of A must
be at least arbitrarily close: Let J C N? be the set of all pairs (n,m) for
which By, (2,) NY # 0 and choose some ypm € Byjm(zn) NY for all
(n,m) € J. Then B = {ynm}(m,myes € Y is countable. To see that B is
dense choose y € Y. Then there is some sequence x,, with d(zy,,y) < 1/4.
Hence (ng, k) € J and d(Yn, &, ¥) < d(Yny k> Tny,) + d(@n,,y) < 2/k— 0. O

A function between metric spaces X and Y is called continuous at a
point x € X if for every £ > 0 we can find a § > 0 such that

dy (f(x), f(y)) <e if dx(z,y) <6 (0.8)

If f is continuous at every point it is called continuous.
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Lemma 0.5. Let X be a metric space. The following are equivalent

(i) f is continuous at x (i.e, (0.8) holds).
(ii) f(zn) — f(x) whenever z, — x
(iii) For every neighborhood V of f(x), f~1(V) is a neighborhood of x.

Proof. (i) = (ii) is obvious. (ii) = (iii): If (ili) does not hold there is
a neighborhood V' of f(z) such that Bs(z) € f~1(V) for every §. Hence
we can choose a sequence x, € Byj,(z) such that f(z,) & f~'(V). Thus
Tn — x but f(x,) /4 f(x). (ili) = (i): Choose V = B.(f(x)) and observe
that by (iii) Bs(x) C f~1(V) for some 6. O

The last item implies that f is continuous if and only if the inverse image
of every open (closed) set is again open (closed).

Note: In a topological space, (iii) is used as definition for continuity.
However, in general (ii) and (iii) will no longer be equivalent unless one uses
generalized sequences, so called nets, where the index set N is replaced by
arbitrary directed sets.

If X and X are metric spaces then X x Y together with
d((z1,y1), (22, y2)) = dx (21, 22) + dy (Y1, Y2) (0.9)

is a metric space. A sequence (x,,y,) converges to (z,y) if and only if
xn — ¢ and y, — y. In particular, the projections onto the first (z,y) — =
respectively onto the second (x,y) — y coordinate are continuous.

In particular, by
|d(zn, yn) — d(z,y)| < d(zn, ) + d(yn, y) (0.10)

we see that d : X x X — R is continuous.

Example. If we consider R x R we do not get the Euclidean distance of R?
unless we modify (0.9) as follows:

d((z1,11), (%2, 92)) = Vdx (w1, 22) + dy (y1,72)*- (0.11)
As noted in our previous example, the topology (and thus also conver-
gence/continuity) is independent of this choice. o

If X and Y are just topological spaces, the product topology is defined
by calling O C X x Y open if for every point (x,y) € O there are open
neighborhoods U of x and V of y such that U x V C O. In the case of
metric spaces this clearly agrees with the topology defined via the product
metric (0.9).

A cover of aset Y C X is a family of sets {U, } such that Y C |J, Us. A
cover is call open if all U, are open. A subset of {U,} is called a subcover.
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A subset K C X is called compact if every open cover has a finite
subcover.

Lemma 0.6. A topological space is compact if and only if it has the finite
intersection property: The intersection of a family of closed sets is empty
if and only if the intersection of some finite subfamily is empty.

Proof. By taking complements, to every family of open sets there is a cor-
responding family of closed sets and vice versa. Moreover, the open sets
are a cover if and only if the corresponding closed sets have empty intersec-
tion. U

A subset K C X is called sequentially compact if every sequence has
a convergent subsequence.

Lemma 0.7. Let X be a topological space.

(i) The continuous image of a compact set is compact.
(ii) Ewvery closed subset of a compact set is compact.
(iii) If X is Hausdorff, any compact set is closed.

(iv) The product of compact sets is compact.
)

(v) A compact set is also sequentially compact.

Proof. (i) Just observe that if {O,} is an open cover for f(Y), then {f~1(O0,)}
is one for Y.

(ii) Let {Oq} be an open cover for the closed subset Y. Then {O4} U
{X\Y} is an open cover for X.

(iii) Let Y C X be compact. We show that X\Y is open. Fix z € X\Y
(if Y = X there is nothing to do). By the definition of Hausdorff, for
every y € Y there are disjoint neighborhoods V (y) of y and U,(z) of z. By
compactness of Y, there are yi,...y, such that V(y;) cover Y. But then
U(z) = Uj-; Uy, () is a neighborhood of z which does not intersect Y.

(iv) Let {O4} be an open cover for X x Y. For every (z,y) € X x Y
there is some a(z,y) such that (z,y) € Oy(y,y)- By definition of the product
topology there is some open rectangle U(z,y) x V(z,y) C Oy(yy)- Hence
for fixed x, {V(x,y)}yey is an open cover of Y. Hence there are finitely
many points yi(x) such V(x,yg(x)) cover Y. Set U(x) = (), U(x, yr(x)).
Since finite intersections of open sets are open, {U(x)},cx is an open cover
and there are finitely many points x; such U(z;) cover X. By construction,
U(l‘]) X V(xj,yk(xj)) - Oa(xj,yk(xj)) cover X X Y.

(v) Let x, be a sequence which has no convergent subsequence. Then
K = {x,} has no limit points and is hence compact by (ii). For every n
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there is a ball B, (z,) which contains only finitely many elements of K.
However, finitely many suffice to cover K, a contradiction. ([

In a metric space compact and sequentially compact are equivalent.

Lemma 0.8. Let X be a metric space. Then a subset is compact if and only
if it is sequentially compact.

Proof. First of all note that every cover of open balls with fixed radius
€ > 0 has a finite subcover. Since if this were false we could construct a
sequence x, € X\ U"_| B-(2m) such that d(z,,x,,) > ¢ for m < n.

In particular, we are done if we can show that for every open cover
{O4} there is some € > 0 such that for every x we have B.(z) C O, for
some a = o(x). Indeed, choosing {z;}}_; such that B.(xj) is a cover, we
have that O

So it remains to show that there is such an €. If there were none, for
every € > 0 there must be an x such that B.(x) € O, for every a. Choose
€= % and pick a corresponding x,. Since X is sequentially compact, it is no
restriction to assume z,, converges (after maybe passing to a subsequence).
Let x = lim zy,, then z lies in some O,, and hence B.(x) C O,. But choosing
n so large that L < £ and d(zpn,z) < § we have Bijn(n) € Be(z) C Oy
contradicting our assumption. O

zy) 18 & cover as well.

Please also recall the Heine-Borel theorem:

Theorem 0.9 (Heine-Borel). In R™ (or C") a set is compact if and only if
it is bounded and closed.

Proof. By Lemma 0.7 (ii) and (iii) it suffices to show that a closed interval
in I C R is compact. Moreover, by Lemma 0.8 it suffices to show that
every sequence in I = [a,b] has a convergent subsequence. Let x,, be our
sequence and divide I = [a, %F2] U [%$2]. Then at least one of these two
intervals, call it I7, contains infinitely many elements of our sequence. Let
Y1 = T, be the first one. Subdivide I; and pick y2 = x,,, with ny > n; as
before. Proceeding like this we obtain a Cauchy sequence y, (note that by
construction Ip,+1 C I, and hence |y, — ym| < b_T“ for m > n). O

A topological space is called locally compact if every point has a com-
pact neighborhood.

Example. R" is locally compact. o
The distance between a point © € X and a subset Y C X is

dist(z,Y) = inf d(z,y). (0.12)
yey
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Note that # € Y if and only if dist(x,Y) = 0.

Lemma 0.10. Let X be a metric space, then
|dist(z,Y) — dist(z, V)| < dist(z, 2). (0.13)

In particular, x — dist(x,Y) is continuous.

Proof. Taking the infimum in the triangle inequality d(x,y) < d(z,z) +
d(z,y) shows dist(x,Y") < d(z, z)+dist(z,Y). Hence dist(z,Y)—dist(z,Y) <
dist(z, z). Interchanging = and z shows dist(z,Y") — dist(x,Y) < dist(x, 2).

U

Lemma 0.11 (Urysohn). Suppose Cy and Co are disjoint closed subsets of
a metric space X. Then there is a continuous function f : X — [0,1] such
that f is zero on C1 and one on Cs.

If X is locally compact and U is compact, one can choose f with compact
support.

Proof. To prove the first claim set f(z) = dist(dei’slt)(—ia:ici’:t)(x oy For the

second claim, observe that there is an open set O such that O is compact
and C; C O C O C X\Cs. In fact, for every z, there is a ball B.(z) such
that B.(z) is compact and B.(x) C X\C2. Since U is compact, finitely
many of them cover C1 and we can choose the union of those balls to be O.
Now replace Cy by X\O. O

Note that Urysohn’s lemma implies that a metric space is normal, that
is, for any two disjoint closed sets C and Cy, there are disjoint open sets
O1 and O such that C; C Oj, j = 1,2. In fact, choose f as in Urysohn’s
lemma and set O; = f71([0,1/2)) respectively Os = f~1((1/2,1]).

0.2. The Banach space of continuous functions

Now let us have a first look at Banach spaces by investigating set of contin-
uous functions C(I) on a compact interval I = [a,b] C R. Since we want to
handle complex models, we will always consider complex valued functions!

One way of declaring a distance, well-known from calculus, is the max-
imum norm:

1f(z) = g(2)lloo = max|f(z) — g(x)]. (0.14)
It is not hard to see that with this definition C'(I) becomes a normed linear
space:

A normed linear space X is a vector space X over C (or R) with a
real-valued function (the norm) ||.|| such that

e ||f]| >0 forall fe X and ||f|| =0 if and only if f =0,
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o [Nfll=IA|f] forall A € C and f € X, and
o |lf +gll < IIfIl+ |lg]| for all f,g € X (triangle inequality).

From the triangle inequality we also get the inverse triangle inequality
(Problem 0.1)

WA= llglll < 11f = gll- (0.15)

Once we have a norm, we have a distance d(f, g) = || f—g|| and hence we
know when a sequence of vectors f,, converges to a vector f. We will write
fn — f or lim, .o f, = f, as usual, in this case. Moreover, a mapping
F : X — Y between to normed spaces is called continuous if f, — f
implies F(f,) — F(f). In fact, it is not hard to see that the norm, vector
addition, and multiplication by scalars are continuous (Problem 0.2).

In addition to the concept of convergence we have also the concept of
a Cauchy sequence and hence the concept of completeness: A normed
space is called complete if every Cauchy sequence has a limit. A complete
normed space is called a Banach space.

[e o]

Example. The space ¢! (N) of all sequences a = (a;) 321 for which the norm

o0
lally =" lay] (0.16)
j=1

is finite, is a Banach space.

To show this, we need to verify three things: (i) £!(N) is a Vector space,
that is closed under addition and scalar multiplication (ii) ||.||; satisfies the
three requirements for a norm and (iii) ¢/!(N) is complete.

First of all observe
k k k
D a0l <> lagl+ > [bil < llally + (b1 (0.17)
j=1 j=1 j=1

for any finite k. Letting k¥ — oo we conclude that ¢'(N) is closed under
addition and that the triangle inequality holds. That ¢!(N) is closed under
scalar multiplication and the two other properties of a norm are straight-
forward. It remains to show that ¢!(N) is complete. Let a" = (a7)32, be
a Cauchy sequence, that is, for given ¢ > 0 we can find an N, such that
[a™ —a"||y < e for m,n > N.. This implies in particular |a]* — a}| < ¢ for
any fixed j. Thus a” is a Cauchy sequence for fixed j and by completeness

J

of C has a limit: lim, .o a? = a;. Now consider

k
> la —aj| <e (0.18)
j=1



12 0. A first look at Banach and Hilbert spaces

and take m — oc: i
Z laj —aj| <e. (0.19)
=1

Since this holds for any finite k we even have ||a—a,||1 < . Hence (a—a,) €
¢*(N) and since a,, € ¢*(N) we finally conclude a = a,, + (a —a,) € £1(N). ©

Example. The space (*°(N) of all bounded sequences a = (a;)32; together
with the norm
lalloo = sup[a;] (0.20)
jeN
is a Banach space (Problem 0.3). o

Now what about convergence in this space? A sequence of functions
fn(x) converges to f if and only if

Jim |[f = full = lim Sup | fn(x) = f(2)| = 0. (0.21)

That is, in the language of real analysis, f,, converges uniformly to f. Now
let us look at the case where f,, is only a Cauchy sequence. Then f,(z) is
clearly a Cauchy sequence of real numbers for any fixed € I. In particular,
by completeness of C, there is a limit f(x) for each z. Thus we get a limiting
function f(z). Moreover, letting m — oo in

|fm(z) — fa(z)| <€ VYm,n > N, v el (0.22)

we see

|f(z) — fu(z)| < e VYn > N, x €1, (0.23)

that is, f,(z) converges uniformly to f(x). However, up to this point we
don’t know whether it is in our vector space C(I) or not, that is, whether
it is continuous or not. Fortunately, there is a well-known result from real
analysis which tells us that the uniform limit of continuous functions is again
continuous. Hence f(z) € C(I) and thus every Cauchy sequence in C(I)
converges. Or, in other words

Theorem 0.12. C(I) with the mazimum norm is a Banach space.

Next we want to know if there is a basis for C(I). In order to have only
countable sums, we would even prefer a countable basis. If such a basis
exists, that is, if there is a set {u,} C X of linearly independent vectors
such that every element f € X can be written as

f= chuna cn €C, (0.24)

then the span span{u, } (the set of all finite linear combinations) of {u,} is
dense in X. A set whose span is dense is called total and if we have a total
set, we also have a countable dense set (consider only linear combinations
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with rational coefficients — show this). A normed linear space containing a
countable dense set is called separable.

Example. The Banach space £!(N) is separable. In fact, the set of vectors
6", with 67 = 1 and 67, = 0, n # m is total: Let a € £}(N) be given and set
a™ =31, a6k, then

o0
la—ah =) la| =0 (0.25)
j=n+1
since a} = a; for 1 < j <nand a =0 for j > n. o

Luckily this is also the case for C(I):

Theorem 0.13 (Weierstral). Let I be a compact interval. Then the set of
polynomials is dense in C(I).

Proof. Let f(z) € C(I) be given. By considering f(x) — f(a) + (f(b) —
f(a))(z —b) it is no loss to assume that f vanishes at the boundary points.

Moreover, without restriction we only consider I = [, 3] (why?).
Now the claim follows from the lemma below using
1
Un(z) = —(1 — 23", (0.26)
Iy
where

1 !
I, = /(1—x2)”dx: e

-1 G+ ($+n)
I'(1+n) \/? 1
= —— =4/—(1+0(—)). 0.27
VIR G = a0+ OG) (027)
(Remark: The integral is known as Beta function and the asymptotics follow
from Stirling’s formula.) O

Lemma 0.14 (Smoothing). Let u,(z) be a sequence of nonnegative contin-
uous functions on [—1,1] such that

/ up(z)der =1 and / Up(z)dz — 0, 0 >0. (0.28)
2| <1 §<||<1

(In other words, uy, has mass one and concentrates near x =0 as n — 00.)

Then for every f € C’[—%, %] which vanishes at the endpoints, f(—%) =
f(%) =0, we have that

1/2
fulz) = / un(z — ) £ (9)dy (0.29)

—1/2

converges uniformly to f(x).
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Proof. Since f is uniformly continuous, for given & we can find a § (inde-
pendent of z) such that |f(z)— f(y)| < e whenever |x—y| < . Moreover, we
can choose n such that f6<|y|<1 un(y)dy < e. Now abbreviate M = max f
and note

1/2 1/2
) / un(z—y) f(2)dy| = | f(z)] [1- / @)yl < M. (030

—1/2

In fact, either the distance of x to one of the boundary points i% is smaller
than ¢ and hence | f(z)| < € or otherwise the difference between one and the
integral is smaller than ¢.

Using this we have

1/2
fulx) — f(2)] < / un(z — )| f(y) — F(2)|dy + Me

—-1/2

= / un(x = y)|f(y) — fz)|dy
ly|<1/2,|z—y|<é

+ / un( — )| f(y) — f(@)|dy + Me
ly|<1/2,|z—y|>d
= e+2Me+ Me=(1+43M)e, (0.31)

which proves the claim. O

Note that f, will be as smooth as u,, hence the title smoothing lemma.
The same idea is used to approximate noncontinuous functions by smooth
ones (of course the convergence will no longer be uniform in this case).

Corollary 0.15. C(I) is separable.

The same is true for £1(N), but not for £°°(N) (Problem 0.4)!
Problem 0.1. Show that ||| f]| — |lglll < |I.f — gll-

Problem 0.2. Show that the norm, vector addition, and multiplication by
scalars are continuous. That is, if fn — f, g» — g, and A\, — X\ then

”an - HfH: Jn+gn — f+g, and Apgn — Ag.
Problem 0.3. Show that ¢*°(N) is a Banach space.

Problem 0.4. Show that (>°(N) is not separable (Hint: Consider sequences
which take only the value one and zero. How many are there? What is the
distance between two such sequences?).

0.3. The geometry of Hilbert spaces

So it looks like C'(I) has all the properties we want. However, there is
still one thing missing: How should we define orthogonality in C(I)? In
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Euclidean space, two vectors are called orthogonal if their scalar product
vanishes, so we would need a scalar product:

Suppose §) is a vector space. A map (.,..) : H x  — C is called skew
linear form if it is conjugate linear in the first and linear in the second
argument, that is,

(1 fi +02f2.9) = ai(fi.0) +a3(f2.0)
(fra1g1 + aage) = ai(fjgl>+o;(f792>v ag, a2 € C, (0.32)

where ‘x’ denotes complex conjugation. A skew linear form satisfying the
requirements

(i) (f,f)>0for f#0 (positive definite)
(i) {f,9) = {9, f)  (symmetry)

is called inner product or scalar product. Associated with every scalar
product is a norm

11 = VS5 £)- (0.33)

The pair (9, (.,..)) is called inner product space. If §) is complete it is
called a Hilbert space.

Example. Clearly C" with the usual scalar product
n
(a,0) = asb, (0.34)
j=1

is a (finite dimensional) Hilbert space. o

Example. A somewhat more interesting example is the Hilbert space ¢?(N),
that is, the set of all sequences

{(@)5a| > sl < oo} (0.35)
j=1
with scalar product
(a,b) =) asb;. (0.36)
j=1

(Show that this is in fact a separable Hilbert space! Problem 0.5) o

Of course I still owe you a proof for the claim that /(f, f) is indeed a
norm. Only the triangle inequality is nontrivial which will follow from the
Cauchy-Schwarz inequality below.

A vector f € § is called normalized or unit vector if || f|| = 1. Two

vectors f, g € §) are called orthogonal or perpendicular (f L g)if (f,g) =
0 and parallel if one is a multiple of the other.



16 0. A first look at Banach and Hilbert spaces

For two orthogonal vectors we have the Pythagorean theorem:

IF+9gI* =717+ llgl*,  FLg, (0.37)

which is one line of computation.

Suppose u is a unit vector, then the projection of f in the direction of
u is given by
fii = (u, flu (0.38)
and f| defined via
fr=[f—(u flu (0.39)

is perpendicular to u since (u, f|) = (u, f — (u, fu) = (u, f) — (u, f){u,u) =
0.

f fL

fi

Taking any other vector parallel to u it is easy to see

If = aul® = [IfL + (fy — aw)l® = [IFL1? + [{u, £) = of? (0.40)
and hence f| = (u, f)u is the unique vector parallel to u which is closest to
f.

As a first consequence we obtain the Cauchy-Schwarz-Bunjakowski

inequality:

Theorem 0.16 (Cauchy-Schwarz-Bunjakowski). Let 9 be an inner product
space, then for every f,g € $Ho we have

[l < IfIHgll (0.41)
with equality if and only if f and g are parallel.

Proof. It suffices to prove the case ||g|| = 1. But then the claim follows
from || f[1> = [{g, £)I + l£]*. 0

Note that the Cauchy-Schwarz inequality entails that the scalar product
is continuous in both variables, that is, if f,, — f and g, — g we have

<fnagn> - <f7g>~

As another consequence we infer that the map ||.|| is indeed a norm.
1f + 9> = IF11” + (£, 9) + g, ) + llall® < (I + gl (0.42)

But let us return to C'(I). Can we find a scalar product which has the
maximum norm as associated norm? Unfortunately the answer is no! The
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reason is that the maximum norm does not satisfy the parallelogram law
(Problem 0.7).

Theorem 0.17 (Jordan-von Neumann). A norm is associated with a scalar
product if and only if the parallelogram law

1f + gl + 11 = gll* = 2Il£1I* + 2llg]1” (0.43)
holds.

In this case the scalar product can be recovered from its norm by virtue
of the polarization identity

(o9 =5 (1F + 92 = IF = gl +ilf gl il +igl?).  (0.44)

Proof. If an inner product space is given, verification of the parallelogram
law and the polarization identity is straight forward (Problem 0.6).

To show the converse, we define

s(h,9) =3 (1 + I = 1F =gl +3l7 — gl —1f +igl?) . (0.45)

Then s(f, f) = ||f|I* and s(f,g) = s(g, f)* are straightforward to check.
Moreover, another straightforward computation using the parallelogram law
shows h
g+

(F,9) + s(h, ) = 25(7, 22, (0.46)
Now choosing h = 0 (and using s(f,0) = 0) shows s(f,g) = 2s(f, %) and
thus s(f,g) + s(f,h) = s(f,g + h). Furthermore, by induction we infer
aw5(f,9) = s(f, 3% g), that is As(f, g) = s(f, Ag) for every positive rational \.
By continuity (check this!) this holds for all A > 0 and s(f, —g) = —s(f,9)
respectively s(f,ig) =1is(f,g) finishes the proof. O

Note that the parallelogram law and the polarization identity even hold
for skew linear forms (Problem 0.6).

But how do we define a scalar product on C'(I)? One possibility is

b
(f.9) = / F*(2)g(x)dz. (0.47)

The corresponding inner product space is denoted by £2,,(I). Note that
we have

1< V16 = alll fll (0.48)

and hence the maximum norm is stronger than the £2

font DOTIN.

Suppose we have two norms ||.|[; and ||.||2 on a space X. Then ||.||2 is
said to be stronger than ||.||; if there is a constant m > 0 such that

1f1lx < mllf]l2. (0.49)
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It is straightforward to check that

Lemma 0.18. If ||.||2 is stronger than ||.||1, then any ||.||2 Cauchy sequence
is also a ||.|[1 Cauchy sequence.

Hence if a function F' : X — Y is continuous in (X, |.|]1) it is also
continuos in (X, |.]]2) and if a set is dense in (X, ||.|[2) it is also dense in
(X, [I-[]2)-

In particular, £2,,, is separable. But is it also complete? Unfortunately
the answer is no:

Example. Take I = [0,2] and define

0, 0<z<1-1
fa@)=% 14n(xz-1), 1-1<z<1 (0.50)
1, 1<z<2

then f,(z) is a Cauchy sequence in £2,,,, but there is no limit in £2,,!

Clearly the limit should be the step function which is 0 for 0 <z < 1 and 1
for 1 <2 <2, but this step function is discontinuous (Problem 0.8)! o

This shows that in infinite dimensional spaces different norms will give
raise to different convergent sequences! In fact, the key to solving prob-
lems in infinite dimensional spaces is often finding the right norm! This is
something which cannot happen in the finite dimensional case.

Theorem 0.19. If X is a finite dimensional case, then all norms are equiv-
alent. That is, for given two norms ||.||1 and ||.||2 there are constants my
and my such that

£l < 15 < 1. (0.51)

Proof. Clearly we can choose a basis uj, 1 < j < n, and assume that ||.||2 is
the usual Euclidean norm, || 3, ajujl3 = > laj|?. Let f = >_j juy, then
by the triangle and Cauchy Schwartz inequalities

1l <D leslliuglly < ) llusl LAl (0.52)
j j

and we can choose mo = /> [|u;1-

In particular, if f,, is convergent with respect to ||.||2 it is also convergent
with respect to ||.|[1. Thus [|.||1 is continuous with respect to ||.||2 and attains
its minimum m > 0 on the unit sphere (which is compact by the Heine-Borel
theorem). Now choose m; = 1/m. O

Problem 0.5. Show that (*(N) is a separable Hilbert space.
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Problem 0.6. Let s(f,g) be a skew linear form and p(f) = s(f, f) the
associated quadratic form. Prove the parallelogram law

p(f +9)+p(f —9) =2p(f) + 2p(g) (0.53)
and the polarization identity
S(.9) = 3 (T +9) = p(f —9) +ip(f —ig) —ip(f +ig)) . (054

Problem 0.7. Show that the maximum norm (on C[0,1]) does not satisfy
the parallelogram law.

Problem 0.8. Prove the claims made about f,, defined in (0.50), in the
last example.

0.4. Completeness

Since £2,,,; is not complete, how can we obtain a Hilbert space out of it?

Well the answer is simple: take the completion.

If X is a (incomplete) normed space, consider the set of all Cauchy
sequences X . Call two Cauchy sequences equivalent if their difference con-
verges to zero and denote by X the set of all equivalence classes. It is easy
to see that X (and X) inherit the vector space structure from X. Moreover,

Lemma 0.20. If x,, is a Cauchy sequence, then ||x,|| converges.

Consequently the norm of a Cauchy sequence (z,,)72; can be defined by
|(r)o || = limy,— 00 || || and is independent of the equivalence class (show
this!). Thus X is a normed space (X is not! why?).

Theorem 0.21. X is a Banach space containing X as a dense subspace if
we identify x € X with the equivalence class of all sequences converging to
x.

Proof. (Outline) It remains to show that X is complete. Let &, = [(%n,5)524]
be a Cauchy sequence in X. Then it is not hard to see that & = [(%5,4)524]
is its limit. g

Let me remark that the completion X is unique. More precisely any
other complete space which contains X as a dense subset is isomorphic to
X. This can for example be seen by showing that the identity map on X
has a unique extension to X (compare Theorem 0.24 below).

In particular it is no restriction to assume that a normed linear space
or an inner product space is complete. However, in the important case
of £2,,, it is somewhat inconvenient to work with equivalence classes of
Cauchy sequences and hence we will give a different characterization using

the Lebesgue integral later.
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0.5. Bounded operators

A linear map A between two normed spaces X and Y will be called a (lin-
ear) operator

A:D(A)CX Y. (0.55)
The linear subspace ©(A) on which A is defined, is called the domain of A
and is usually required to be dense. The kernel

Ker(A) ={f € ©(A)|Af =0} (0.56)

and range
Ran(A) = {Af|f € D(A)} = AD(A) (0.57)
are defined as usual. The operator A is called bounded if the following
operator norm
[All = sup [JAflly (0.58)
I fllx=1
is finite.

The set of all bounded linear operators from X to Y is denoted by
L£(X,Y). If X =Y we write £(X,X) = £(X).

Theorem 0.22. The space £(X,Y’) together with the operator norm (0.58)
is a normed space. It is a Banach space if Y is.

Proof. That (0.58) is indeed a norm is straightforward. If Y is complete and
A, is a Cauchy sequence of operators, then A, f converges to an element
g for every f. Define a new operator A via Af = g. By continuity of
the vector operations, A is linear and by continuity of the norm ||Af| =
lim, oo |[Anfl] < (limp—oo [[An|)]| f]| it is bounded. Furthermore, given
e > 0 there is some N such that |4, — An| < € for n,m > N and thus
|Anf—Amf|l < el f]l. Taking the limit m — oo we see || A, f—Af]| < el fll,
that is A4,, — A. O

By construction, a bounded operator is Lipschitz continuous

IAflly < IAIIfllx (0.59)

and hence continuous. The converse is also true

Theorem 0.23. An operator A is bounded if and only if it is continuous.

Proof. Suppose A is continuous but not bounded. Then there is a sequence
of unit vectors u, such that ||Au,|| > n. Then f,, = Lu, converges to 0 but
|Afn|l > 1 does not converge to 0. O

Moreover, if A is bounded and densely defined, it is no restriction to
assume that it is defined on all of X.
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Theorem 0.24. Let A € £(X,Y) and let Y be a Banach space. If D(A)
is dense, there is a unique (continuous) extension of A to X, which has the
same norm.

Proof. Since a bounded operator maps Cauchy sequences to Cauchy se-
quences, this extension can only be given by

Af = lim Af,,  f.€D(4), feX. (0.60)

To show that this definition is independent of the sequence f,, — f, let
gn — f be a second sequence and observe

HAfn - Agn” = HA(fn - gn)” < HAHan - gn” — 0. (0'61)

From continuity of vector addition and scalar multiplication it follows that
our extension is linear. Finally, from continuity of the norm we conclude
that the norm does not increase. ([

An operator in £(X, C) is called a bounded linear functional and the
space X* = £(X,C) is called the dual space of X. A sequence f, is said to
converge weakly f, — f if {(f,) — £(f) for every £ € X*.

The Banach space of bounded linear operators £(X) even has a multi-
plication given by composition. Clearly this multiplication satisfies

(A+B)C =AC+ BC, AB+C)=AB+BC, A, B,Ce £(X) (0.62)
and
(AB)C = A(BC), a(AB) = (0@A)B=A(aB), ac€C. (0.63)
Moreover, it is easy to see that we have
|AB| < Al B (0.64)

However, note that our multiplication is not commutative (unless X is one
dimensional). We even have an identity, the identity operator I satisfying
I} = 1.

A Banach space together with a multiplication satisfying the above re-

quirements is called a Banach algebra. In particular, note that (0.64)
ensures that multiplication is continuous.

Problem 0.9. Show that the integral operator

(K f)(x) = / K(z,9)f (y)dy, (0.65)

where K(z,y) € C(]0,1] x [0,1]), defined on D(K) = C|0,1] is a bounded
operator both in X = C|0,1] (mazx norm) and X = LZ,,,,(0,1).

Problem 0.10. Show that the differential operator A = % defined on
D(A) = C[0,1] C C[0,1] is an unbounded operator.



22 0. A first look at Banach and Hilbert spaces

Problem 0.11. Show that ||[AB|| < ||Al|||B]| for every A,B € £(X).

Problem 0.12. Show that the multiplication in a Banach algebra X is con-
tinuous: T, — x and y, — y implies Ty, — TY.

0.6. Lebesgue LP spaces

We fix some measure space (X, ¥, 1) and define the LP norm by

1/p
||f||p=</X !f\pdu> . 1<p (0.66)

and denote by L£P(X,du) the set of all complex valued measurable functions
for which || f|, is finite. First of all note that £P(X,du) is a linear space,
since |f + gIP < 22 max(|f],[g)” < 22 max(|f[”, |gl") < 2(|fP + |gl?). Of
course our hope is that £P(X,du) is a Banach space. However, there is
a small technical problem (recall that a property is said to hold almost
everywhere if the set where it fails to hold is contained in a set of measure
zero):

Lemma 0.25. Let f be measurable, then

i dn=o (0.67)

if and only if f(x) =0 almost everywhere with respect to .

Proof. Observe that we have A = {z|f(z) # 0} = (),, An, where A4, =
{||f(z)] > L}. If [|f[Pdp = O we must have p(A,) = 0 for every n and
hence p(A) = limy, oo pt(Ap) = 0. The converse is obvious. O

Note that the proof also shows that if f is not 0 almost everywhere,
there is an € > 0 such that u({z||f(z)| > €}) > 0.
Example. Let A be the Lebesgue measure on R. Then the characteristic
function of the rationals xq is zero a.e. (with respect to ). Let © be the

Dirac measure centered at 0, then f(x) = 0 a.e. (with respect to ©) if and
only if f(0) = 0. o

Thus || f|l, = 0 only implies f(z) = 0 for almost every z, but not for all!
Hence ||.||, is not a norm on LP(X,du). The way out of this misery is to
identify functions which are equal almost everywhere: Let

N(X,du) = {f|f(z) =0 p-almost everywhere}. (0.68)

Then N (X, du) is a linear subspace of £LP(X,du) and we can consider the
quotient space

LP(X, dp) = LP(X, dp) /N (X, dp). (0.69)
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If dy is the Lebesgue measure on X C R™ we simply write LP(X). Observe
that || f]|, is well defined on LP(X,dp).

Even though the elements of LP (X, du) are strictly speaking equivalence
classes of functions, we will still call them functions for notational conve-
nience. However, note that for f € LP(X,du) the value f(x) is not well
defined (unless there is a continuous representative and different continuous
functions are in different equivalence classes, e.g., in the case of Lebesgue
measure).

With this modification we are back in business since LP(X,du) turns
out to be a Banach space. We will show this in the following sections.

But before that let us also define L>°(X,du). It should be the set of
bounded measurable functions B(X) together with the sup norm. The only
problem is that if we want to identify functions equal almost everywhere, the
supremum is no longer independent of the equivalence class. The solution
is the essential supremum

[flloc = nf{C'| u({z[|f(x)] > C}) = 0}. (0.70)
That is, C' is an essential bound if |f(z)| < C almost everywhere and the
essential supremum is the infimum over all essential bounds.

Example. If A is the Lebesgue measure, then the essential sup of xq with
respect to A is 0. If © is the Dirac measure centered at 0, then the essential
sup of xq with respect to © is 1 (since xg(0) = 1, and = = 0 is the only
point which counts for ©). o

As before we set
L*(X,dp) = B(X)/N (X, dp) (0.71)

and observe that || f|| is independent of the equivalence class.
If you wonder where the co comes from, have a look at Problem 0.13.

As a preparation for proving that LP is a Banach space, we will need
Hoélder’s inequality, which plays a central role in the theory of LP spaces.
In particular, it will imply Minkowski’s inequality, which is just the triangle
inequality for LP.

Theorem 0.26 (Holder’s inequality). Let p and q be dual indices, that is,
1 1
-+-=1 (0.72)
b q

with 1 < p < oco. If f € LP(X,dy) and g € LI(X,dp) then fg € L' (X, du)

and

1 gl < [ £llpllgllg- (0.73)
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Proof. The case p = 1,q = oo (respectively p = oo, q = 1) follows directly
from the properties of the integral and hence it remains to consider 1 <
p,q < Q.

First of all it is no restriction to assume ||f|, = ||g|[¢ = 1. Then, using
the elementary inequality (Problem 0.14)
1 1
a'Ppl/1 < Zg 4 Zb, a,b >0, (0.74)
p q
with a = |f|P and b = |g|? and integrating over X gives
1 1
[ Aaldn < [ ifrane [ lglran=1 (0.75)
X PJx qJx
and finishes the proof. O

As a consequence we also get
Theorem 0.27 (Minkowski’s inequality). Let f,g € LP(X,du), then
1+ glly < [1fllp + [lgllp- (0.76)

Proof. Since the cases p = 1, o0 are straightforward, we only consider 1 <
p < oco. Using [f+g[P < |f||f+gP~ +]|g||f+g[P~! we obtain from Hélder’s
inequality (note (p — 1)q = p)

1F+al < IFIIGE + 9P Mo + lgllall (f + 9P g

= (Ifllp + gl + IR~ (0.77)
O

This shows that LP(X,du) is a normed linear space. Finally it remains
to show that LP(X,du) is complete.

Theorem 0.28. The space LP(X,du) is a Banach space.

Proof. Suppose f, is a Cauchy sequence. It suffices to show that some
subsequence converges (show this). Hence we can drop some terms such

that .
an—f—l - anp < 27 (078)

Now consider g, = fn, — fn—1 (set fo = 0). Then

G(z) = |gr(z)| (0.79)
k=1
is in LP. This follows from

[l || =D Nge@)l < 1Al + 5 (0.80)
k=1 k=

[u—
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using the monotone convergence theorem. In particular, G(z) < co almost
everywhere and the sum

Y gnle) = lim fu(z) (0.81)
n=1

is absolutely convergent for those z. Now let f(z) be this limit. Since
|f(x) = fu(x)|P converges to zero almost everywhere and |f(z) — fu(x)|P <
2PG(x)P € L', dominated convergence shows || f — fnll, — O. O

In particular, in the proof of the last theorem we have seen:

Corollary 0.29. If || f, — fllp, — O then there is a subsequence which con-
verges pointwise almost everywhere.

It even turns out that LP is separable.

Lemma 0.30. Suppose X is a second countable topological space (i.e., it
has a countable basis) and p is a regular Borel measure. Then LP(X,dpu),
1 < p < oo is separable.

Proof. The set of all characteristic functions x 4(x) with A € ¥ and u(A) <
00, is total by construction of the integral. Now our strategy is as follows:
Using outer regularity we can restrict A to open sets and using the existence
of a countable base, we can restrict A to open sets from this base.

Fix A. By outer regularity, there is a decreasing sequence of open sets
O,, such that p(O,) — pu(A). Since u(A) < oo it is no restriction to assume
w(Oyp) < oo, and thus pu(O,\A) = w(O,) — u(A) — 0. Now dominated
convergence implies x4 — X0, ||[p — 0. Thus the set of all characteristic
functions xo(z) with O open and u(O) < oo, is total. Finally let B be a
countable basis for the topology. Then, every open set O can be written as
O = Uj’;l Oj with Oj € B. Moreover, by considering the set of all finite

unions of elements from B it is no restriction to assume U?zl O; € B. Hence

there is an increasing sequence O,, O with O, € B. By monotone con-
vergence, ||xo — xg, |lp — 0 and hence the set of all characteristic functions

X with O € B is total. 0

To finish this chapter, let us show that continuous functions are dense
in LP.

Theorem 0.31. Let X be a locally compact metric space and let u be a
o-finite reqular Borel measure. Then the set C.(X) of continuous functions
with compact support is dense in LP(X,du), 1 < p < oo.

Proof. As in the previous proof the set of all characteristic functions x ()
with K compact is total (using inner regularity). Hence it suffices to show
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that yx(x) can be approximated by continuous functions. By outer regu-
larity there is an open set O D K such that u(O\K) < e. By Urysohn’s
lemma (Lemma 0.11) there is a continuous function f. which is one on K
and 0 outside O. Since

/ i — folPdu = / folPdp < w(O\K) < < (0.82)
X O\K

we have ||f: — xk|| — 0 and we are done. O

If X is some subset of R™ we can do even better.

A nonnegative function u € C°(R") is called a mollifier if
/ u(z)dr =1 (0.83)

The standard mollifier is u(z) = exp(mz%l) for |z| < 1 and u(z) = 0 else.

If we scale a mollifier according to ug(z) = k™u(k ) such that its mass is
preserved (||ug||1 = 1) and it concentrates more and more around the origin

\
Uk

\ :

we have the following result (Problem 0.17):

Lemma 0.32. Let u be a mollifier in R™ and set ug(x) = k"u(kz). Then
for any (uniformly) continuous function f:R™ — C we have that

filo) = [ sl =) )y (08)
is in C°(R™) and converges to f (uniformly).

Now we are ready to prove

Theorem 0.33. If X C R"™ and p is a Borel measure, then the set C2°(X) of
all smooth functions with compact support is dense in LP(X,du), 1 < p < oo.

Proof. By our previous result it suffices to show that any continuous func-
tion f(z) with compact support can be approximated by smooth ones. By
setting f(z) = 0 for z ¢ X, it is no restriction to assume X = R". Now
choose a mollifier v and observe that f; has compact support (since f
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has). Moreover, since f has compact support it is uniformly continuous
and fr — f uniformly. But this implies fi — f in LP. O

Problem 0.13. Suppose u(X) < co. Show that
lim || f]lp = | fll (0.85)
p—00

for any bounded measurable function.

Problem 0.14. Prove (0.74). (Hint: Show that f(z) = (1 —t) + tz — 2,
x>0,0<t<1 satisfies f(a/b) > 0= f(1).)

Problem 0.15. Show the following generalization of Hélder’s inequality

1f gllr < [1£1lpllgllg, (0.86)

1

1,1
where = + = =
p+q -

Problem 0.16 (Lyapunov inequality). Let 0 < 6 < 1. Show that if f €
LPr N LP2 then f € LP and

1F1lp < 1115, 115 (0.87)

1_6 , 1-6
where 5= o + oa

Problem 0.17. Prove Lemma 0.32. (Hint: To show that fy, is smooth use
Problem A.7 and A.8.)

Problem 0.18. Construct a function f € LP(0,1) which has a pole at every
rational number in [0,1]. (Hint: Start with the function fo(x) = x|~ which
has a single pole at 0, then fj(x) = fo(x —x;) has a pole at x;.)

0.7. Appendix: The uniform boundedness
principle

Recall that the interior of a set is the largest open subset (that is, the union
of all open subsets). A set is called nowhere dense if its closure has empty
interior. The key to several important theorems about Banach spaces is the
observation that a Banach space cannot be the countable union of nowhere
dense sets.

Theorem 0.34 (Baire category theorem). Let X be a complete metric space,
then X cannot be the countable union of nowhere dense sets.

Proof. Suppose X = [J;7, X,,. We can assume that the sets X,, are closed
and none of them contains a ball, that is, X\ X, is open and nonempty for
every n. We will construct a Cauchy sequence x,, which stays away from all
Xn.
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Since X\ X; is open and nonempty there is a closed ball B, (z1) C
X\X1. Reducing r; a little, we can even assume B, (z1) € X\X;. More-
over, since Xy cannot contain B, (z1) there is some zo € By, (z1) that is
not in Xs. Since By, (z1) N (X\X2) is open there is a closed ball By, (z2) C
By, (z1) N (X\X2). Proceeding by induction we obtain a sequence of balls
such that

By, (xy) C By, (zn—1) N (X\Xp). (0.88)
Now observe that in every step we can choose 7, as small as we please, hence
without loss of generality r, — 0. Since by construction z, € B, (zy) for
n > N, we conclude that x, is Cauchy and converges to some point z € X.

But z € By, (z,) € X\X, for every n, contradicting our assumption that
the X,, cover X. O

(Sets which can be written as countable union of nowhere dense sets are
called of first category. All other sets are second category. Hence the name
category theorem.)

In other words, if X,, C X is a sequence of closed subsets which cover
X, at least one X,, contains a ball of radius € > 0.

Now we come to the first important consequence, the uniform bound-
edness principle.

Theorem 0.35 (Banach-Steinhaus). Let X be a Banach space and'Y some
normed linear space. Let {Ay} C £(X,Y) be a family of bounded operators.
Suppose ||Aqz|| < C(x) is bounded for fired v € X, then ||A.|| < C is
uniformly bounded.

Proof. Let
Xn = {z] |Aaz|| < n for all o} = (V{z] | Aaz| < n}, (0.89)

then (J,, X, = X by assumption. Moreover, by continuity of A, and the
norm, each X, is an intersection of closed sets and hence closed. By Baire’s
theorem at least one contains a ball of positive radius: B:(z¢) C X,,. Now
observe

[Aayll < [Aa(y + o)l + [|Aamoll < 7+ [|Aazol] (0.90)
for [|y|| < e. Setting y = ETay We obtain
n + C(zo)
Jdal) < 2 (0.91)

for any z. O
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Chapter 1

Hilbert spaces

The phase space in classical mechanics is the Euclidean space R*" (for the n
position and n momentum coordinates). In quantum mechanics the phase
space is always a Hilbert space $). Hence the geometry of Hilbert spaces
stands at the outset of our investigations.

1.1. Hilbert spaces

Suppose §) is a vector space. A map (.,..) : H x H — C is called skew
linear form if it is conjugate linear in the first and linear in the second
argument. A positive definite skew linear form is called inner product or
scalar product. Associated with every scalar product is a norm

[l = V¥, ). (1.1)

The triangle inequality follows from the Cauchy-Schwarz-Bunjakowski
inequality:

[, o) < 191l el (1.2)
with equality if and only if ¢» and ¢ are parallel.

If $ is complete with respect to the above norm, it is called a Hilbert
space. It is no restriction to assume that § is complete since one can easily
replace it by its completion.

Example. The space L2(M, du) is a Hilbert space with scalar product given
by

(f.9) = /M f (@) g(@)du(z). (1.3)
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Similarly, the set of all square summable sequences ¢?(N) is a Hilbert space
with scalar product

(f.9)=>_Ffig; (1.4)

JEN
(Note that the second example is a special case of the first one; take M = R
and p a sum of Dirac measures.) o
A vector 1) € $) is called normalized or unit vector if ||¢/|| = 1. Two

vectors ¥, p € § are called orthogonal or perpendicular (¢p L ¢) if
(1, ) = 0 and parallel if one is a multiple of the other. If ¢ and ¢ are
orthogonal we have the Pythagorean theorem:

I+l = Iwl® +llel®, v L, (1.5)

which is straightforward to check.
Suppose @ is a unit vector, then the projection of ¥ in the direction of
p is given by
Y = (@, ) (1.6)
and 1| defined via

Y1 =Y — (o, P)p (1.7)

is perpendicular to .

These results can also be generalized to more than one vector. A set
of vectors {¢;} is called orthonormal set if (p;, o) = 0 for j # k and
(0j i) = 1.

Lemma 1.1. Suppose {cpj}?zo 1s an orthonormal set. Then every iy € $

can be written as

n

b=P+YL, Y= (95PN (1.8)

J=0

where | and 1 are orthogonal. Moreover, (pjs¥1) =0 forall1 < j <n.
In particular,

1% =D~ s ) + Nl | (1.9)
§=0
Moreover, every ¢ in the span of {ejtj—o satisfies
1o — Bl > [l (1.10)

with equality holding if and only if 1& = 1. In other words, | is uniquely
characterized as the vector in the span of {goj}?zo being closest to .
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Proof. A straightforward calculation shows (p;,1 — wH) = 0 and hence 9
and ¢, = 9 — ¢ are orthogonal. The formula for the norm follows by
applying (1.5) iteratively.

Now, fix a vector
n
=Y cip;. (1.11)
j=0
in the span of {y; };”:0. Then one computes
[ =dl* = iy + v =0l = llvLl® + vy = oI
n
o+ " les — (g )P (1.12)
j=0

from which the last claim follows. O

From (1.9) we obtain Bessel’s inequality
> s o) < 1P (1.13)
=0

with equality holding if and only if 1) lies in the span of {¢;}7_g.
Recall that a scalar product can be recovered from its norm by virtue of
the polarization identity

(p,9) = i (le + 912 = o = ¢l* +ille — iw[* —illo +iwl?) . (1.14)

A Dbijective operator U € £($1,92) is called unitary if U preserves
scalar products:

(Up,U)2 = ()1, ¢, ¥ € H1. (1.15)

By the polarization identity this is the case if and only if U preserves norms:
U2 = [|¢]]1 for all ¢ € ;. The two Hilbert space $; and 2 are called
unitarily equivalent in this case.

Problem 1.1. The operator S : (?(N) — ¢2(N), (a1,a2,a3...) — (0,a1,as,. ..

clearly satisfies ||Ual| = ||al|. Is it unitary?

1.2. Orthonormal bases

Of course, since we cannot assume $) to be a finite dimensional vector space,
we need to generalize Lemma 1.1 to arbitrary orthonormal sets {¢;};e..
We start by assuming that J is countable. Then Bessel’s inequality (1.13)

shows that
> s ) (1.16)
jeJ
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converges absolutely. Moreover, for any finite subset K C J we have
1> (ei el = e ) (1.17)
jEK jEK
by the Pythagorean theorem and thus je 7{pj,¥)p; is Cauchy if and only
if >c s (@, ¥)|? is. Now let J be arbitrary. Again, Bessel’s inequality

shows that for any given € > 0 there are at most finitely many j for which
|(¢j,1)| > €. Hence there are at most countably many j for which |(p;,¢)| >

0. Thus it follows that
> s ) (1.18)
JjeJ

is well-defined and so is

> (@5 )e;. (1.19)
JjeJ
In particular, by continuity of the scalar product we see that Lemma 1.1
holds for arbitrary orthonormal sets without modifications.

Theorem 1.2. Suppose {p;}jcs is an orthonormal set. Then every 1 €
can be written as

=P+, Y= (@50, (1.20)
Jj€J
where ) and ) are orthogonal. Moreover, (@, 1) =0 forallj e J. In
particular,

1112 = > 1 )P + [l (1.21)
jeJ

Moreover, every ¢ in the span of {pj}jes satisfies

1 =PIl = ] (1.22)

with equality holding if and only if 1/3 = 1. In other words, | is uniquely
characterized as the vector in the span of {p;}jcs being closest to 1.

Note that from Bessel’s inequality (which of course still holds) it follows
that the map ¢ — 9| is continuous.

An orthonormal set which is not a proper subset of any other orthonor-
mal set is called an orthonormal basis due to following result:

Theorem 1.3. For an orthonormal set {¢;}jer the following conditions are
equivalent:

(i) {¢;}jes is a mazimal orthonormal set.

(ii) For every vector ¢ € $) we have

P = (o, ¥)p;. (1.23)

jedJ



1.2. Orthonormal bases 35

(ii1) For every vector 1) € $) we have

1l? = s )l (1.24)

jeJ
() (@j,¥) =0 for all j € J implies ¢ = 0.

Proof. We will use the notation from Theorem 1.2.

(i) = (ii): If 15 # 0 than we can normalize ), to obtain a unit vector ¥,
which is orthogonal to all vectors ;. But then {¢;};es U {¢1} would be a
larger orthonormal set, contradicting maximality of {¢;};e.

(74) = (i7i): Follows since (i7) implies ¢, = 0.

(iii) = (iv): If (¢, ;) = 0 for all j € J we conclude [|1[|* = 0 and hence
b = 0.

(tv) = (i): If {¢;j}jes were not maximal, there would be a unit vector ¢
such that {¢;}jes U {¢} is larger orthonormal set. But (y;,¢) = 0 for all
j € J implies ¢ = 0 by (iv), a contradiction. O

Since 9 — 1)) is continuous, it suffices to check conditions (ii) and (iii)
on a dense set.
Example. The set of functions
1 inx
) = e”?, n € Z, 1.25
() W (1.25)
forms an orthonormal basis for $ = L?(0,27). The corresponding orthogo-
nal expansion is just the ordinary Fourier series. (Problem 1.17) o

A Hilbert space is separable if and only if there is a countable orthonor-
mal basis. In fact, if § is separable, then there exists a countable total set
{©; };V:O. After throwing away some vectors we can assume that 1,11 can-

not be expressed as a linear combinations of the vectors vy, ...%,. Now we
can construct an orthonormal basis as follows: We begin by normalizing g
Yo
0o = . (1.26)
%ol

Next we take ¥; and remove the component parallel to ¢g and normalize
again

Y1 — (o, 1) po

1= . 1.27
11 — {0, ¥1)eoll (1.27)
Proceeding like this we define recursively
n—1 ) )
o U — 20 (%), Yn)®; (1.28)

= 71 .
[%m — Z?:O <¢j7¢n>¢j”

This procedure is known as Gram-Schmidt orthogonalization. Hence

we obtain an orthonormal set {¢; }éV: o such that span{y; }7_o = span{;}7_,
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for any finite n and thus also for N. Since {wj}éy: o is total, we infer that

{g; };V:O is an orthonormal basis.

Example. In L?(—1,1) we can orthogonalize the polynomial f,(x) = x™.

The resulting polynomials are up to a normalization equal to the Legendre

polynomials

322 -1
2 Y

(which are normalized such that P,(1) = 1). o

Py(x)=1, Pi(z)=z, P(x)= (1.29)

If fact, if there is one countable basis, then it follows that any other basis
is countable as well.

Theorem 1.4. If § is separable, then every orthonormal basis is countable.

Proof. We know that there is at least one countable orthonormal basis
{¢j}tjes. Now let {¢i}rck be a second basis and consider the set K; =
{k € K|{¢r,¢j) # 0}. Since these are the expansion coefficients of ¢; with
respect to {¢ytrer, this set is countable. Hence the set K = (J;c; K is

countable as well. But k € K \R’ implies ¢}, = 0 and hence K = K. O
We will assume all Hilbert spaces to be separable.

In particular, it can be shown that L?(M,du) is separable. Moreover, it
turns out that, up to unitary equivalence, there is only one (separable)
infinite dimensional Hilbert space:

Let $ be an infinite dimensional Hilbert space and let {¢;};en be any
orthogonal basis. Then the map U : § — (*(N), ¥ — ({;,)) en is unitary
(by Theorem 1.3 (iii)). In particular,

Theorem 1.5. Any separable infinite dimensional Hilbert space is unitarily
equivalent to (*(N).

Let me remark that if § is not separable, there still exists an orthonor-
mal basis. However, the proof requires Zorn’s lemma: The collection of
all orthonormal sets in $ can be partially ordered by inclusion. Moreover,
any linearly ordered chain has an upper bound (the union of all sets in the
chain). Hence Zorn’s lemma implies the existence of a maximal element,
that is, an orthonormal basis.

1.3. The projection theorem and the Riesz
lemma

Let M C $ be a subset, then Mt = {¢|(p, ) = 0, Vo € M} is called
the orthogonal complement of M. By continuity of the scalar prod-
uct it follows that M is a closed linear subspace and by linearity that
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(span(M))*+ = M. For example we have = = {0} since any vector in H*
must be in particular orthogonal to all vectors in some orthonormal basis.

Theorem 1.6 (projection theorem). Let M be a closed linear subspace of a
Hilbert space ), then every ¢ € ) can be uniquely written as ¥ = | + L
with ¢ € M and ¢, € M. One writes

MoMt=9 (1.30)

i this situation.

Proof. Since M is closed, it is a Hilbert space and has an orthonormal basis
{¢j}jes. Hence the result follows from Theorem 1.2. O

In other words, to every ¢ € §) we can assign a unique vector ¢ which
is the vector in M closest to 1. The rest ¢ — ¢ lies in M L. The operator
Pyprip = 1) is called the orthogonal projection corresponding to M. Note
that we have

Piy=Py  and  (Pui,¢) = (¥, Puy) (1.31)
since (Pyi, @) = (Y, @) = (¥, Pup). Clearly we have Py = 1 —
Pyyp=1,.

Moreover, we see that the vectors in a closed subspace M are precisely
those which are orthogonal to all vectors in M=, that is, M+ = M. If M
is an arbitrary subset we have at least

M+ = span(M). (1.32)
Note that by $+ = {} we see that M+ = {0} if and only if M is dense.

Finally we turn to linear functionals, that is, to operators £ : § —
C. By the Cauchy-Schwarz inequality we know that £, : ¢ — (p,9) is a
bounded linear functional (with norm |[¢[|). In turns out that in a Hilbert
space every bounded linear functional can be written in this way.

Theorem 1.7 (Riesz lemma). Suppose ¢ is a bounded linear functional on
a Hilbert space $. Then there is a vector ¢ € §) such that £(¢) = {(p, ) for
all ¢ € $. In other words, a Hilbert space is equivalent to its own dual space

H =9

Proof. If / = 0 we can choose ¢ = 0. Otherwise Ker(¢) = {¢|¢(v)) = 0}
is a proper subspace and we can find a unit vector ¢ € Ker(ﬁ)L. For every
Y € $ we have ((¢)@ — £(p)1) € Ker(¢) and hence

0= (5, l(x))p — U@)p) = () — L(P) (P, V). (1.33)
In other words, we can choose ¢ = £(9)*P. O

The following easy consequence is left as an exercise.
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Corollary 1.8. Suppose B is a bounded skew liner form, that is,

1B(¢, )| < CllY[l flll- (1.34)
Then there is a unique bounded operator A such that
By, ) = (A, ¢). (1.35)

Problem 1.2. Show that an orthogonal projection Py; # 0 has norm one.

Problem 1.3. Suppose Py and P are orthogonal projections. Show that
Py < Py (that is (¢, Piyp) < (¢, Pytp)) is equivalent to Ran(P;) C Ran(P).

Problem 1.4. Prove Corollary 1.8.

Problem 1.5. Let {¢;} be some orthonormal basis. Show that a bounded
linear operator A is uniquely determined by its matriz elements Ay, =
(@), Apy) with respect to this basis.

Problem 1.6. Show that £()) is not separable $ is infinite dimensional.

Problem 1.7. Show P : L*(R) — L*(R), f(z) — i(f(z) + f(-=x)) is a
projection. Compute its range and kernel.

1.4. Orthogonal sums and tensor products

Given two Hilbert spaces $)1 and $)2 we define their orthogonal sum £ $5)-
to be the set of all pairs (¢1,12) € $H1 X H2 together with the scalar product

((p1,02), (1,92)) = (p1,¥1)1 + (P2, P2)2. (1.36)

It is left as an exercise to verify that $; & $9 is again a Hilbert space.
Moreover, $); can be identified with {(¢1,0)[1); € $1} and we can regard
91 as a subspace of 91 ® Ho. Similarly for Ho. It is also custom to write

1 + 19 instead of (Y1, 12).

More generally, let §); j € N, be a countable collection of Hilbert spaces
and define

Do =D vilv; €95, Y IIvsll; < oo}, (1.37)
j=1 j=1 j=1

which becomes a Hilbert space with the scalar product

oo

O @i Y ) = (05,155 (1.38)
j=1  j=1

j=1

Suppose § and $ are two Hilbert spaces. Our goal is to construct their
tensor product. The elements should be products ¥ ® 1 of elements ¥ € $
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and 9 € 9. Hence we start with the set of all finite linear combinations of
elements of $ x 9

F($,9) ={D_ aj(;, ¥;)|(1h5, ;) € H x H, a; € C}. (1.39)
j=1
Since we want (41 —I—wg)@vﬁ = ¢1®¢+¢2®1§,~¢®(&1+7§2) = @1+ @a,
and (@) ® ¥ = 1 ® (a)) we consider F(9, 9H)/N (9, $), where

N(9,9) =span{ > a;B(y,0n) — Oy, > Brthe)}  (1.40)
Jk=1 Jj=1 k=1
and write ¢ ® ¥ for the equivalence class of (¢, 1/;)
Next we define . 3 o
(Y@1Y, 0@ ¢) = (¥, ) (1), $) (1.41)
which extends to a skew linear form on F(,$)/N($,9). To show that we
obtain a scalar product, we need to ensure positivity. Let ¢ = ), a;1;®@1; #

0 and pick orthonormal bases ¢;, ¢, for span{t;}, span{"@-}, respectively.
Then B

= one @Gk, e =Y iy, i) {(Br i) (1.42)

Jk i
and we compute
(W, 9) =Y Jagl* > 0. (1.43)
.k

The completion of F (5’),5;)) /N (,6:5:3) with respect to the induced norm is
called the tensor product H ® $H of $ and $.

Lemma 1.9. If ¢;, ¢r are orthonormal bases for $), 9, respectively, then
©; ® @ 1s an orthonormal basis for H @ 9.

Proof. That ¢; ® @y, is an orthonormal set is immediate from (1.41). More-
over, since span{¢;}, span{@;} is dense in §, §), respectively, it is easy to
see that ¢; ® ¢, is dense in F($,9)/N(9,9). But the latter is dense in
H®H. O

Example. We have $H @ C* = H™. o
Example. Let (M, du) and (M, djt) be two measure spaces. Then we have
L*(M,dp) @ L2(M,dp) = L*(M x M, du x dfi).

Clearly we have L?(M,du) ® L*(M,dji) € L*(M x M,du x dji). Now

take an orthonormal basis ¢; @ @, for L?(M,du) ® L*(M,dfi) as in our
previous lemma. Then

//~(%(w)sﬁk(y))*f(a:,y)du(:c)dﬂ(y)—0 (1.44)
M JM
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implies
/wj(w)*fk(w)dﬂ(w)—(), fk(ﬂc)—/~ Gr(y)"f(z,y)dp(y)  (1.45)
M

and hence f(x) = 0 p-a.e. z. But this implies f(z,y) = 0 for p-a.e. x and
fi-a.e. y and thus f = 0. Hence p; ® @y, is a basis for L?(M x M, dp x dfi)
and equality follows. o

It is straightforward to extend the tensor product to any finite number
of Hilbert spaces. We even note

Do) en=P®m;e9), (1.46)
Jj=1 Jj=1

where equality has to be understood in the sense, that both spaces are
unitarily equivalent by virtue of the identification

O v)ey=> ¢y (1.47)
j=1 j=1

Problem 1.8. We have Y ®v) = ¢®¢ if and only if there is some oo € C\{0}
such that ¥ = a¢ and w =« 1q§

Problem 1.9. Show (1.46)

1.5. The C* algebra of bounded linear operators

We start by introducing a conjugation for operators on a Hilbert space $).
Let A = £(9), then the adjoint operator is defined via

(0, A") = (Ap,¥) (1.48)

(compare Corollary 1.8).
Example. If § = C" and A = (ajx)1<j,k<n, then A™ = (a};)1<jk<n- o

Lemma 1.10. Let A, B € £(9), then
O Bl = A4, (oA =
(ii) A™ =
(iii) (AB)* B*A*
(iv) |All = [[A*|| and ||A]|? = |A*A|] = || AA%].

Proof. (i) and (ii) are obvious. (iii) follows from (p, (AB)y) = (A*p, BY) =
(B*A*p, ). (iv) follows from

A" =~ sup (¢, Ap)| = sup  [{AY, )] = [|A]. (1.49)
lell=l =1 lell=lll=1
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and
[A"A = sup  [p, A"AY)| = sup [(Ap, AY)|
llell=llelI=1 llell=lllI=1
= sup [[Agp|® = [lA]%, (1.50)
llell=1
where we have used [[¢| = supjjy=1 [{1, ¢)|- O
As a consequence of ||A*|| = ||A] observe that taking the adjoint is
continuous.

In general, a Banach algebra A together with an involution
(a+b)*=a"+b", (aa)"=a"a*, a*=a, (ab)*=0b"a", (1.51)
satisfying

la))* = [|a*all (1.52)
is called a C* algebra. The element a* is called the adjoint of a. Note that
|la*|| = ||a|| follows from (1.52) and |laa*|| < ||a|||la*].

Any subalgebra which is also closed under involution, is called a *-
algebra. An ideal is a subspace Z C A such that a € Z, b € A implies
ab € 7 and ba € 7. If it is closed under the adjoint map it is called a *-ideal.
Note that if there is and identity e we have e* = e and hence (a~!)* = (a*)~!
(show this).

Example. The continuous function C(I) together with complex conjuga-

tion form a commutative C* algebra. o

An element a € A is called normal if aa® = a*a, self-adjoint if a = a*,

unitary if aa* = a*a = I, (orthogonal) projection if a = a* = a?, and

positive if a = bb* for some b € A. Clearly both self-adjoint and unitary
elements are normal.

Problem 1.10. Let A € £($). Show that A is normal if and only if

[AY]| = [[A™[|, Vi € . (1.53)
(Hint: Problem 0.6)
Problem 1.11. Show that U : § — § is unitary if and only if U~ = U*.
Problem 1.12. Compute the adjoint of S : 2(N) — (2(N), (a1, az2,a3...)
(0,a1,az,...).

1.6. Weak and strong convergence

Sometimes a weaker notion of convergence is useful: We say that ,, con-
verges weakly to ¥ and write

w-lim ), = or i, — . (1.54)

n—oo
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if (p,¥n) — (@, 1) for every ¢ € ) (show that a weak limit is unique).

Example. Let ¢, be an (infinite) orthonormal set. Then (¢, ¢,) — 0 for
every 1 since these are just the expansion coefficients of ¥. (¢, does not
converge to 0, since ||¢,| = 1.) o

Clearly ,, — 1 implies v¥,, — 1 and hence this notion of convergence is
indeed weaker. Moreover, the weak limit is unique, since {p,¥,) — (@, )
and (@, ¥,) — (p, ) implies (p, (1Y —1p)) = 0. A sequence 1, is called weak
Cauchy sequence if (p, 1) is Cauchy for every p € §.

Lemma 1.11. Let $ be a Hilbert space.

(1) o — o implies 6] < liminf |Jin]).

(ii) Every weak Cauchy sequence vy, is bounded: ||| < C.
(iii) Every weak Cauchy sequence converges weakly.
)

(iv) For a weakly convergent sequence v, — 1 we have: ¥, — ¢ if
and only if limsup ||¢Y,|| < ||¢|-

Proof. (i) Observe

111 = ($,9) = liminf(y, ) <[] liminf ] (1.55)
(ii) For every ¢ we have that [{(p,1,)] < C(p) is bounded. Hence by the
uniform boundedness principle we have ||| = [|[(¢n, )| < C.

(iii) Let ¢, be an orthonormal basis and define ¢, = limy— o0 (@m, ¥n)-
Then ¢ =), ¢mem is the desired limit.
(iv) By (i) we have lim |[1,|| = ||¥|| and hence

1% = ¥ull® = %17 — 2Re({s), ¥n)) + 1¥ul* — 0. (1.56)

The converse is straightforward. ([

Clearly an orthonormal basis does not have a norm convergent subse-
quence. Hence the unit ball in an infinite dimensional Hilbert space is never
compact. However, we can at least extract weakly convergent subsequences:

Lemma 1.12. Let $ be a Hilbert space. FEvery bounded sequence 1, has
weakly convergent subsequence.

Proof. Let ¢ be an ONB, then by the usual diagonal sequence argument
we can find a subsequence 1,,,, such that (pg, ¥n,,) converges for all k. Since
¥y, is bounded, (p,¥y,,) converges for every ¢ € $ and hence 1, is a weak
Cauchy sequence. ([

Finally, let me remark that similar concepts can be introduced for oper-
ators. This is of particular importance for the case of unbounded operators,
where convergence in the operator norm makes no sense at all.
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A sequence of operators A, is said to converge strongly to A,

slimA,=A4 & A — AYp VeeD(A) CD(A,). (1.57)
It is said to converge weakly to A,
w-limA, =A & A — Ay Yy e D(A) CD(A,). (1.58)

Clearly norm convergence implies strong convergence and strong conver-
gence implies weak convergence.

Example. Consider the operator S, € £(¢%(N)) which shifts a sequence n
places to the left
Sn (37171'2,...) = ($n+1,$n+27...). (159)
and the operator S € £(¢?(N)) which shifts a sequence n places to the right
and fills up the first n places with zeros
S:;(:L’l,xg,...):(0,...,0,1’1,1:2,...). (160)
n places
Then S,, converges to zero strongly but not in norm and S}, converges weakly

to zero but not strongly. o

Note that this example also shows that taking adjoints is not continuous
with respect to strong convergence! If A,, = A we only have

(p, Ant) = (Anpy ) — (A, ) = (p, AY) (1.61)
and hence Ay — A* in general. However, if A,, and A are normal we have
[(An = A9 = [[(An = A9 (1.62)

and hence A* % A* in this case. Thus at least for normal operators taking
adjoints is continuous with respect to strong convergence.

Lemma 1.13. Suppose A, is a sequence of bounded operators.
(i) s-limy oo Ap = A implies | A|| < liminf [|A4,.
(ii) Ewvery strong Cauchy sequence A, is bounded: |A,| < C.
(iii) If Apy — Ay fory in a dense set and || A, || < C, than s-lim, o0 A, =
A.

The same result holds if strong convergence is replaced by weak convergence.

Proof. (i) and (ii) follow as in Lemma 1.11 (i).
(ii) Just use

[Any — AY| [Ant — Angll + | Ane — Ap|| + [|Ap — AY|

2C|[¢ = ol + [ Any — Ag| (1.63)

IA A
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and choose ¢ in the dense subspace such that ||t — ¢|| < ;& and n large
such that [[A,p — Ayp| < 5.

The case of weak convergence is left as an exercise. U
Problem 1.13. Suppose ¥, — ¢ and ¢, — @. Then (¥n, on) — (U, @).

Problem 1.14. Let {¢;} be some orthonormal basis. Show that 1, — ¢
if and only if ¢y is bounded and (pj,Vn) — (pj,¢) for every j. Show that
this is wrong without the boundedness assumption.

Problem 1.15. Let {¢;}72, be some orthonormal basis and define

[e o]

1

el = 2 (sl (1.64)
j=1

Show that ||.||w is a norm. Show that ¥, — ¢ if and only if ||ty — Y||w — 0.

Problem 1.16. A subspace M C $ is closed if and only if every weak
Cauchy sequence in M has a limit in M. (Hint: M = M++.)

1.7. Appendix: The Stone—Weierstrafl theorem

In case of a self-adjoint operator, the spectral theorem will show that the
closed *-algebra generated by this operator is isomorphic to the C* algebra
of continuous functions C(K') over some compact set. Hence it is important
to be able to identify dense sets:

Theorem 1.14 (Stone—Weierstra$, real version). Suppose K is a compact
set and let C(K,R) be the Banach algebra of continuous functions (with the
sup norm).

If F Cc C(K,R) contains the identity 1 and separates points (i.e., for
every x1 # xo there is some function f € F such that f(x1) # f(x2)), then
the algebra generated by F' is dense.

Proof. Denote by A the algebra generated by F. Note that if f € A,
we have |f| € A: By the Weierstrafl approximation theorem (Theorem 0.13)
there is a polynomial py(t) such that |[¢| —p,(t)| < 1 and hence pn(f) — |f].

In particular, if f, g in A, we also have

(f+9) —If -4l
2

max{f,g} = (1.65)

in A.
Now fix f € C(K,R). We need to find some f. € A with ||f — f:]|c < &

First of all, since A separates points, observe that for given y,z € K
there is a function f,. € A such that f,.(y) = f(y) and f,.(2) = f(2)
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(show this). Next, for every y € K there is a neighborhood U(y) such that

fyz(x) > f(z) —e, xeU(y) (1.66)
and since K is compact, finitely many, say U(y1),...U(y;), cover K. Then
fe=max{fy .,....fy,-} €A (1.67)

and satisfies f, > f — ¢ by construction. Since f,(z) = f(z) for every z € K
there is a neighborhood V(z) such that

f2(z) < f(x)+e, xz€V(z) (1.68)
and a corresponding finite cover V(z1),...V(z). Now

fe=min{fs,,..., [, } €A (1.69)
satisfies fo < f +e. Since f —e < f,, < f., we have found a required
function. O

Theorem 1.15 (Stone—Weierstrafl). Suppose K is a compact set and let
C(K) be the C* algebra of continuous functions (with the sup norm).

If F C C(K) contains the identity 1 and separates points, then the -
algebra generated by F' is dense.

Proof. Just observe that F = {Re(f),Im(f)|f € F} satisfies the assump-
tion of the real version. Hence any real-valued continuous functions can be
approximated by elements from F, in particular this holds for the real and
imaginary part for any given complex-valued function. O

Note that the additional requirement of being closed under complex
conjugation is crucial: The functions holomorphic on the unit ball and con-
tinuous on the boundary separate points, but they are not dense (since the
uniform limit of holomorphic functions is again holomorphic).

Corollary 1.16. Suppose K is a compact set and let C(K) be the C* algebra
of continuous functions (with the sup norm).

If F C C(K) separates points, then the closure of the x-algebra generated
by F is either C(K) or {f € C(K)|f(to) = 0} for some ty € K.

Proof. There are two possibilities, either all f € F vanish at one point
to € K (there can be at most one such point since F' separates points)
or there is no such point. If there is no such point we can proceed as in
the proof of the Stone—Weierstral theorem to show that the identity can
be approximated by elements in A (note that to show |f| € Aif f € A
we do not need the identity, since p,, can be chosen to contain no constant
term). If there is such a g, the identity is clearly missing from A. However,
adding the identity to A we get A+ C = C(K) and it is easy to see that
A ={f € C(K)|f(ts) = 0}. 0
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Problem 1.17. Show that the of functions ¢n(x) = ﬁemz, n € 7, form
an orthonormal basis for §§ = L?(0,27).

Problem 1.18. Show that the x-algebra generated by f,(t) = i, z€C, is
dense in the C* algebra Coo (R) of continuous functions vanishing at infinity.

(Hint: Add oo to R to make it compact.)



Chapter 2

Self-adjointness and
spectrum

2.1. Some quantum mechanics

In quantum mechanics, a single particle living in R? is described by a
complex-valued function (the wave function)

U(z,t), (z,t) € R® x R, (2.1)

where = corresponds to a point in space and ¢ corresponds to time. The
quantity p;(z) = |[(x,t)|? is interpreted as the probability density of the
particle at the time ¢. In particular, v» must be normalized according to

/Rg W )2 =1, teR (2.2)

The location x of the particle is a quantity which can be observed (i.e.,
measured) and is hence called observable. Due to our probabilistic inter-
pretation it is also a random variable whose expectation is given by

Ey(z) = /R ol d. (2.3)

In a real life setting, it will not be possible to measure = directly and one will
only be able to measure certain functions of x. For example, it is possible to
check whether the particle is inside a certain area (2 of space (e.g., inside a
detector). The corresponding observable is the characteristic function xq(z)
of this set. In particular, the number

Boln) = [ xa@lofds = [ panfds @4

47
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corresponds to the probability of finding the particle inside Q C R3. An
important point to observe is that, in contradistinction to classical mechan-
ics, the particle is no longer localized at a certain point. In particular,
the mean-square deviation (or variance) Ay (z)? = Ey(2?) — Ey(2)? is
always nonzero.

In general, the configuration space (or phase space) of a quantum
system is a (complex) Hilbert space $) and the possible states of this system
are represented by the elements ) having norm one, ||| = 1.

An observable a corresponds to a linear operator A in this Hilbert space
and its expectation, if the system is in the state 1, is given by the real
number

Ey(A) = (¢, Ap) = (A, ), (2.5)

where (.,..) denotes the scalar product of §). Similarly, the mean-square
deviation is given by

Ay(A)? = Ey(A%) — Ey(A)* = [[(A - Ey(A))0[|*. (2.6)

Note that Ay (A) vanishes if and only if 1) is an eigenstate corresponding to
the eigenvalue E,(A), that is, A = Ey(A)y.

From a physical point of view, (2.5) should make sense for any ¢ € $).
However, this is not in the cards as our simple example of one particle already
shows. In fact, the reader is invited to find a square integrable function ()
for which z1(z) is no longer square integrable. The deeper reason behind
this nuisance is that E,(z) can attain arbitrary large values if the particle
is not confined to a finite domain, which renders the corresponding opera-
tor unbounded. But unbounded operators cannot be defined on the entire
Hilbert space in a natural way by the closed graph theorem (Theorem 2.7
below) .

Hence, A will only be defined on a subset D(A) C § called the domain
of A. Since we want A to at least be defined for most states, we require
D(A) to be dense.

However, it should be noted that there is no general prescription how to
find the operator corresponding to a given observable.

Now let us turn to the time evolution of such a quantum mechanical
system. Given an initial state 1)(0) of the system, there should be a unique
¥ (t) representing the state of the system at time ¢ € R. We will write

P(t) = U(t)1(0). (2.7)

Moreover, it follows from physical experiments, that superposition of
states holds, that is, U(t)(a191(0) + a21p2(0)) = a1 (t) + agtba(t) (Jaa]? +
|ag|? = 1). In other words, U(t) should be a linear operator. Moreover,
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since v (t) is a state (i.e., || (t)]] = 1), we have

U@ = Nl (2.8)

Such operators are called unitary. Next, since we have assumed uniqueness
of solutions to the initial value problem, we must have

UO) =1, Ut+s)=U@)U(s). (2.9)

A family of unitary operators U(t) having this property is called a one-
parameter unitary group. In addition, it is natural to assume that this
group is strongly continuous

lim U(t)y = Ulto)y, 1 € 9. (2.10)

t—to

Each such group has an infinitesimal generator defined by

i 1
Hy = lim - (U(t) = o), D(H) = {v € 9|lim —(U(£)¢ — v) exists}.
(2.11)
This operator is called the Hamiltonian and corresponds to the energy of
the system. If ¢(0) € ©(H), then 9(¢) is a solution of the Schrédinger
equation (in suitable units)

.
dt

This equation will be the main subject of our course.

P(t) = H(t). (2.12)

In summary, we have the following axioms of quantum mechanics.

Axiom 1. The configuration space of a quantum system is a complex
separable Hilbert space $) and the possible states of this system are repre-
sented by the elements of §) which have norm one.

Axiom 2. Each observable a corresponds to a linear operator A defined
maximally on a dense subset ®(A). Moreover, the operator correspond-
ing to a polynomial P,(a) = >°7_ ajal, aj € R, is Py(A) = >0 o A7,
D(Pa(A) =D(A") = {¢ € D(4)|AY € D(A" 1)} (A° =1T).

Axiom 3. The expectation value for a measurement of a, when the
system is in the state ¢ € ©(A), is given by (2.5), which must be real for
all v € D(A).

Axiom 4. The time evolution is given by a strongly continuous one-
parameter unitary group U(t). The generator of this group corresponds to
the energy of the system.

In the following sections we will try to draw some mathematical conse-
quences from these assumptions:
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First we will see that Axiom 2 and 3 imply that observables correspond
to self-adjoint operators. Hence these operators play a central role in quan-
tum mechanics and we will derive some of their basic properties. Another
crucial role is played by the set of all possible expectation values for the
measurement of a, which is connected with the spectrum o(A) of the corre-
sponding operator A.

The problem of defining functions of an observable will lead us to the
spectral theorem (in the next chapter), which generalizes the diagonalization
of symmetric matrices.

Axiom 4 will be the topic of Chapter 5.

2.2. Self-adjoint operators

Let $ be a (complex separable) Hilbert space. A linear operator is a linear
mapping

A:D(A) — 9, (2.13)
where ©(A) is a linear subspace of 9, called the domain of A. It is called
bounded if the operator norm

[All = sup [|[Ay[[ =~ sup [{s), Ap)] (2.14)
lwll=1 lell =l =1

is finite. The second equality follows since equality in (10, Ap)| < ||| || A¢l|
is attained when Ay = 21 for some z € C. If A is bounded it is no restriction
to assume D(A) = $H and we will always do so. The Banach space of all
bounded linear operators is denoted by £().

The expression (1, A1) encountered in the previous section is called the
quadratic form

qa(¥) = (¥, Ay), € D(4), (2.15)

associated to A. An operator can be reconstructed from its quadratic form
via the polarization identity

(¢, AY) = % (qalp + ) — qalp — ) +igale — 1Y) —iga(p +i70)) . (2.16)

A densely defined linear operator A is called symmetric (or Hermitian)
if

(0, Ap) = (Ap, ), ¥, 0 € D(A). (2.17)
The justification for this definition is provided by the following

Lemma 2.1. A densely defined operator A is symmetric if and only if the
corresponding quadratic form is real-valued.
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Proof. Clearly (2.17) implies that Im(g4(¢))) = 0. Conversely, taking the
imaginary part of the identity

gAY +1ip) = qa(¥) + qa(p) +i((¥, Ap) — (@, AY)) (2.18)

shows Re(Ap,v) = Re(p, Ap). Replacing ¢ by ip in this last equation
shows Im(A¢p, ¥) = Im(p, Ar) and finishes the proof. O

In other words, a densely defined operator A is symmetric if and only if
(, Ap) = (A, ), ¢ € D(A). (2.19)

This already narrows the class of admissible operators to the class of
symmetric operators by Axiom 3. Next, let us tackle the issue of the correct
domain.

By Axiom 2, A should be defined maximally, that is, if A is another
symmetric operator such that A C A, then A = A. Here we write A C A if
D(A) C D(A) and Ap = Ay for all ¢ € D(A). In addition, we write A = A
if both A C A and A C A hold.

The adjoint operator A* of a densely defined linear operator A is
defined by

D(AT) = {penFen: (¥, Ap) = (I,9),Yp € D(A)}
3 . (2.20)
A = ¢
The requirement that ©(A) is dense implies that A* is well-defined. How-
ever, note that ©(A*) might not be dense in general. In fact, it might
contain no vectors other than 0.

Clearly we have (ad)* = a*A* for « € C and (A + B)* O A* + B*
provided ©(A + B) = ©(A) N D(B) is dense. However, equality will not
hold in general unless one operator is bounded (Problem 2.1).

For later use, note that (Problem 2.2)

Ker(A*) = Ran(A4)*. (2.21)

For symmetric operators we clearly have A C A*. If in addition, A = A*
holds, then A is called self-adjoint. Our goal is to show that observables
correspond to self-adjoint operators. This is for example true in the case of
the position operator x, which is a special case of a multiplication operator.

Example. (Multiplication operator) Consider the multiplication operator

(Af)(x) = A(x)f(x), D(A) = {f € A(R", dpu) | Af € L2(R",dp)},
(2.22)
given by multiplication with the measurable function 4 : R™ — C. First
of all note that ©(A) is dense. In fact, consider ,, = {x € R"||A(x)| <
n} /' R™ Then, for every f € L*(R", du) the function f, = xq, f € D(A)
converges to f as n — oo by dominated convergence.
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Next, let us compute the adjoint of A. Performing a formal computation
we have for h, f € ©(A) that

(h,Af) = /h(iv)*A(éE)f(ﬂi)du(iv) = /(A(LE)*h(w))*f@)du(ﬂ?) = (Ah, f),

(2.23)

where A is multiplication by A(z)*,

(Af) () = A(2)* f(z), D(A)={f e L*R",du) | Af € L*(R", du)}.

(2.24)

Note ®(A) = D(A). At first sight this seems to show that the adjoint of

A'is A. But for our calculation we had to assume h € D(A) and there

might be some functions in ©(A*) which do not satisfy this requirement! In

particular, our calculation only shows A C A*. To show that equality holds,

we need to work a little harder:

If h € D(A*) there is some g € L?(R", dy) such that

/ h(e)* A(x) f(z)du(z) = / g(o) f(@)dp(z),  feD(A), (225
and thus
[ (k@@ = g@) f@dn) =0, f D) (2.26)

In particular,
/Xnn () (h(z)A(2)* — g(2)) f(x)du(z) =0,  fe L*(R",dp), (2.27)

which shows that xq, (h(z)A(x)* — g(z))* € L?(R™,du) vanishes. Since n
is arbitrary, we even have h(z)A(x)* = g(z) € L?*(R",du) and thus A* is
multiplication by A(z)* and ©(A*) = D(A).

In particular, A is self-adjoint if A is real-valued. In the general case we
have at least |Af] = ||A*f] for all f € D(A) = D(A*). Such operators are
called normal. o

Now note that
ACB = B*C A", (2.28)
that is, increasing the domain of A implies decreasing the domain of A*.
Thus there is no point in trying to extend the domain of a self-adjoint

operator further. In fact, if A is self-adjoint and B is a symmetric extension,
we infer AC B C B* C A* = A implying A = B.

Corollary 2.2. Self-adjoint operators are maximal, that is, they do not have
any symmetric ertensions.

Furthermore, if A* is densely defined (which is the case if A is symmetric)
we can consider A**. From the definition (2.20) it is clear that A C A** and
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thus A** is an extension of A. This extension is closely related to extending
a linear subspace M via M1 = M (as we will see a bit later) and thus is
called the closure A = A*™* of A.

If A is symmetric we have A C A* and hence A = A** C A*, that is,
A lies between A and A*. Moreover, (¢, A%p) = (Ed)ﬁ,«p) for all € © (A),
v € D(A*) implies that A is symmetric since A*¢p = Ap for ¢ € D(A).
Example. (Differential operator) Take § = L?(0, 27).

(i). Consider the operator

Aof = ~is-f, D(dg) = {f € C'0,24] | £(0) = f(2m) =0} (229)

That Ap is symmetric can be shown by a simple integration by parts (do
this). Note that the boundary conditions f(0) = f(2m) = 0 are chosen
such that the boundary terms occurring from integration by parts vanish.
However, this will also follow once we have computed Af. If g € D(Af) we
must have

2w 2w
/ g9(x)"(~if'(z))dx = / g(z)" f(z)dx (2.30)
0 0

for some § € L?(0,27). Integration by parts shows

D% £(2) (g(ac) . /O ’ g(t)dt>* dz =0 (2.31)

and hence g(z) — i i g(t)dt € {f'|f € D(Ao)}. But {f'|f € D(Ao)} =
{h € C(0,2m)| [2"h(t)dt = 0} implying g(z) = g(0) + i [ §(t)dt since
{f|f € D(49)} = {h € 9|(1,h) =0} = {1} and {1}*+ = span{1}. Thus
g € AC|0,27], where

ACla,b] = {f € Cla,b][f(x) = f(a) + /x g(t)dt, g € L'(a,b)}  (2.32)

denotes the set of all absolutely continuous functions (see Section 2.6). In
summary, g € D(Af) implies g € AC|0, 2] and Ajg = g = —ig’. Conversely,
for every g € H(0,27) = {f € AC[0,27]|f' € L?(0,2m)} (2.30) holds with
g = —ig’ and we conclude

AL f = —i%f, D(Ay) = HY(0,27). (2.33)

In particular, A is symmetric but not self-adjoint. Since A*™ C A* we
compute

0= (g, Aof) — (Afg, f) =i(£(0)g(0)" — f(2m)g(2m)") (2.34)
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and since the boundary values of g € D(Af) can be prescribed arbitrary, we
must have f(0) = f(27) = 0. Thus

Aof =i f, D(Ag) = {f € DA £(0) = fm) =0} (2.39)
(ii). Now let us take

. d
Af =i f D) = {f €C'0.20] | fO) = f2m)}.  (230)
which is clearly an extension of Ag. Thus A* C Aj and we compute

0= (g, Af) = (A9, f) = 1f(0)(9(0)" — g(27)"). (2.37)
Since this must hold for all f € ®(A) we conclude g(0) = g(27) and

Af =i f DAY = {f € H'0,20) | £(0) = fm)}. (239)
Similarly, as before, A = A* and thus A is self-adjoint. o

One might suspect that there is no big difference between the two sym-
metric operators Ag and A from the previous example, since they coincide
on a dense set of vectors. However, the converse is true: For example, the
first operator Ap has no eigenvectors at all (i.e., solutions of the equation
Apyp = 2z, z € C) whereas the second one has an orthonormal basis of
eigenvectors!

Example. Compute the eigenvectors of Ag and A from the previous exam-
ple.

(i). By definition an eigenvector is a (nonzero) solution of Apu = zu,
z € C, that is, a solution of the ordinary differential equation

o' (z) = zu(z) (2.39)

satisfying the boundary conditions u(0) = u(27) = 0 (since we must have
u € ®(Ap). The general solution of the differential equation is u(x) =
u(0)e'*® and the boundary conditions imply u(xz) = 0. Hence there are no
eigenvectors.

(ii). Now we look for solutions of Au = zu, that is the same differential
equation as before, but now subject to the boundary condition u(0) = u(2m).
Again the general solution is u(z) = u(0)e'*® and the boundary condition
requires u(0) = u(0)e*™?. Thus there are two possibilities. Either u(0) = 0
(which is of no use for us) or z € Z. In particular, we see that all eigenvectors
are given by

1 .
un(e) = Z=e, nez, (2.40)

which are well-known to form an orthonormal basis. o
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We will see a bit later that this is a consequence of self-adjointness of
A. Hence it will be important to know whether a given operator is self-
adjoint or not. Our example shows that symmetry is easy to check (in case
of differential operators it usually boils down to integration by parts), but
computing the adjoint of an operator is a nontrivial job even in simple situ-
ations. However, we will learn soon that self-adjointness is a much stronger
property than symmetry justifying the additional effort needed to prove it.

On the other hand, if a given symmetric operator A turns out not to
be self-adjoint, this raises the question of self-adjoint extensions. Two cases
need to be distinguished. If A is self-adjoint, then there is only one self-
adjoint extension (if B is another one, we have A C B and hence A = B
by Corollary 2.2). In this case A is called essentially self-adjoint and
D(A) is called a core for A. Otherwise there might be more than one self-
adjoint extension or none at all. This situation is more delicate and will be
investigated in Section 2.5.

Since we have seen that computing A* is not always easy, a criterion for
self-adjointness not involving A* will be useful.

Lemma 2.3. Let A be symmetric such that Ran(A+ z) = Ran(A+z*) = 9
for one z € C. Then A is self-adjoint.

Proof. Let ¢ € D(A") and A% = 1. Since Ran(A4 + z*) = 9, there is a
¥ € ©(A) such that (A + 2*)9 = ¢ + z*¢. Now we compute

(W, (A+2)p) = (f + 2", 0) = (A+2")0,0) = (9, (A+2)p), w € (9(14
2.4

~—

ocZ

and hence 1) = ¥ € D(A) since Ran(A + z) = 9.

To proceed further, we will need more information on the closure of
an operator. We will use a different approach which avoids the use of the
adjoint operator. We will establish equivalence with our original definition
in Lemma 2.4.

The simplest way of extending an operator A is to take the closure of its
graph I'(4) = {(1, Ap)[> € D(A)} C §2. That is, i (Y, Aby) — (0,0)
we might try to define Ay = 1. For Ay to be well-defined, we need that
(tn, Athyn) — (0, 1;) implies ) = 0. In this case A is called closable and the
unique operator A which satisfies T'(A) = T'(A) is called the closure of A.
Clearly, A is called closed if A = A, which is the case if and only if the
graph of A is closed. Equivalently, A is closed if and only if I'(A) equipped
with the graph norm ||¢||%(A) = ||[¥||> + ||A9||? is a Hilbert space (i.e.,
closed). A bounded operator is closed if and only if its domain is closed
(show this!).
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Example. Let us compute the closure of the operator Ay from the pre-

vious example without the use of the adjoint operator. Let f € D(Ayp)

and let f, € D(Ap) be a sequence such that f, — f, Aofn, — —ig. Then

fl, — g and hence f(z) = [ g(t)dt. Thus f € AC[0,2x] and f(0) = 0.

Moreover f(27) = lim,_0 f027r fl(t)dt = 0. Conversely, any such f can be

approximated by functions in ®(Ap) (show this). o
Next, let us collect a few important results.

Lemma 2.4. Suppose A is a densely defined operator.
(i) A* is closed.
(ii) A is closable if and only if ©(A*) is dense and A = A** respectively
(A)* = A* in this case.
(iii) If A is injective and the Ran(A) is dense, then (A*)~! = (A7),
If A is closable and A is injective, then At =a-T

Proof. Let us consider the following two unitary operators from $? to itself

Ulg, ) = (¥, =), Ve, ¥) = (4, 9). (2.42)

I
=
=3
=
¥

|

=
=
=
<
™

o

=

we conclude that A* is closed.
(ii). From

L(4) = T(A) = @UrAn)*
= {(W, )| (¥, &%) — (b, ) =0,V € D(A*)}  (2.44)

we see that (0,4) € T(A) if and only if ¢y € ®(A*)L. Hence A is closable if
and only if D (A*) is dense. In this case, equation (2.43) also shows A" = A*.
Moreover, replacing A by A* in (2.43) and comparing with the last formula
shows A™* = A.

(iii). Next note that (provided A is injective)
LA™ =VT(A). (2.45)
Hence if Ran(A) is dense, then Ker(4*) = Ran(A)* = {0} and
D((A") ™) =VI(AY) = VUD(A)L =UVT(A) =UVT(A)E  (2.46)
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shows that (A*)~! = (A~1)*. Similarly, if A is closable and A is injective,
then A ' = A1 by

(A ") =VI(A) = VI(A) = (A D). (2.47)
O

If A e £(%) we clearly have ©(A*) = $ and by Corollary 1.8 A € £(9).
In particular, since A = A** we obtain

Theorem 2.5. We have A € £(9) if and only if A* € £(89).

Now we can also generalize Lemma 2.3 to the case of essential self-adjoint
operators.

Lemma 2.6. A symmetric operator A is essentially self-adjoint if and only
if one of the following conditions holds for one z € C\R.

e Ran(A + z) = Ran(A + z*) = 9.
o Ker(A* + z) = Ker(4* + z*) = {0}.

If A is non-negative, that is (1, Ayp) > 0 for all v € D(A), we can also
admit z € (—00,0).

Proof. As noted earlier Ker(A*) = Ran(A)*, and hence the two conditions
are equivalent. By taking the closure of A it is no restriction to assume that
A is closed. Let z = x + iy. From

I(A=2)plI* = [(A—2)—iyp|* = [(A=2)plI* +2[$1I* = y*[[0]%, (2.48)

we infer that Ker(A—z) = {0} and hence (A—z)~! exists. Moreover, setting
P = (A—2)"Yp (y # 0) shows ||[(A—2)7!| < |y|~!. Hence (4 —2)"!is
bounded and closed. Since it is densely defined by assumption, its domain
Ran(A + z) must be equal to . Replacing z by z* and applying Lemma 2.3
finishes the general case. The argument for the non-negative case with
z < 0 is similar using e[|v[|? < [{(¥, (A + &)¥)|> < ||[¥l|[(A + €)3| which
shows (A+¢e)"t<e™l e>0. O

In addition, we can also prove the closed graph theorem which shows
that an unbounded operator cannot be defined on the entire Hilbert space.

Theorem 2.7 (closed graph). Let $1 and $2 be two Hilbert spaces and A
an operator defined on all of $H1. Then A is bounded if and only if T'(A) is
closed.

Proof. If A is bounded than it is easy to see that I'(A) is closed. So let us
assume that I'(A) is closed. Then A* is well defined and for all unit vectors
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¢ € D(A*) we have that the linear functional £, () = (A*p,1)) is pointwise
bounded

1o (D) || = (e, AY)| < [|AY]]. (2.49)
Hence by the uniform boundedness principle there is a constant C' such that
sl = ||A*¢|| < C. That is, A* is bounded and so is A = A**. O

Finally we want to draw some some further consequences of Axiom 2
and show that observables correspond to self-adjoint operators. Since self-
adjoint operators are already maximal, the difficult part remaining is to
show that an observable has at least one self-adjoint extension. There is a
good way of doing this for non-negative operators and hence we will consider
this case first.

An operator is called non-negative (resp. positive) if (¢, Ay) > 0
(resp. > 0 for ¢ # 0) for all » € D(A). If A is positive, the map (¢, ) —
(p, A1) is a scalar product. However, there might be sequences which are
Cauchy with respect to this scalar product but not with respect to our
original one. To avoid this, we introduce the scalar product

defined on D (A), which satisfies ||¢|| < |[1]|a. Let $4 be the completion of
D(A) with respect to the above scalar product. We claim that $4 can be
regarded as a subspace of §), that is, D(A) C H4 C 9.

If () is a Cauchy sequence in ©(A), then it is also Cauchy in $ (since
||| < ||¥||a by assumption) and hence we can identify it with the limit of
(1) regarded as a sequence in . For this identification to be unique, we
need to show that if (¢,) C ®(A) is a Cauchy sequence in $4 such that
|tn|| — 0, then ||1,]|4 — 0. This follows from

”wnH,%l = <¢m P — wm>A + (¢n7¢m>A
< Aenllalion = dmlla + lonllll(A + 1)¢bm]| (2.51)

since the right hand side can be made arbitrarily small choosing m, n large.

Clearly the quadratic form g4 can be extended to every ¥ € $H4 by
setting

aa(¥) = (¥, 0)a—llWI% ¥ €Q(A) =9a. (2.52)
The set Q(A) is also called the form domain of A.

Example. (Multiplication operator) Let A be multiplication by A(z) > 0
in L2(R", dy). Then

O(4) = D(A?) = {f € L2(R", ) | AV2f € PR dp)}  (2.53)

and

0a(@) = | A@f@)dulz) (254)
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(show this). o

Now we come to our extension result. Note that A 4+ 1 is injective and
the best we can hope for is that for a non-negative extension A, A+ 1 is a
bijection from ®(A) onto $.

Lemma 2.8. Suppose A is a non-negative operator, then there is a non-
negative extension A such that Ran(A + 1) = §.

Proof. Let us define an operator A by

DA) = {beNABbEN: (o 0)a = (p,0), Ve € 94}
Ay = P-4 '
Since 4 is dense, ¢ is well-defined. Moreover, it is straightforward to see
that A is a non-negative extension of A.
It is also not hard to see that Ran(A + 1) = §. Indeed, for any 9 € §,
© (zﬂ ) is bounded linear functional on $)4. Hence there is an element

(S .6,4 such that (¢, @) = (¥, @) 4 for all ¢ € $H4. By the definition of A,
(A+ 1)y = w and hence A + 1 is onto. H

(2.55)

Now it is time for another

Example. Let us take $ = L?(0,7) and consider the operator

2
Af == f D)= {f € 0,7 fO0) = f(x) =0}, (256)

which corresponds to the one-dimensional model of a particle confined to a
box.

(i). First of all, using integration by parts twice, it is straightforward to
check that A is symmetric

/0 g(2)* (") () de = /0 J (@) f'(@)de = /0 (—g") (@) f(z)de. (2.57)

Note that the boundary conditions f(0) = f(mw) = 0 are chosen such that
the boundary terms occurring from integration by parts vanish. Moreover,
the same calculation also shows that A is positive

/f jid) dx_/|f VPdz >0, f#0. (2.58)

(ii). Next let us show H4 = {f € H'(0,7)| f(0) = f(x) = 0}. In fact,

(9, f)a = /0 (@) P (@) + (@) f(x)) da, (2.59)

we see that f, is Cauchy in $)4 if and only if both f, and f’ are Cauchy
in L*(0,7). Thus f, — f and f), — g in L?*(0,7) and fo(z) = [ fo(t
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implies f(x fo t)dt. Thus f € AC[0,n]. Moreover, f(0) = 0 is obvious
and from 0 = fu(m) = [y £, (t)dt we have f(7) = lim, oo [y fr(t)dt = 0.
So we have $4 C {f € Hl(O 7r)]f( ) = f(m) = 0}. To see the converse
approximate f’ by smooth functions g,. Using g, — fo gn(t dt instead of gn

it is no restriction to assume [; gn(t)dt = 0. Now define fn = [y gn(t
and note f, € D(A) — f.

(iii). Finally, let us compute the extension /1 We have f € ©(A) if for
all g € $4 there is an f such that (g, f)4 = (g, f). That is,

/ " g (@) f(@)dz = / " g0 (F@) — f(x))d. (2.60)
0 0

Integration by parts on the right hand side shows

/0 g'(x)" f'(x)dz = /0 g'(ﬂﬂ)"‘/0 (f(t) = f(t))dt dz (2.61)

or equivalently
/O gy (f’(x) + / () - f(t))dt> dz = 0. (2.62)

Now observe {g € 5’)|g € 94} = {h € 9| [§ h(t)dt = 0} = {1} and thus

)+ Jo(f f())dt € {1}*+ = span{1}. So we see f € H?(0,7) =
{f € AC[O,WHf/ € H'(0,7)} and Af = —f”. The converse is easy and
hence

d? .
Af ==t D) ={f € B0, f0) = f() =0} (2:63)
o
Now let us apply this result to operators A corresponding to observ-
ables. Since A will, in general, not satisfy the assumptions of our lemma, we
will consider 1 + A% D(1 + A?) = D(A?), instead, which has a symmetric
extension whose range is $. By our requirement for observables, 1 + A2

is maximally defined and hence is equal to this extension. In other words,
Ran(1 + A?%) = 6. Moreover, for any ¢ € § there is a ¢ € D(A?) such that

(A—i)(A+i)h = (A+i)(A—i)p = (2.64)

and since (A £1i)y € D(A), we infer Ran(A £1i) = $. As an immediate
consequence we obtain

Corollary 2.9. Observables correspond to self-adjoint operators.

But there is another important consequence of the results which is worth
while mentioning.
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Theorem 2.10 (Friedrichs extension). Let A be a semi-bounded symmet-
ric operator, that is,

qa(®) = (W, Ap) > y|¥|%, v ER. (2.65)

Then there is a self-adjoint extension A which is also bounded from below
by v and which satisfies D(A) C Ha—~.

Proof. Replacing A by A — v we can reduce it to the case considered in
Lemma 2.8. The rest is straightforward. O

Problem 2.1. Show (aA)* = a*A* and (A+B)* D A*+ B* (where ®(A*+
B*) = ®(A*) N D(B*)) with equality if one operator is bounded. Give an
example where equality does not hold.

Problem 2.2. Show (2.21).

Problem 2.3. Show that if A is normal, so is A+ z for any z € C.
Problem 2.4. Show that normal operators are closed.

Problem 2.5. Show that the kernel of a closed operator is closed.
Problem 2.6. Show that if A is bounded and B closed, then BA is closed.
Problem 2.7. Let A = —25 D(A) = {f € H2(0,7)| f(0) = f(x) = 0}

-,
and let (x) = ﬁx(w—x). Find the error in the following argument: Since

A is symmetric we have 1 = (A, Ap) = (1, A%p) = 0.

Problem 2.8. Suppose A is a closed operator. Show that A*A (with D(A*A)
{p € D(A)| Ay € D(A*)} is self-adjoint. (Hint: A*A > 0.)

Problem 2.9. Show that A is normal if and only if AA* = A*A.

2.3. Resolvents and spectra

Let A be a (densely defined) closed operator. The resolvent set of A is
defined by

p(A) ={zeC|(A-2)"" e &)} (2.66)
More precisely, z € p(A) if and only if (A — z) : D(A) — $ is bijective
and its inverse is bounded. By the closed graph theorem (Theorem 2.7), it
suffices to check that A — z is bijective. The complement of the resolvent
set is called the spectrum

o(A) = C\p(4A) (2.67)

of A. In particular, z € 0(A) if A — z has a nontrivial kernel. A vector
1 € Ker(A — z) is called an eigenvector and z is called eigenvalue in this
case.
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The function
Ry: p(A) — £(9) (2.68)
z = (A—2)71

is called resolvent of A. Note the convenient formula
Ra(z) = ((A=2)" ) =((A—2)") 1= (A" = 2")"" = Ra-(2). (2.69)
In particular,
p(A") = p(A)". (2.70)

Example. (Multiplication operator) Consider again the multiplication op-
erator

(Af)(x) = A(2)f(x), D(A)={f € L*(R",dp) | Af € L*(R",dp)},
(2.71)
given by multiplication with the measurable function A : R™ — C. Clearly
(A — 2z)~!is given by the multiplication operator

(U=97@) = g/

D(A-2)7") = {feL*R"d)] ﬁf € LX(R",du)} (2.72)

whenever this operator is bounded. But ||(4 — 2)7!|| = ||l < 2 s
equivalent to p({z||A(x) — z| > €}) = 0 and hence
p(A) ={z€C|Fe > 0: u({z||A(z) — z| <e}) =0}. (2.73)

Moreover, z is an eigenvalue of A if p(A~1({z})) > 0 and x4-1((»}) Is a
corresponding eigenfunction in this case. o

Example. (Differential operator) Consider again the differential operator
d
Af = —iLf D(4) = {f € AC0.27]| /' € I, f(0) = f(2m)}  (2.74)

in L?(0,27). We already know that the eigenvalues of A are the integers
and that the corresponding normalized eigenfunctions

el (2.75)

form an orthonormal basis.

To compute the resolvent we must find the solution of the correspond-
ing inhomogeneous equation —if’(z) — z f(z) = g(x). By the variation of
constants formula the solution is given by (this can also be easily verified
directly)

f(x) = f(0)e'*® +i /0 ' @ g (1) dt. (2.76)
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Since f must lie in the domain of A, we must have f(0) = f(27) which gives
i

27
FO) = g /0 eTtgt)dt,  zeC\Z. (2.77)

(Since z € Z are the eigenvalues, the inverse cannot exist in this case.) Hence

2w

(A—2)"tg(zx) = G(z,z,t)g(t)dt, (2.78)
0
where
; — t>2
— 1z(x—t) 176._27”2’
G(z,z,t) =e { T i<a z € C\Z. (2.79)
In particular o(A) = Z. o

If z,2" € p(A), we have the first resolvent formula
Ra(2) — Ra(2) = (2 = 2 )Ra(2)Ra(Z) = (2 — Z/)Ra(2)Ra(2).  (2.80)
In fact,
(=2 = (=)A= A - )t =
(A-2) "1 -(z-A+A-2)A-2)yH=A-2)"1 (281)

which proves the first equality. The second follows after interchanging z and
Z'. Now fix 2z’ = zp and use (2.80) recursively to obtain

n

Ra(z) =Y (2—20)Ra(z0)™ + (z — 20)" ' Ra(20)" " Ra(2). (2.82)
§=0
The sequence of bounded operators

n

R, = Z(z — 20)' Ra(z0)" (2.83)

j=0
converges to a bounded operator if |z — zg| < |[Ra(20)||”! and clearly we
expect z € p(A) and R, — Ra(z) in this case. Let Ry = lim, - R, and

set o, = Ry, ¢ = Rootp for some ¢ € §. Then a quick calculation shows
AR, =1 + (2 — 20)Pn—1 + 20pPn- (2.84)

Hence (¢n, Apn) — (v, + z¢) shows ¢ € D(A) (since A is closed) and
(A — 2)Rootp = 1. Similarly, for ¢ € D(A),

R, AY =+ (2 — 20)pn—-1 + 20¢n (2.85)

and hence Ry (A — 2)y = 1) after taking the limit. Thus Ry, = Ra(z) as
anticipated.
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If A is bounded, a similar argument verifies the Neumann series for
the resolvent

-1 .
A1
Ra(z) = =) 57+ 7 A"Ral2)
j=0
= =D o lkI>14l (2.86)
j=0

In summary we have proved the following

Theorem 2.11. The resolvent set p(A) is open and Ra : p(A) — £(9) is
holomorphic, that is, it has an absolutely convergent power series expansion
around every point zg € p(A). In addition,

IRA(2)] = dist(z,0(4)) ™" (2.87)
and if A is bounded we have {z € C||z| > ||A]|} C p(A).

As a consequence we obtain the useful

Lemma 2.12. We have z € o(A) if there is a sequence ¢, € D(A) such
that ||Yn]| =1 and ||(A — 2)Yy|| — 0. If z is a boundary point of p(A), then
the converse is also true. Such a sequence is called Weyl sequence.

Proof. Let v, be a Weyl sequence. Then z € p(A) is impossible by 1 =
Il = [Ra(=)(A = 2)ull < [Ra()IIA — 2)al] — 0. Conversely, by
(2.87) there is a sequence z, — z and corresponding vectors ¢, € $ such
that [|[Ra(2)@nll|len]| =t — co. Let 1, = Ra(2y)¢n and rescale ¢, such that
||n|l = 1. Then |j¢,| — 0 and hence

(A = 2)¢nll = llen + (zn = 2)tbnll < llnll + 12 = 20| = 0 (2.88)
shows that 1, is a Weyl sequence. (]
Let us also note the following spectral mapping result.
Lemma 2.13. Suppose A is injective, then
a(AT\{0} = (e(A)\{o})~". (2.89)
In addition, we have AY = 2z if and only if A=) = 2714,
Proof. Suppose z € p(A)\{0}. Then we claim
Ra-1(z7Y) = —2AR,(2) = —2 — Ra(2). (2.90)

In fact, the right hand side is a bounded operator from $) — Ran(A) =
D(A~Y) and

(A7 — 27 (—2ARA(2))p = (—2+ ARA(2)p = ¢, @ € 9. (2.91)
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Conversely, if 1 € D(A~1) = Ran(A4) we have 1) = Ap and hence
(~2ARA())(A™" = 27 = ARA(2)(A—2)p) = Ap = . (2.92)
Thus 2! € p(A™1). The rest follows after interchanging the roles of A and
AL 0

Next, let us characterize the spectra of self-adjoint operators.

Theorem 2.14. Let A be symmetric. Then A is self-adjoint if and only if
0(A) CR and A > 0 if and only if 0(A) C [0,00). Moreover, ||[Ra(z)| <
Im(2)[~" and, if A >0, [Ra(N)] < A7, A <0.

Proof. If 0(A) C R, then Ran(A + z) = $, z € C\R, and hence A is self-
adjoint by Lemma 2.6. Conversely, if A is self-adjoint (resp. A > 0), then
RA(z) exists for z € C\R (resp. z € C\(—00,0]) and satisfies the given
estimates as has been shown in the proof of Lemma 2.6. O

In particular, we obtain

Theorem 2.15. Let A be self-adjoint, then

info(A) = inf Ad). .
info(A) ¢E©(f}‘l)la\w“=1<w7 Y) (2.93)

For the eigenvalues and corresponding eigenfunctions we have:

Lemma 2.16. Let A be symmetric. Then all eigenvalues are real and eigen-
vectors corresponding to different eigenvalues are orthogonal.

Proof. If Ay; = \jvp;, j = 1,2, we have
Mla]? = (b1, Mr) = by, Apn) = (1, Apr) = (Miabr, ib1) = N[l ||

(2.94)

and
(A1 = A2) (Y1, 902) = (A1, 1P2) — (A1, 1h2) =0, (2.95)
finishing the proof. U

The result does not imply that two linearly independent eigenfunctions
to the same eigenvalue are orthogonal. However, it is no restriction to
assume that they are since we can use Gram-Schmidt to find an orthonormal
basis for Ker(A — \). If § is finite dimensional, we can always find an
orthonormal basis of eigenvectors. In the infinite dimensional case this is
no longer true in general. However, if there is an orthonormal basis of
eigenvectors, then A is essentially self-adjoint.

Theorem 2.17. Suppose A is a symmetric operator which has an orthonor-
mal basis of eigenfunctions {@;}, then A is essentially self-adjoint. In par-
ticular, it is essentially self-adjoint on span{p;}.
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Proof. Consider the set of all finite linear combinations ¥ = Z?:o CiQ;
which is dense in . Then ¢ = 377 %goj € D(A) and (AL£i)p =9
shows that Ran(A £1i) is dense. O

In addition, we note the following asymptotic expansion for the resolvent.

Lemma 2.18. Suppose A is self-adjoint. For every v € $ we have

. (lll)fn [ARA ()| = 0. (2.96)
In particular, if ¢ € D(A™), then
" Al 1
Ra(2)y = — Z sy + O(W), as Im(z) — oo. (2.97)
=0

Proof. It suffices to prove the first claim since the second then follows as
in (2.86).
Write ¢ = 1) + @, where ¢ € D(A) and ||¢|| < e. Then
[ARA()¥] < | Ra(2)AY|| + [[ARA(2)¢]|
A9
Im(z)
by (2.48), finishing the proof. O

+ llell, (2.98)

Similarly, we can characterize the spectra of unitary operators. Recall
that a bijection U is called unitary if (U, Uy) = (3, U*Uv) = (3, 4). Thus
U is unitary if and only if

Ur=u"1. (2.99)

Theorem 2.19. Let U be unitary, then o(U) C {z € C||z| = 1}. All
eigenvalues have modulus one and eigenvectors corresponding to different
etgenvalues are orthogonal.

Proof. Since ||U|| < 1 we have o(U) C {z € C||z| < 1}. Moreover, U~}
is also unitary and hence o(U) C {z € C||z|] > 1} by Lemma 2.13. If
Utj = zjvp;, j = 1,2 we have

(Zl - 22)<¢1)¢2> = <U*w17¢2> - <w17 U¢2> =0 (2100)
since Uy = z1p implies U™ = U1 = 271 = 2*9. O
Problem 2.10. What is the spectrum of an orthogonal projection?
Problem 2.11. Compute the resolvent of Af = f', D(A) = {f € H'[0,1]| f(0) =
0} and show that unbounded operators can have empty spectrum.
Problem 2.12. Compute the eigenvalues and eigenvectors of A = —%,
D(A) = {f € H*(0,7)|f(0) = f(x) = 0}. Compute the resolvent of A.
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Problem 2.13. Find a Weyl sequence for the self-adjoint operator A =
. D(A) = HX(R) for z € (0,00). What is o(A)? (Hint: Cut off the

-z
solutions of —u"(x) = zu(x) outside a finite ball.)

Problem 2.14. Suppose A is bounded. Show that the spectrum of AA* and
A*A coincide away from 0 by showing

Raa-(2) = % (ARa-a(2)A* —1), Raea(z) = % (A*Raae(2)A—1).
(2.101)

2.4. Orthogonal sums of operators

Let $;, j = 1,2, be two given Hilbert spaces and let A4; : D(A4;) — $; be
two given operators. Setting $ = H1; & H2 we can define an operator

A=A A, @(A) :@(Al)@Q(AQ) (2.102)

by setting A(¢1 + o) = A191 + Agtpg for p; € D(A;). Clearly A is closed,
(essentially) self-adjoint, etc., if and only if both A; and Ag are. The same
considerations apply to countable orthogonal sums

A= 4, 24 =EPa4)) (2.103)

and we have

Theorem 2.20. Suppose A; are self-adjoint operators on $;, then A =
@D, A is self-adjoint and

Ra(z) = EBRA]. (2),  ze€p(A) =C\o(A) (2.104)

where

a(A)=Ja(4)) (2.105)
(the closure can be omitted if there are only finitely many terms).

Proof. By Ran(A=+1i) = (A+1)D(A) = P,(4; £1)D(4;) = D, H; = H we
see that A is self-adjoint. Moreover, if z € o(A;) there is a corresponding
Weyl sequence 1, € D(A;) C D(A) and hence z € o(A). Conversely, if

z & J;0(4;) set e = d(z,U;0(4;)) > 0, then [|[Ra,(2)] < e~! and hence
1D, Ra,(2)|| < g1 shows that z € p(A). O

Conversely, given an operator A it might be useful to write A as orthog-
onal sum and investigate each part separately.

Let $1 C $ be a closed subspace and let P; be the corresponding projec-
tor. We say that )1 reduces the operator A if Py A C AP;. Note that this
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implies P1D(A) C ©(A). Moreover, if we set $y = Sﬁf, we have §) = H; D H9
and P, = — P; reduces A as well.

Lemma 2.21. Suppose $H1 C $ reduces A, then A = A1 ® Ao, where
Ajp = Av, D(Aj) = PO(A) CD(A). (2.106)
If A is closable, then $1 also reduces A and
A=A @ As. (2.107)

Proof. As already noted, P1®(A) C D(A) and hence PD(A) = (I —
P)®D(A) € D(A). Thus we see D(A) = D(A;) ® D(A3). Moreover, if
1 € D(Aj) we have Ay = APjyp = PjAY € §H; and thus A; : D(A;) — 9;
which proves the first claim.

Now let us turn to the second claim. Clearly A C A; @ Ay. Conversely,
suppose 1 € D(A), then there is a sequence v, € D(A) such that 1, — 1
and Ay, — Ay. Then Pjy, — Pjyp and APy, = PjAy, — PAy. In

particular, Pjyp € D(A) and APjyp = PAy. O

If A is self-adjoint, then $; reduces A if PO (A) C D(A) and APy € 9

for every ¢ € ©(A). In fact, if v € D(A) we can write Y = 1 & o,

;= Pjp € ©(A). Since APy = Ay and PiAY = PiAY + PiAyy =
Ay + Py Avpy we need to show Py A = 0. But this follows since

(¢, PrAY2) = (AP1p,92) = 0 (2.108)

for every p € ©(A).
Problem 2.15. Show (A1 @ Ag)* = A} @ Aj.

2.5. Self-adjoint extensions

It is safe to skip this entire section on first reading.

In many physical applications a symmetric operator is given. If this
operator turns out to be essentially self-adjoint, there is a unique self-adjoint
extension and everything is fine. However, if it is not, it is important to find
out if there are self-adjoint extensions at all (for physical problems there
better are) and to classify them.

In Section 2.2 we have seen that A is essentially self-adjoint if Ker(A* —
z) = Ker(A* — z*) = {0} for one z € C\R. Hence self-adjointness is related
to the dimension of these spaces and one calls the numbers

di(A) =dimKi, Ki =Ran(A+i)t =Ker(A* F1i), (2.109)
defect indices of A (we have chosen z = i for simplicity, any other z € C\R

would be as good). If d_(A) = d+(A) = 0 there is one self-adjoint extension
of A, namely A. But what happens in the general case? Is there more than
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one extension, or maybe none at all? These questions can be answered by
virtue of the Cayley transform

V =(A—-1i)(A+1)"!:Ran(A4 +1i) — Ran(4 — i). (2.110)

Theorem 2.22. The Cayley transform is a bijection from the set of all
symmetric operators A to the set of all isometric operators V (i.e., ||[V| =

ol for all ¢ € D(V')) for which Ran(1l + V') is dense.

Proof. Since A is symmetric we have [[(4 & 1)y|* = ||Ay|*> + ||v]]? for
all 1 € ©(A) by a straightforward computation. And thus for every ¢ =
(A+1)y € ©(V) = Ran(A +1) we have
Vel = I(A =)ol = [(A+ D)o = [lell- (2.111)
Next observe
A : a1 [ 24(A+1)7H
1tV =((A-1)x£(A+1)(A+1) —{ 2A(A 1)L (2.112)
which shows ©(A) = Ran(1l — V) and
A=i1+V)1-V)" L (2.113)
Conversely, let V' be given and use the last equation to define A.

Since V is isometric we have ((1 £ V)p, (1 F V)p) = £2IIm(Vy, @)
for all ¢ € ®(V) by a straightforward computation. And thus for every
Pp=(1-V)peD(A) =Ran(l — V) we have

(A, ) = —i{(1+ V), (1=V)p) = {(1=V)gp, (14+V)¢) = (¢, Ap), (2.114)
that is, A is symmetric. Finally observe

2i(1— V)1
2V (1 - V)=t 7
which shows that A is the Cayley transform of V' and finishes the proof. [J

Ati=((1+V)+1-V)(1-V)! :{ (2.115)

Thus A is self-adjoint if and only if its Cayley transform V' is unitary.
Moreover, finding a self-adjoint extension of A is equivalent to finding a
unitary extensions of V' and this in turn is equivalent to (taking the closure
and) finding a unitary operator from ®(V)* to Ran(V)*. This is possible
if and only if both spaces have the same dimension, that is, if and only if
dy(A) =d_(A).

Theorem 2.23. A symmetric operator has self-adjoint extensions if and
only if its defect indices are equal.

In this case let Ay be a self-adjoint extension, Vi its Cayley transform.
Then

D(A1) =D(A)+ A -W)Ky ={¢+ 91 —Vipi | € D(A), vy € Ky}
(2.116)
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and
A1 (Y + oy — Vipy) = A +ipy +iVip,. (2.117)
Moreover,
. N Fi
(AL £0)7 = (AE) T e Y {07 (e —¢)), (2.118)

J
where {gaj} is an orthonormal basis for Ky and ¢; = Vlgoj.

Corollary 2.24. Suppose A is a closed symmetric operator with equal defect
indices d = dy(A) = d_(A). Then dimKer(A* — 2*) =d for all z € C\R.

Proof. First of all we note that instead of z = i we could use V(z) =
(A+ 2*)(A+ 2)7! for any z € C\R. Let di(z) = dim Ki(2), Ky(2) =
Ran(A + z)* respectively K_(z) = Ran(A + z*)*. The same arguments
as before show that there is a one to one correspondence between the self-
adjoint extensions of A and the unitary operators on C%?). Hence d(z;) =
d(z2) = d+(A). O

Example. Recall the operator A = —iL, D(A) = {f € H'(0,27)|f(0) =
f(2m) = 0} with adjoint A* = —i-L D(A*) = H'(0,2n).

Clearly
K1 =span{e™} (2.119)
is one dimensional and hence all unitary maps are of the form
Vpe?™ % = %% 9 e[0,2m). (2.120)

The functions in the domain of the corresponding operator Ay are given by
fo(x) = flz) + a(e®* — e%e?), fe®A), aeC. (2.121)

In particular, fy satisfies

- . _ aif 27
folm) = e fy(0), o = 2 (2.122)
and thus we have
D(Ag) = {f € H'(0,2m)|f(2r) = ¢’ £(0)}. (2.123)

<o

Concerning closures we note that a bounded operator is closed if and
only if its domain is closed and any operator is closed if and only if its
inverse is closed. Hence we have

Lemma 2.25. The following items are equivalent.

o A is closed.
e D(V) =Ran(A4+1) is closed.
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e Ran(V) = Ran(A —1i) is closed.

o V is closed.

Next, we give a useful criterion for the existence of self-adjoint exten-
sions. A skew linear map C : $ — § is called a conjugation if it satisfies
C? =1 and (Ct,Cp) = (1,). The prototypical example is of course
complex conjugation Cp = *. An operator A is called C-real if

CD(A) CD(A), and ACY =CAY, ¢ € D(A). (2.124)
Note that in this case CD(A) = D(A), since D(A) = C?D(A) C CD(A).

Theorem 2.26. Suppose the symmetric operator A is C-real, then its defect
indices are equal.

Proof. Let {¢;} be an orthonormal set in Ran(A +1)%. Then {Ky,} is an
orthonormal set in Ran(A —i)t. Hence {¢;} is an orthonormal basis for
Ran(A + 1) if and only if {K¢,} is an orthonormal basis for Ran(A4 —i)*.
Hence the two spaces have the same dimension. O

Finally, we note the following useful formula for the difference of resol-
vents of self-adjoint extensions.

Lemma 2.27. If A, j = 1,2 are self-adjoint extensions and if {¢;(2)} is
an orthonormal basis for Ker(A* — z*), then

(A1 —2)7 = (A= 2) 7" = (@ji(2) — af(2)(@r(2), Jor(z"), (2.125)
7.k
where
b (2) = (p(2), (A1 — 2) " on(2)). (2.126)

Proof. First observe that ((A; — 2)~! — (As — 2) 1) is zero for every ¢ €
Ran(A—z). Hence it suffices to consider it for vectors ¢ = 3. (p;(2), p)p;(2) €
Ran(A — z)*. Hence we have

(A —2)7 = (A —2)7 = {p(2), )5(2), (2.127)
J
where
hi(2) = (AL —2)7" = (A2 — 2) H;(2). (2.128)

Now computation the adjoint once using ((A4; — 2z)71)* = (A; — 2*)~! and
once using (3_;(1;,.)¢;)* = >_,(wj, )¢ We obtain

D i), i) = D (5(2), Des(2). (2.129)

J J



72 2. Self-adjointness and spectrum

Evaluating at o (z) implies

Yilz) = D (i (2%), pnl(2))e;(27) (2.130)

J
and finishes the proof. O

Problem 2.16. Compute the defect indices of Ay = i%, D(Ag) = C((0,00)).
Can you give a self-adjoint extension of Ag.

2.6. Appendix: Absolutely continuous functions

Let (a,b) C R be some interval. We denote by

AC(a,b) = {f € Cla,b)|f(x) = f(c) + / “g(t)dt, c € (a,b), g € Li(a,h)}

(2.131)
the set of all absolutely continuous functions. That is, f is absolutely
continuous if and only if it can be written as the integral of some locally
integrable function. Note that AC(a,b) is a vector space.

By Corollary A.33 f(z) = f(c)+ [ g(t)dt is differentiable a.e. (with re-
spect to Lebesgue measure) and f'(x) = g(x). In particular, g is determined
uniquely a.e..

If [a,b] is a compact interval we set
ACla,b] = {f € AC(a,b)|g € L*(a,b)} C Cla,b]. (2.132)
If f,g € AC|a,b] we have the formula of partial integration

b b
/f(ﬂf)g/(ﬂ«“)=f(b)9(b)—f(a)g(a)—/ fl(@)g(x)da. (2.133)

We set
H™(a,b) = {f € L*(a,b)|fV) € AC(a,b), fU*V) € L*(a,b), 0 < j <m—1}.
(2.134)
Then we have
Lemma 2.28. Suppose f € H™(a,b), m > 1. Then f is bounded and
limg |, 9N (z) respectively limg1p f9(z) exist for 0 < j < m — 1. Moreover,
the limit is zero if the endpoint is infinite.

Proof. If the endpoint is finite, then fUTY is integrable near this endpoint
and hence the claim follows. If the endpoint is infinite, note that

PO = 1P +2 [ Re(rD 0 I 0t (2.135)

shows that the limit exists (dominated convergence). Since f () is square
integrable the limit must be zero. O
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Let me remark, that it suffices to check that the function plus the highest
derivative is in L?, the lower derivatives are then automatically in L?. That
is,

H™(a,b) = {f € L*(a,b)|fY) € AC(a,b), 0<j<m—1, f) e L?(a,b)}.
(2.136)
For a finite endpoint this is straightforward. For an infinite endpoint this
can also be shown directly, but it is much easier to use the Fourier transform
(compare Section 7.1).

Problem 2.17. Show (2.133). (Hint: Fubini)
Problem 2.18. Show that H'(a,b) together with the norm

b b
118, = [ Is@Pa+ [ 15 P (2.137)
1s a Hilbert space.

Problem 2.19. What is the closure of C§°(a,b) in H'(a,b)? (Hint: Start
with the case where (a,b) is finite.)






Chapter 3

The spectral theorem

The time evolution of a quantum mechanical system is governed by the
Schrodinger equation

.d

1S () = H(1). (3.1)
If 9 = C*, and H is hence a matrix, this system of ordinary differential
equations is solved by the matrix exponential

(1) = exp(—itH)u(0). (3.2)
This matrix exponential can be defined by a convergent power series
oo .
| (—it)"
exp(—itH) =) . (3.3)
n=0

For this approach the boundedness of H is crucial, which might not be the
case for a a quantum system. However, the best way to compute the matrix
exponential, and to understand the underlying dynamics, is to diagonalize
H. But how do we diagonalize a self-adjoint operator? The answer is known
as the spectral theorem.

3.1. The spectral theorem

In this section we want to address the problem of defining functions of a
self-adjoint operator A in a natural way, that is, such that

(f+9)(A) = f(A)+9(4),  (f9)(A) = f(A)g(A), (f)(A)=[f(A)" (3.4)
As long as f and g are polynomials, no problems arise. If we want to extend
this definition to a larger class of functions, we will need to perform some
limiting procedure. Hence we could consider convergent power series or
equip the space of polynomials with the sup norm. In both cases this only

75
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works if the operator A is bounded. To overcome this limitation, we will use
characteristic functions yq(A) instead of powers A7. Since xo(M\)? = xa(\),
the corresponding operators should be orthogonal projections. Moreover,
we should also have xgr(4) = I and x(A) = > 7 xo,(A4) for any finite
union 2 = U?Zl 2, of disjoint sets. The only remaining problem is of course
the definition of yq(A). However, we will defer this problem and begin
by developing a functional calculus for a family of characteristic functions
xa(A).

Denote the Borel sigma algebra of R by 8. A projection-valued mea-
sure is a map

P:B — £(9), Q— P(Q), (3.5)

from the Borel sets to the set of orthogonal projections, that is, P(2)* =
P(Q) and P(Q)? = P(Q), such that the following two conditions hold:

(i) P(R) =1L
(i) If Q@ = {J,, Qn with Q, N Q,,, = 0 for n # m, then Y P(Qp)¢ =
P(Q)1) for every ¥ € § (strong o-additivity).

Note that we require strong convergence, » . P(Q,)y = P(Q)1, rather
than norm convergence, ) P(f,) = P(2). In fact, norm convergence
does not even hold in the simplest case where = L?(I) and P() = xq
(multiplication operator), since for a multiplication operator the norm is just

the sup norm of the function. Furthermore, it even suffices to require weak
convergence, since w-lim P, = P for some orthogonal projections implies

slim P, = P by (¢, Pyy) = (1, P?v) = (Puib, Pyy) = ||Pay||? together
with Lemma 1.11 (iv).

Example. Let $§ = C" and A € GL(n) be some symmetric matrix. Let
A1, .., A be its (distinct) eigenvalues and let P; be the projections onto
the corresponding eigenspaces. Then

PA(Q) = Z P; (3.6)
{ilre}

is a projection valued measure. o

Example. Let $ = L?(R) and let f be a real-valued measurable function.
Then

P(Q) = xj-1(9) (3.7)

is a projection valued measure (Problem 3.2). o

It is straightforward to verify that any projection-valued measure satis-

fies
P(0) =0, P(R\Q) =1- P(Q), (3.8)
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and
P(Ql UQQ) —i—P(Ql ﬂQQ) = P(Ql) +P(QQ). (3.9)
Moreover, we also have
Indeed, suppose € N Qs = O first. Then, taking the square of (3.9) we infer
Multiplying this equation from the right by P(£23) shows that P(;)P(s) =
*P(QQ)P(Ql)P(QQ) is self—adjoint and thus P(Ql)P(Qg) = P(QQ)P(Ql) =
0. For the general case 21 N Qs # () we now have
P(Ql)P(Qg) = (P(Ql — Qg) + P(Ql N QQ))(P(QQ — Ql) + P(Ql N QQ))
= P(Q1NQ) (3.12)

as stated.

To every projection-valued measure there corresponds a resolution of
the identity

P(X\) = P((—o0, A)) (3.13)
which has the properties (Problem 3.3):

(i) P()) is an orthogonal projection.

(ii) P(A1) < P(X2) (that is (1, P(M)Y) < (¥, P(A2)¥)) or equiva-
lently Ran(P(\1)) C Ran(P(A2)) for Ay < Ao.

(ili) s-limy,|x P(An) = P(A) (strong right continuity).

(iv) s-limy— oo P(A) = 0 and s-limy_, oo P(A) = L.

As before, strong right continuity is equivalent to weak right continuity.

Picking ¢ € $), we obtain a finite Borel measure ju,,(2) = (¢, P(Q)y)) =
| P(Q)¢||* with py(R) = [|1]|? < co. The corresponding distribution func-
tion is given by p(A) = (¥, P(A)y) and since for every distribution function
there is a unique Borel measure (Theorem A.2), for every resolution of the
identity there is a unique projection valued measure.

Using the polarization identity (2.16) we also have the following complex
Borel measures

e @) = (o, PAOVE) = (1 (2) — o @) + it 10(0) — itgrip ()

(3.14)
Note also that, by Cauchy-Schwarz, |1, ()| < [|¢]] [|[¥]]-

Now let us turn to integration with respect to our projection-valued
measure. For any simple function [ = Z?:1 ajXq, (where Q; = f “Hay))
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we set
n

PN = [ 1P = Y0 P(@). (3.15)

In particular, P(xa) = P(2). Then (p, P(f)¥) = >_,; ajup,y(€;) shows

(. P(f)) = /]R F\)dpros () (3.16)

and, by linearity of the integral, the operator P is a linear map from the set
of simple functions into the set of bounded linear operators on $). Moreover,
|P(f)v|?> = > || (€2) (the sets 2 are disjoint) shows

1P = [ 1FO) Py (317)
Equipping the set of simple functions with the sup norm this implies

IPCHYI < 1 fllooll] (3.18)

that P has norm one. Since the simple functions are dense in the Banach
space of bounded Borel functions B(R), there is a unique extension of P to
a bounded linear operator P : B(R) — £($)) (whose norm is one) from the
bounded Borel functions on R (with sup norm) to the set of bounded linear
operators on §). In particular, (3.16) and (3.17) remain true.

There is some additional structure behind this extension. Recall that
the set £(9) of all bounded linear mappings on ) forms a C* algebra. A C*
algebra homomorphism ¢ is a linear map between two C* algebras which
respects both the multiplication and the adjoint, that is, ¢(ab) = ¢(a)p(b)

and ¢(a*) = ¢(a)”.
Theorem 3.1. Let P(Q2) be a projection-valued measure on §. Then the
operator
P: B(R) — £(%) (3.19)
f = Jg F(NAP(A)
is a C* algebra homomorphism with norm one.

In addition, if f,(x) — f(z) pointwise and if the sequence supycg | frn ()]
is bounded, then P(f,) — P(f) strongly.

Proof. The properties P(1) = I, P(f*) = P(f)*, and P(fg) = P(f)P(9)
are straightforward for simple functions f. For general f they follow from
continuity. Hence P is a C* algebra homomorphism.

The last claim follows from the dominated convergence theorem and
(3.17). O
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As a consequence, observe

(P(g)e, P(f)) = /R 6" F N it (V) (3.20)

and thus
dppgye,p(fyy =9 fdpgy- (3.21)

Example. Let $§ = C" and A € GL(n) respectively P4 as in the previous
example. Then

Pa(f) =Y f(N)P;. (3.22)

j=1
In particular, P4(f) = A for f(A\) = A

m
. <o

Next we want to define this operator for unbounded Borel functions.
Since we expect the resulting operator to be unbounded, we need a suitable
domain first. Motivated by (3.17) we set

0; = (e [ 1Py < ocl. (3.23)

This is clearly a linear subspace of § since pay(2) = |af1y(92) and since
Pty (£2) < 2(pp(€2) + 114(£2)) (by the triangle inequality).
For every ¢ € ®, the bounded Borel function

fo=xa.fs Q= {AfN] < n}, (3.24)
converges to f in the sense of L*(R,duy). Moreover, because of (3.17),

P(fn)® converges to some vector . We define P (Hv = . By construction,
P(f) is a linear operator such that (3.16) and (3.17) hold.

In addition, D¢ is dense. Indeed, let €, be defined as in (3.24) and
abbreviate ¢, = P(2,)Y. Now observe that du,, = xq,dpy and hence
¥, € D . Moreover, 1, — 9 by (3.17) since xq, — 1 in L*(R, duy).

The operator P(f) has some additional properties. One calls an un-
bounded operator A normal if D(A) = D(A*) and ||Ay|| = ||A*Y| for all

P € D(A).
Theorem 3.2. For any Borel function f, the operator
PP = [ FNaPO). P =Dy (3.25)

is normal and satisfies

P(f)" = P(f"). (3.26)

Proof. Let f be given and define f,, 2, as above. Since (3.26) holds for
frn by our previous theorem, we get

{0, P(N)Y) = (P(f*)e, ) (3.27)
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for any ¢,v € Dy = D(f*) by continuity. Thus it remains to show that

D(P(f)") € Df. It ¢ € D(P(f)*) we have (v, P(f)p) = (i, ¢) for all
¢ € Dy by definition. Now observe that P(f;;)1 = P(€,)1 since we have

(P(fa)w.0) = (. P(fa)p) = (4, P(/)P()) = (P(Q)ih,0)  (3.28)

for any ¢ € $. To see the second equality use P(fn)e = P(fmxn)e =
P(fm)P(2,)p for m > n and let m — oo. This proves existence of the limit

Jim R\fnlzduw(A)Z lim | P(f)¢l* = lim [[P(Q)d]* = (|9, (3.29)

which implies f € L?(R, duy), that is, 1 € D. That P(f) is normal follows
from [[P(/)¢l?> = [P(f)0)? = [ lF(N)Pdpy. O

These considerations seem to indicate some kind of correspondence be-
tween the operators P(f) in $ and f in L?(R, duy). Recall that U : § — 6 is
called unitary if it is a bijection which preserves scalar products (Up,Uy) =
(¢,1)). The operators A in $ and A4 in 9 are said to be unitarily equiva-
lent if

UA=AU,  UD(A) =D(A). (3.30)
Clearly, A is self-adjoint if and only if A is and o(A) = O’(/i).

Now let us return to our original problem and consider the subspace
9y = {P(YIf € L*(R,duy)} C 9. (3.31)

Observe that this subspace is closed: If ¥, = P(f,)® converges in ), then
fn converges to some f in L? (since ||ty — ¥ml|* = [|fn — fin|*dpy) and
hence ¢, — P(f).

The vector 1 is called cyclic if $, = $. By (3.17), the relation

Up(P(f)v) = f (3.32)
defines a unique unitary operator Uy, : $y — L?(R, dpy) such that
Uy P(f) = fUy, (3.33)

where f is identified with its corresponding multiplication operator. More-
over, if f is unbounded we have Uy (D ;NHy) = D(f) = {g € L*(R,duy)|fg €
L%(R, duy)} (since p = P(f)v implies du, = | f|>du,) and the above equa-
tion still holds.

If 4 is cyclic, our picture is complete. Otherwise we need to extend this
approach. A set {9;};es (J some index set) is called a set of spectral vectors
if ||vj]] = 1 and 9y, L 9y, for all i # j. A set of spectral vectors is called a
spectral basis if i 9y, = 9. Luckily a spectral basis always exist:
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Lemma 3.3. For every projection valued measure P, there is an (at most
countable) spectral basis {1} such that

9 =P . (3.34)
n
and a corresponding unitary operator

U=PU,, : 9 — PL R, duy,) (3.35)

such that for any Borel function f,
UP(f)= U,  UD; =), (3.36)

Proof. It suffices to show that a spectral basis exists. This can be easily
done using a Gram-Schmidt type construction. First of all observe that if
{hj}jes is a spectral set and ¥ L §,; for all j we have $,, L 9, for all j.
Indeed, ¥ L $y, implies P(g)y L §,, for every bounded function g since
(P(9)y, P(f)bj) = (¢, P(g* f)j) = 0. But P(g)y with g bounded is dense
in 9, implying 9y L 9y,

Now start with some total set {&j} Normalize 1 and choose this to be
1. Move to the first 1[1]- which is not in )y, , take the orthogonal complement
with respect to §)y, and normalize it. Choose the result to be 2. Proceeding
like this we get a set of spectral vectors {1;} such that span{y;} C D, 9y,

Hence $) = span{¢;} C D, Hy;- O

It is important to observe that the cardinality of a spectral basis is not
well-defined (in contradistinction to the cardinality of an ordinary basis of
the Hilbert space). However, it can be at most equal to the cardinality of an
ordinary basis. In particular, since §) is separable, it is at most countable.
The minimal cardinality of a spectral basis is called spectral multiplicity
of P. If the spectral multiplicity is one, the spectrum is called simple.

Example. Let § = C2 and A = 8 (1) ) Then ¥ = (1,0) and ¥ =
(0,1) are a spectral basis. However, ¢y = (1,1) is cyclic and hence the
spectrum of A is simple. If A = (1) (1) ) there is no cyclic vector (why)

and hence the spectral multiplicity is two. o

Using this canonical form of projection valued measures it is straight-
forward to prove

Lemma 3.4. Let f,g be Borel functions and o, 8 € C. Then we have
aP(f)+ BP(g) € P(af + Bg), D(aP(f)+ BP(g)) =Dp4g (3:37)
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and
P(f)P(9) € P(fg), D(P(f)P(g9) =D4NDgy. (3.38)

Now observe, that to every projection valued measure P we can assign a
self-adjoint operator A = [ A\dP()). The question is whether we can invert
this map. To do this, we consider the resolvent Ra(z) = [p(A — 2) " tdP(}).
By (3.16) the corresponding quadratic form is given by

Fole) = . Ra() = [+

RA—Z

Ay (M), (3.39)

which is know as the Borel transform of the measure p,. It can be shown
(see Section 3.4) that Fy(z) is a holomorphic map from the upper half
plane to itself. Such functions are called Herglotz functions. Moreover,
the measure ji,, can be reconstructed from Fy(z) by Stieltjes inversion
formula

1 A0
= lim lim — Im(F, i . A4
thap () ol =) m(Fy(t + ie))dt (3.40)
Conversely, if Fy(z) is a Herglotz function satisfying |F'(z)| < %, then it

is the Borel transform of a unique measure s, (given by Stieltjes inversion
formula).

So let A be a given self-adjoint operator and consider the expectation of
the resolvent of A,

Fy(z) = (¥, Ra(2)¥). (3.41)
This function is holomorphic for z € p(A) and satisfies
Fy(2") = Fy(2)" and [Fy(2)| < Il (3.42)
~ Im(z)

(see Theorem 2.14). Moreover, the first resolvent formula (2.80) shows
Im(Fy(2)) = Im(2)|| Ra(2)9]|? (3.43)

that it maps the upper half plane to itself, that is, it is a Herglotz function.
So by our above remarks, there is a corresponding measure ju,,(A) given by
Stieltjes inversion formula. It is called spectral measure corresponding to
.

More generally, by polarization, for each ¢, 1 € $ we can find a corre-
sponding complex measure i, such that

(. Ra(:)0) = [ 5oV, (3.4

The measure ji, 4 is conjugate linear in ¢ and linear in ¢. Moreover, a
comparison with our previous considerations begs us to define a family of
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operators P4 () via

(0 PaA(Q)) = /R XMW dig (V). (3.45)

This is indeed possible by Corollary 1.8 since |(¢, PA(Q2)¢)| = |14 (2)] <
lloll []1]]. The operators P4(£2) are non negative (0 < (3, P4(€2)1) < 1) and
hence self-adjoint.

Lemma 3.5. The family of operators PA(S)) forms a projection valued mea-
sure.

Proof. We first show P4 (Q1)Pa(Q2) = Pa(21 N Q2) in two steps. First
observe (using the first resolvent formula (2.80))

[ st = (Ral=)e RaE)e) = (o Ra(2) a2

e . = (0, Ra(2)) — (¢, Ra(2)0))

1 1 1 1 dpg(\)
— — p— T d -4
z—sz(A—z A—z)dﬂwm /RA—E N, (346)

implying dug, (z+)p,u(A) = (A — z) " tdpg.(N) since a Herglotz function is
uniquely determined by its measure. Secondly we compute
1 *
| e o) = (o RAGIPAR)S) = (Ral=")e, Pa@)¥)

= [ xaduny o) = [ 520NV

implying dp,, p, ) (A) = xa(A)dpg (). Equivalently we have
{0, Pa(1) Pa(Q2))) = (@, Pa($1 N Q2)1) (3.47)
since xo,XQ, = X0.nQ,- In particular, choosing 2; = (2, we see that
P4(£21) is a projector.
The relation P4(R) = I follows from (3.93) below and Lemma 2.18 which
imply py(R) = [[]%.
Now let Q@ = o7 | Q,, with Q, N Q,, = 0 for n # m. Then

n

D W Pa)v) = Y ip() — (), PA(Q)Y) = g (2) (3.48)
j=1

J=1

by o-additivity of . Hence Py is weakly o-additive which implies strong
o-additivity, as pointed out earlier. O

Now we can prove the spectral theorem for self-adjoint operators.
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Theorem 3.6 (Spectral theorem). To every self-adjoint operator A there
corresponds a unique projection valued measure Pa such that

A= /R AdP4(N). (3.49)

Proof. Existence has already been established. Moreover, Lemma 3.4 shows
that P4((A—2)71) = Ra(z), 2 € C\R. Since the measures 1, , are uniquely
determined by the resolvent and the projection valued measure is uniquely
determined by the measures ji, 4 we are done. O

The quadratic form of A is given by

aa) = [ My (3.50)
and can be defined for every v in the form domain self-adjoint operator
() = (v € 51 | Ndno() < o} (351)

(which is larger than the domain D(A) = {¢ € 9| [ Adpy(A) < co}). This

extends our previous definition for non-negative operators.

Note, that if A and A are unitarily equivalent as in (3.30), then UR(z) =
R ;(2)U and hence

dyiy = dfivry. (3.52)
In particular, we have UPA(f) = P;(f)U, UD(Pa(f)) = D(P;(f)).

Finally, let us give a characterization of the spectrum of A in terms of
the associated projectors.

Theorem 3.7. The spectrum of A is given by
g(A) ={ X € RIPA((A—¢e,\+¢€)) #0 for all £ > 0}. (3.53)

Proof. Let Q, = (A\g — 2, \o + %) Suppose P4(2,) # 0. Then we can find

n

a n, € Pa(Qy)$ with [|¢),|| = 1. Since
1A = X0l = [1(A — X0)Pa(Qn)¥nl®
= [0, i, () <

we conclude g € o(A) by Lemma 2.12.

COHVGI‘SGly, if PA(()\O —&, )‘0 + 6)) = 07 set f&‘()\) = XR\(Mo—¢,Mo+¢€) (A)()\ -
Ao)~!. Then

(A= Xo)Pa(fe) = Pa((A—Xo)fe(N) = PA(R\ (Ao — &, 0 +¢)) =1 (3.55)
Similarly Pa(f:)(A — Xo) = [|p(a) and hence A\g € p(A). O

S

5 (3.54)

n
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Thus Ps((A1,A2)) = 0 if and only if (A, A2) € p(A) and we have
Pa(o(A)) =1 and Py(RNp(A) =0 (3.56)
and consequently

Pa(f) = Pa(o(A))Pa(f) = Pa(Xo(a)f)- (3.57)
In other words, P4(f) is not affected by the values of f on R\o(A)!

It is clearly more intuitive to write P4(f) = f(A) and we will do so from
now on. This notation is justified by the elementary observation

Pa()_ayN) =D a Al (3.58)
=0 =0

Moreover, this also shows that if A is bounded and f(A) can be defined via
a convergent power series, then this agrees with our present definition by
Theorem 3.1.

Problem 3.1. Show that a self-adjoint operator P is a projection if and
only if o(P) C {0, 1}.

Problem 3.2. Show that (3.7) is a projection valued measure. What is the
corresponding operator?

Problem 3.3. Show that P()\) satisfies the properties (i)—(iv).
Problem 3.4 (Polar decomposition). Let A be a bounded operator and set
|A| = VA*A. Show that
I[A[] = [l A

Conclude that Ker(A) = Ker(]A|) = Ran(|A|)* and that

g e=1Alb =AY if o € Ran(|A])

p—0 if ¢ € Ker(|A])

L

extends to a well-defined partial isometry, that is, U : Ker(U)
norm preserving.

— 9 1is
In particular, we have the polar decomposition
A =UlA|.
Problem 3.5. Compute |A| = VA*A of A= (p,.)¢.

3.2. More on Borel measures

Section 3.1 showed that in order to understand self-adjoint operators, one
needs to understand multiplication operators on L?(R,dy), where du is a
finite Borel measure. This is the purpose of the present section.
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The set of all growth points, that is,
o(p) ={r e Rlu((A—e,A+¢)) > 0 for all € > 0}, (3.59)

is called the spectrum of u. Invoking Morea’s together with Fubini’s theorem
shows that the Borel transform

F(z)= /R 5 i Zd,u()\) (3.60)

is holomorphic for z € C\o(p). The converse following from Stieltjes inver-
sion formula. Associated with this measure is the operator

AfN) =AF(N),  D(A) = {f € L*(R,du)|Af(N) € L*(R,dp)}.  (3.61)
By Theorem 3.7 the spectrum of A is precisely the spectrum of p, that is,
o(A) =o(u). (3.62)

Note that 1 € L?(R, dpu) is a cyclic vector for A and that
g,y (N) = gV F) (). (3.63)

Now what can we say about the function f(A) (which is precisely the
multiplication operator by f) of A7 We are only interested in the case where
f is real-valued. Introduce the measure

(fer)(Q) = u(f~H(), (3.64)
then

/m»aﬁmuwa/Mﬂnmm». (3.65)
R R

In fact, it suffices to check this formula for simple functions g which follows
since xq o f = Xy-1(q)- In particular, we have

It is tempting to conjecture that f(A) is unitarily equivalent to multi-
plication by A in L?(R, d(f.p)) via the map

L*(R,d(fup)) — L*(R,dp), g—gof. (3.67)

However, this map is only unitary if its range is L?(R,du), that is, if f is
injective.

Lemma 3.8. Suppose f is injective, then
U: L*(R,dp) — L*(R,d(fup)), g~ gof" (3.68)

is a unitary map such that U f(\) = A.
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Example. Let f(\) = A2, then (go f)(\) = g(A\?) and the range of the
above map is given by the symmetric functions. Note that we can still
get a unitary map L*(R,d(fup)) & L*(R, xd(fup)) — L*(R,dp), (g1,92) —
g1(N%) + g2(A%) (x(A) = x(=X)), where X = X(0,00)- o

Lemma 3.9. Let f be real-valued. The spectrum of f(A) is given by
o(f(A) = o(fup). (3.69)

In particular,

o(f(A)) € f(o(A)), (3.70)

where equality holds if f is continuous and the closure can be dropped if, in
addition, o(A) is bounded (i.e., compact).

Proof. If Ay € o(fuu), then the sequence g, = () ?*xaq,, W =
F7H (Mo — 2,00+ 1)), satisfies [|gn|| = 1, [|[(f(A) — Ao)gnl| < n~' and hence
Xo € o(f(A)). Conversely, if \g & o(fip), then u(Q,) = 0 for some n and
hence we can change f on 2, such that f(R)N (g — %, Ao+ %) = () without
changing the corresponding operator. Thus (f(A4) — Xo)~t = (f(A) — Xo)7*
exists and is bounded, implying Ao & o(f(A)).

If f is continuous, f~1(f(\) — &, f(A\) + €) contains an open interval
around A and hence f()\) € o(f(A)) if A € o(A4). If, in addition, o(A) is
compact, then f(o(A)) is compact and hence closed. O

If two operators with simple spectrum are unitarily equivalent can be
read off from the corresponding measures:

Lemma 3.10. Let Ay, As be self-adjoint operators with simple spectrum and
corresponding spectral measures py and ps of cyclic vectors. Then Ay and
Ay are unitarily equivalent if and only if p1 and pe are mutually absolutely
continuous.

Proof. Without restriction we can assume that A; is multiplication by A
in L?(R, duj). Let U : L?(R,du;) — L*(R,duz) be a unitary map such that
UA; = AsU. Then we also have Uf(A;) = f(A2)U for any bounded Borel
Function and hence

UfN) =Uf(A) -

and thus U is multiplication by (A
unitary we have

1 (Q) = / xaldu = / fu xal2djuz = / Pdus,  (3.72)
R R Q

that is, du1 = |u|?duz. Reversing the role of A; and As we obtain dus =
|v|?dpy, where v = U711,

ST (3.71)

1=
) = U(1)(A\). Moreover, since U is
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The converse is left as an exercise (Problem 3.10.) O

Next we recall the unique decomposition of y with respect to Lebesgue
measure,
d/,L = duac + d:“’S? (373)
where 11, is absolutely continuous with respect to Lebesgue measure (i.e.,
we have pq.(B) = 0 for all B with Lebesgue measure zero) and p is singular
with respect to Lebesgue measure (i.e., s is supported, pus(R\B) = 0, on
a set B with Lebesgue measure zero). The singular part ps can be further
decomposed into a (singularly) continuous and a pure point part,

dpts = dpise + dfipp, (3.74)

where 5. is continuous on R and i, is a step function. Since the measures
dftae, dptse, and dpp, are mutually singular, they have mutually disjoint
supports My, M., and M,,. Note that these sets are not unique. We will
choose them such that My, is the set of all jumps of x(\) and such that M,
has Lebesgue measure zero.

To the sets My, M., and My, correspond projectors P = xy,.(A),
P* = xu,.(A), and PPP = xpy, (A) satisfying P + P*¢ 4+ PPP = . In
other words, we have a corresponding direct sum decomposition of both our
Hilbert space

L*(R,dp) = L*(R, dptac) ® L*(R, dpuse) & L*(R, dpuyy) (3.75)
and our operator A
A= (AP%) @ (AP*°) @ (APPP). (3.76)

The corresponding spectra, 04c(A) = 0(ftac), 0sc(A) = o(fsc), and opp(A) =
o (ppp) are called the absolutely continuous, singularly continuous, and pure
point spectrum of A, respectively.

It is important to observe that o,,(A) is in general not equal to the set
of eigenvalues

op(A) = {\ € R|\ is an eigenvalue of A} (3.77)

since we only have 0,,(A) = o,(A4).

Example. let $ = (2(N) and let A be given by Aj, = %(571, where §,
is the sequence which is 1 at the n’th place and zero else (that is, A is
a diagonal matrix with diagonal elements ). Then o,(A4) = {Z|n € N}
but o(A) = opp(A) = 0p(A) U {0}. To see this, just observe that §, is the
eigenvector corresponding to the eigenvalue % and for z ¢ o(A) we have
Ra(2)0n = 155760 At z = 0 this formula still gives the inverse of A, but
it is unbounded and hence 0 € o(A) but 0 ¢ 0,(A). Since a continuous
measure cannot live on a single point and hence also not on a countable set,
we have 04.(A) = 0s.(A) = 0. o
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Example. An example with purely absolutely continuous spectrum is given
by taking u to be Lebesgue measure. An example with purely singularly
continuous spectrum is given by taking u to be the Cantor measure. o

Problem 3.6. Construct a multiplication operator on L?*(R) which has
dense point spectrum.

Problem 3.7. Let A be Lebesgue measure on R. Show that if f € AC(R)
with f' >0, then

1
d(fi)) = ——dA. 3.78
(N = 705 (3.78)
Problem 3.8. Let du()) = x(0,1)(A)dX and f(A) = X(—ooy), t € R. Compute

Jht.

Problem 3.9. Let A be the multiplication operator by the Cantor function
in L?(0,1). Compute the spectrum of A. Determine the spectral types.

Problem 3.10. Show the missing direction in the proof of Lemma 3.10.

3.3. Spectral types

Our next aim is to transfer the results of the previous section to arbitrary
self-adjoint operators A using Lemma 3.3. To do this we will need a spectral
measure which contains the information from all measures in a spectral basis.
This will be the case if there is a vector ¥ such that for every ¢ € § its
spectral measures, is absolutely continuous with respect to . Such a
vector will be called a maximal spectral vector of A and p, will be
called a maximal spectral measure of A.

Lemma 3.11. For every self-adjoint operator A there is a mazximal spectral
vector.

Proof. Let {1;}cs be a spectral basis and choose nonzero numbers ¢; with
> ey lej|? = 1. Then I claim that

b= et (3.79)
jeJ

is a maximal spectral vector. Let ¢ be given, then we can write it as ¢ =

S
S, £i(A); and hence dpy = 3, | Pdjig, . But 1y () = 5, 52y, (9) =
0 implies puy, (©2) = 0 for every j € J and thus p,(22) = 0.

O

A set {¢;} of spectral vectors is called ordered if 1, is a maximal
spectral vector for A restricted to (@5;11 ﬁ¢j)l. As in the unordered case
one can show
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Theorem 3.12. For every self-adjoint operator there is an ordered spectral
basis.

Observe that if {¢;} is an ordered spectral basis, then fp, ., 18 absolutely
continuous with respect to fiy;.

If i is a maximal spectral measure we have o(A) = o(u) and the follow-
ing generalization of Lemma 3.9 holds.

Theorem 3.13 (Spectral mapping). Let pu be a mazimal spectral measure
and let f be real-valued. Then the spectrum of f(A) is given by

o(f(A) = {NeR|u(f TN —e,X+¢)) >0 for all ¢ > 0}. (3.80)

In particular,

o(f(A)) C f(o(A)), (3.81)
where equality holds if f is continuous and the closure can be dropped if, in

addition, o(A) is bounded.

Next, we want to introduce the splitting (3.75) for arbitrary self-adjoint
operators A. It is tempting to pick a spectral basis and treat each summand
in the direct sum separately. However, since it is not clear that this approach
is independent of the spectral basis chosen, we use the more sophisticated
definition

Nae = {¥ € 9| Hy is absolutely continuous},
Nse = {9 € H|py is singularly continuous},
pp = {9 € 9|y is pure point}. (3.82)

Lemma 3.14. We have

H= yJac D Nsc D f)pp- (383)

There are Borel sets M, such that the projector onto $., is given by P™ =
XM, (A), zx € {ac, sc,pp}. In particular, the subspaces $zq reduce A. For
the sets My, one can choose the corresponding supports of some mazximal
spectral measure .

Proof. We will use the unitary operator U of Lemma 3.3. Pick ¢ € $ and
write ¢ = Y pn with ¢, € $y,.. Let f,, = Uy, then, by construction
of the unitary operator U, ¢, = fn(A)¥, and hence dup, = |fol>dpy,.
Moreover, since the subspaces $),,, are orthogonal, we have

dpg =Y | faldpy, (3.84)

and hence

d/lgo,mc = Z ‘fn|2dl’l’¢"7m$7 TT € {CLC, S¢, pp}' (385)
n
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This shows
_ 2
Uﬁ:px - @ L (R7 dulﬁn,mx)? TT € {ac7 sc,pp} (386)
n

and reduces our problem to the considerations of the previous section. [

The absolutely continuous, singularly continuous, and pure point
spectrum of A are defined as

UaC(A) = O-(A‘ﬁac)7 05C(A) = O-(A|ﬁsc)7 and UPP(A) = O-(A|5:Jpp)7
(3.87)
respectively. If p is a maximal spectral measure we have 04.(A4) = o (qc),

0sc(A) = 0(pse), and opp(A) = o (ppp)-

If A and A are unitarily equivalent via U, then so are A|g. . and A .
by (3.52). In particular, 0,4 (A) = 040 (A).
Problem 3.11. Compute 0(A), 04c(A), 0sc(A), and opp(A) for the multi-

plication operator A = 1+112 in L?(R). What is its spectral multiplicity?

3.4. Appendix: The Herglotz theorem

A holomorphic function F': Cy — C4, Cy = {z € C|£Im(z) > 0}, is called
a Herglotz function. We can define F' on C_ using F(z*) = F(2)*.

Suppose p is a finite Borel measure. Then its Borel transform is defined

F(z) = /R i“g? . (3.88)

Theorem 3.15. The Borel transform of a finite Borel measure is a Herglotz
function satisfying
1(R)
F < —, eC,. 3.89
FEI< s 2 (389)
Moreover, the measure p can be reconstructed via Stieltjes inversion formula

1 A

§(u(()\1,/\2))+u([/\1,)\2]))zliml Im(FO\+ie))dh.  (3.90)
e|l0 T A

Proof. By Morea’s and Fubini’s theorem, F' is holomorphic on C, and the
remaining properties follow from 0 < Im((A—2)"1) and |[A—z|~! < Im(z)7!.
Stieltjes inversion formula follows from Fubini’s theorem and the dominated

convergence theorem since

1 [ 1 1
27 Jy, r—A—ie x—A+ie

1
)\ — B (X[,\l,A2](37) + X()\l,/\g)(x)) (3.91)

pointwise. O



92 3. The spectral theorem

Observe i
Im(F(2)) = Im(2) / &l )2 (3.92)
R A — 2|
and
/\lim Am(F(iN)) = u(R). (3.93)
—00
The converse of the previous theorem is also true
Theorem 3.16. Suppose F is a Herglotz function satisfying
M
AS C+. (394)

FI < oy

Then there is a unique Borel measure p, satisfying u(R) < M, such that F
is the Borel transform of p.

Proof. We abbreviate F'(z) = v(z) +iw(z) and z = x +iy. Next we choose
a contour
I'={z+ic+ M)\ € [-R, R} U{z +ic + Re'?|p € [0,7]}. (3.95)

and note that z lies inside I and z* + 2ie lies outside ' if 0 < ¢ < y < R.
Hence we have by Cauchy’s formula

F(z) = - F( L >F<c>dc. (3.96)

2mi —z (- z*—2i

Inserting the explicit form of I" we see

R —
F(z) = 1/ %F(m—i—ia—i—)\)d)\

/ R2e2w T )F (z +ie + Re'¥)Re'Pdp.  (3.97)

The integral over the semi circle Vanlshes as R — oo and hence we obtain

1 y—¢ .
Flz) = W/R ey e TACSR DT (3.98)

and taking imaginary parts

/ P (A)we (A (3.99)

where ¢.(\) = (y—e)/(A—2)2+ (y—¢)?) and we()\) = w(A+ig)/m. Letting

y — oo we infer from our bound
/ w.(\)dA < M. (3.100)
R
In particular, since |@z(\) — ¢o(A)| < conste we have

—hm/qSo Ydpe (N (3.101)

€l0
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where pu.(\) = fj‘oo we(x)dx. It remains to establish that the monotone
functions p. converge properly. Since 0 < p.(\) < M, there is a convergent
subsequence for fixed A\. Moreover, by the standard diagonal trick, there
is even a subsequence &, such that p. (\) converges for each rational .
For irrational A we set pu(Ao) = infysy,{u(A)|A rational}. Then u(X) is
monotone, 0 < pu(A1) < p(A2) < M, A\ < Ag, and we claim

w(z) = [ an(Nd() (3.102)
Fix § > 0 and let Ay < A2 < --- < Appa1 be rational numbers such that
y? Y
|)\j+1—)\j| <4§ and N\ SHZ—F, /\m+1 21’4_? (3103)
Then (since |¢)(N\)] < y~2)
0
[po(A) — do(Aj)] < " Aj S A< Ay, (3.104)
and 5
‘(ﬁo()\)’ S ?, A S /\1 or )\m—i-l S A. (3.105)

Now observe

|A%W@W—A%W@ng

[ G0Nd0) = 3 000 (A1) = )
1D 600 1) — 1Og) = ey (1) + e, )
j=1

+|/R¢O()‘)dﬂano\)_Z%()‘j)(ﬂen(/\jH) — e, (A5))] (3.106)
j=1

The first and third term can be bounded by 2Mé&/y%. Moreover, since
¢0(y) < 1/y we can find an N € N such that

) = e, W) < 56, n >N, (3.107)
and hence the second term is bounded by . In summary, the difference in

(3.106) can be made arbitrarily small.

Now F(z) and [, (A —2)"*du()) have the same imaginary part and thus
they only differ by a real constant. By our bound this constant must be
Z€ero. (]

The Radon-Nikodym derivative of y can be obtained from the boundary
values of F.
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Theorem 3.17. Let u be a finite Borel measure and F its Borel transform,

then
1 1 _
(Dp)(A) < liminf —F(A +ie) < limsup —F (A +ie) < (Dp)(A). (3.108)
el elo T
Proof. We need to estimate
. €
We first split the integral into two parts
Im(F(A+ig)) = K (t—N\)du(t)+ K (t—MNu(t), Is=(A—03,A+0).
Is R\[é
(3.110)
Clearly the second part can be estimated by
Ko(t = Nu(t) € K.(0)u(R). (3.111)

R\ /5
To estimate the first part we integrate
K/ (s)dsdu(t) (3.112)

over the triangle {(s,t)|]A —s <t <A+s50<s<d} ={(s,t)[A-d<t<
A+, t— X <s <} and obtain

6
| Rz s)ds = [ (106) - Kot = Wyiuce) (3113)
0 Is
Now suppose there is are constants ¢ and C such that ¢ < “(2155) < C,
0 <s <4, then
0 4]
2¢ arctan(g) < | K (t—Ndu(t) <2C arctan(g) (3.114)
Is
since
b 5
0K (9) +/ —sK.(s)ds = arctan(g). (3.115)
0
Thus the claim follows combining both estimates. U

As a consequence of Theorem A.34 and Theorem A.35 we obtain

Theorem 3.18. Let i be a finite Borel measure and F its Borel transform,
then the limit )
Im(F(\)) = liir[r)l —Im(F(\ +1ie)) (3.116)
el0 T
exists a.e. with respect to both p and Lebesque measure (finite or infinite)
and

(DR = ~Tm(F() (3117)
whenever (Du)(\) exists.
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Moreover, the set {\|F(\) = oo} is a support for the singularly and
{AF(X\) < oo} is a support for the absolutely continuous part.

In particular,

Corollary 3.19. The measure p is purely absolutely continuous on I if
limsup, | o Im(F (X +i¢)) < oo for all A € I.






Chapter 4

Applications of the
spectral theorem

This chapter can be mostly skipped on first reading. You might want to have a
look at the first section and the come back to the remaining ones later.

Now let us show how the spectral theorem can be used. We will give a
few typical applications:

Firstly we will derive an operator valued version of of Stieltjes’ inversion
formula. To do this, we need to show how to integrate a family of functions
of A with respect to a parameter. Moreover, we will show that these integrals
can be evaluated by computing the corresponding integrals of the complex
valued functions.

Secondly we will consider commuting operators and show how certain
facts, which are known to hold for the resolvent of an operator A, can be
established for a larger class of functions.

Then we will show how the eigenvalues below the essential spectrum and
dimension of RanP4(2) can be estimated using the quadratic form.

Finally, we will investigate tensor products of operators.

4.1. Integral formulas

We begin with the first task by having a closer look at the projector P4(€2).
They project onto subspaces corresponding to expectation values in the set
Q. In particular, the number

(1, xa(A)) (4.1)

97
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is the probability for a measurement of a to lie in 2. In addition, we have

(1, Ag) = /Q Npp(V) € ll(Q), ¥ e Pa@)9, [l =1, (42)

where hull(2) is the convex hull of Q.

The space RanX{AO}(A) is called the eigenspace corresponding to \g
since we have

(.40 = [ Mo Vibtas ) = 0 [ o) =Dalipw)  (03)

and hence Ay = Aoty for all ¢ € Rany(y}(A). The dimension of the
eigenspace is called the multiplicity of the eigenvalue.

Moreover, since
—ie

lm—-—— = 4.4
LT w—— X{ro}(N) (4.4)

we infer from Theorem 3.1 that
lim —1eRa(Xo + i)Y = Xx(ne} (AP (4.5)

Similarly, we can obtain an operator valued version of Stieltjes’ inversion
formula. But first we need to recall a few facts from integration in Banach
spaces.

We will consider the case of mappings f : I — X where I = [tg,t1] C R is
a compact interval and X is a Banach space. As before, a function f: I — X
is called simple if the image of f is finite, f(I) = {x;}]", and if each inverse
image f~!(z;), 1 <i < n, is a Borel set. The set of simple functions S(I, X)
forms a linear space and can be equipped with the sup norm

[flloc = sup [ f(£)]]- (4.6)
tel

The corresponding Banach space obtained after completion is called the set

of regulated functions R(I, X).

Observe that C(I,X) C R(I,X). In fact, consider the simple function
fn = 2?2—01 F(8:)X[s;,5,41), Where s; = to + b=t Since f € C(I,X) is
uniformly continuous, we infer that f, converges uniformly to f.

For f € S(I,X) we can define a linear map [ : S(I,X) — X by

[ =3 wl @)
i=1
where || denotes the Lebesgue measure of ). This map satisfies

H /I St < [ fllso(t1 — to) (48)
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and hence it can be extended uniquely to a linear map [ : R([,X) — X
with the same norm (¢; — ¢9) by Theorem 0.24. We even have

H / f(t)dt] < / 1£(t)dt, (4.9)

which clearly holds for f € S(I, X) und thus for all f € R(I,X) by conti-
nuity. In addition, if £ € X* is a continuous linear functional, then

E(/If(t)dt) = /Ié(f(t))dt, feR(I,X). (4.10)
In particular, if A(t) € R(I, £(9)), then
(/l A(t)dt> ) = /I(A(t)w)dt. (4.11)

If I =R, we say that f: I — X is integrable if f € R([—r,r], X) for all
r > 0 and if || f(¢)|| is integrable. In this case we can set

/ f(t)dt = lim f(t)dt (4.12)

T—00

and (4.9) and (4.10) still hold.
t We will use the standard notation ftt;’ §)ds = [} X(ts,t5)(5) f(s)ds and
2 f(s)ds = — [ f(s)ds.
We write f € CY(I, X) if

o fE+e) — f)

@1ty =t 29 (413)
exists for all ¢t € I. In particular, if f € C(I,X), then F(t ft s)ds €
CY(I,X) and dF/dt = f as can be seen from
t+€
|E(t+e) = F(t) ||/ (t)ds| < le[ sup [[f(s) = f(t)]]-
s€[t,t+e]
(4.14)

The important facts for us are the following two results.

Lemma 4.1. Suppose f : I x R — C is a bounded Borel function such that
f(,A) and set F(X\) = [; f(t,\)dt. Let A be self-adjoint. Then f(t,A) €
R(I,£(9)) and

:/f(t,A)dt respectively F(A)w:/f(t, A)y dt. (4.15)
I I

Proof. That f(t,A) € R(I,£($)) follows from the spectral theorem, since
it is no restriction to assume that A is multiplication by X in some L? space.
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We compute

(@ ( /1 £(t, Aydtye)

/I (o0 £(t, Ayt

_ /I /R F(E N dpipp (V)

- / / F(6 Nt dpg (V)
RJT
= [ POt = (0 F(A)) (@10
by Fubini’s theorem and hence the first claim follows. ([

Lemma 4.2. Suppose f: R — £(9) is integrable and A € £($). Then
A/ ft)ydt = / Af(t)dt respectively / f(t)dtA = / f(t)Adt. (4.17)
R R R R

Proof. It suffices to prove the case where f is simple and of compact sup-
port. But for such functions the claim is straightforward. O

Now we can prove Stone’s formula.

Theorem 4.3 (Stone’s formula). Let A be self-adjoint, then

A2
L[ (Rar+ie) = Ru(r — ie))d — % (Pa(Ps 2a]) + Pal(O0, A))

(4.18)

3 )y
strongly.

Proof. The result follows combining Lemma 4.1 with Theorem 3.1 and
(3.91). O

Problem 4.1. Let I’ be a differentiable Jordan curve in p(A). Show

xa(A) _/FRA(Z)CZZ, (4.19)

where ) is the intersection of the interior of I' with R.

4.2. Commuting operators

Now we come to commuting operators. As a preparation we can now prove

Lemma 4.4. Let K C R be closed. And let Coo(K) be the set of all contin-
uous functions on K which vanish at oo (if K is unbounded) with the sup
norm. The x-algebra generated by the function
1
A—z
for one z € C\K is dense in Coo(K).

A (4.20)
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Proof. If K is compact, the claim follows directly from the complex Stone—
Weierstrafl theorem since (A\; —2z) ™! = (Ay—2) ! implies A\; = A\2. Otherwise,
replace K by K = KU{oo}, which is compact, and set (co—z)~" = 0. Then
we can again apply the complex Stone—Weierstraf} theorem to conclude that

our *-subalgebra is equal to {f € C(K)|f(co) = 0} which is equivalent to
Coo(K). O

We say that two bounded operators A, B commute if
[A,B] = AB— BA=0. (4.21)

If A or B is unbounded, we soon run into trouble with this definition since
the above expression might not even make sense for any nonzero vector (e.g.,
take B = (¢, .)1 with ¢ ¢ D(A)). To avoid this nuisance we will replace A
by a bounded function of A. A good candidate is the resolvent. Hence if A
is self-adjoint and B is bounded we will say that A and B commute if

[Ra(z),B] = [Ra(z"),B] =0 (4.22)
for one z € p(A).

Lemma 4.5. Suppose A is self-adjoint and commutes with the bounded
operator B. Then

[f(A),B] =0 (4.23)
for any bounded Borel function f. If f is unbounded, the claim holds for
any ¢ € D(f(A)).

Proof. Equation (4.22) tell us that (4.23) holds for any f in the *-subalgebra
generated by R4(z). Since this subalgebra is dense in Co(0(A4)), the claim
follows for all such f € Cuo(0(A)). Next fix ¢ € $ and let f be bounded.
Choose a sequence f, € Co(c(A)) converging to f in L2(R,dpy). Then

BI(AW = lim B,(A)o = lm fu(A)BY = [(A)BY. (424
If f is unbounded, let ¢ € D(f(A)) and choose f, as in (3.24). Then
F(A)BY = lim f,(A)BY = lim Bf,(A)u (4.25)

shows f € L*(R,dupy) (i.e., By € D(f(A))) and f(A)By = BF(A)y. O

Corollary 4.6. If A is self-adjoint and bounded, then (4.22) holds if and
only if (4.21) holds.

Proof. Since o(A) is compact, we have A € C(0(A)) and hence (4.21)
follows from (4.23) by our lemma. Conversely, since B commutes with any
polynomial of A, the claim follows from the Neumann series. [l

As another consequence we obtain
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Theorem 4.7. Suppose A is self-adjoint and has simple spectrum. A bounded
operator B commutes with A if and only if B = f(A) for some bounded Borel
function.

Proof. Let ¥ be a cyclic vector for A. By our unitary equivalence it is no
restriction to assume $ = L*(R,duy). Then

Bg()) = Bg(\) - 1 = g(W)(BL)(N) (4.26)
since B commutes with the multiplication operator g(\). Hence B is multi-

plication by f(\) = (B1)(A). O

The assumption that the spectrum of A is simple is crucial as the exam-
ple A =1 shows. Note also that the functions exp(—itA) can also be used
instead of resolvents.

Lemma 4.8. Suppose A is self-adjoint and B is bounded. Then B commutes
with A if and only if

[e74 Bl =0 (4.27)
for allt € R.
Proof. It suffices to show [f(A4), B] = 0 for f € S(R), since these functions

are dense in Cy(R) by the complex Stone-Weierstral theorem. Here f
denotes the Fourier transform of f, see Section 7.1. But for such f we have

; _ oAt _ 1 oAt _
a8 = oI [ e a5 = —— [ ol Blar =0 (423)
by Lemma 4.2. O

The extension to the case where B is self-adjoint and unbounded is
straightforward. We say that A and B commute in this case if

[Ra(21), Rp(22)] = [Ra(21), Rp(22)] = 0 (4.29)

for one z; € p(A) and one z2 € p(B) (the claim for 25 follows by taking
adjoints). From our above analysis it follows that this is equivalent to

[ 7B =0, ¢ s€R, (4.30)
respectively
[f(A),g(B)] =0 (4.31)

for arbitrary bounded Borel functions f and g.
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4.3. The min-max theorem

In many applications a self-adjoint operator has a number of eigenvalues be-
low the bottom of the essential spectrum. The essential spectrum is obtained
from the spectrum by removing all discrete eigenvalues with finite multiplic-
ity (we will have a closer look at it in Section 6.2). In general there is no way
of computing the lowest eigenvalues and their corresponding eigenfunctions
explicitly. However, one often has some idea how the eigenfunctions might
approximately look like.

So suppose we have a normalized function v which is an approximation
for the eigenfunction ¢ of the lowest eigenvalue F;. Then by Theorem 2.15
we know that

(1, A1) > (1, Ap1) = Ei. (4.32)

If we add some free parameters to 11, one can optimize them and obtain
quite good upper bounds for the first eigenvalue.

But is there also something one can say about the next eigenvalues?
Suppose we know the first eigenfunction 1, then we can restrict A to the
orthogonal complement of ¢; and proceed as before: Fo will be the infimum
over all expectations restricted to this subspace. If we restrict to the or-
thogonal complement of an approximating eigenfunction 1, there will still
be a component in the direction of ¢; left and hence the infimum of the
expectations will be lower than Fs. Thus the optimal choice ¥ = ¢; will
give the maximal value Fjs.

More precisely, let {¢; }jvzl be an orthonormal basis for the space spanned
by the eigenfunctions corresponding to eigenvalues below the essential spec-
trum. Assume they satisfy (A — E;)p; = 0, where E; < E; 1 are the eigen-
values (counted according to their multiplicity). If the number of eigenvalues
N is finite we set Ej = infoeg(A) for j > N and choose ¢; orthonormal
such that ||(A — Ej)e;|| < e.

Define
U, n) = {0 € D(A)] ¢l =1, ¢ € span{er, ..., ¥n} T} (4.33)
(i) We have

inf AY) < B, + O(e). 4.34
werl,...,wnfl)w ¥) < En 4+ 0(e) (4.34)

In fact, set ¢ = >°7_; ajp; and choose a; such that 1 € U(¢1,...,¢n-1),
then
(0, AY) = Y |0y Ej + O() < En + O(e) (4.35)
j=1
and the claim follows.
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(ii) We have
(1h, Ap) > Ep, — O(e). (4.36)

in
wEU((Pl,---ﬁOnfl)
In fact, set ¢ = @,.

Since € can be chosen arbitrarily small we have proven

Theorem 4.9 (Min-Max). Let A be self-adjoint and let By < Ey < Eg---
be the eigenvalues of A below the essential spectrum respectively the infimum
of the essential spectrum once there are no more eigenvalues left. Then

E,= su inf A, 4.37
¢1,...7£n_1 ¢€U(1/)17---71/1n—1)<¢ d}> ( )

Clearly the same result holds if ©(A) is replaced by the quadratic form
domain Q(A) in the definition of U. In addition, as long as E,, is an eigen-
value, the sup and inf are in fact max and min, explaining the name.

Corollary 4.10. Suppose A and B are self-adjoint operators with A > B
(i.e. A— B >0), then E,(A) > E,(B).

Problem 4.2. Suppose A, A, are bounded and A,, — A. Then Ey(Ay,) —
Er(A). (Hint ||A — A,|| < e is equivalent to A —e < A< A+e¢.)

4.4. Estimating eigenspaces

Next, we show that the dimension of the range of P4(€2) can be estimated
if we have some functions which lie approximately in this space.

Theorem 4.11. Suppose A is a self-adjoint operator and j, 1 < j < k,
are linearly independent elements of a .

(1). Let X e R, v; € Q(A). If
(0, Ap) < Aly? (4.38)
for any nonzero linear combination 1) = Z§:1 cjv;, then
dim Ran P4 ((—o0, A)) > k. (4.39)

Similarly, (1, Avp) > M[||? implies dim Ran P4 ((\, 00)) > k.
(71). Let A\ < Ag, P € D(A). If

A2 + A1 A2 — A1
Ay <2

(A 9] (4.40)

for any nonzero linear combination 1) = 2521 cjv;, then

dimRan Pa((A1, A2)) > k. (4.41)
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Proof. (i). Let M = span{y;} C $. We claim dim Ps((—00,\))M =
dim M = k. For this it suffices to show KerP4((—oo,\))|sr = {0}. Sup-
pose Pa((—o0,\))Y = 0, 1 # 0. Then we see that for any nonzero linear

combination v
/ 1 dpiy (1) = / 1 dpiy (1)
R [A,00)

)

> A / () = M2, (4.42)
[A,00)

(v, AY)

This contradicts our assumption (4.38).
(ii). Using the same notation as before we need to show KerP4((A1, A2)) |y =

{O} It PA((Ala )\2))1/) = 07 d} # 07 then?

A2+ A A2+ A A2+ A
I = 2520002 = [ (@ = 252 Pdngla) = [ aPdglo+ 2

2
Ay — A1)? Ao+ A Ay — A1)?
> B2l [y 200 < Bem iy )
4 2 4
where Q = (—o00, —(A2—A1)/2]U[(A2—A1)/2, 00). But this is a contradiction
as before. O

4.5. Tensor products of operators

Suppose A;, 1 < j < n, are self-adjoint operators on $);. For every monomial
AT AR we can define

(AP @ @A) ® -+ @y = (AT 1) @ -+ @ (Almaby), 1 € D(A),

Hence for every polynomial P(Aq,...,\,) of degree N we can define .
P(A1,.. A1 @ ®@1bn, 1 € D(AY), (4.45)

and extend this definition to obtain a linear operator on the set
D = span{; @ --- Q Yy, |Y; € @(Ajv)} (4.46)

Moreover, if P is real-valued, then the operator P(Aj,...,A,) on ® is sym-

metric and we can consider its closure, which will again be denoted by
P(Aq,...,Ap).

Theorem 4.12. Suppose A;, 1 < j < n, are self-adjoint operators on $;
and let P(A1,...,\,) be a real-valued polynomial and define P(Aq,...,Ay)
as above.

Then P(A1, ..., Ay) is self-adjoint and its spectrum is the closure of the
range of P on the product of the spectra of the Aj;, that is,

o(P(A1, ..., An)) = P(o(Ay), ..., o(An)). (4.47)
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Proof. By the spectral theorem it is no restriction to assume that A; is
multiplication by A; on L*(R,dp;) and P(Ay, ..., Ay) is hence multiplication
by P(A1,..., ) on L2(R™, dpuq X - x duy,). Since D contains the set of
all functions 11 (A1) - - - ¥, (A,) for which v¥; € L%(R, dpu;) it follows that the
domain of the closure of P contains L2(R™,duj % --- X duy,). Hence P is
the maximally defined multiplication operator by P(A1,...,A,), which is
self-adjoint.

Now let A = P(A1,...,\,) with A\; € 0(A;). Then there exists Weyl
sequences ;1 € @(A;V) with (4; — X\j)jr — 0 as k — oo. Then, (P —
AN, — 0, where ¢, = 91, ® --- @ Y1 and hence A € o(P). Conversely,
if X\ & P(o(A1),...,0(4,)), then |[P(A1,...,A,) — A| > € for a.e. \; with
respect to ; and hence (P—\) "1 exists and is bounded, that is A € p(P). O

The two main cases of interest are A; ® Ao, in which case
0(A1 ® Ay) = 0(Ar)o(Az) = {Aixe]Nj € 0(4))}, (4.48)
and A1 ® [+ 1® As, in which case
o(A1 @T+1® Ag) = 0(A1) +0(A2) = {M + X2|\j € 0(4))}.  (4.49)




Chapter 5

Quantum dynamics

As in the finite dimensional case, the solution of the Schrodinger equation
S(t) = Ho() (51)
is given by
(1) = exp(—itH)p(0). (5.2)
A detailed investigation of this formula will be our first task. Moreover, in
the finite dimensional case the dynamics is understood once the eigenvalues
are known and the same is true in our case once we know the spectrum. Note
that, like any Hamiltonian system from classical mechanics, our system is
not hyperbolic (i.e., the spectrum is not away from the real axis) and hence
simple results like, all solutions tend to the equilibrium position cannot be
expected.

5.1. The time evolution and Stone’s theorem

In this section we want to have a look at the initial value problem associated
with the Schrédinger equation (2.12) in the Hilbert space $. If §) is one-
dimensional (and hence A is a real number), the solution is given by

(1) = e~y (0). (53)
Our hope is that this formula also applies in the general case and that we
can reconstruct a one-parameter unitary group U(t) from its generator A
(compare (2.11)) via U(t) = exp(—itA). We first investigate the family of
operators exp(—itA).
Theorem 5.1. Let A be self-adjoint and let U(t) = exp(—itA).

(i). U(t) is a strongly continuous one-parameter unitary group.

107
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(it). The limit limy_.q 1(U(t)y) — @) exists if and only if 1 € D(A) in
which case limy_g +(U(t)y — 1) = —i4sp.
(111). U(t)D(A) =D(A) and AU(t) = U(t)A.

Proof. The group property (i) follows directly from Theorem 3.1 and the
corresponding statements for the function exp(—itA). To prove strong con-
tinuity observe that

lim ||e_it‘41/) _ e—itkoHQ — lim / |e—it/\ _ e—ito)\‘Qdﬂw()\)
t—to t—to R
_ / lim e — e~ 03 2du, (A) = 0 (5.4)
Rt—>t0

by the dominated convergence theorem.
Similarly, if ¥ € ©(A) we obtain

1 : 1 .
i (674 = 0) + 1w = lim [ [~ )+ APy () =0 (5.5)
t—0 t t—0 Jp t

since | — 1| < [tA|. Now let A be the generator defined as in (2.11). Then
A is a symmetric extension of A since we have

(g, A0) = I, 1(U(8) ~ 1)) = li(—(U (=)~ 1), ) = {dp, 0} (5.6)

and hence A = A by Corollary 2.2. This settles (ii).
To see (iii) replace ¢ — U(s)% in (ii). O

For our original problem this implies that formula (5.3) is indeed the
solution to the initial value problem of the Schrédinger equation. Moreover,

(U, AU(t)y) = (U (), Ut)A) = (4, Ad) (5.7)

shows that the expectations of A are time independent. This corresponds
to conservation of energy.

On the other hand, the generator of the time evolution of a quantum
mechanical system should always be a self-adjoint operator since it corre-
sponds to an observable (energy). Moreover, there should be a one to one
correspondence between the unitary group and its generator. This is ensured
by Stone’s theorem.

Theorem 5.2 (Stone). Let U(t) be a weakly continuous one-parameter uni-
tary group. Then its generator A is self-adjoint and U(t) = exp(—itA).

Proof. First of all observe that weak continuity together with Lemma 1.11 (iv)
shows that U(t) is in fact strongly continuous.
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Next we show that A is densely defined. Pick ¥ € $) and set
vr= [ Ut (5.8)
0

(the integral is defined as in Section 4.1) implying lim, .o 7~ 11, = 1. More-
over,

t+1 T
LU~ =5 [ Vs - [ UGsuds

1 T+t 1 t
= t/T U(s)yds — 75/0 U(s)yds
1 1

= 2U(r) /0 Us)wds — ¢ /0 Uls)bds — U)o — ¢ (5.9)

as t — 0 shows 1, € D(A). As in the proof of the previous theorem, we can
show that A is symmetric and that U(¢t)©(A) = D(A).

Next, let us prove that A is essentially self-adjoint. By Lemma 2.6 it
suffices to prove Ker(A* —z*) = {0} for z € C\R. Suppose A*¢ = z*p, then
for each ¢ € ©(A) we have

Cle UMW) =, —AU()S) = ~i(A", U (1))

= —iz(p, U(t)y) (5.10)

and hence (p, U(t)y) = exp(—izt)(p,1). Since the left hand side is bounded
for all ¢ € R and the exponential on the right hand side is not, we must have
{(p,1) = 0 implying ¢ = 0 since D(A) is dense.

So A is essentially self-adjoint and we can introduce V(t) = exp(—itA).
We are done if we can show U(t) = V(¢).

Let 1» € ®(A) and abbreviate 1(t) = (U(t) — V (t))1. Then
o 2+ 5) = (0
5s—0 S

and hence %Hw(t)ﬂz = 2Re(y(t),1Ay(t)) = 0. Since ¥(0) = 0 we have
¥(t) = 0 and hence U(t) and V(t) coincide on ®(A). Furthermore, since
D(A) is dense we have U(t) = V(¢) by continuity. O

=1Aw(t) (5.11)

As an immediate consequence of the proof we also note the following
useful criterion.

Corollary 5.3. Suppose © C D(A) is dense and invariant under U(t).
Then A is essentially self-adjoint on ®.

Proof. As in the above proof it follows (p, 1) = 0 for any ¢ € Ker(A* — z*)
and ¢ € D. O
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Note that by Lemma 4.8 two strongly continuous one-parameter groups
commute

[e7it4 7158 = 0 (5.12)
if and only if the generators commute.

Clearly, for a physicist, one of the goals must be to understand the time
evolution of a quantum mechanical system. We have seen that the time
evolution is generated by a self-adjoint operator, the Hamiltonian, and is
given by a linear first order differential equation, the Schrodinger equation.
To understand the dynamics of such a first order differential equation, one
must understand the spectrum of the generator. Some general tools for this
endeavor will be provided in the following sections.

Problem 5.1. Let $§ = L?(0,27) and consider the one parameter unitary
group given by U(t)f(z) = f(x —t mod 27w). What is the generator of U ?

5.2. The RAGE theorem

Now, let us discuss why the decomposition of the spectrum introduced in
Section 3.3 is of physical relevance. Let ||¢|| = ||¢|| = 1. The vector (@, )¢
is the projection of ¥ onto the (one-dimensional) subspace spanned by .
Hence |{¢,%)|? can be viewed as the part of ¢ which is in the state ¢. A
first question one might rise is, how does

(o, UMW), Ut) =e 4, (5.13)

behave as t — 0o? By the spectral theorem,

few(t) = (9. U0 = [ i) (5.14)

is the Fourier transform of the measure p, . Thus our question is an-
swered by Wiener’s theorem.

Theorem 5.4 (Wiener). Let p be a finite complex Borel measure on R and
let

(0 = [ () (5.15)

be its Fourier transform. Then the Cesaro time average of [i(t) has the
following limit

T
Jim [P = 3 (5.16)

AER

where the sum on the right hand side is finite.
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Proof. By Fubini we have

I ; 1 7 -
- / ioPa = / / / eV () du* () dt
0 0 R JR

_ /R /R @ /0 Te—i@f-y)tdt) du(@)dp* (). (5.17)

The function in parentheses is bounded by one and converges pointwise to
X{0}(* —y) as T'— oo. Thus, by the dominated convergence theorem, the
limit of the above expression is given by

/R /R xi0y (& — v)dp(x)dp () = /R w({yDdt () = S ln({wHP. (5.18)

yeR

O

To apply this result to our situation, observe that the subspaces $qc,
$se, and $,, are invariant with respect to time evolution since P**U(t) =
XM, (A) exp(—itA) = exp(—itA)xn,,(A) = U@t)P*™, zx € {ac,sc,pp}.
Moreover, if ¢ € 95, we have P™ = 1) which shows (g, f(A)yY) =
(g, P2 f(A)Y) = (P™p, f(A)Y) implying dpg .y = dppespy. Thus if py
is ac, sc, or pp, so is p, 4 for every ¢ € 9.

That is, if t) € He = Hac D Nse, then the Cesaro mean of (p, U(t)1)) tends
to zero. In other words, the average of the probability of finding the system

in any prescribed state tends to zero if we start in the continuous subspace
e of A.

If ¢ € e, then dp, 4 is absolutely continuous with respect to Lebesgue
measure and thus fi,(t) is continuous and tends to zero as |[t| — oco. In
fact, this follows from the Riemann-Lebesgue lemma (see Lemma 7.6 below).

Now we want to draw some additional consequences from Wiener’s the-
orem. This will eventually yield a dynamical characterization of the contin-
uous and pure point spectrum due to Ruelle, Amrein, Gorgescu, and En8.
But first we need a few definitions.

An operator K € £() is called finite rank if its range is finite dimen-
sional. The dimension n = dim Ran(K) is called the rank of K. If {1;}7_,
is an orthonormal basis for Ran(K) we have

n

K= (05, Kg); =Y (05, ¥)¢, (5.19)

j=1 j=1
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where p; = K*1);. The elements ¢; are linearly independent since Ran(K') =
Ker(K*)*. Hence every finite rank operator is of the form (5.19). In addi-
tion, the adjoint of K is also finite rank and given by

K™ = (5, ¢)e;. (5.20)

j=1
The closure of the set of all finite rank operators in £()) is called the set
of compact operators €(£)). It is straightforward to verify (Problem 5.2)

Lemma 5.5. The set of all compact operators €(5)) is a closed x-ideal in

£(9).

There is also a weaker version of compactness which is useful for us. The
operator K is called relatively compact with respect to A if

KRu(z) € €(9) (5.21)
for one z € p(A). By the first resolvent identity this then follows for all
z € p(A). In particular we have ©D(A) C D(K).

Now let us return to our original problem.

Theorem 5.6. Let A be self-adjoint and suppose K is relatively compact.
Then

1 (T ) .
lim — / |Ke ¥ Pep||?dt =0  and  lim |[Ke *AP%%| =0
T—oo T 0 t—o0
(5.22)

for every ¢ € D(A). In particular, if K is also bounded, then the result
holds for any ¥ € 9.

Proof. Let ¢ € . respectively ¢ € 4. and drop the projectors. Then, if K
is a rank one operator (i.e., K = (1, .)p2), the claim follows from Wiener’s
theorem respectively the Riemann-Lebesgue lemma. Hence it holds for any
finite rank operator K.

If K is compact, there is a sequence K, of finite rank operators such
that ||K — K,|| < 1/n and hence

—i —i 1
[K e || < || Kne 9| + - (5.23)

Thus the claim holds for any compact operator K.
If p € D(A) we can set ¢ = (A — i)~ Ly, where ¢ € $, if and only if
P € H. (since H. reduces A). Since K(A +1i)~! is compact by assumption,
the claim can be reduced to the previous situation. If, in addition, K is
bounded, we can find a sequence ¥, € ®(A) such that [[p —,|| < 1/n and
hence 1
1K e || < [|Ke | + I, (5.24)
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concluding the proof. O

With the help of this result we can now prove an abstract version of the
RAGE theorem.

Theorem 5.7 (RAGE). Let A be self-adjoint. Suppose K,, € £(9) is a se-
quence of relatively compact operators which converges strongly to the iden-
tity. Then

R O AT
B = {wes| tm fim [ K o),

9 = {¥ € 9| lim sup (I — K,)e 44| = 0}. (5.25)
n—oo t,

Proof. Abbreviate ¢(t) = exp(—itA)y. We begin with the first equation.
Let ¥ € §,, then

1 T 1 T ) 1/2
7 i (4 [Cige@ra) o 520
by Cauchy-Schwarz and the previous theorem. Conversely, if ¢ € $. we
can write ¢ = ¢+ ¢YPP. By our previous estimate it suffices to show
| KnyPP(t)|| > & > 0 for n large. In fact, we even claim

lim sup || K™ () - 47(2)] = 0. (5.27)
n—oo tZO

By the spectral theorem, we can write ¢PP(t) = 3, a;(t)1);, where the v;
are orthonormal eigenfunctions and o;(t) = exp(—itA;)a; . Truncate this
expansion after N terms, then this part converges uniformly to the desired
limit by strong convergence of K,. Moreover, by Lemma 1.13 we have
| K|l < M, and hence the error can be made arbitrarily small by choosing
N large.

Now let us turn to the second equation. If ¢ € £, the claim follows
by (5.27). Conversely, if ¢ & $,, we can write ¢ = ¢ + PP and by our
previous estimate it suffices to show that |[(I — K,)1¢(t)| does not tend to
0 as n — oo. If it would, we would have

. 1 T c 2
0 = Jim £ [N Ko
c 2 : 1 r c 2 c 2
2 [[P@)]" ~ Jim 7 | IEx @®l%dt = ([,  (5.28)
— 00 0
a contradiction. O

In summary, regularity properties of spectral measures are related to
the long time behavior of the corresponding quantum mechanical system.
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However, a more detailed investigation of this topic is beyond the scope of
this manuscript. For a survey containing several recent results see [9].
It is often convenient to treat the observables as time dependent rather
than the states. We set
K(t) = e Keit4 (5.29)
and note
(W), Ko(t) = (0, K(O)), (1) =e Ay (5.30)
This point of view is often referred to as Heisenberg picture in the physics
literature. If K is unbounded we will assume ©(A) C D(K) such that the
above equations make sense at least for ¢p € ©(A). The main interest is

the behavior of K(t) for large t. The strong limits are called asymptotic
observables if they exist.

Theorem 5.8. Suppose A is self-adjoint and K is relatively compact. Then

IR .
lim ~ / ARyt = S PA(MDKPa({(ADY, b € D(A).
T—oo 1T’ 0
AEop(A)
(5.31)
If K is in addition bounded, the result holds for any ¥ € §.

Proof. We will assume that K is bounded. To obtain the general result,
use the same trick as before and replace K by KR4 (z). Write ¢ = ¢¢+)PP.
Then

1 T 1 T
1 c < 1 — ¢ = .
Tlgn T”/o K(t)yedt|| < TIEI;O T/o | K (t)ycdt|| =0 (5.32)

by Theorem 5.6. As in the proof of the previous theorem we can write
YPP = Zj a;1; and hence

e 1T oy
ZajT/o K(t)pdt =)« (T/o et dt) K1p;. (5.33)
J J

As in the proof of Wiener’s theorem, we see that the operator in parenthesis
tends to Pa({);}) strongly as " — oo. Since this operator is also bounded
by 1 for all T, we can interchange the limit with the summation and the
claim follows. O

We also note the following corollary.

Corollary 5.9. Under the same assumptions as in the RAGE theorem we
have

1T, :
lim lim — / MK e M ydt = PPy (5.34)

n—oo T'—oo 0
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respectively

1 T . )
lim lim / e (1 — K,)e " Aqpdt = Py, (5.35)
0

n—o0 T'—oo

Problem 5.2. Prove Lemma 5.5.
Problem 5.3. Prove Corollary 5.9.

5.3. The Trotter product formula

In many situations the operator is of the form A + B, where ¢'*4 and e?
can be computed explicitly. Since A and B will not commute in general, we

cannot obtain e*+5) from elt4el’B. However, we at least have:

Theorem 5.10 (Trotter product formula). Suppose, A, B, and A+ B are
self-adjoint. Then

tA+B) — g lim (ei%A ei%B>n . (5.36)

n—oo

Proof. First of all note that we have
(eiTAeiTB)” B eit(A+B)

i
L

_ (eiTA eiTB)nflfj (eiTA oTB _ eiT(A—I—B)) (eiT(A+B))]7(5'37)

§=0
where 7 = %, and hence
H(eiTAeiTB)n _ eit(A+B)¢H < |t |n?3|x| F.(s), (5.38)
s|<|t
where .
FT(S) — ||7(ei7—A eifrB _ eiT(A+B))eiS(A+B)¢H- (539)
i
Now for 1) € D(A+ B) = D(A) ND(B) we have
1 ., )
— (el eTB — el TATB)) ) Ay 4+ iBip — i(A+ B)p =0 (5.40)
-

as 7 — 0. So lim,_ F;(s) = 0 at least pointwise, but we need this uniformly
with respect to s € [—[t], |t]].

Pointwise convergence implies

1 .. .
= (4P — TAFEN || < O(y) (5.41)
and, since ®(A+ B) is a Hilbert space when equipped with the graph norm
Hin%(A_w) = [|%]|? + ||(A + B)%||?, we can invoke the uniform boundedness
principle to obtain

1 itA it iT
[=(em e — ATyl < Cll¢llras ). (5.42)
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Now
1 ... . . .
’FT(S) _ FT(T)‘ < ”*(GITA errB _ elT(A+B))(els(A+B) _ elr(A—i—B))wH
-
< () — ATk 4y ). (5.43)
shows that F(.) is uniformly continuous and the claim follows by a standard
5 argument. O

If the operators are semi-bounded from below the same proof shows

Theorem 5.11 (Trotter product formula). Suppose, A, B, and A+ B are
self-adjoint and semi-bounded from below. Then

o—t(A+B) _ ¢ lim (eﬁA ef%B>”, t>0. (5.44)

n—oo

Problem 5.4. Proof Theorem 5.11.



Chapter 6

Perturbation theory for
self-adjoint operators

The Hamiltonian of a quantum mechanical system is usually the sum of
the kinetic energy Hy (free Schrédinger operator) plus an operator V' cor-
responding to the potential energy. Since Hj is easy to investigate, one
usually tries to consider V as a perturbation of Hy. This will only work
if V' is small with respect to Hy. Hence we study such perturbations of
self-adjoint operators next.

6.1. Relatively bounded operators and the
Kato—Rellich theorem

An operator B is called A bounded or relatively bounded with respect
to A if ®(A) C D(B) and if there are constants a,b > 0 such that

1BY[l < allAp] +bllll, € D(A). (6.1)

The infimum of all constants a for which a corresponding b exists such that
(6.1) holds is called the A-bound of B.

The triangle inequality implies
Lemma 6.1. Suppose B;, j = 1,2, are A bounded with respective A-bounds
a;, 1 = 1,2. Then a1 B1 + asBy is also A bounded with A-bound less than

lar|ar + |aglag. In particular, the set of all A bounded operators forms a
linear space.

There are also the following equivalent characterizations:

117
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Lemma 6.2. Suppose A is closed and B is closable. Then the following are
equivalent:

(i) B is A bounded.
(ii) D(A) C D(B).
(ili) BRA(z) is bounded for one (and hence for all) z € p(A).
Moreover, the A-bound of B is no larger then inf ¢, 4y [ BRa(2)]|.

Proof. (i) = (ii) is true by definition. (ii) = (iii) since BR(%) is a closed
(Problem 2.6) operator defined on all of $) and hence bounded by the closed
graph theorem (Theorem 2.7). To see (iii) = (i) let ¢ € ®(A), then

1Byl = [BRA(2)(A = 2)¢[| < (A = 2)9[| < af Ap[| + (alz)[[¥]l,  (6.2)

where a = ||BRA(z)||. Finally, note that if BRs(z) is bounded for one
z € p(A), it is bounded for all z € p(A) by the first resolvent formula. [

We are mainly interested in the situation where A is self-adjoint and B
is symmetric. Hence we will restrict our attention to this case.

Lemma 6.3. Suppose A is self-adjoint and B relatively bounded. The A-
bound of B is given by

)\lim IBRA(EIN)]. (6.3)
If A is bounded from below, we can also replace £i\ by —\.

Proof. Let ¢ = Ra(£i\)y, A > 0, and let as be the A-bound of B. If B
is A bounded, then (use the spectral theorem to estimate the norms)

[BRA(FiAN) Y| < al ARA(FiIN) | + bl Ra(FiA) 9] < (a + ;)IWII' (6.4)

Hence lim sup,, || BRA(£i\)|| < aoo which, together with an, < inf)y ||BRA(£iN)]|
from the previous lemma, proves the claim.

The case where A is bounded from below is similar. O

Now we will show the basic perturbation result due to Kato and Rellich.

Theorem 6.4 (Kato—Rellich). Suppose A is (essentially) self-adjoint and
B is symmetric with A-bound less then one. Then A+ B, (A + B) =
D(A), is (essentially) self-adjoint. If A is essentially self-adjoint we have
D(A) CD(B) and A+ B=A+ B.

If A is bounded from below by v, then A+ B is bounded from below by
min(v,b/(a —1)).
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Proof. Since D(A) C D(B) and D(A) C D(A + B) by (6.1) we can assume
that A is closed (i.e., self-adjoint). It suffices to show that Ran(A+ B=+i\) =
$). By the above lemma we can find a A > 0 such that ||BR4(£iN)| < 1.
Hence —1 € p(BRA(%i)\)) and thus I+ BR4(%i)) is onto. Thus

(A+ B +i)\) = (I+ BRA(£IN))(A £ iN) (6.5)
is onto and the proof of the first part is complete.

If A is bounded from below we can replace i\ by —A and the above
equation shows that R4, p exists for A sufficiently large. By the proof of
the previous lemma we can choose —\ < min(y,b/(a — 1)). O

Finally, let us show that there is also a connection between the resolvents.

Lemma 6.5. Suppose A and B are closed and ©(A) C ©(B). Then we
have the second resolvent formula

Ra+p(2) — Ra(z) = —Ra(2)BRa4+B(2) = —Ra+pB(2)BRA(2) (6.6)
for z € p(A) N p(A+ B).

Proof. We compute
RA+B(Z) + RA(Z)BRA+B(Z) = RA(Z)(A + B — Z)RA+B(Z) = RA(Z). (6.7)
The second identity is similar. ([

Problem 6.1. Compute the resolvent of A+ a(1,.)1. (Hint: Show

I+ alp, )y) ' =1- m(% L (6.8)

and use the second resolvent formula.)

6.2. More on compact operators

Recall from Section 5.2 that we have introduced the set of compact operators
€(9) as the closure of the set of all finite rank operators in £($)). Before we
can proceed, we need to establish some further results for such operators.
We begin by investigating the spectrum of self-adjoint compact operators
and show that the spectral theorem takes a particular simple form in this
case.

We introduce some notation first. The discrete spectrum o4(A) is the
set of all eigenvalues which are discrete points of the spectrum and whose
corresponding eigenspace is finite dimensional. The complement of the dis-
crete spectrum is called the essential spectrum o.s;(A4) = o(A4)\oq(A).
If A is self-adjoint we might equivalently set

0d(A) = {\ € op(A)rank(Pa((A — e, A +¢€))) < oo for some € > 0}. (6.9)
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respectively
Oess(A) = {\ € Rlrank(P4((A —e,\+¢))) = oo for alle > 0}.  (6.10)

Theorem 6.6 (Spectral theorem for compact operators). Suppose the op-
erator K s self-adjoint and compact. Then the spectrum of K consists of
an at most countable number of eigenvalues which can only cluster at 0.
Moreover, the eigenspace to each nonzero eigenvalue is finite dimensional.
In other words,

oess(K) C {0}, (6.11)
where equality holds if and only if § is infinite dimensional.
In addition, we have

K= Y APg({\}) (6.12)

Ao (K)

Proof. It suffices to show rank(Px((A —e, A4 ¢))) < oo for 0 < e < |A].

Let K, be a sequence of finite rank operators such that || K — K, || < 1/n.
If Ran Pk ((A—e, A+¢)) is infinite dimensional we can find a vector ), in this
range such that ||¢,|| = 1 and K., = 0. But this yields a contradiction

1
n

by (4.2). O

2 (¢, (K = Kn)thn)| = [, K¢n)| = [A| =€ >0 (6.13)

As a consequence we obtain the canonical form of a general compact
operator.

Theorem 6.7 (Canonical form of compact operators). Let K be compact.
There exists orthonormal sets {¢;}, {¢;} and positive numbers s; = s;(K)
such that

K=Y si(¢j )65, K = s5(;,)0;. (6.14)
J J
Note K¢; = squj and K*QASJ- = 5;0;, and hence K*K¢; = s?gf)j and KK*QZ;j =
S?qﬁj.

The numbers sj(K)* > 0 are the nonzero eigenvalues of KK* respec-
tively K*K (counted with multiplicity) and s;(K) = s;(K*) = s; are called
singular values of K. There are either finitely many singular values (if K
is finite rank) or they converge to zero.

Proof. By Lemma 5.5 K*K is compact and hence Theorem 6.6 applies.
Let {¢;} be an orthonormal basis of eigenvectors for Px+ ((0,00))$ and let
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s? be the eigenvalue corresponding to ¢;. Then, for any ¢ € $ we can write

P = Z<¢j,w>¢j +1) (6.15)

with ¢ € Ker(K*K) = Ker(K). Then
K= si(0;,9)6;, (6.16)
j

where ¢; = sj_lng&j, since |[K¢|? = (¢, K*K¢) = 0. By (¢j,dx) =
(Sjsk)71<K¢j,K¢k> = (Sjsk)71<K*K¢j,(Z)k> = Sj8£1<¢j,¢k> we see that
{¢3]} are orthonormal and the formula for K* follows by taking the adjoint
of the formula for K (Problem 6.2). O

If K is self-adjoint then ¢; = ajngj, 0j2~ = 1 are the eigenvectors of K and
ojsj are the corresponding eigenvalues.

Moreover, note that we have

| K || :mjaxsj(K). (6.17)

Finally, let me remark that there are a number of other equivalent defi-
nitions for compact operators.

Lemma 6.8. For K € £(9) the following statements are equivalent:
(i) K is compact.

(i’) K* is compact.

(i) A, € £(9) and A, > A strongly implies A, K — AK.

(iil) ¥y, — ¥ weakly implies K1, — K in norm.
)

(iv) ¢, bounded implies that K, has a (norm) convergent subse-
quence.

Proof. (i) < (i’). This is immediate from Theorem 6.7.

(i) = (ii). Translating A,, — A, — A it is no restriction to assume A = 0.
Since || 4, || < M it suffices to consider the case where K is finite rank. Then

(by (6.14))

AR K|* = Sop, Zsyl (&5, V)| AndslI* < ngllAn@HZ — 0. (6.18)
=1 =
(ii) = (iii). Again, replace 1, — 1, — ¥ and assume ¢ = 0. Choose
(iii) = (iv). If 4y, is bounded it has a weakly convergent subsequence
by Lemma 1.12. Now apply (iii) to this subsequence.



122 6. Perturbation theory for self-adjoint operators

(iv) = (i). Let ¢; be an orthonormal basis and set

n
Kn=> (pj, ) Kej. (6.19)
j=1

Then

= ||K — Kyl = sup [ K| (6.20)
wespan{p; 122, [vl|=1

is a decreasing sequence tending to a limit € > 0. Moreover, we can find

a sequence of unit vectors ¢, € span{p;}32, for which [[K4y| > e. By
assumption, K1, has a convergent subsequence which, since 1, converges
weakly to 0, converges to 0. Hence ¢ must be 0 and we are done. ([

The last condition explains the name compact. Moreover, note that you
cannot replace A, K — AK by KA, — KA unless you additionally require
A, to be normal (then this follows by taking adjoints — recall that only
for normal operators taking adjoints is continuous with respect to strong
convergence). Without the requirement that A,, is normal the claim is wrong
as the following example shows.

Example. Let $ = (2(N), A, the operator which shifts each sequence n
places to the left, and K = (d1,.)d1, where ; = (1,0,...). Then s-lim A4,, =
0 but ||KA,| =1. o

Problem 6.2. Deduce the formula for K* from the one for K in (6.14).

6.3. Hilbert—Schmidt and trace class operators

Among the compact operators two special classes or of particular impor-
tance. The first one are integral operators

- [ Kewuwidaw. b e 0L (6.21)

where K (z,y) € L?>(M x M,du @ du). Such an operator is called Hilbert—
Schmidt operator. Using Cauchy-Schwarz,

/’K‘/’ Fdu(z /'/ K)o ldnto)| du)
/</|K”2dﬂ )(/W ) 2dpuly ) ()
([ [ sl n) ) ([ 1o ) 622

we see that K is bounded. Next, pick an orthonormal basis ¢;(x) for
L?*(M,dp). Then, by Lemma 1.9, ¢;(z)p;(y) is an orthonormal basis for
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L*(M x M,du ® du) and

K(x,y) =Y cjpi@)ejy), cij={piKel), (6.23)
i,

where

2= X 2 X Q. .
ZI\ - /M /Mua ) Pduly) duz) < (6.24)

In particular,

Ki(x) = Z ci (0% V)i() (6.25)

shows that K can be approximated by finite rank operators (take finitely
many terms in the sum) and is hence compact.

Using (6.14) we can also give a different characterization of Hilbert—
Schmidt operators.

Lemma 6.9. If § = L*(M,du), then a compact operator K is Hilbert—
Schmidt if and only if 3, si(K)? < oo and

o (K2 = o) 2dule .
Y | G Pduta)duto) (6.26)

i this case.

Proof. If K is compact we can define approximating finite rank operators
K, by considering only finitely many terms in (6.14):
n

Kn = Z Sj <¢j7 )ngbj (627)

Jj=1

Then K, has the kernel Ky (z,y) =37, 5;6i(y)*oj(z) and

sj(K)? (6.28)
1

//!Kn(w,y)lzdu(x)du(y)Z
M JM

J

n

Now if one side converges, so does the other and in particular, (6.26) holds
in this case. U

Hence we will call a compact operator Hilbert—Schmidt if its singular
values satisfy

> si(K)? < 0. (6.29)
J

By our lemma this coincides with our previous definition if $§ = L?(M, du).



124 6. Perturbation theory for self-adjoint operators

Since every Hilbert space is isomorphic to some L?(M,du) we see that
the Hilbert—Schmidt operators together with the norm
1/2

1Kl = (D si(5)?) (6.30)

J

form a Hilbert space (isomorphic to L?(M x M, du®dy)). Note that || K|z =
| K*||2 (since s;(K) = s;(K*)). There is another useful characterization for
identifying Hilbert—Schmidt operators:

Lemma 6.10. A compact operator K is Hilbert—-Schmidt if and only if
D B Y|? < oo (6.31)
n
for some orthonormal set and
D IE S = (K13 (6.32)
n
in this case.

Proof. This follows from

Z ||K7;Z)nH2 = Z |<§£]7K¢n>‘2 = Z ’<K*¢;j7wn>|2

n?j

DK Gull? = si(K)2. (6.33)

J

O

Corollary 6.11. The set of Hilbert-Schmidt operators forms a *-ideal in
£(9) and

KAl < [[A[I K]z respectively || AK ||z < [|A[[[| K]l (6.34)

Proof. Let K be Hilbert—Schmidt and A bounded. Then AK is compact
and

IAK3 =Y IIAKG|* < AP D 1K al® = 1A K]f5. (6.35)
For K A just consider adjoints. [l

This approach can be generalized by defining

1Ky = (3 sm07) " (6.36)

J

plus corresponding spaces

Tp(9) = {K € €®)|[| K], < oo}, (6.37)
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which are known as Schatten p-class. Note that
K] < (LK. (6.38)
and that by s;(K) = s;(K*) we have
1Ky = 1K p- (6.39)

Lemma 6.12. The spaces Jp($) together with the norm |.||, are Banach
spaces. Moreover,

1Kl =suw § (3 s, Kol ) | 10, fs) ONS P, (6.40)

J

where the sup is taken over all orthonormal systems.

Proof. The hard part is to prove (6.40): Choose ¢ such that %%—% =1 and
use Holder’s inequality to obtain (s|...|> = (s?\...]Q)l/p\...P/q)

Selional < (S i) (Stenent)”

;
(ZS?I@M@-)P) : (6.41)

IN

Clearly the analogous equation holds for qgj, ¥pn. Now using Cauchy-Schwarz
we have

[ Kol P = |7 5120, s 2y 0m)|
J

(3 tem o) (3 st 607) " (6.42)

J J

IN

Summing over n, a second appeal to Cauchy-Schwarz and interchanging the
order of summation finally gives

Z’WmKﬁanp < (Zsp\ On, )| > (Zsp‘ s 65)] )
(ZS?>1/2(Z )1/2 Zs (6.43)

J J

IN

Since equality is attained for ¢, = ¢, and ¥, = gﬁn equation (6.40) holds.
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Now the rest is straightforward. From

(316 (K1 + Ka)op?)

< (Xl o) "+ (X e, Koo P)

J
J

< [ Killp + [ Kl (6.44)

we infer that J,($)) is a vector space and the triangle inequality. The other
requirements for are norm are obvious and it remains to check completeness.
If K,, is a Cauchy sequence with respect to ||.||, it is also a Cauchy sequence
with respect to ||.|| (|| K|| < ||K]|p). Since €($)) is closed, there is a compact
K with |K — K,|| — 0 and by || K|, < C we have

(Z (%5, Kw)lp)l/p <C (6.45)

for any finite ONS. Since the right hand side is independent of the ONS
(and in particular on the number of vectors), K is in J,(9). O

The two most important cases are p = 1 and p = 2: J2($) is the space
of Hilbert-Schmidt operators investigated in the previous section and J; (%))
is the space of trace class operators. Since Hilbert—Schmidt operators are
easy to identify it is important to relate J1(9) with J2(9):

Lemma 6.13. An operator is trace class if and only if it can be written as
the product of two Hilbert-Schmidt operators, K = K1 Ks, and we have

[T < [ 2] 2 12 (6.46)

i this case.

Proof. By Cauchy-Schwarz we have

/
S lpn Kl = 3G on Kol < (X 1K oall? X 1Hotinl?)

n

= [[Kill2l| K22 (6.47)

and hence K = K1 K5 is trace calls if both Ky and K5 are Hilbert—Schmidt
operators. To see the converse let K be given by (6.14) and choose K; =

>, V/5i(K) (¢, .)d; respectively Ky =3~ \/5;(K)(¢;, ) ¢;. O

Corollary 6.14. The set of trace class operators forms a x-ideal in £()
and

KAl < [[AIIK]l respectively  [|AK ||y < [|A[[[| K[| (6.48)
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Proof. Write K = K;Ky with K7, K9 Hilbert—-Schmidt and use Corol-
lary 6.11. O

Now we can also explain the name trace class:

Lemma 6.15. If K is trace class, then for any ONB {¢,} the trace

r(K) = (¢n, Kpn) (6.49)

n
is finite and independent of the ONB.
Moreover, the trace is linear and if K1 < Ko are both trace class we have
tr(Kl) < tI‘(KQ).

Proof. Let {¢,} be another ONB. If we write K = K; Ky with Ki, Ky
Hilbert—Schmidt we have

Z<90naK1K290n> = Z(KT‘PMKZSOH):Z<Kf¢na¢m><¢maK2<Pn>

= > (B3, on)(n K1thm) = > (K3¢m, K1tbm)
= > (Vm, K2 K1), (6.50)

Hence the trace is independent of the ONB and we even have tr(K;K2) =
tI‘(KQKl).

The rest follows from linearity of the scalar product and Ky < Kj if and
only if (¢, K1) < (¢, Kagp) for every ¢ € . O

Clearly for self-adjoint trace class operators, the trace is the sum over
all eigenvalues (counted with their multiplicity). To see this you just have
to choose the ONB to consist of eigenfunctions. This is even true for all
trace class operators and is known as Lidiskij trace theorem (see [17] or [6]
for an easy to read introduction).

Problem 6.3. Let § = (*(N) and let A be multiplication by a sequence
a(n). Show that A € J,(¢*(N)) if and only if a € ¢P(N). Furthermore, show
that ||All, = |lal|p in this case.

Problem 6.4. Show that A > 0 is trace class if (6.49) is finite for one (and
hence all) ONB. (Hint A is self-adjoint (why?) and A = /AVA.)

Problem 6.5. Show that for an orthogonal projection P we have
dim Ran(P) = tr(P),

where we set tr(P) = oo if (6.49) is infinite (for one and hence all ONB by
the previous problem).
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Problem 6.6. Show that for K € € we have

K| =" si(¢,-)0,

J

where |K| = vVK*K. Conclude that
1Kl = (te(|AP)) /2.

Problem 6.7. Show that K : (*(N) — (2(N), f(n) — djenk(n+4)f(j) is
Hilbert-Schmidt if |k(n)| < C(n), where C(n) is decreasing and summable.

6.4. Relatively compact operators and Weyl’s
theorem

In the previous section we have seen that the sum of a self-adjoint and a sym-
metric operator is again self-adjoint if the perturbing operator is small. In
this section we want to study the influence of perturbations on the spectrum.
Our hope is that at least some parts of the spectrum remain invariant.

Let A be self-adjoint. Note that if we add a multiple of the identity to
A, we shift the entire spectrum. Hence, in general, we cannot expect a (rel-
atively) bounded perturbation to leave any part of the spectrum invariant.
Next, if Ag is in the discrete spectrum, we can easily remove this eigenvalue
with a finite rank perturbation of arbitrary small norm. In fact, consider

A+ ePa({\o)). (6.51)

Hence our only hope is that the remainder, namely the essential spectrum,
is stable under finite rank perturbations. To show this, we first need a good
criterion for a point to be in the essential spectrum of A.

Lemma 6.16 (Weyl criterion). A point X\ is in the essential spectrum of
a self-adjoint operator A if and only if there is a sequence 1, such that
|l = 1, ¢y converges weakly to 0, and |[(A — N)y,|| — 0. Moreover, the
sequence can chosen to be orthonormal. Such a sequence is called singular
Weyl sequence.

Proof. Let ¢, be a singular Weyl sequence for the point Ag. By Lemma 2.12
we have \g € 0(A) and hence it suffices to show A\g & o4(A). If \g € 04(A) we
can find an € > 0 such that P. = P4((Ao—¢, A\g+¢)) is finite rank. Consider
Un = Poap,. Clearly ¢, converges weakly to zero and [[(A — Ag)thn|| — 0.
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Moreover,
o=l = [ A, (V)
R\(A—&,\+¢)
1
< = (A = Xo)?dpy, (A)
€7 JR\(A\—g,2+¢)
< 2||<A 20)¢nll? (6.52)

and hence |[1b, || — 1. Thus ¢, = ||t ||~y is also a singular Weyl sequence.
But ¢, is a sequence of unit length vectors which lives in a finite dimensional
space and converges to 0 weakly, a contradiction.

Conversely, if Ao € 0ess(A), consider P, = Pa([A — 1, X\ — n—H) (A +
- +1 , A+ 1]). Then rank(P, ;) > 0 for an infinite subsequence n;. Now pick
Yj € RanP e O

Now let K be a self-adjoint compact operator and 1, a singular Weyl
sequence for A. Then v, converges weakly to zero and hence

[(A+ K = Ntn|l < [[(A = )tn| + [[Kibn]| — 0 (6.53)
since ||(A — A)¢,|| — 0 by assumption and [|Kv,| — 0 by Lemma 6.8 (iii).
Hence 0¢s5(A) C 0ess(A + K). Reversing the roles of A+ K and A shows
Oess(A+ K) = 0e55(A). Since we have shown that we can remove any point

in the discrete spectrum by a self-adjoint finite rank operator we obtain the
following equivalent characterization of the essential spectrum.

Lemma 6.17. The essential spectrum of a self-adjoint operator A is pre-
cisely the part which is invariant under rank-one perturbations. In particu-
lar,

Tess(A) = N o(A+ K). (6.54)
Kee(9),K*=K

There is even a larger class of operators under which the essential spec-
trum is invariant.

Theorem 6.18 (Weyl). Suppose A and B are self-adjoint operators. If

Ra(z) — Rp(z) € €(9) (6.55)
for one z € p(A) N p(B), then
Jess(A) = Uess(B)- (656)

Proof. In fact, suppose A € 0ess (A) and let wn be a corresponding singular
Weyl sequence. Then (Ra(z)— 1), = & )\ (A A)p, and thus || (Ra(z)—
L )4p,|| — 0. Moreover, by our assumption we also have |(Rp(z) —

L )b || — 0 and thus [[(B — A)gn|| — 0, where ¢, = Rp(2)y,. Since
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limy, oo [|nll = limy oo [RA(2)Pnll = [A = 2[7" # 0 (since [[(Ra(z) —
)l = |53 Ra(2)(A— N)tby|| — 0) we obtain a singular Weyl sequence
for B, showing A\ € o.ss(B). Now interchange the roles of A and B. O

As a first consequence note the following result

Theorem 6.19. Suppose A is symmetric with equal finite defect indices,
then all self-adjoint extensions have the same essential spectrum.

Proof. By Lemma 2.27 the resolvent difference of two self-adjoint extensions
is a finite rank operator if the defect indices are finite. O

In addition, the following result is of interest.

Lemma 6.20. Suppose
Ra(z) — Rp(z) € €(H) (6.57)

for one z € p(A)Np(B), then this holds for all z € p(A)Np(B). In addition,
if A and B are self-adjoint, then

f(A) = f(B) € &%) (6.58)
for any f € C(R).

Proof. If the condition holds for one z it holds for all since we have (using
both resolvent formulas)

Ra(2") — Rp(Z)
= (1= (2= 2)RB(x)(Ra(z) - Rp(2))(1 = (z — 2)Ra(z))). (6.59)

Let A and B be self-adjoint. The set of all functions f for which the
claim holds is a closed *-subalgebra of Cx(R) (with sup norm). Hence the
claim follows from Lemma 4.4. O

Remember that we have called K relatively compact with respect to A
if KRA(z) is compact (for one and hence for all z) and note that the the
resolvent difference R4y (2) — Ra(z) is compact if K is relatively compact.
In particular, Theorem 6.18 applies if B = A + K, where K is relatively
compact.

For later use observe that set of all operators which are relatively com-

pact with respect to A forms a linear space (since compact operators do)
and relatively compact operators have A-bound zero.

Lemma 6.21. Let A be self-adjoint and suppose K is relatively compact
with respect to A. Then the A-bound of K is zero.
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Proof. Write

KRA(X) = (KRa()((A+ ) Ra(M) (6.60)
and observe that the first operator is compact and the second is normal
and converges strongly to 0 (by the spectral theorem). Hence the claim
follows from Lemma 6.3 and the discussion after Lemma 6.8 (since Ry is
normal). O

In addition, note the following result which is a straightforward conse-
quence of the second resolvent identity.

Lemma 6.22. Suppose A is self-adjoint and B is symmetric with A-bound
less then one. If K is relatively compact with respect to A then it is also
relatively compact with respect to A+ B.

Proof. Since B is A bounded with A-bound less than one, we can choose a
z € C such that |BRa(z)|| < 1. And hence

BRayp(2) = BRA(2)(I+ BRa(2))™! (6.61)
shows that B is also A + B bounded and the result follows from

KRa+p(z) = KRA(2)(I — BRa+p(2)) (6.62)
since K R4(z) is compact and BR 44 p(z) is bounded. O

Problem 6.8. Show that A = —% +q(z), D(A) = H*(R) is self-adjoint if
q € L>®(R). Show that if —u" (x)+q(x)u(x) = zu(z) has a solution for which
u and u’ are bounded near +00 (or —oo) but u is not square integrable near
+00 (or —o0), then z € gess(A). (Hint: Use u to construct a Weyl sequence
by restricting it to a compact set. Now modify your construction to get a
singular Weyl sequence by observing that functions with disjoint support are
orthogonal.)

6.5. Strong and norm resolvent convergence

Suppose A,, and A are self-adjoint operators. We say that A, converges to
A in norm respectively strong resolvent sense if

lim Ry, (z) = Ra(z) respectively s-limR4, (z) = Ra(z) (6.63)
forone z e I' = C\E, ¥ =0o(A)Ul,, 0(4y).

Using the Stone—Weierstrafl theorem we obtain as a first consequence

Theorem 6.23. Suppose A,, converges to A in norm resolvent sense, then
f(Ay) converges to f(A) in norm for any bounded continuous function
f 2 — C with limy_,_o f(N) = limy . f(A). If A, converges to A
in strong resolvent sense, then f(A;) converges to f(A) strongly for any
bounded continuous function f: 3 — C.
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Proof. The set of functions for which the claim holds clearly forms a *-
algebra (since resolvents are normal, taking adjoints is continuous even with
respect to strong convergence) and since it contains f(A\) = 1 and f(\) =
/\_1Z0 this *-algebra is dense by the Stone—Weierstafl theorem. The usual 5
shows that this x-algebra is also closed.

To see the last claim let x,, be a compactly supported continuous func-
S

tion (0 < X, < 1) which is one on the interval [—m, m]. Then f(An)xm(A4n) —
f(A)xm(A) by the first part and hence
1 (An) = FANYI < ILF (AR = xm (An)) ]
+ L A e (An) = xm (A) 9|

H AT = xem (A (6.64)
can be made arbitrarily small since || f(.)|| < || flloo and xum(.) = I by Theo-
rem 3.1. |

As a consequence note that the point z € I' is of no importance

Corollary 6.24. Suppose A, converges to A in norm or strong resolvent
sense for one zg € I', then this holds for all z € T'.

and that we have

Corollary 6.25. Suppose A,, converges to A in strong resolvent sense, then

eltAn 2, oitd t € R, (6.65)
and if all operators are semi-bounded
etn S et >0, (6.66)

Finally we need some good criteria to check for norm respectively strong
resolvent convergence.

Lemma 6.26. Let A,, A be self-adjoint operators with D(A,) = D(A).
Then A, converges to A in norm resolvent sense if there are sequences ay,
and b, converging to zero such that

1(An = APl < anllPl] + ball A, ¢ € D(A) = D(An). (6.67)
Proof. From the second resolvent identity
Ra,(2) = Ra(2) = Ra, (2)(A — An)Ra(z) (6.68)
we infer
1R, () = RaG)el < 1 Ra, Ol (an RG]+ ball ARAG)E] )
< (an +ba) 9] (6.69)

A
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and hence [|[R4, (1) — Ra(i)|| < an + b, — 0. O

In particular, norm convergence implies norm resolvent convergence:

Corollary 6.27. Let A,,, A be bounded self-adjoint operators with A, — A,
then A, converges to A in norm resolvent sense.

Similarly, if no domain problems get in the way, strong convergence
implies strong resolvent convergence:

Lemma 6.28. Let A,, A be self-adjoint operators. Then A, converges to
A in strong resolvent sense if there there is a core D¢ of A such that for any

P € Do we have 1 € D(A,,) for n sufficiently large and Anp — Ai.

Proof. Using the second resolvent identity we have

(B, (1) = Ra()]| < [[(A = An)Ra(D)e] — 0 (6.70)
for ¢ € (A —1)® which is dense, since Dy is a core. The rest follows from
Lemma 1.13. U

If you wonder why we did not define weak resolvent convergence, here
is the answer: it is equivalent to strong resolvent convergence.

Lemma 6.29. Suppose w-lim,_,oc Ra, (2) = Ra(z) for some z € T, then
also s-limy,_.oc R4, (2) = Ra(2).

Proof. By R4, (2) = Ra(z) we have also R4, (z)* = Ra(z)* and thus by
the first resolvent identity

IRA, ()91 = |Ra(2)¥|* = (¥, R, (2")Ra, (2)¥ — Ra(2")Ra(2)¥)
= ﬁw, (Ra,(2) = Ra, (2") + Ra(z) — Ra(2"))¥) — 0. (6.71)
Together with Ry, (2) — Ra(2)Y we have Ry, (2)) — Ra(2)Y by virtue
of Lemma 1.11 (iv). O

Now what can we say about the spectrum?

Theorem 6.30. Let A,, and A be self-adjoint operators. If A, converges to
A in strong resolvent sense we have o(A) C lim, o, 0(A). If A, converges
to A in norm resolvent sense we have o(A) = lim,_,o 0(Ay).

Proof. Suppose the first claim were wrong. Then we can find a A\ € o(A)
and some ¢ > 0 such that o(4,) N (A —e,\+¢) = 0. Choose a bounded
continuous function f which is one on (A — §,\ + ) and vanishes outside
(A—e,A+¢). Then f(A,) = 0 and hence f(A)y = lim f(A,)y = 0 for every
1. On the other hand, since A\ € o(A) there is a nonzero ¢ € RanP4((A —
5,A 4+ 5)) implying f(A)y = 1, a contradiction.
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To see the second claim, recall that the norm of R4(z) is just one over
the distance from the spectrum. In particular, A\ ¢ o(A) if and only if
|[Ra(A+1)|]] < 1. So A & o(A) implies ||[Ra(X + 1)|| < 1, which implies
|Ra, (A +1)|| <1 for n sufficiently large, which implies A\ & o(A,) for n
sufficiently large. ([l

Note that the spectrum can contract if we only have strong resolvent
sense: Let A,, be multiplication by 2z in L*(R). Then A,, converges to 0 in
strong resolvent sense, but o(A,) =R and ¢(0) = {0}.

Lemma 6.31. Suppose A, converges in strong resolvent sense to A. If
PA({\}) =0, then
s-lim Py, ((—00, A)) = s-lim Py, ((—00, A]) = Pa((—00,A)) = Pa((—o0, A]).
(6.72)

Proof. The idea is to approximate X(_o,) by a continuous function f with
0<f< X(—o00,\)" Then
[(Pa((=00, X)) = Pa, (=00, )¢ || < [[(Pa((—=00,A)) — f(A))]]
FUCFCA) = FADSI + I(F(An) = Pa, (—o0, )& (6.73)

The first term can be made arbitrarily small if we let f converge pointwise
t0 X(—o0,x) (Theorem 3.1) and the same is true for the second if we choose n
large (Theorem 6.23). However, the third term can only be made small for
fixed n. To overcome this problem let us choose another continuous function
g with x(_oo ) < g < 1. Then

[(f(An) = Pa, (=00, )))¢[| < [[(g(An) — f(An))?|l (6.74)
since f < X(—oo,n) < X(—o0,n] < ¢g- Furthermore,

1(g(An) = f(An))l < [[(9(An) — f(A)D
+1(F(A) = gAYl +[[(9(A) = g(An))¥ |l (6.75)

and now all terms are under control. Since we can replace P ((—oo, \)) by
P ((—00,]]) in all calculations we are done. O

Using P((Ao, A1)) = P((—00, 1)) — P((—00, \g]) we also obtain

Corollary 6.32. Suppose A, converges in strong resolvent sense to A. If
Ps({Mo}) = Pa({M\1}) =0, then

s-lim P4, (Ao, A1) = s-lim P, ([Ao, M]) = Pa((Ao, A1) = Pa([Ao, Al)-
(6.76)
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Example. The following example shows that the requirement P4({A}) =0
is crucial, even if we have bounded operators and norm convergence. In fact,

let $ = C2 and .
An:n((l) _01> (6.77)
Then A,, — 0 and
0 0
Pa((-00.0) = Pa,((-oc,0) = (g ). (6.78)
but Py((—00,0)) =0 and Py((—o0,0]) =L o

Problem 6.9. Show that for self-adjoint operators, strong resolvent conver-
gence s equivalent to convergence with respect to the metric

AAB) = 3 L (Bali) ~ Ro(@)eal. (6.79)
neN

where {op tnen is some (fived) ONB.

Problem 6.10 (Weak convergence of spectral measures). Suppose A, —
A in strong resolvent sense and let .y, [y, be the corresponding spectral
measures. Show that

/ F i (V) — / FN)dpip (V) (6.80)

for every bounded continuous f. Give a counterexample when f is not con-
tinuous.
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Schrodinger Operators






Chapter 7

The free Schrodinger
operator

7.1. The Fourier transform

We first review some basic facts concerning the Fourier transform which
will be needed in the following section.

Let C*°(R™) be the set of all complex-valued functions which have partial
derivatives of arbitrary order. For f € C*°(R") and o € N we set

olelf

= a o
83311 "'axnn

O f

=zt xpt, o=+ Fa,. (7.1)

An element a € Ny is called multi-index and |« is called its order. Recall
the Schwarz space

S(RY) = {f € C=([R")|sup |2%(9)(2)] < 00, @, € No} (7.2)

which is dense in L?(R") (since C*(R") C S(R") is). For f € S(R") we
define

P 1

FOW) = F0) = 55 [ P f @, (73)

2m)"/? Jr
Then it is an exercise in partial integration to prove
Lemma 7.1. For any multi-index o € Nj and any f € S(R") we have

(@af) () = () f(p),  (@"f(@)"(p) =1"0af(p). (7.4)

Hence we will sometimes write pf(x) for —i0f(x), where 9 = (d1,...,0n)
is the gradient.

139
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In particular F maps S(R™) into itself. Another useful property is the
convolution formula.

Lemma 7.2. The Fourier transform of the convolution
(frg)@) = | fwgle= y)d"y = . flx—y)gly)dy  (7.5)
of two functions f,g € S(R™) is given by
(f *9)"(p) = 2m)" 2 f(p)3(p)- (7.6)
Proof. We compute

A 1 —ipx n n
P00 = G [ e [ St - pdyae

. 1 .
_ —ipy —ip(z—y) _ m,, Jn
/ne f(y)(%r)n/2 /Rne g(z —y)d"zd"y
= [ iy = a1 fe)i) (7.7)
where we have used Fubini’s theorem. O

Next, we want to compute the inverse of the Fourier transform. For this
the following lemma will be needed.

Lemma 7.3. We have ¢=*°/2 € S(R™) for Re(z) > 0 and

L e (7.8)

Fle™ ) = o7

Here 22 has to be understood as (v/z)™, where the branch cut of the root
is chosen along the negative real axis.

Proof. Due to the product structure of the exponential, one can treat each
coordinate separately, reducing the problem to the case n = 1.

Let ¢.(z) = exp(—z22/2). Then ¢, (x)+zxd.(x) = 0 and hence i(pd. (p)+
2¢(p)) = 0. Thus ¢.(p) = c¢y/.(p) and (Problem 7.1)

¢ = 6.(0) = \/127 /R exp(—222/2)dz — \}z (7.9)

at least for z > 0. However, since the integral is holomorphic for Re(z) > 0,
this holds for all z with Re(z) > 0 if we choose the branch cut of the root
along the negative real axis. ([

Now we can show
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Theorem 7.4. The Fourier transform F : S(R™) — S(R™) is a bijection.

Its inverse is given by
F o)) = 4(e) = G [ o) (7.10)

We have F2(f)(x) = f(—z) and thus F* =1.

1

Proof. It suffices to show F2(f)(x) = f(—z). Consider ¢.(z) from the
proof of the previous lemma and observe F 2(@ () = ¢.(—z). Moreover,
using Fubini this even implies F2(f.)(x) = f-(—x) for any £ > 0, where

=5 | buate—nswdy (7.11)

Since lim.|g fo(x) = f(z) for every € R™ (Problem 7.2), we infer from
dominated convergence F2(f)(z) = limgjo F2(f-)(x) = limejo fo(—2) =
F(—). 0

From Fubini’s theorem we also obtain Parseval’s identity

L wpes = o [ ] ey i
- / f@)Pdn (7.12)

for f € S(R™) and thus we can extend F to a unitary operator:

Theorem 7.5. The Fourier transform F extends to a unitary operator F :
L?(R™) — L2(R™). Its spectrum satisfies

o(F)={zeClz* =1} ={1,-1,i, —i}. (7.13)

Proof. It remains to compute the spectrum. In fact, if 1, is a Weyl se-
quence, then (F2? + 22)(F + 2)(F — 2)n = (F* — 2Y, = (1 — 249, — 0
implies z* = 1. Hence o(F) C {z € C|z* = 1}. We defer the proof for
equality to Section 8.3, where we will explicitly compute an orthonormal
basis of eigenfunctions. O

Lemma, 7.1 also allows us to extend differentiation to a larger class. Let
us introduce the Sobolev space

H'(R") = {f € L*(R")||p|" f(p) € L*(R™)}. (7.14)
We will abbreviate
0uf = ((p)*f(0)Y, feH R, |o|<r (7.15)

which implies

| @ @un@ds=(-0° [ @)@ (7.16)
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for f € H"(R™) and g € S(R™). That is, d,f is the derivative of f in the
sense of distributions.
Finally, we have the Riemann-Lebesgue lemma.

Lemma 7.6 (Riemann-Lebesgue). Let C(R") denote the Banach space of
all continuous functions f : R™ — C which vanish at co equipped with the
sup norm. Then the Fourier transform is a bounded map from L'(R™) into
Coo (R™) satisfying

1 £lloe < 2m)""2(|£I1- (7.17)

Proof. Clearly we have f € Coo(R") if f € S(R™). Moreover, the estimate

. 1 - 1
- —ipx no.o .+ n
wp ()| < s [ e f@e = o [l
(7.18)
shows f € Coo(R™) for arbitrary f € L'(R") since S(R™) is dense in L!(R™).
(]

Problem 7.1. Show that [ exp(—2?/2)dx = /2. (Hint: Square the inte-
gral and evaluate it using polar coordinates.)

Problem 7.2. Extend Lemma 0.32 to the case u, f € S(R™) (compare Prob-
lem 0.17).

7.2. The free Schrodinger operator

In Section 2.1 we have seen that the Hilbert space corresponding to one
particle in R? is L2(R3). More generally, the Hilbert space for N particles
in R? is L2(R"), n = Nd. The corresponding non relativistic Hamilton
operator, if the particles do not interact, is given by

Hy=—A, (7.19)

where A is the Laplace operator

A= —s. 7.20
>z (720

SN )

Our first task is to find a good domain such that Hy is a self-adjoint operator.

By Lemma 7.1 we have that
— AY(x) = (P*0(p)¥(x), ¢ € H*RY), (7.21)
and hence the operator

Hyp = — A, D(Hy) = H*(RM), (7.22)
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is unitarily equivalent to the maximally defined multiplication operator

(FHoF Yolp) =p°e(p),  D(*) ={p e L*R")p’p(p) € LQ(RZ)}- |
7.23

Theorem 7.7. The free Schridinger operator Hy is self-adjoint and its
spectrum is characterized by

o(Ho) = 0ae(Ho) = [0,00),  05e(Hp) = opp(Ho) = 0. (7.24)

Proof. It suffices to show that dj, is purely absolutely continuous for every
1. First observe that

7, 2
(6. Ry (2)6) = (6, By (2)6) = [ @I o, /

Rn P — 2 RT2—2

djiy(r), (7.25)
where
dji(r) = X[o,00) ()" < /S . |¢(m)y2d"1w) dr. (7.26)

Hence, after a change of coordinates, we have

1
6 Rag(2)9) = [ 57 dmu(), (7.27)
R —z
where
o) = 330000V ([ RRE )i (128)
Snfl
proving the claim. O

Finally, we note that the compactly supported smooth functions are a
core for Hy.

Lemma 7.8. The set C°(R") = {f € S(R")|supp(f) is compact} is a core
for Hy.

Proof. It is not hard to see that S(R") is a core (Problem 7.3) and hence it
suffices to show that the closure of H(]‘Cgo (rn) contains Hy| S(rn)- To see this,
let p(z) € C°(R™) which is one for |z| < 1 and vanishes for |z| > 2. Set
n() = p(L2), then $(x) = p(2)(x) is in C(R") for every 1 € S(R”)
and 1, — 1 respectively Ay, — A1, O

Note also that the quadratic form of Hy is given by
o) =3 [ 10p@Pd, v e = HEY. (129
j=178"

Problem 7.3. Show that S(R™) is a core for Hy. (Hint: Show that the
closure of HO’S(Rn) contains Hy.)
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Problem 7.4. Show that {1 € S(R)|¢(0) = 0} is dense but not a core for
Hy= -2,

dz? -

7.3. The time evolution in the free case

Now let us look at the time evolution. We have

e tHoy(z) = Fle M (p). (7.30)

The right hand side is a product and hence our operator should be express-
ible as an integral operator via the convolution formula. However, since
e~1tP” is not in L?, a more careful analysis is needed.

Consider
f(p?) = e e >0, (7.31)

Then f.(Hg)y — e *H04) by Theorem 3.1. Moreover, by Lemma 7.3 and
the convolution formula we have

1 _le—yl?
Ho (@) = s | e uyy (732)
and hence
1 a—y|?
e oy (z) = (47”75)”/2/ e Y(y)d"y (7.33)

for t # 0 and ¢p € L' N L2, For general ¢» € L? the integral has to be
understood as a limit.

Using this explicit form, it is not hard to draw some immediate conse-
quences. For example, if ¢» € L%(R™) N LY(R™), then ¢ (t) € C(R™) for t # 0
(use dominated convergence and continuity of the exponential) and satisfies

[9() oo < ‘Wllw( ) (7.34)

|47t
by the Riemann-Lebesgue lemma. Thus we have spreading of wave functions
in this case. Moreover, it is even possible to determine the asymptotic form
of the wave function for large t as follows. Observe

. 2
—itHo _ oW / i iz m
) = o [ ey
n/2 2 2 A
- () @ (Fow) G @)

Moreover, since exp(i%ﬁb(y) — 9(y) in L? as |[t| — oo (dominated conver-
gence) we obtain
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Lemma 7.9. For any ¢ € L*(R") we have
. 1 n/2 22
e_ltHOw(x) _ <2t> e‘EQp(—) —0 (7.36)
i
in L? as |t| — oo.

Next we want to apply the RAGE theorem in order to show that for any
initial condition, a particle will escape to infinity.

Lemma 7.10. Let g(z) be the multiplication operator by g and let f(p) be
the operator given by f(p)y(z) = F~1(f(p)v(p))(x). Denote by LX(R™) the

bounded Borel functions which vanish at infinity. Then

f(p)g(x) and g(x)f(p) (7.37)
are compact if f,g € LY(R™) and (extend to) Hilbert-Schmidt operators if
f.g € L*(R").

Proof. By symmetry it suffices to consider g(x)f(p). Let f,g € L?, then

s )o(e) = o [ a@F@-pedy (139

(2m)"/2 Jgn

shows that g(z)f(p) is Hilbert-Schmidt since g(z)f(z —y) € L>(R™ x R™).
If f,g are bounded then the functions fr(p) = x(pp2<r}(P)f(p) and

9R(T) = X{z|z2<ry(x)g(x) are in L?. Thus gr(z) fr(p) is compact and tends

to g(z)f(p) in norm since f, g vanish at infinity. O

In particular, this lemma implies that

xao(Ho+1)~" (7.39)
is compact if 2 C R™ is bounded and hence
lim [[xae op|* = 0 (7.40)

for any 1 € L?(R™) and any bounded subset 2 of R™. In other words, the
particle will eventually escape to infinity since the probability of finding the
particle in any bounded set tends to zero. (If 1y € L'(R") this of course also
follows from (7.34).)

7.4. The resolvent and Green’s function

Now let us compute the resolvent of Hy. We will try to use a similar approach
as for the time evolution in the previous section. However, since it is highly
nontrivial to compute the inverse Fourier transform of exp(—ep?)(p? — z)~*
directly, we will use a small ruse.
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Note that
(e @]
Ry, (2) = / e*letHogy, Re(z) <0 (7.41)
0
by Lemma 4.1. Moreover,
1 |z—y|?
—tHg _ — n
e HoY(x) = (it 2 /]Rn e a Y(y)d'y, t>0, (7.42)
by the same analysis as in the previous section. Hence, by Fubini, we have
Rug(2)(z) = | Goleslo — yhil), (7.43)
where
& 1 24
— — o7 TX&
Go(z,7) _/0 We w2 dt, r >0, Re(z) <0. (7.44)

The function Go(z,r) is called Green’s function of Hy. The integral can
be evaluated in terms of modified Bessel functions of the second kind

n—2

1 -z \ 4
G()(Z,T) = % <47‘r27"2> K%—l( —ZT). (745)

The functions K, (z) satisfy the following differential equation

& 1d v?
4+ = —1- = | K, (x)= A4
(de T iz .TU2> () =0 (7.46)
and have the following asymptotics
L(v) (z\—V —v
Ko (z) = H2(5) 0 w0 (7.47)
—In(3) +O(1) v=1_0

for |z| — 0 and

K, (z) = \/Ze—m +O(zY) (7.48)

for |z| — oo. For more information see for example [22]. In particular,
Go(z,r) has an analytic continuation for z € C\[0,00) = p(Hp). Hence we
can define the right hand side of (7.43) for all z € p(Hp) such that

|| @ le - yhiwdvds (7.49)

is analytic for z € p(Hp) and ¢, € S(R™) (by Morea’s theorem). Since
it is equal to (¢, Ry, (2)y) for Re(z) < 0 it is equal to this function for all

z € p(Hyp), since both functions are analytic in this domain. In particular,
(7.43) holds for all z € p(Hy).



7.4. The resolvent and Green’s function 147

If n is odd, we have the case of spherical Bessel functions which can be
expressed in terms of elementary functions. For example, we have

1
Go(z,r) = 2\/jze_ - n=1, (7.50)

and

1
Go(z,r) = me_ - n = 3. (7.51)

Problem 7.5. Verify (7.43) directly in the case n = 1.






Chapter 8

Algebraic methods

8.1. Position and momentum

Apart from the Hamiltonian Hy, which corresponds to the kinetic energy,
there are several other important observables associated with a single parti-
cle in three dimensions. Using commutation relation between these observ-
ables, many important consequences about these observables can be derived.

First consider the one-parameter unitary group
U;0)(x) = e y(x),  1<j<3. (8.1)
For ¢ € S(R?) we compute

e () — ()

t—0 t

= z;9(x) (8.2)

and hence the generator is the multiplication operator by the j-th coordinate
function. By Corollary 5.3 it is essentially self-adjoint on ¢ € S(R?). It is
custom to combine all three operators to one vector valued operator x, which
is known as position operator. Moreover, it is not hard to see that the
spectrum of z; is purely absolutely continuous and given by o(z;) = R. In
fact, let () be an orthonormal basis for L?(R). Then ¢;(z1)p;(z2)pr(x3)
is an orthonormal basis for L?(R?) and x; can be written as a orthogonal
sum of operators restricted to the subspaces spanned by ¢;(z2)pr(23). Each
subspace is unitarily equivalent to L?(R) and 7 is given by multiplication
with the identity. Hence the claim follows (or use Theorem 4.12).

Next, consider the one-parameter unitary group of translations

(UjY)(z) = (z —tej),  1<j<3, (8.3)

149
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where e; is the unit vector in the j-th coordinate direction. For ¢ € S(R3)
we compute

Y(x —tej) —yY(x) 1 0

lim i =-——Y(z 8.4
t—0 t i0x; (z) (84)
and hence the generator is p; = %%. Again it is essentially self-adjoint

on 1) € S(R3). Moreover, since it is unitarily equivalent to xj by virtue of
the Fourier transform we conclude that the spectrum of p; is again purely
absolutely continuous and given by o(p;) = R. The operator p is known as
momentum operator. Note that since

[Ho,pjl(x) =0, ¢ € S(R?) (8.5)
we have

d

S 0.pp(t) =0, ¥(t) = e M0y (0) € S(R?), (8.6)

that is, the momentum is a conserved quantity for the free motion. Similarly
one has

pj, wilip(x) = dpep(x), ¢ € S(R?), (8.7)
which is known as the Weyl relation.

The Weyl relations also imply that the mean-square deviation of position
and momentum cannot be made arbitrarily small simultaneously:

Theorem 8.1 (Heisenberg Uncertainty Principle). Suppose A and B are
two symmetric operators, then for any i € D(AB) N D(AB) we have

1
Ay(A)Ay(B) 2 5IEy([4, B))| (8.8)
with equality if
(B —Ey(B))y =iMA-Ey(A))p,  AeR\{0}, (8.9)
or if ¢ is an eigenstate of A or B.

Proof. Let us fix ¢ € D(AB) N ®(AB) and abbreviate

A=A—-EyA), B=DB-EyB). (8.10)
Then Ay (A) = || Ay, Ay(B) = || B and hence by Cauchy-Schwarz
(A, BY)| < Ay(A)Ay(B). (8.11)
Now note that
AB = %{A, B + %[A,B], (A By=AB+BA (812

where {A, B} and i[A, B] are symmetric. So

(g, B = {9, AB)P = 1, (A, BYO)P + (9. [4, B (3.13)
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which proves (8.8).

To have equality if ¢ is not an eigenstate we need Ew = thﬁ for equality
in Cauchy-Schwarz and (¢, {A, B}¢) = 0. Inserting the first into the second

requirement gives 0 = (z — 2*)||A¢||? and shows Re(z) = 0. O
In case of position and momentum we have (||¢|| = 1)
Ay(p)) Aglg) > 2 (8.14)
and the minimum is attained for the Gaussian wave packets
1= () bt -
which satisfy Ey(z) = xo and Ey(p) = po respectively Ay (pj)? = % and

Aw(l‘k)Q = %
Problem 8.1. Check that (8.15) realizes the minimum.

8.2. Angular momentum

Now consider the one-parameter unitary group of rotations

U;(09) (@) = b(M;()x), 1<) <3, (8.16)
where M;(t) is the matrix of rotation around e; by an angle of ¢. For
¥ € S(R3) we compute

o PO (0)2) — 0

t—0 t

3
@) _ 3" cipziprt (), (8.17)

jk=1

where

1 if 15k is an even permutation of 123
gijk = 4 —1 if ijk is an odd permutation of 123 . (8.18)
0 else

Again one combines the three components to one vector valued operator
L = z A p, which is known as angular momentum operator. Since
e?"li = 1, we see that the spectrum is a subset of Z. In particular, the
continuous spectrum is empty. We will show below that we have o(L;) = Z.
Note that since
[Ho, Ljl(x) =0, ¢ € S(RY), (8.19)

we have again

d _ _ —itHy 3

@), L) =0, 9(t) =e709(0) € S[RY), (8.20)
that is, the angular momentum is a conserved quantity for the free motion
as well.
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Moreover, we even have

3
[Li, Kjl(z) = 1) _einBpp(z), o € SR, Kj € {Lj,pj, 2}, (8:21)
k=1
and these algebraic commutation relations are often used to derive informa-
tion on the point spectra of these operators. In this respect the following
domain

z2
® =span{z®e” 2 |a € Nj} C S(R") (8.22)
is often used. It has the nice property that the finite dimensional subspaces
732
D = span{ze” 2 ||a| < k} (8.23)
are invariant under L; (and hence they reduce Lj;).

Lemma 8.2. The subspace ® C L*(R"™) defined in (8.22) is dense.

Proof. By Lemma 1.9 it suffices to consider the case n = 1. Suppose
{p, ) =0 for every ¢ € ©. Then

2

k. j

il

for any finite £ and hence also in the limit kK — oo by the dominated conver-

12
gence theorem. But the limit is the Fourier transform of ¢(x)e™ 2, which
shows that this function is zero. Hence ¢(x) = 0. O

Since it is invariant under the unitary groups generated by L;, the op-
erators L; are essentially self-adjoint on © by Corollary 5.3.

Introducing L? = L2 + L% + L3 it is straightforward to check
L2, LJo(x) =0, € SEY). (8.25)

Moreover, @, is invariant under L? and L3 and hence @}, reduces L? and
Ls. 1In particular, L? and Lz are given by finite matrices on ®;. Now
let $),, = Ker(Ls —m) and denote by Py the projector onto ®j. Since
L? and L3 commute on Dy, the space Py$),, is invariant under L? which
shows that we can choose an orthonormal basis consisting of eigenfunctions
of L? for Py$,,. Increasing k we get an orthonormal set of simultaneous
eigenfunctions whose span is equal to ®. Hence there is an orthonormal
basis of simultaneous eigenfunctions of L? and Ls.

Now let us try to draw some further consequences by using the commuta-
tion relations (8.21). (All commutation relations below hold for ¢ € S(R?).)
Denote by $;.,, the set of all functions in ® satisfying

Ly =map, L2 =1(1+1). (8.26)
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By L? > 0 and o(L3) C Z we can restrict our attention to the case [ > 0
and m € Z.

First introduce two new operators

Ly =11+ilLs, [Ls,Ly]=+Ly. (8.27)
Then, for every v € $;,, we have
Ly(Lyy) = (m£1) (L),  LA(Lay) =10+ 1)(Lxyp),  (3.28)
that is, L4+$;m — $9im+1. Moreover, since
L’=13+ L3+ L+L+ (8.29)
we obtain
ILe9(|* = (4, LxLap) = (11 + 1) — m(m = 1))||4|| (8.30)

for every ¢ € 9. If ¢ # 0 we must have (I + 1) — m(m = 1) > 0 which
shows $;,, = {0} for |m| > [. Moreover, Li$;,m — $Him+1 is injective
unless |m| = [. Hence we must have §; ,,, = {0} for [ ¢ Np.

Up to this point we know o(L?) C {I(I+1)|l € Ng}, o(L3) C Z. In order
to show that equality holds in both cases, we need to show that §;,, # {0}
forl e Ng,m=—1,—l+1,...,1—1,1. First of all we observe

| —
Yoo(z) = ey € $o,0- (8.31)
Next, we note that (8.21) implies
L3, x4] = o4 T4 = 21 £ ixg
[ ? ] ) )

[Li,z4) =0, [Li,zq]==+223,
[L?,24] = 224 (1 + L3) F 2x3L+. (8.32)
Hence if ¥ € $;;, then (z1 +ix2)1Y € $41,41. And thus

1 .
1[)111(93) = ﬁ($l + 11‘2)11/1070(56) € f)l,la (833)
respectively
(l + m)' l-m
m =\ 77— L m- 8.34
Yrm () T —m)(2D)] V() € 9, (8.34)
The constants are chosen such that |[1;,,| = 1.

In summary,

Theorem 8.3. There exists an orthonormal basis of simultaneous eigenvec-
tors for the operators L? and L;. Moreover, their spectra are given by

o(L?) = {I(1 + 1)|l € No}, o(L3) = Z. (8.35)

We will rederive this result using different methods in Section 10.3.
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8.3. The harmonic oscillator

Finally, let us consider another important model whose algebraic structure
is similar to those of the angular momentum, the harmonic oscillator

H=Hy+w’2?,  w>0. (8.36)

As domain we will choose
D(H) =9 = span{z®e” 7 ]a e N3} C L*(R?) (8.37)

from our previous section.

We will first consider the one-dimensional case. Introducing

A= (\F ¥ di) (8.38)

we have
[A_, A ] =1 (8.39)
and
H=w@2N+1), N=A;A_, (8.40)
for any function in ©.
Moreover, since
[N,Ay] =+AL, (8.41)

we see that N1 = ntp implies NA1y) = (n & 1) ALtp. Moreover, || A4 9| =
(P, ALALp) = (n+ 1)||¢||* respectively ||A_1]|? = n||¢||? in this case and
hence we conclude that o(N) C Ny

If N¢)g = 0, then we must have A_1) = 0 and the normalized solution
of this last equation is given by

Yo(x) = (3)1/4 e F em. (8.42)

Hence

n(z) = ijwo@c) (8.43)

is a normalized eigenfunction of N corresponding to the eigenvalue n. More-

i) = 2= (2) Hu(Vior)e (5.4

where H,,(z) is a polynomial of degree n given by

22 d\" _:2 dr
Hp(z)=eZ <:c - dm) e T = (—1)"" Q%e v (8.45)

we conclude span{i,} = ©. The polynomials H,(z) are called Hermite
polynomials.

In summary,
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Theorem 8.4. The harmonic oscillator H is essentially self adjoint on ©
and has an orthonormal basis of eigenfunctions

Vnyinains () = tny (21)Uny (22) 1, (23), (8.46)
with n;(x;) from (8.44). The spectrum is given by
o(H) ={(2n + 3)w|n € Ny}. (8.47)

Finally, there is also a close connection with the Fourier transformation.
without restriction we choose w = 1 and consider only one dimension. Then
it easy to verify that H commutes with the Fourier transformation

FH=HF. (8.48)
Moreover, by FAL = FiALF we even infer
1 —i)" n

Vn! Vn!

since Fg = 19 by Lemma 7.3. In particular,
o(F)={zeClz* =1} (8.50)
Problem 8.2. Show that H = —% + q can be written as H = AA*, where

A= —% + ¢, if the differential equation 10" +qip = 0 has a positive solution.
Compute H = A*A. (Hint: ¢ = %)






Chapter 9

One dimensional
Schrodinger operators

9.1. Sturm-Liouville operators

In this section we want to illustrate some of the results obtained thus far by
investigating a specific example, the Sturm-Liouville equations.

d d

710) = i (- @) 470+ aF@)) . Lopf € AClD) (0.1

The case p = r = 1 can be viewed as the model of a particle in one
dimension in the external potential ¢. Moreover, the case of a particle in
three dimensions can in some situations be reduced to the investigation of
Sturm-Liouville equations. In particular, we will see how this works when
explicitly solving the hydrogen atom.

The suitable Hilbert space is

b
L*((a,b),r(x)dz),  (f,9) = / f(x) g(@)r(z)de, (9-2)

where I = (a,b) C R is an arbitrary open interval.

We require

(i) p~t € L} (I), real-valued

loc

(ii) ¢ € L} (I), real-valued

loc

(iii) r € L}, (I), positive

loc

157
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If a is finite and if p~1,¢,r € L'((a,c)) (¢ € I), then the Sturm-Liouville
equation (9.1) is called regular at a. Similarly for b. If it is both regular at
a and b it is called regular.

The maximal domain of definition for 7 in L?(I,r dz) is given by
D(1) = {f € L*(I,rd2)|f,pf’ € ACioe(I), 7f € L*(I,rdx)}.  (9.3)
It is not clear that ®(7) is dense unless (e.g.) p € AC(I), p'sq € L? (I),

loc

r~1 e Lf° (1) since C§°(I) C D(7) in this case. We will defer the general
case to Lemma 9.4 below.

Since we are interested in self-adjoint operators H associated with (9.1),
we perform a little calculation. Using integration by parts (twice) we obtain
(a<e<d<b):

d d
| oy =watg )~ Wilg' 1)+ [ oy srdn. )
for f,q,pf",pg’ € ACioc(I) where

Walfis f2) = (pUFLS5 = £ 1)) @) (9.5)
is called the modified Wronskian.

Equation (9.4) also shows that the Wronskian of two solutions of 7u = zu
is constant

Wz(ul, UQ) = W(ul, UQ), TULQ = ZULQ. (9.6)

Moreover, it is nongzero if and only if u; and us are linearly independent
(compare Theorem 9.1 below).

If we choose f,g € ®(7) in (9.4), than we can take the limits ¢ — a and
d — b, which results in

(9, 7f) =Wi(g", ) = Walg", f) +(rg. ), f,.9€D(7). (9-7)
Here W, (g%, f) has to be understood as limit.

Finally, we recall the following well-known result from ordinary differ-
ential equations.

Theorem 9.1. Suppose rg € Llloc(l), then there exists a unique solution

finf' € ACjo(I) of the differential equation

(r—2)f =g, z € C, (9.8)
satisfying the initial condition
flo=a, (f)c)=06, «a,B€C, cel (9.9)

In addition, f is holomorphic with respect to z.

Note that f,pf’ can be extended continuously to a regular end point.
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Lemma 9.2. Suppose uy, ug are two solutions of (T—z)u = 0 with W (u1, us) =
1. Then any other solution of (9.8) can be written as (o, 3 € C)

Fa) = ) (o [ uagrdy) +uata) (8- [Cwgry).
fl(z) = uj() <a —|—/juzgr dy) + ub(z) (ﬁ —/cmulgr dy). (9.10)

Note that the constants «, 3 coincide with those from Theorem 9.1 if uy(c) =
(puy)(c) =1 and (puy)(c) = uz(c) = 0.

Proof. It suffices to check 7f — 2z f = g. Differentiating the first equation
of (9.10) gives the second. Next we compute

(nf") = (pu’l)’<oz+/uzgrdy) + (pU’g)’<B—/ulgrdy) — W (u1,ug)gr

= (¢—2)u <a+/uzgrdy> + (q—z)uQ(ﬂ— /ulgdy> —gr
= (¢—2)f—gr (9.11)

which proves the claim. ([l

Now we want to obtain a symmetric operator and hence we choose
Aof =7f,  D(Ag) =D(r) N ACA(I), (9.12)

where AC,(I) are the functions in AC(I) with compact support. This defi-
nition clearly ensures that the Wronskian of two such functions vanishes on
the boundary, implying that Ag is symmetric. Our first task is to compute

the closure of Ay and its adjoint. For this the following elementary fact will
be needed.

Lemma 9.3. Suppose V is a vector space and l,l1,... 1, are linear func-
tionals (defined on all of V') such that (\;_, Ker(l;) C Ker(l). Then | =
Z?:o ajlj for some constants o; € C.

Proof. First of all it is no restriction to assume that the functionals /; are
linearly independent. Then the map L : V — C", f +— (I1(f),...,ln(f)) is
surjective (since z € Ran(L)* implies > j=12lj(f) = 0 for all f). Hence
there are vectors fi, € V such that [;(fx) = 0 for j # k and [;(f;) = 1. Then
F=>20 1 () fi € M= Ker(l;) and hence I(f) —3_7_, 1;(f)I(fj) = 0. Thus

we can choose o; = [(f;). O

Now we are ready to prove

Lemma 9.4. The operator Ay is densely defined and its closure is given by

Aof =7f, D(Ao) ={f €D(1)|Walf,9) = Wi(f,9) =0, Vg € 53((7)}- |
9.13
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Its adjoint is given by
Aof =7f, D(A) =D(7). (9.14)

Proof. We start by computing Aj and ignore the fact that we don’t know
wether D(Ag) is dense for now.

By (9.7) we have ©(7) C ©(A{) and it remains to show D(Aj) C D(7).
If h € ®(A};) we must have
(h, Aof) = (k. f),  VfeD(Ao) (9.15)

for some k € L?(I,rdz). Using (9.10) we can find a h such that 7h = k and
from integration by parts we obtain

b
/ (h(z) — h(x))*(rf)(z)r(z)dz = 0, Ve D(Ap). (9.16)

Clearly we expect that h — h will be a solution of the 7u = 0 and to prove
this we will invoke Lemma 9.3. Therefore we consider the linear functionals

b ~ b
I(g) = / (h(x) — h(@) g(@)r (@), 1(g) = / uj(@) g(@)r(2)de, (9.17)

on L2(I,rdx), where u; are two solutions of 7u = 0 with W (uy,uz2) # 0.
We have Ker(l;) N Ker(l2) C Ker(l). In fact, if g € Ker(l1) N Ker(ly), then

b

f() = w () / " wa(y)g()r () dy + uz(x) / w@gw)r()dy  (9.18)

is in ®(Ap) and g = 7f € Ker(l) by (9.16). Now Lemma 9.3 implies

b
/ (h(z) — h(z) + arur (x) + agua(z))*g(z)r(x)de = 0, Vg € LA(I,rdx)
‘ ) (9.19)
and hence h = h + aqu; + aguy € D(7).

Now what if ©(Ap) were not dense? Then there would be some freedom
in choice of k since we could always add a component in ®(Ag)*. So suppose
we have two choices kj zé ko. :fhen by the aubove~ calculation, there are
corresponding functions hy and hg such that h = h1 + a1 1u1 + a1pu2 =
ho + g 1u1 + ag2ug. In particular, hy — ho is in the kernel of 7 and hence
k1 = T7hy = Tho = k9 contradiction our assumption.

Next we turn to Ag. Denote the set on the right hand side of (9.13) by
D. Then we have ® C D(AF*) = Ay by (9.7). Conversely, since Ay C A
we can use (9.7) to conclude

Wao(f,h) + Wi(f,h) =0, feD(Ay),h e D(A). (9.20)
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Now replace h by a h € D(Aj) which coincides with h near a and vanishes
identically near b (Problem 9.1). Then W,(f,h) = Wa(f,h) + Wi(f,h) =0
Finally, Wy,(f,h) = —W,(f,h) = 0 shows f € D. O

Example. If 7 is regular at a, then f € D(Ag) if and only if f(a)
(pf")(a) = 0. This follows since we can prescribe the values of g(a), (pg’)(a
for g € ®(7) arbitrarily.

This result shows that any self-adjoint extension of Ay must lie between
Ap and Aj. Moreover, self-adjointness seems to be related to the Wronskian
of two functions at the boundary. Hence we collect a few properties first.

Lemma 9.5. Suppose v € D(7) with W,(v*,v) = 0 and there is a f € D(7)
with W(v*, f)a # 0. then we have

Walv, f) =0 & Wy(v,f*)=0 VfeD(r) (9.21)
and

Wa(vaf) = Wa(v’g) =0 = Wa(g*u f) =0 vfag € @(7-) (922)

Proof. For all fi,..., fs € ©(7) we have the Pliicker identity

Wa(f1, f2)We(fs, f4) + Wa(f1, f3)Wa(fa, f2) + Wa(f1, fa)Wa(f2, f3) =0
(9.23)
Wthh remains valid in the limit  — a. Choosing f1 =v fa=f f3 =

*fs = f we infer (9.21). Choosing f1 = f, fo = ¢*, fs = v, fa = f we
1nfer (9.22). O

Problem 9.1. Given «,3,7,d, show that there is a function f € D(1)
restricted to [c,d] C (a,b) such that f(c) = a, (pf)(c) = 6 and f(d) = ~,
(pf)(c) =9. (Hint: Lemma 9.2)

1) = 0}.
1

, 1) such

Problem 9.2. Let Ag = d L D(Ag) = {f € H?[0,1]]£(0) = f(
(0

and B = q, ®(B) = {f € L*(0,1)|qf € L?(0,1)}. Find a q € L*
that ©(Aog) ND(B) = {0}. (Hint: Problem 0.18)

9.2. Weyl’s limit circle, limit point alternative

We call 7 limit circle (l.c.) at a if there is a v € D(7) with W, (v*,v) =0
such that Wy (v, f) # 0 for at least one f € ©(7). Otherwise 7 is called
limit point (1.p.) at a. Similarly for b.

Example. If 7 is regular at a, it is limit circle at a. Since

Wa(v, ) = (pf")(@)v(a) = (pv')(a) f(a) (9.24)
any real-valued v with (v(a), (pv')(a)) # (0,0) works. o
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Note that if W, (f,v) # 0, then W,(f,Re(v)) # 0 or W,(f,Im(v)) # 0.
Hence it is no restriction to assume that v is real and W,(v*,v) = 0 is
trivially satisfied in this case. In particular, 7 is limit point if and only if
Wa(f,g) =0 for all f,g € D(7).

Theorem 9.6. If 7 is l.c. at a, then let v € D(1) with W (v*,v), = 0 and
W(v, f)a # 0 for some f € D(7). Similarly, if T is l.c. at b, let w be an

analogous function. Then the operator

A: D(A) — L*(I,rdx) (9.25)
o= Tf
with
D(A) ={feD(r)| Wylv,f)=0iflec. ata

Wy(w, f) = 0 if Le. at b} (9.26)

is self-adjoint.

Proof. Clearly A C A* C Aj. Let g € ©(A*). As in the computation of Ay
we conclude W, (f,g) =0 for all f € D(A). Moreover, we can choose f such
that it coincides with v near a and hence W, (v, g) = 0, that is g € ©(A4). O

The name limit circle respectively limit point stems from the original
approach of Weyl, who considered the set of solutions 7u = zu, z € C\R
which satisfy W,.(u*,u) = 0. They can be shown to lie on a circle which
converges to a circle respectively point as ¢ — a (or ¢ — b).

Example. If 7 is regular at a we can choose v such that (v(a), (pv')(a)) =
(sin(ar), — cos(a)), a € [0, 7), such that

Wa(v, f) = cos(a) f(a) + sin(a)(pf’) (a). (9.27)
The most common choice @ = 0 is known as Dirichlet boundary condi-
tion f(a) =0. o

Next we want to compute the resolvent of A.

Lemma 9.7. Suppose z € p(A), then there exists a solution us(z,x) which
is in L*((a,c),rdx) and which satisfies the boundary condition at a if T
is l.c. at a. Similarly, there exists a solution uy(z,x) with the analogous
properties near b.

The resolvent of A is given by

b
(A—2)lg(a) = / Gz 2, 9)9(y)r ()dy, (9.28)
where

_ 1 ub(zvx)ua('z?y) =y
Gz 2,y) = W (up(2), uq(2)) { ug (2, 2)up(z,y) <y (9.29)
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Proof. Let g € L?(I,rdx) be real-valued and consider f = (A — z)71g €
D(A). Since (T —z)f = 0 near a respectively b, we obtain u,(z, z) by setting
it equal to f near a and using the differential equation to extend it to the
rest of I. Similarly we obtain up. The only problem is that u, or u, might
be identically zero. Hence we need to show that this can be avoided by
choosing g properly.

Fix z and let g be supported in (¢,d) C I. Since (7 — z)f = g we have

(@) = ua () (a—i—/axuzgrdy) +us(2) (ﬂ—i—/:ulgrdy>. (9.30)

Near a (z < ¢) we have f(z) = au; () 4 fuz(z) and near b (z > d) we have
f(z) = auy(z) + Buz(x), where & = o + f; usgrdy and 3= 3+ f: uigr dy.
If f vanishes identically near both @ and b we must have o = f=a =3 =0
and thus o = 8 = 0 and f; uj(y)g(y)r(y)dy = 0, j = 1,2. This case can
be avoided choosing g suitable and hence there is at least one solution, say
up(2).

Now choose u; = up and consider the behavior near b. If uy is not square
integrable on (d,b), we must have § = 0 since fuy = f — quy is. If ug is
square integrable, we can find two functions in ®(7) which coincide with
up and wug near b. Since W (up, u2) = 1 we see that 7 is l.c. at a and hence
0 = Wy(up, f) = Wy(up, dup + Bug) = S. Thus S = 0 in both cases and we
have

f(z) = up(x) (oz + /ax Uggr dy) + uz(z) /xb upgr dy. (9.31)

Now choosing g such that fab upgr dy # 0 we infer existence of u,(z). Choos-
ing us = u, and arguing as before we see o = 0 and hence

b

flz) = w(z) / xua(y)g(y)r(y)dwua(w) / up(y)g(y)r(y)dy

b
= / G(z, 2, 9)9(y)r(y)dy (9.32)
for any g € L2(I,r dx). Since this set is dense the claim follows. O

Example. If 7 is regular at a with a boundary condition as in the previous
example, we can choose uq(z,2) to be the solution corresponding to the
initial conditions (uq(z,a), (pul,)(z,a)) = (sin(a), —cos()). In particular,
uq(z, x) exists for all z € C.

If 7 is regular at both a and b there is a corresponding solution uy(z, x),
again for all z. So the only values of z for which (A — z)~! does not exist
must be those with W(uy(z),uq(2)) = 0. However, in this case uy(z, )
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and wuy(z,x) are linearly dependent and uq(z,x) = yup(z,z) satisfies both
boundary conditions. That is, z is an eigenvalue in this case.

In particular, regular operators have pure point spectrum. We will see
in Theorem 9.10 below, that this holds for any operator which is l.c. at both
end points. o

In the previous example u4(z, ) is holomorphic with respect to z and
satisfies uq (2, 2)* = uq(2*,z) (since it coresponds to real initial conditions
and our differential equation has real coefficients). In general we have:

Lemma 9.8. Suppose z € p(A), then uq(z,x) from the previous lemma can
be chosen locally holomorphic with respect to z such that
Ug(z, )" = ug (2", x). (9.33)

Similarly, for uy(z,x).

Proof. Since this is a local property near a we can suppose b is regular
and choose up(2, ) such that (uy(z,b), (puy)(z, b)) = (sin(3), — cos(F)) as in
the example above. In addition, choose a second solution vy(z, z) such that
(04(2,b), (pu})(2,b)) = (cos(8),sin(3)) and observe W (up(2), wp(2)) = 1. If
z € p(A), z is no eigenvalue and hence u,(z,z) cannot be a multiple of
up(z, ). Thus we can set
uq(z,2) = vp(z, ) + m(2)up(z, ) (9.34)
and it remains to show that m(z) is holomorphic with m(z)* = m(z*).
Choosing h with compact support in (a,c) and g with support in (c, b)
we have
(h,(A=2)"1g) = (hyua(2))(g" up(2))
= ((h,op(2)) + m(2)(h, up(2))) (9", up(2)) (9.35)
(with a slight abuse of notation since u;, v, might not be square integrable).

Choosing (real-valued) functions h and g such that (h,uy(2)){g*, up(z)) # 0
we can solve for m(z):

(h, (A — 2)"'g) — (h,v(2)){g", u(2))

m(z) = . 9.36

) (b up (=) " () (%39

This finishes the proof. ([

Example. We already know that 7 = —% on I = (—o0,00) gives rise to
the free Schrodinger operator Hy. Furthermore,

us(z,2) = TV, z € C, (9.37)

are two linearly independent solutions (for z # 0) and since Re(y/—2) > 0
for z € C\[0, 00), there is precisely one solution (up to a constant multiple)
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which is square integrable near oo, namely ui. In particular, the only
choice for u, is u— and for uy is u4 and we get

G(z,z,y) = 2\/1?26\/7|my| (9.38)

which we already found in Section 7.4. o

If, as in the previous example, there is only one square integrable solu-
tion, there is no choice for G(z,x,y). But since different boundary condi-
tions must give rise to different resolvents, there is no room for boundary
conditions in this case. This indicates a connection between our l.c., l.p.
distinction and square integrability of solutions.

Theorem 9.9 (Weyl alternative). The operator T is l.c. at a if and only if
for one zg € C all solutions of (T — zo)u = 0 are square integrable near a.

This then holds for all z € C. Similarly for b.

Proof. If all solutions are square integrable near a, 7 is l.c. at a since the
Wronskian of two linearly independent solutions does not vanish.

Conversely, take two functions v, € ©(7) with W, (v,?) # 0. By con-
sidering real and imaginary parts it is no restriction th assume that v and
v are real-valued. Thus they give rise to two different self-adjoint operators
A and A (choose any fixed w for the other endpoint). Let u, and i, be the
corresponding solutions from above, then W (uq, ) # 0 (since otherwise
A = A by Lemma 9.5) and thus there are two linearly independent solutions
which are square integrable near a. Since any other solution can be written
as a linear combination of those two, every solution is square integrable near
a.

It remains to show that all solutions of (7 — z)u = 0 for all z € C are
square integrable near a if 7 is l.c. at a. In fact, the above argument ensures

this for every z € p(A) N p(A), that is, at least for all z € C\R.

Suppose (7 —z)u = 0. and choose two linearly independent solutions u;,
j=1,2,0of (1 — z0)u = 0 with W(uy,uz) = 1. Using (7 — z9)u = (2 — 20)u
and (9.10) we have (a < c <z < b)

u(r) = aur (z) + Puz(z) + (2 - Zo)/x(m(x)w(y) — wr(y)uz(z))uly)r(y) dy.

(9.39)
Since u; € L?((c,b),rdx) we can find a constant M > 0 such that

b
/ s o (y) Pr(y) dy < M. (9.40)
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Now choose ¢ close to b such that |z — 2| M? < 1/4. Next, estimating the
integral using Cauchy—Schwarz gives

| [ i @ats) - a@)ut)r o) dy |
</ " Jun(@)un(y) — w1 (y)us () 2r(y) dy / ) Pr(y) dy

< M (fur (@) + s (@) [ ) Priw) dy (9.41)
and hence '
[ ) Pr)dy < (al? + 12)M + 20z~ M [ ) Priv) dy
< (o + 18P0+ [ P (©42)
Thus .
[ 1) Pr(v) dy < 2ol + 5701 (9.43)

and since u € AC),.(I) we have u € L?((c,b),r dx) for every c € (a,b). O

Note that all eigenvalues are simple. If 7 is l.p. at one endpoint this is
clear, since there is at most one solution of (7 — A)u = 0 which is square
integrable near this end point. If 7 is l.c. this also follows since the fact that
two solutions of (7 — A)u = 0 satisfy the same boundary condition implies
that their Wronskian vanishes.

Finally, led us shed some additional light on the number of possible

boundary conditions. Suppose 7 is l.c. at a and let u;, us be two solutions
of Tu = 0 with W (uy,us) = 1. Abbreviate

BCY(f) = Walug, f),  feD(n). (9.44)

Let v be as in Theorem 9.6, then, using Lemma 9.5 it is not hard to see that
Wa(v, f) =0 <& cos(a)BCL(f) + sin(a) BC2(f) = 0, (9.45)
where tan(a) = —gg‘%gzg Hence all possible boundary conditions can be

parametrized by « € [0, 7). If 7 is regular at a and if we choose uq(a) =
p(a)ub(a) =1 and p(a)u)(a) = uz(a) = 0, then

BC,(f) = f(a),  BCI(f) =p(a)f'(a) (9.46)
and the boundary condition takes the simple form
cos(a) f(a) + sin(a)p(a) f'(a) = 0. (9.47)

Finally, note that if 7 is l.c. at both a and b, then Theorem 9.6 does not give
all possible self-adjoint extensions. For example, one could also choose

BC,(f) =e“BCy(f),  BCF(f) = ¢“BCy(f). (9.48)
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The case @ = 0 gives rise to periodic boundary conditions in the regular
case.

Now we turn to the investigation of the spectrum of A. If 7 is l.c. at
both endpoints, then the spectrum of A is very simple

Theorem 9.10. If 7 is l.c. at both end points, then the resolvent is a Hilbert—
Schmidt operator, that is,

b b
//]G(z,w,y)|2r(y)dyr(x)dx<oo. (9.49)

In particular, the spectrum of any self adjoint extensions is purely discrete
and the eigenfunctions (which are simple) form an orthonormal basis.

Proof. This follows from the estimate
b T b
[ ([ @y + [ uwyoPri)dy)r)ds
b b
<9 / o () 2 () dy / s () (), (9.50)

which shows that the resolvent is Hilbert—Schmidt and hence compact. [

If 7 is not l.c. the situation is more complicated and we can only say
something about the essential spectrum.

Theorem 9.11. All self adjoint extensions have the same essential spec-
trum. Moreover, if Aqe and Ay are self-adjoint extensions of T restricted to
(a,c) and (c,b) (for any c € 1), then

Uess(A) = 0685<AGC) U Uess(Acb)‘ (951)

Proof. Since (7 —i)u = 0 has two linearly independent solutions, the defect
indices are at most two (they are zero if 7 is l.p. at both end points, one if
7 is l.c. at one and l.p. at the other end point, and two if 7 is l.c. at both
endpoints). Hence the first claim follows from Theorem 6.19.

For the second claim restrict 7 to the functions with compact support
in (a,c) U (c,d). Then, this operator is the orthogonal sum of the operators
Ap,ac and Ag . Hence the same is true for the adjoints and hence the defect
indices of Ag 4. ® Ao, are at most four. Now note that A and A, © Agp
are both self-adjoint extensions of this operator. Thus the second claim also
follows from Theorem 6.19. ([l

Problem 9.3. Compute the spectrum and the resolvent of T = —%, I =
(0,00) defined on ®(A) = {f € D(1)|f(0) = 0}.
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9.3. Spectral transformations

In this section we want to provide some fundamental tools for investigating
the spectra of Sturm-Liouville operators and, at the same time, give some
nice illustrations of the spectral theorem.

Example. Consider again 7 = —% on I = (—o0,00). From Section 7.2
we know that the Fourier transform maps the associated operator Hy to the
multiplication operator with p? in L?(R). To get multiplication by A, as in
the spectral theorem, we set p = v/\ and split the Fourier integral into a
positive and negative part

f 1fxf )
UHN) = (fRe—lfxf( i ) \ € o(Hyp) = [0, 00). (9.52)
R

Then

U:L*R @ LA(R, Oi‘}wdx) (9.53)

is the spectral transformation Whose existence is guaranteed by the spectral
theorem (Lemma 3.3). o

Note that in the previous example the kernel VAT of the integral trans-
form U is just a pair of linearly independent solutions of the underlying
differential equation (though no eigenfunctions, since they are not square
integrable).

More general, if
U:L*(I,rdx) — L*(R,du), H/ (A, ) (x)dz  (9.54)

is an integral transformation which maps a self-adjoint Sturm-Liouville op-
erator A to multiplication by A, then its kernel u(\,x) is a solution of the
underlying differential equation. This formally follows from UAf = AU f
which implies
/ u(N, z) (T = N) f(x)r(x) de = /(7' — Nu(\, z) f(x)r(z) de (9.55)
R R
and hence (7 — Au(A,.) =0.

Lemma 9.12. Suppose
U: L*(I,rdx) @LQ R, du;) (9.56)

is a spectral mapping as in Lemma 3.5’. Then U is of the form

b
Uf(x) = / w(h ) f(@)r(x) dx, (9.57)
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where u(A\,z) = (w1 (A, z),...,ux(A\, z)) and each wu;j(X,.) is a solution of
Tu; = Au; for a.e. X (with respect to ;). The inverse is given by

Z / wj(N, ) Fj(A\)dp; (N). (9.58)

Moreover, the solutions wj(\) are linearly independent if the spectral
measures are ordered and, if T is l.c. at some endpoint, they satisfy the
boundary condition. In particular, for ordered spectral measures we have
always k < 2 and even k =1 if 7 is l.c. at one endpoint.

Proof. Using U;jRa(z) = .U, we have

U f(a) = (A 2) /Gz:ry Y)r(y) dy. (9.59)

If we restrict R4(2) to a compact interval [c,d] C (a,b), then Ra(2)X|cq
is Hilbert—Schmidt since G(z, ¥, y)x[,q(y) is square integrable over (a,b) x
(a,b). Hence UjX[c,q) = (A — 2)UjRA(2)X|c,q) 18 Hilbert-Schmidt as well and

by Lemma 6.9 there is a corresponding kernel ug-c’d} (A, y) such that

. {7 el
(Uﬂﬁﬂfxm-/'% () (2)r () da (9.60)

Now take a larger compact interval [¢,d] D [c,d], then the kernels coincide
c,d ed .

on [c,d], ug ]()\, )= ug ]()\, )X[e,)> since we have Ujx(.q = UjX(e,d Xle.d)-

In particular, there is a kernel u;(\, z) such that

b
Uif(e) = [ w(a)f(e)ria) da (9.61)

for every f with compact support in (a,b). Since functions with compact
support are dense and Uj is continuous, this formula holds for any f (pro-
vided the integral is understood as the corresponding limit).

Using the fact that U is unitary, (F,Ug) = (U'F, g), we see

Z / / uj(A z)g(z)r(z) do = / b(U_lF)(m)*g(x)r(x) dz. (9.62)

Interchanging integrals on the right hand side (which is permitted at least
for g, F' with compact support), the formula for the inverse follows.

Next, from U;Af = AU, f we have

b b
/ ui(N, x)(1f)(x)r(z)de = /\/ uj(\, x) f(x)r(z) de (9.63)
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for a.e. A and every f € ®(Ap). Restricting everything to [c,d] C (a,b)
the above equation implies u;j(A,.)|cq € D(A% o) and Aj, qui(A, ljeq =
A (A, 2)|[e,q)- In particular, u;(A,.) is a solution of Tu; = Au;. Moreover, if
uj(A,.) is 7 is L.c. near a, we can choose a = a and f to satisfy the boundary
condition.

Finally, fix [ < k. If we assume the 1 are ordered, there is a set §}; such
that £;(€) # 0 for 1 < j <. Suppose

ci(MNuj(A,z) =0 (9.64)
j=1

then we have
l
Y GNFN) =0, F=Uf, (9.65)
j=1

for every f. Since U is surjective, we can prescribe Fj arbitrarily, e.g.,
Fj(X\) =1 for j = jo and Fj(\) = 0 else which shows cj,(A) = 0. Hence
uj(A,z), 1 < j <, are linearly independent for A € €; which shows k <
2 since there are at most two linearly independent solutions. If 7 is l.c.
and wu;(\, z) must satisfy the boundary condition, there is only one linearly
independent solution and thus k& = 1. O

Please note that the integral in (9.57) has to be understood as

B
U;f(z) = allcizHﬁlTb uj(A, x) f(x)r(x) dz, (9.66)

where the limit is taken in L?(R, dy;). Similarly for (9.58).

For simplicity we will only pursue the case where one endpoint, say a,
is regular. The general case can usually be reduced to this case by choosing
¢ € (a,b) and splitting A as in Theorem 9.11.

We choose a boundary condition

cos(a) f(a) + sin(a)p(a) f'(a) =0 (9.67)

and introduce two solution s(z,z) and c(z,z) of Tu = zu satisfying the
initial conditions

s(z,0) = —sin(a), p(a)s'(z, ) = cos(a),
c(z,a) = cos(a), pla)d(z,a) = sin(a). (9.68)
Note that s(z,x) is the solution which satisfies the boundary condition at

a, that is, we can choose u,(z,2) = s(z,z). Moreover, in our previous
lemma we have uj(A\,x) = v,(N\)s(A\,z) and using the rescaling du(\) =
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[Ya(N)|2dpia(N) and (U1 f)(A) = 7. (M) (U £)(\) we obtain a unitary map
b
U:L*(I,rdzx) — L*(R,du), Ui = / s\, z) f(x)r(x)dx  (9.69)

with inverse
(UT'F)(2) —/Rs(/\,w)F()\)d,u()\). (9.70)

Note however, that while this rescaling gets rid of the unknown factor 4 (),
it destroys the normalization of the measure p. For p; we know pq(R) =1,
but p might not even be bounded! In fact, it turns out that u is indeed
unbounded.

So up to this point we have our spectral transformation U which maps A
to multiplication by A, but we know nothing about the measure u. Further-
more, the measure p is the object of desire since it contains all the spectral
information of A. So our next aim must be to compute u. If A has only
pure point spectrum (i.e., only eigenvalues) this is straightforward as the
following example shows.

Example. Suppose E € 0,(A) is an eigenvalue. Then s(E,z) is the corre-
sponding eigenfunction and hence the same is true for Sg(\) = (Us(E))(N).
In particular, Sg(\) = 0 for a.e. A # E, that is

s 2 =
SE()\):{ y) B i#f . (9.71)

Moreover, since U is unitary we have

b
IIS(E)HZZ/ S(E,l‘)ZT(w)dl‘Z/RSE(AWM(A)= Is(E)I*u({E}), (9.72)

that is u({E}) = ||s(E)||~2. In particular, if A has pure point spectrum
(e.g., if 7 is limit circle at both endpoints), we have

o 1 -
(N =3 dON - By, o(A) = {E}Z,,  (9.73)
2 s(Ey)]
where dO is the Dirac measure centered at 0. For arbitrary A, the above

formula holds at least for the pure point part fipy,. o

In the general case we have to work a bit harder. Since ¢(z,z) and s(z, z)
are linearly independent solutions,
W(e(2), 5(2)) = 1, (9.74)
we can write uy(z,x) = Yp(2)(c(z, ) + mp(2)s(z, )), where
/ .
cos(a)p(a)uy(z,a) — sin(a)u
cos(a)up(z, a) + sin(a)p(a)u

EZ’ D e p(A), (9.75)

b
(2, a)
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is known as Weyl-Titchmarsh m-function. Note that m;(z) is holomor-
phic in p(A) and that
ma(2)* = my(=") (9.76)

since the same is true for uy(z, ) (the denominator in (9.75) only vanishes if
up(z, x) satisfies the boundary condition at a, that is, if z is an eigenvalue).
Moreover, the constant 7;(2) is of no importance and can be chosen equal
to one,

up(z, ) = c(z, ) + mp(2)s(z, x). (9.77)
Lemma 9.13. The Weyl m-function is a Herglotz function and satisfies
b
Im(my(z)) = Im(z)/ lup(z, z)|*r(z) dz, (9.78)
where uy(z, x) is normalized as in (9.77).

Proof. Given two solutions u(x), v(z) of Tu = zu, Tv = Zv it is straightfor-
ward to check

-2 [ Cu(yo)r(y) dy = Walu,0) — Wa(u,0)  (9.79)

(clearly it is true for x = a, now differentiate with respect to z). Now choose
u(x) = up(z,x) and v(x) = up(z, x)* = up(z*, x),

— 2Im(2) /z lup(z, y)[*r(y) dy = Walup(2), up(2)*) — 2Im(mp(2)), (9.80)

and observe that W (up,u;) vanishes as x T b, since both wu; and v} are in
D(7) near b. O

Lemma 9.14. We have

()N = 5 (9.81)

where up(z, x) is normalized as in (9.77).

Proof. First of all note that from R4(2)f = U~ 'y U f we have

b
/ Gz 2, 9) [ (w)r(y) dy = / SN oy (0.82)

R A—z

where F = Uf. Here equality is to be understood in L?, that is for a.e. .
However, the right hand side is continuous with respect to  and so is the
left hand side, at least if F' has compact support. Hence in this case the
formula holds for all  and we can choose x = a to obtain

b
sin(a) / up(z,y) f(y)r(y) dy = sin(a) /R f(_Aldu(A% (9-83)



9.3. Spectral transformations 173

for all f, where F' has compact support. Since these functions are dense, the
claim follows if we can cancel sin(a), that is, o # 0. To see the case o = 0,
first differentiate (9.82) with respect to x before setting z = a. O

Now combining the last two lemmas we infer from unitarity of U that

b
T (my(2)) = Im(2) / lup (2 2) [2r () d = Tm(2) /R M_lzpdu(x) (9.84)

and since a holomorphic function is determined up to a real constant by its
imaginary part we obtain

Theorem 9.15. The Weyl m-function is given by

my(z) = d%—/R <)\ i o 1+)\)\2> du(N), deR, (9.85)
and
d = Re(my (i), /R () = (i) <o (956)
Moreover, i is given by Stieltjes inversion formula
1 A+0
pu(A) = l(siﬁ)llgifg s Im(my (X + i€))dA, (9.87)
where )
Im(my(A +1ie)) = 6/ lup(\ + ie, )| *r () da. (9.88)
a

Proof. Choosing z =1iin (9.84) shows (9.86) and hence the right hand side

of (9.85) is a well-defined holomorphic function in C\R. By Im(ﬁ—ﬁ) =
Im(z)

e its imaginary part coincides with that of my(z) and hence equality

follows. Stieltjes inversion formula follows as in the case where the measure
is bounded. O

Example. Consider 7 = —j—; on I = (0,00). Then

sin(«)

V7

c(z,x) = cos(a) cos(v/zx) + sin(v/zx) (9.89)

and
s(z,2) = —sin(a) cos(v/zx) + CO\S/(;) sin(y/zx). (9.90)
Moreover,
wp(z, ) = up(z,0)e V" (9.91)
and thus .
ma(z) = v/—z cos(a) + sin(a) (9.92)

V—2zsin(a) — cos(a)
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respectively

an(A) = ﬂ(cos(a);f/\ sin(a)Q)d)\' (9:93)

<&

Note that if & # 0 we even have [ ﬁd,u()\) < 0in the previous example
and hence

() = cot(a) + /R Aizdﬂ(x) (9.94)

in this case (the factor — cot(«) follows by considering the limit |z| — oo
of both sides). One can show that this remains true in the general case.
Formally it follows by choosing z = a in uy(z,z) = (U~!)(x), however,
since we know equality only for a.e. x, a more careful analysis is needed.
We conclude this section with some asymptotics for large z away from

the spectrum. For simplicity we only consider the case p = k = 1. We first
observe (Problem 9.4):

Lemma 9.16. We have

c(z,x) = % (cos(a) + Sil/l%)> e\/jz(x—a)(l n O(\/l_fz))

s(z,x) = % <— sin(a) + C:)/Sg)> eV =2 (1 4 O(

for fized x € (a,b) as Im(z) — oco.

¢1_7” (9.95)

Furthermore we have

Lemma 9.17. The Green’s function of A

G(z,x,y) = s(z,z)up(z,y), x <y, (9.96)
satisfies
) (hgn G(z,z,y) =0 (9.97)

for every x,y € (a,b).

Proof. Let ¢ be some continuous positive function supported in [—1, 1] with
[ p(z)dz =1 and set ¢(z) = kp(kz). Then, by |[Ra(2)| < Im(z)"! (see
Theorem 2.14),

|G(z,2,9)] < [Gr(z,2,9)| + |G(2,2,y) — Gr(z, 2,y)]
kHSOH2
< + |G -G .
= 7 (Z) | (z,x,y) k(z,x,y)!, (9 98)

where

Gr(z,2,y) = (pr(. — 2), Ra(2) (- — y)). (9.99)
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Since G(z,z,y) = limg oo Gi(2, z,y) we can first choose k sufficiently large
such that |G(z,z,y) — Gr(z,2,y)| < § and then Im(z) so large such that

2 |
’;l‘n"z!) < 5. Hence |G(z,2,y)| < € an the claim follows. U

Combining the last two lemmas we also obtain

Lemma 9.18. The Weyl m-function satisfies

mn(z) = { cot(a) + O(\/%), a#0

V0L, s (9.100)

as Im(z) — oo.

Proof. Plugging the asymptotic expansions from Lemma 9.16 into Lemma 9.17
we see

my(z) = ————2 4 o(e~2V=#z—a)y (9.101)
form which the claim follows. O

Note that assuming ¢ € C*¥([a,b)) one can obtain further asymptotic
terms in Lemma 9.16 and hence also in the expansion of my(z).

Problem 9.4. Prove the asymptotics for c(z,xz) and s(z,x) from Lemma 9.16.
(Hint: Use that

sin(a)

V==
/ sinh(v'=z(z — y))q(y)c(z, y)dy

c(z,x) = cos(a)cosh(v/—zx)+ sinh(y/—zx)

1
=

by Lemma 9.2 and consider &(z,x) = e~V "*%¢(z,z).)







Chapter 10

One-particle
Schrodinger operators

10.1. Self-adjointness and spectrum

Our next goal is to apply these results to Schrodinger operators. The Hamil-
tonian of one particle in d dimensions is given by

H=Hy+V, (10.1)

where V : R? — R is the potential energy of the particle. We are mainly
interested in the case 1 < d < 3 and want to find classes of potentials which
are relatively bounded respectively relatively compact. To do this we need
a better understanding of the functions in the domain of Hy.

Lemma 10.1. Suppose n < 3 and ¢» € H?>(R™). Then ¢ € Coo(R™) and for
any a > 0 there is a b > 0 such that

[¥lloc < allHo[| + bl[4]]- (10.2)

Proof. The important observation is that (p? + +?)~! € L*([R") if n < 3.
Hence, since (p? ++2)¢ € L?(R"), the Cauchy-Schwarz inequality

Kl = 1° + )7 0" + )9 0)
1(p* + %) I E* + )9 @) (10.3)

shows zﬂ € L'(R™). But now everything follows from the Riemann-Lebesgue
lemma

IN

N

Wllo < @072 + )M IR W)] + 19 @)I)
= (/202" + D)7 Hov |l + [[9]) (10.4)

177
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finishes the proof. (|

Now we come to our first result.

Theorem 10.2. Let V' be real-valued and V € LZ(R™) ifn > 3 and V €
LE(R™) + L3(R™) if n < 3. ThenV is relatively compact with respect to Hy.
In particular,

H=Hy+V, D(H) = H*(R"), (10.5)
is self-adjoint, bounded from below and
Oess(H) = [0, 00). (10.6)

Moreover, Cg°(R™) is a core for H.

Proof. Our previous lemma shows D(Hy) C D(V) and the rest follows
from Lemma 7.10 using f(p) = (p?> — 2)~! and g(x) = V(x). Note that
f e L2(R™) N L2(R™) for n < 3. O

Observe that since C°(R") C D(Hy), we must have V € L2 (R") if
D(V) CD(Hp).

10.2. The hydrogen atom

We begin with the simple model of a single electron in R? moving in the
external potential V' generated by a nucleus (which is assumed to be fixed
at the origin). If one takes only the electrostatic force into account, then
V is given by the Coulomb potential and the corresponding Hamiltonian is
given by

HY = —A - ﬁ D(HW) = H%(R®). (10.7)

T

If the potential is attracting, that is, if v > 0, then it describes the hydrogen

atom and is probably the most famous model in quantum mechanics.
As domain we have chosen ®(HW) = D(Hy) N @(ﬁ) = 9D (Hp) and by

Theorem 10.2 we conclude that H() is self-adjoint. Moreover, Theorem 10.2
also tells us

Tess(HM) = [0, 0) (10.8)
and that H® is bounded from below
Ey=info(HWV) > —cc. (10.9)

If v < 0 we have HY) > 0 and hence Ey = 0, but if v > 0, we might have
Ey < 0 and there might be some discrete eigenvalues below the essential
spectrum.
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In order to say more about the eigenvalues of H(1) we will use the fact
that both Hy and V(1) = —~/|z| have a simple behavior with respect to
scaling. Consider the dilation group

U(s)yp(z) = e "™/ ?p(e™*z),  seR, (10.10)
which is a strongly continuous one-parameter unitary group. The generator
can be easily computed

1 in
Dy(e) = 5 (ep+po)(a) = (ap— G )ble), ¢ ESEY.  (10.11)

Now let us investigate the action of U(s) on H")

HW(s) = U(=s)HVU(s) = e ¥ Hy + eV, D(HWV(s)) =D(HWD).

(10.12)
Now suppose Hi = Ay, then
(W, [U(s), HJ¢) = (U(=s)¥, Hy) — (Hp,U(s)y) =0 (10.13)
and hence
0 = lim L, [U(s), H}Y) = lim(U(-sp, Ty
= (¢, (2Ho + VV)y). (10.14)

Thus we have proven the virial theorem.
Theorem 10.3. Suppose H = Ho + V with U(—s)VU(s) = e *V. Then
any normalized eigenfunction v corresponding to an eigenvalue A\ satisfies

X =, Ho) = (6, V) (10.15)

In particular, all eigenvalues must be negative.

This result even has some further consequences for the point spectrum
of HD,
Corollary 10.4. Suppose v > 0. Then

op(HV) = 04(HY) = {Ej1}jeny,  Eo < Ej < Ej11 <0,  (10.16)

with limj_,oo Ej =0.
Proof. Choose ¢ € C2°(R\{0}) and set 9(s) = U(—s)y. Then
(W(s), HVY(s)) = e 2 (1), Howp) + e (1h, VD)) (10.17)

which is negative for s large. Now choose a sequence s, — oo such that
we have supp(¢(s,)) N supp(Y(sm)) = 0 for n # m. Then Theorem 4.11
(i) shows that rank(Ppa)((—00,0))) = oo. Since each eigenvalue E; has
finite multiplicity (it lies in the discrete spectrum) there must be an infinite
number of eigenvalues which accumulate at 0. ([
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If v < 0 we have oq(H®) = @ since HM) > 0 in this case.

Hence we have gotten a quite complete picture of the spectrum of H®).
Next, we could try to compute the eigenvalues of H() (in the case v > 0) by
solving the corresponding eigenvalue equation, which is given by the partial
differential equation

— Ag(z) — Lap(x) = Mp(x). (10.18)

||

For a general potential this is hopeless, but in our case we can use the rota-
tional symmetry of our operator to reduce our partial differential equation
to ordinary ones.

First of all, it suggests itself to switch to spherical coordinates (z1, z2, x3)
(r, 6, ¢)
x1 =rsin(f) cos(p), x2 =rsin(f)sin(y), w3 = rcos(d), (10.19)
which correspond to a unitary transform
L*(R3) — L*((0,00),r%dr) @ L?((0,),sin(8)df) @ L*((0,2x),dy). (10.20)
In these new coordinates (7,6, ¢) our operator reads

10,0 1
m__ - “,2 L2 _
HY = —orie+ SLP4 V), V() =——, (10.21)

where
1 0 0 1 0?2

=L+ 4+12=—F1

Sln(@) % Sm(@)% — 7811’1(9)2 87g02 (1022)

(Recall the angular momentum operators L; from Section 8.2.)

Making the product ansatz (separation of variables)

(.0, 0) = R(r)0(0)®(p) (10.23)

we obtain the following three Sturm-Liouville equations

(—:2;717"2;” + W; D, vm) R(r) = AR(r)

1 d . d m? B

d2q> = m’® 10.24
e (p) = m ®(yp) (10.24)

The form chosen for the constants I(I + 1) and m? is for convenience later
on. These equations will be investigated in the following sections.
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10.3. Angular momentum

We start by investigating the equation for ®(¢) which associated with the
Stum-Liouville equation

o =—9"  I=(0,2m). (10.25)

since we want v defined via (10.23) to be in the domain of Hy (in particu-
lar continuous), we choose periodic boundary conditions the Stum-Liouville
equation

AD =7d, D(A)={® e L*0,2r)| & € AC'[0,27], .
®(0) = ®(27), ®'(0) = ®/'(27)}
(10.26)

From our analysis in Section 9.1 we immediately obtain

Theorem 10.5. The operator A defined via (10.25) is self-adjoint. Its
spectrum is purely discrete

o(A) = 04(A) = {m*m € Z} (10.27)

and the corresponding eigenfunctions

e, m e Z, (10.28)

form an orthonormal basis for L(0,27).

Note that except for the lowest eigenvalue, all eigenvalues are twice de-
generate.

We note that this operator is essentially the square of the angular mo-
mentum in the third coordinate direction, since in polar coordinates
10

L= 155 (10.29)

Now we turn to the equation for ©(6)

m2

1 :
Tm®(6) = sin(0) <_d9 sm(@)@ + sin(0)

) ©(0), I=(0,m),m e Np.
(10.30)
For the investigation of the corresponding operator we use the unitary
transform
L%((0,7),sin(A)dh) — L?((—1,1),dx), ©O(#) — f(zx) = O(arccos(z)).
(10.31)

The operator 7 transforms to the somewhat simpler form

d 2
m:_il_ 2
T, da:( x“)

d m
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The corresponding eigenvalue equation
Tmu =11+ 1)u (10.33)

is the associated Legendre equation. For [ € Ny it is solved by the
associated Legendre functions

Pp(z) = (1 — x2)m/2;‘57n3(x), (10.34)
where
d !

are the Legendre polynomials. This is straightforward to check. More-
over, note that Pj(x) are (nonzero) polynomials of degree [. A second,
linearly independent solution is given by

x dt
Qunla) = Pinle) | =

In fact, for every Sturm-Liouville equation v(z) = u(z) [* p(t)dﬁ satisfies

(10.36)

7v = 0 whenever Tu = 0. Now fix [ = 0 and note Py(xz) = 1. For m = 0 we
have Qoo = arctanh(x) € L? and so 79 is l.c. at both end points. For m > 0
we have Qo = (2+1)""/2(C'+ O(z £ 1)) which shows that it is not square
integrable. Thus 7, is l.c. for m = 0 and l.p. for m > 0 at both endpoints.
In order to make sure that the eigenfunctions for m = 0 are continuous (such
that v defined via (10.23) is continuous) we choose the boundary condition
generated by Py(z) =1 in this case

Anf=1f, D(An)={f € L*(-1,1)| f € ACY(0,7),7f € L*(~1,1) .
limg 41(1 — 22)f'(z) = 0}
(10.37)

Theorem 10.6. The operator A,,, m € Ny, defined via (10.57) is self-
adjoint. Its spectrum is purely discrete

0(Am) = 0a(Am) = {11+ 1)|l € No,1 > m} (10.38)

and the corresponding eigenfunctions

20+ 1 (1 +m)!
Ui (%) = /QEZ_m;!PZm(;p), I € No,l>m, (10.39)

form an orthonormal basis for L*(—1,1).

Proof. By Theorem 9.6, A,, is self-adjoint. Moreover, P, is an eigenfunc-
tion corresponding to the eigenvalue [(I + 1) and it suffices to show that P,
form a basis. To prove this, it suffices to show that the functions Py, (z)
are dense. Since (1 — 2?) > 0 for # € (—1,1) it suffices to show that the
functions (1 — z2)~"/2P,,(z) are dense. But the span of these functions
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contains every polynomial. Every continuous function can be approximated
by polynomials (in the sup norm and hence in the L? norm) and since the
continuous functions are dense, so are the polynomials.

The only thing remaining is the normalization of the eigenfunctions,
which can be found in any book on special functions. ([

Returning to our original setting we conclude that
O (0) = 77)'le(005(9)), l=mm-+1,... (10.40)
m)!

form an orthonormal basis for L?((0, 7),sin(6)df) for any fixed m € No.

Theorem 10.7. The operator L? on L*((0,7),sin(8)df) @ L*((0,2x)) has
a purely discrete spectrum given

o(L*) = {I(1 4+ 1)| € Np}. (10.41)

The spherical harmonics

204+ 1 (1 + |m|)! i
Yiin(6.9) = O ()1 () = \/ T P cos@)e™e. | <1
(10.42)
form an orthonormal basis and satisfy L?Y},, = 1(I + 1)Yy, and L3Yi, =
mYim,.

Proof. Everything follows from our construction, if we can show that Y,
form a basis. But this follows as in the proof of Lemma 1.9. O

Note that transforming Y, back to cartesian coordinates gives

2041 (1 +m)! -
Utmlp
4 (I —m)! r

T3 I + iIL'Q m
i () = il (

= 10.43
) el (03)

where P, is a polynomial of degree [ — m given by

dl+m

Po(x) = (1 —22)72P,, (2) — 2, (10.44)

= daren !
In particular, Y}, are smooth away from the origin and by construction they
satisfy

I(1+1)
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10.4. The eigenvalues of the hydrogen atom

Now we want to use the considerations from the previous section to decom-
pose the Hamiltonian of the hydrogen atom. In fact, we can even admit any
spherically symmetric potential V(z) = V (|z|) with

V(r) € L2(R) + L*((0, 00), r2dr). (10.46)
The important observation is that the spaces
Him = {¢(x) = R(r)Yim (0, ¢)|R(r) € L*((0,00),r?dr)} (10.47)
reduce our operator H = Hy + V. Hence
H:H0+V:@FIZ, (10.48)
Im
where
~ . N 1d od I(l+1)
HR(r) = 7TR(r), 7= —2g " 2 +V(r)
D(H) C L*(0,00),r2dr). (10.49)

Using the unitary transformation
L*((0,00),r%dr) — L*((0, 00)), R(r) — u(r) =rR(r), (10.50)
our operator transforms to

? l(l+1
Alf - Tlf7 TZZ_W (7“2 )—i-V(?“)

D(4;) < L*((0,00)). (10.51)

It remains to investigate this operator.

Theorem 10.8. The domain of the operator A; is given by

D(A) ={feL?)| f,f € ACI),f € L*(I), (10.52)
lim, o (f(r) —rf'(r)) =0 if | = 0},

where I = (0,00). Moreover, ess(A;) = [0,00).

Proof. By construction of A; we know that it is self-adjoint and satisfies
Oess(A;) = [0,00). Hence it remains to compute the domain. We know at

least ©(4;) C D(7) and since D(H) = D(Hp) it suffices to consider the case
V = 0. In this case the solutions of —u'(r) + l(l%l)u(r) = 0 are given by
u(r) = ar'™™l + Br=l. Thus we are in the Lp. case at oo for any I € Nj.

However, at 0 we are in the l.p. case only if [ > 0, that is, we need an

additional boundary condition at 0 if [ = 0. Since we need R(r) = @ to

be bounded (such that (10.23) is in the domain of Hj), we have to take the
boundary condition generated by u(r) = r. O
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Finally let us turn to some explicit choices for V', where the correspond-
ing differential equation can be explicitly solved. The simplest case is V =0
in this case the solutions of

— " (r) + l(l; 1)u(r) = zu(r) (10.53)

are given by the spherical Bessel respectively spherical Neumann func-
tions

u(r) = aj(var) + Bn(Ver), (10.54)

[ .
jl(T) _ (—T)l <1d> SIH(T')' (10'55)

where

rdr r
In particular,

ua(z,7) = ji(v/zr) and  up(z,r) = ji(V/2r) + in(V/zr) (10.56)
are the functions which are square integrable and satisfy the boundary con-
dition (if any) near a = 0 and b = oo, respectively.

The second case is that of our Coulomb potential

V(r) = —%, v >0, (10.57)

where we will try to compute the eigenvalues plus corresponding eigenfunc-
tions. It turns out that they can be expressed in terms of the Laguerre
polynomials

r dj —r..J
Li(r)=e 7° 7! (10.58)

and the associated Laguerre polynomials
dk
LE(r) = k(). (10.59)
Note that L? is a polynomial of degree j — k.

Theorem 10.9. The eigenvalues of HY are explicitly given by

2
2
E.=—\757) > No. 10.
(2(n+1)> n € Ny (10.60)
An orthonormal basis for the corresponding eigenspace is given by
Unim (@) = Ry (1) Yim (@), (10.61)

where

!
3 (n —1)! or — 5l 7 2l4+1 yr
— D) T, . (10.62
Ba(r) \/2n3((n+l+1)!)3 nt1) ¢ ”“H(n—i—l) (1062)

In particular, the lowest eigenvalue Fy = —% 1s simple and the correspond-

. . . s _ . .
ing eigenfunction oo () = \/ f5-e 17/2 s positive.
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Proof. It is a straightforward calculation to check that R,,; are indeed eigen-

functions of A; corresponding to the eigenvalue —(ﬁ? and for the norm-

ing constants we refer to any book on special functions. The only problem
is to show that we have found all eigenvalues.

Since all eigenvalues are negative, we need to look at the equation

(141
—)+ (D ) = ) (10.63)
for A < 0. Introducing new variables z = v/—Ar and v(z) = m’f—ilu(\/’}/\)
this equation transforms into
B

2" (z) +2(1 + 1 — 2)v'(z) + 2nv(z) =0, n= —(l+1). (10.64)

2v/—A
Now let us search for a solution which can be expanded into a convergent
power series

v() =Y viad, v =1 (10.65)
=0

The corresponding u(r) is square integrable near 0 and satisfies the boundary
condition (if any). Thus we need to find those values of A for which it is
square integrable near +oc0.

Substituting the ansatz (10.65) into our differential equation and com-
paring powers of x gives the following recursion for the coefficients

2(j —n)

= . 10.66
U = GEDG 120 ) (10.66)
and thus .
1% 2(k—n)
e 10.
RIS STy (10.67)

Now there are two cases to distinguish. If n € Np, then v; = 0 for j > n
and v(z) is a polynomial. In this case u(r) is square integrable and hence an
eigenfunction corresponding to the eigenvalue A, = —(m)z. Otherwise

@< for j sufficiently large. Hence by adding a polynomial

J! ,
to v(z) we can get a function ¥(z) such that v; > (2;!6)] for all j. But

we have v; >

then o(x) > exp((2 — ¢)z) and thus the corresponding u(r) is not square
integrable near —oo. O

10.5. Nondegeneracy of the ground state

The lowest eigenvalue (below the essential spectrum) of a Schrédinger oper-
ator is called ground state. Since the laws of physics state that a quantum
system will transfer energy to its surroundings (e.g., an atom emits radia-
tion) until it eventually reaches its ground state, this state is in some sense
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the most important state. We have seen that the hydrogen atom has a
nondegenerate (simple) ground state with a corresponding positive eigen-
function. In particular, the hydrogen atom is stable in the sense that there
is a lowest possible energy. This is quite surprising since the corresponding
classical mechanical system is not, the electron could fall into the nucleus!

Our aim in this section is to show that the ground state is simple with a
corresponding positive eigenfunction. Note that it suffices to show that any
ground state eigenfunction is positive since nondegeneracy then follows for
free: two positive functions cannot be orthogonal.

To set the stage let us introduce some notation. Let $ = L?(R™). We call
f € L?*(R") positive if f > 0 a.e. and f # 0. We call f strictly positive if
f > 0a.e.. A bounded operator A is called positivity preserving if f >0
implies Af > 0 and positivity improving if f > 0 implies Af > 0. Clearly
A is positivity preserving (improving) if and only if (f, Ag) > 0 (> 0) for
f9=0.
Example. Multiplication by a positive function is positivity preserving (but
not improving). Convolution with a strictly positive function is positivity
improving. o

We first show that positivity improving operators have positive eigen-
functions.

Theorem 10.10. Suppose A € L£(L*(R™)) is a self-adjoint, positivity im-
proving and real (i.e., it maps real functions to real functions) operator. If
|A|| is an eigenvalue, then it is simple and the corresponding eigenfunction
is strictly positive.

Proof. Let ¢ be an eigenfunction, then it is no restriction to assume that 1
is real (since A is real both real and imaginary part of ¢ are eigenfunctions
as well). We assume ||| = 1 and denote by ¢y = fiT”f' the positive and
negative parts of 1. Then by |Ay| = |[Ayy — AY_| < Ay + Ay = Al
we have

A1l = (b, 4v) < (], 1401} < (o, AR < A, (10.68)
that is, (¢, Av) = (||, A|Y|) and thus
(s, Aoy = 3 (191, A} — (3, 4)) =0, (10.69)

Consequently ¥_ = 0 or ¥4 = 0 since otherwise Ay_ > 0 and hence also
(4, AY_) > 0. Without restriction ¥ = ¢4 > 0 and since A is positivity
increasing we even have ¢ = || A[| ' A > 0. O

So we need a positivity improving operator. By (7.42) and (7.43) both
E-tHo t > 0 and R)(Hp), A < 0 are since they are given by convolution
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with a strictly positive function. Our hope is that this property carries over
to H=Hy+ V.

Theorem 10.11. Suppose H = Hy + V is self-adjoint and bounded from
below with C°(R™) as a core. If Ey = mino(H) is an eigenvalue, it is
stmple and the corresponding eigenfunction is strictly positive.

Proof. We first show that e *, ¢t > 0, is positivity preserving. If we set
Vi = VX{a||V(2)|<n}, then V;, is bounded and H, = Ho + V,, is positivity
preserving by the Trotter product formula since both e 0 and e~*V are.
Moreover, we have Hpip — Hy for ¢p € C°(R™) (note that necessarily
Ve LZQOC) and hence H,, = H in strong resolvent sense by Lemma 6.28.
Hence e tn 2 e=tH by Theorem 6.23, which shows that e " is at least
positivity preserving (since 0 cannot be an eigenvalue of e 7*f it cannot map

a positive function to 0).
Next I claim that for v positive the closed set
N() = {p € L*(R") | 2 0, {p,e"*y)) = 0Vs5 > 0} (10.70)
is just {0}. If ¢ € N(z) we have by e *H1) > 0 that e *¢) = 0. Hence
eVrpe=sHqp = 0, that is e!V»p € N(3). In other words, both e» and e~

leave N(v) invariant and invoking again Trotter’s formula the same is true
for

k
e_t(H_Vn) = s-lim (e_%He%V") . (1071)

k—o00
Since e tH=Vn) 2, ¢=tHo e finally obtain that e ~*H0 leaves N (1)) invariant,
but this operator is positivity increasing and thus N(¢) = {0}.

Now it remains to use (7.41) which shows

(o, Ru(N)Y) = /OOO Mp, e M y)dt >0, A < Ep, (10.72)

for ¢, ¥ positive. So Ry () is positivity increasing for A < Ej.

If ¢ is an eigenfunction of H corresponding to Ejy it is an eigenfunction

of Ry (M) corresponding to EolfA and the claim follows since ||[Rg(M\)|| =

1
o U




Chapter 11

Atomic Schrodinger
operators

11.1. Self-adjointness

In this section we want to have a look at the Hamiltonian corresponding to
more than one interacting particle. It is given by

N N
H= _ZAj—i_Z‘/}’k(mj — xg). (11.1)
j=1 j<k
We first consider the case of two particles, which will give us a feeling
for how the many particle case differs from the one particle case and how
the difficulties can be overcome.

We denote the coordinates corresponding to the first particle by z; =
(x1,1,21,2,21,3) and those corresponding to the second particle by zo =
(21,222, 2,3). If we assume that the interaction is again of the Coulomb
type, the Hamiltonian is given by
H=-Ay—Ay— —— D(H) = H(R). (11.2)
|71 — @2
Since Theorem 10.2 does not allow singularities for n > 3, it does not tell
us whether H is self-adjoint or not. Let

1 I I

(Y1, 2) = NG < 11 > (71, 22), (11.3)
then H reads in this new coordinates

v/V2

H= (-0 + (-8 = 1%

). (11.4)

189
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In particular, it is the sum of a free particle plus a particle in an external
Coulomb field. From a physics point of view, the first part corresponds to
the center of mass motion and the second part to the relative motion.

Using that v/(v/2|y2|) has (—As)-bound 0 in L?(R?) it is not hard to
see that the same is true for the (—A; — Ag)-bound in L?(R®) (details will
follow in the next section). In particular, H is self-adjoint and semi-bounded
for any v € R. Moreover, you might suspect that v/(v/2]yz|) is relatively
compact with respect to —Aj — Ay in L?(R%) since it is with respect to —A
in L?(R%). However, this is not true! This is due to the fact that v/(v/2|ya])
does not vanish as |y| — oc.

Let us look at this problem from the physical view point. If A € o.s5(H),
this means that the movement of the whole system is somehow unbounded.
There are two possibilities for this.

Firstly, both particles are far away from each other (such that we can
neglect the interaction) and the energy corresponds to the sum of the kinetic
energies of both particles. Since both can be arbitrarily small (but positive),
we expect [0,00) C oess(H).

Secondly, both particles remain close to each other and move together.
In the last coordinates this corresponds to a bound state of the second
operator. Hence we expect [A\g,00) C 0css(H), where \g = —72/8 is the
smallest eigenvalue of the second operator if the forces are attracting (y > 0)
and Ao = 0 if they are repelling (v < 0).

It is not hard to translate this intuitive ideas into a rigorous proof.
Let 11(y1) be a Weyl sequence corresponding to A € [0,00) for —A; and
2 (y2) be a Weyl sequence corresponding to Ao for —As —~/(v/2|ya|). Then,
¥1(y1)Y2(y2) is a Weyl sequence corresponding to A + Ao for H and thus
Ao, 00) C 0ess(H). Conversely, we have —A; > 0 respectively —Ag —
v/(v/2|y2]) > Ao and hence H > \g. Thus we obtain

_72/87 i 2 0

0 Vo (11.5)

U(H) = Uess(H) = [)\Q,OO), )\D = {

Clearly, the physically relevant information is the spectrum of the operator

—A2 —7/(v/2|y2|) which is hidden by the spectrum of —A;. Hence, in order

to reveal the physics, one first has to remove the center of mass motion.
To avoid clumsy notation, we will restrict ourselves to the case of one

atom with N electrons whose nucleus is fixed at the origin. In particular,
this implies that we do not have to deal with the center of mass motion
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encountered in our example above. The Hamiltonian is given by

N N N N
HOY = =3 TA =Y Vaele) + 30D Veelaj — ),
i=1 j=1 j=1j<k
DHW)Y) = HARN), (11.6)

where V,,. describes the interaction of one electron with the nucleus and V.
describes the interaction of two electrons. Explicitly we have

Vj(x) = %, v >0, j=ne,ee. (11.7)

We first need to establish self-adjointness of H(V). This will follow from
Kato’s theorem.

Theorem 11.1 (Kato). Let Vj, € LX(R?) + L2(R?), d < 3, be real-valued
and let Vi.(y™®) be the multiplication operator in L>(R™), n = Nd, obtained
by letting y*) be the first d coordinates of a unitary transform of R™. Then
Vi, is Hy bounded with Hy-bound 0. In particular,

H=Hy+> W"), DH)=H®R", (11.8)
k

is self-adjoint and C3°(R™) is a core.

Proof. It suffices to consider one k. After a unitary transform of R” we can
assume y!) = (z1,...,24) since such transformations leave both the scalar
product of L?(R™) and Hy invariant. Now let ¢ € S(R"), then
Wbl <a [ d@Pde+ 8 [ p@Pde (19
R R"

where A = Z?Zl 0%/9%z;, by our previous lemma. Hence we obtain

d
Wl? < o [ S pimPay + P
j=1

n
< @ [ 13 el + Rl
R 5
= | Hop|> + b*[|9], (11.10)
which implies that V} is relatively bounded with bound 0. U

11.2. The HVZ theorem

The considerations of the beginning of this section show that it is not so
ecasy to determine the essential spectrum of H®) since the potential does
not decay in all directions as |z| — oo. However, there is still something we
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can do. Denote the infimum of the spectrum of H®) by AN. Then, let us
split the system into HV—1 plus a single electron. If the single electron is
far away from the remaining system such that there is little interaction, the
energy should be the sum of the kinetic energy of the single electron and
the energy of the remaining system. Hence arguing as in the two electron
example of the previous section we expect

Theorem 11.2 (HVZ). Let HN) be the self-adjoint operator given in (11.6).
Then HM) is bounded from below and

Tess(HN)) = MV o0, (11.11)

where AN=1 = min o (HV-1) < 0.

In particular, the ionization energy (i.e., the energy needed to remove
one electron from the atom in its ground state) of an atom with N electrons
is given by AV — AN-1,

Our goal for the rest of this section is to prove this result which is due to
Zhislin, van Winter and Hunziker and known as HVZ theorem. In fact there
is a version which holds for general N-body systems. The proof is similar
but involves some additional notation.

The idea of proof is the following. To prove [AN=1 00) C gess(HWNY))
we choose Weyl sequences for HN=1) and —Ay and proceed according to
our intuitive picture from above. To prove o.ss(H (v )) C (AN
localize HN) on sets where either one electron is far away from the others
or all electrons are far away from the nucleus. Since the error turns out
relatively compact, it remains to consider the infimum of the spectra of
these operators. For all cases where one electron is far away it is AN "1 and
for the case where all electrons are far away from the nucleus it is 0 (since
the electrons repel each other).

We begin with the first inclusion. Let N~ 1(z,...,zx_1) € H>(R3WV-1)
such that [pN=1| = 1, [[((HO-D — A\N-D)ypN=1|| < ¢ and o' € H?(R?)
such that ||| = 1, [[(-Anx — A)¥!|| < e for some A > 0. Now consider
U1, .. on) = YN Ny, o)WYk (eN), Y (zy) = (zy — 1), then

JCHN =X = AV | < JHND - AN

HY (AN = A
N-1

IV = > Vv, (11.12)

j=1

o0) we will

where Viy = Vie(zn) and Vi j = Vee(zn—2;5). Since (VN—Zé\Sl V)Nt e
L*(R3N) and [t}| — 0 pointwise as |r| — oo (by Lemma 10.1), the third
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term can be made smaller than ¢ by choosing |r| large (dominated conver-
gence). In summary,

[(HN — X = ANy, || < 3¢ (11.13)

proving [\ -1, 00) C ees (HM).
The second inclusion is more involved. We begin with a localization

formula, which can be verified by a straightforward computation

Lemma 11.3 (IMS localization formula). Suppose ¢; € C*(R"), 0 < j <
N, is such that

N
D 6@ =1, zeR", (11.14)
=0
then
N
A =" diA¢ — |0, ¢ € HA(RY). (11.15)
j=0

Abbreviate B = {z € R3V||z| > 1}. Now we will choose ¢;, 1 < j < N,
in such a way that z € supp(¢;) N B implies that the j-th particle is far
away from all the others and from the nucleus. Similarly, we will choose ¢q
in such a way that = € supp(¢o) N B implies that all particle are far away
from the nucleus.

Lemma 11.4. There exists functions ¢; € C>*(R",[0,1]), 0 < j < N, is
such that (11.14) holds,

supp(¢;) N B C {x € Bl|z; — x| > C|z| for all £ # j, and |z;| > Clx|},
supp(¢o) N B C {z € B||z¢| > C|x| for all ¢} (11.16)

for some C € [0,1], and |0¢;(x)| — 0 as |z| — cc.

Proof. Consider the sets

Uy = {zc SN |z; — xg| > n~! for all £ # j, and |x;] > n~'},
Uy = {ze€ SgN*ll lzg| > n~! for all ¢}. (11.17)
We claim that
oo N
U Jur = s, (11.18)
n=135=0

Indeed, suppose there is an € S3N~! which is not an element of this union.

Then z ¢ Uy for all n implies 0 = |z;| for some j, say j = 1. Next, since
x ¢ Up for all n implies 0 = |z; — z1| = |x;| for some j > 1, say j = 2.
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Proceeding like this we end up with x = 0, a contradiction. By compactness
of S3V—1 we even have

N
Jup =gVt (11.19)
=0

for n sufficiently large. It is well-known that there is a partition of unity
¢j(x) subordinate to this cover. Extend ¢;(x) to a smooth function from
R3M\ {0} to [0,1] by

bj(Ax) = di(x), xe SN A>0, (11.20)

and pick a function ¢ € C(R3N,[0,1]) with support inside the unit ball
which is 1 in a neighborhood of the origin. Then

b; = ¢+ (1-9)¢;
VERed+ (1)

are the desired functions. The gradient tends to zero since ¢j(Ax) = ¢;(z)
for A > 1 and |z| > 1 which implies (9¢;)(Az) = A"1(d¢;)(x). O

(11.21)

By our localization formula we have

N N
HM =3 6, HN g + K, K =3 iV 40", (11.22)
=0 J=0

where
N N N N N
HY) = =% A=Y Vit Y Vi, HYO =23 A+ Vi
(=1 0+£j k<l, k] =1 k<t
N N
VIV = vy v, VIVO =3, (11.23)
(#] (=1

To show that our choice of the functions ¢; implies that K is relatively
compact with respect to H we need the following

Lemma 11.5. Let V be Hy bounded with Hy-bound 0 and suppose that
[X{2|lzj>r}V RHo (2)]| — 0 as R — oo. Then V is relatively compact with
respect to Hy.

Proof. Let v, converge to 0 weakly. Note that [[¢,] < M for some
M > 0. It suffices to show that ||V Rp,(z)n|| converges to 0. Choose
¢ € C°(R™,[0,1]) such that it is one for |x| < R. Then
VR (2)¢nll < [I(1 = &)V Rie (2)¢nl + VR, (2)¢n]]
< (1= )V Ru (=)o ll¥onll +
al|Ho¢ Ry (2)onl| + bllo R, (2) . (11.24)
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By assumption, the first term can be made smaller than ¢ by choosing R
large. Next, the same is true for the second term choosing a small. Finally,
the last term can also be made smaller than ¢ by choosing n large since ¢
is Hy compact. O

The terms |0¢;|* are bounded and vanish at oo, hence they are Hy
compact by Lemma 7.10. The terms gij(N J) are relatively compact by
the lemma and hence K is relatively compact with respect to Hy. By
Lemma 6.22, K is also relatively compact with respect to H) since V)
is relatively bounded with respect to Hy.

In particular H™) — K is self-adjoint on H2(R3N) and oes(HWNY)) =
aess(H(N) — K). Since the operators HW3) 1 < j < N, are all of the
form H® =Y plus one particle which does not interact with the others and
the nucleus, we have H™V9) — \N-1 > 1 < j < N. Moreover, we have
H®O > 0 since Vj;, > 0 and hence

N

(o, (HW — K =M1y = (g0, (HN = AV ")gy0) > 0. (11.25)

j=0
Thus we obtain the remaining inclusion
Oess(HMN)) = 6o s(HN) — K) Co(HN) — K) C AV1 00)  (11.26)
which finishes the proof of the HVZ theorem.

Note that the same proof works if we add additional nuclei at fixed
locations. That is, we can also treat molecules if we assume that the nuclei
are fixed in space.

Finally, let us consider the example of Helium like atoms (N = 2). By
the HVZ theorem and the considerations of the previous section we have
2
Oess(H?) = [-74¢, 00). (11.27)
Moreover, if .. = 0 (no electron interaction), we can take products of one
particle eigenfunctions to show that
1 1
2 2
— Tne <4n2 + W) S Up(H( )('Yee = 0))7 n,me N. (1128)
In particular, there are eigenvalues embedded in the essential spectrum in
this case. Moreover, since the electron interaction term is positive, we see

~2
H? > —e. (11.29)
Note that there can be no positive eigenvalues by the virial theorem. This
even holds for arbitrary IV,

op,(HM) C (=00,0). (11.30)






Chapter 12

Scattering theory

12.1. Abstract theory

In physical measurements one often has the following situation. A particle
is shot into a region where it interacts with some forces and then leaves
the region again. Outside this region the forces are negligible and hence the
time evolution should be asymptotically free. Hence one expects asymptotic
states ¥4 (t) = exp(—itHp)1+(0) to exist such that

() —yL(t)]] =0 as t — +oo. (12.1)

Rewriting this condition we see

0= Tlim [le”™(0) — e ™0y (0) = lim [¢p(0) — e e 0y (0)]
t—+oo t—+oo

(12.2)
and motivated by this we define the wave operators by
D(Ny) = {v € HFlimy_soetHe1tHog)
i itH o —itH, : (12.3)
Qi = limy_yoe e 0y

197



198 12. Scattering theory

The set D(£24) is the set of all incoming/outgoing asymptotic states ¥+ and
Ran(Q4) is the set of all states which have an incoming/outgoing asymptotic
state. If a state ¢ has both, that is, ¢ € Ran(€24) N Ran(Q_), it is called a
scattering state.

By construction we have
|2up] = lim e e oy = Tyl =[] (124)

and it is not hard to see that ©(€.4) is closed. Moreover, interchanging the
roles of Hy and H amounts to replacing Q4 by Q3" and hence Ran(€4) is
also closed. In summary,

Lemma 12.1. The sets ©(2+) and Ran(Q+) are closed and Q4 : D(Qy) —
Ran(Q4) is unitary.

Next, observe that

. hgl eitHe—itHo (e—isH()w) — . hftn e—isH(ei(t—l—S)He—i(t—}—S)How) (125)
and hence . .
Que oy = e7HHQ ) 1h € D(Q). (12.6)

In addition, ®(24) is invariant under exp(—itHp) and Ran(€+) is invariant
under exp(—itH). Moreover, if 1) € D(Q+)" then

(p,exp(—itHp)y) = (exp(itHp)p,) =0, ¢ € D(Ng). (12.7)
Hence D(Q4)* is invariant under exp(—itHp) and Ran(Q4)* is invariant
under exp(—itH). Consequently, (24 ) reduces exp(—itHp) and Ran(Qy)
reduces exp(—itH). Moreover, differentiating (12.6) with respect to ¢ we
obtain from Theorem 5.1 the intertwining property of the wave operators.

Theorem 12.2. The subspaces D(Qy) respectively Ran(Qy) reduce Hy re-
spectively H and the operators restricted to these subspaces are unitarily
equivalent

Qi Hytp = HQ4 ), P e @(Qi) ND(Hy). (12.8)

It is interesting to know the correspondence between incoming and out-
going states. Hence we define the scattering operator
S=0'0_, D(S)={y € D(Q)|Q_1) € Ran(Q4)}. (12.9)

Note that we have D(S) = ®(Q_) if and only if Ran(Q2_) C Ran(2) and
Ran(S) = ©(Q4) if and only if Ran(Q4) € Ran(Q2_). Moreover, S is unitary
from ®(S) onto Ran(S) and we have

HySv = SHyp, D(Hp) ND(S). (12.10)

However, note that this whole theory is meaningless until we can show
that ©(€Q4) are nontrivial. We first show a criterion due to Cook.
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Lemma 12.3 (Cook). Suppose D(H) C ©(Hy). If

/OOO |(H — Ho) exp(FitHo)|dt < o, o € D(Hy), (12.11)
then 1 € ©(Q4), respectively. Moreover, we even have
(22 =l < [ G — Ho) exp(itto (12.12)
in this case.
Proof. The result follows from
eltHemitHoy, — o)) 4 i/t exp(isH)(H — Ho) exp(—isHo)yds (12.13)
which holds for ¢ € ’D(Ho)o. O

As a simple consequence we obtain the following result for Schrédinger
operators in R?

Theorem 12.4. Suppose Hgy is the free Schrodinger operator and H =
Ho+V with V € L*(R3), then the wave operators exist and D(Qx) = 9.

Proof. Since we want to use Cook’s lemma, we need to estimate
VoI = [ Vs oPde, o) = explsHow, (1214
for given ¢ € ©(Hp). Invoking (7.34) we get

1
< < —m—
IVHEI < WG IllVI < gV, s>0, (1215)
at least for ¢ € L*(R®). Moreover, this implies
o 1
< .
| e < v (12.16)
and thus any such v is in D (€4 ). Since such functions are dense, we obtain
D(Qy) = H. Similarly for Q_. O

By the intertwining property ¢ is an eigenfunction of Hj if and only
if it is an eigenfunction of H. Hence for ¢ € §,,(Hp) it is easy to check
whether it is in ({24 ) or not and only the continuous subspace is of interest.
We will say that the wave operators exist if all elements of $,.(Hyp) are
asymptotic states, that is,

Hac(Ho) € D(Q) (12.17)

and that they are complete if, in addition, all elements of $,.(H) are
scattering states, that is,

$Hac(H) € Ran(Qy). (12.18)
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If we even have
Hc(H) C Ran(Q4), (12.19)

they are called asymptotically complete. We will be mainly interested in
the case where Hy is the free Schrédinger operator and hence ,.(Hy) = 9.
In this later case the wave operators exist if ©(Q4) = §, they are complete if
Hac(H) = Ran(Q4), and asymptotically complete if H.(H) = Ran(2+). In
particular asymptotic completeness implies H,.(H) = () since H restricted
to Ran(€+) is unitarily equivalent to Hp.

12.2. Incoming and outgoing states

In the remaining sections we want to apply this theory to Schrodinger op-
erators. Our first goal is to give a precise meaning to some terms in the
intuitive picture of scattering theory introduced in the previous section.

This physical picture suggests that we should be able to decompose
1 € $ into an incoming and an outgoing part. But how should incom-
ing respectively outgoing be defined for ¢ € $7 Well incoming (outgoing)
means that the expectation of 22 should decrease (increase). Set z(t)? =
exp(iHot)x? exp(—iHot), then, abbreviating 1 (t) = e o4,
%Ew(w(t)% = (0(1),i[Ho, #*]9(t)) = 4((t), DY(1)), ¥ € S(R™),

(12.20)

where D is the dilation operator introduced in (10.11). Hence it is natural
to consider ¢ € Ran(Py),

Py = Pp((0,£00)), (12.21)

as outgoing respectively incoming states. If we project a state in Ran(Py)
to energies in the interval (a?,b?), we expect that it cannot be found in a
ball of radius proportional to alt| as t — +o00 (a is the minimal velocity of
the particle, since we have assumed the mass to be two). In fact, we will
show below that the tail decays faster then any inverse power of |¢|.

We first collect some properties of D which will be needed later on. Note
FD =-DF (12.22)

and hence Ff(D) = f(—D)F. To say more we will look for a transformation
which maps D to a multiplication operator.

Since the dilation group acts on |z| only, it seems reasonable to switch
to polar coordinates r = rw, (t,w) € Rt x S"71. Since U(s) essentially
transforms r into r exp(s) we will replace r by p = In(r). In these coordinates
we have

U(s)p(ePw) = e ™/ 2p(elP=9)y) (12.23)
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and hence U (s) corresponds to a shift of p (the constant in front is absorbed
by the volume element). Thus D corresponds to differentiation with respect
to this coordinate and all we have to do to make it a multiplication operator
is to take the Fourier transform with respect to p.

This leads us to the Mellin transform
M: PRY) = LRx 5" - (1224)
biw) = MP)Aw) = \/12—%/0 rfi)‘w(rw)rgfldr

By construction, M is unitary, that is,

/R/Snl |(MY)(\, w)PdAdtw = /]R+ /Snl (b (re) [P L drd™ L,

where d"lw is the normalized surface measure on S”~!. Moreover, 1229
MIU(s)M = 752 (12.26)
and hence
MTIDM = . (12.27)
From this it is straightforward to show that
0(D) =0uc(D) =R,  04(D) = 0pp(D) =0 (12.28)

and that S(R™) is a core for D. In particular we have P, + P_ = 1.

Using the Mellin transform we can now prove Perry’s estimate [11].
Lemma 12.5. Suppose f € C°(R) with supp(f) C (a?,b%) for some a,b >
0. For any R € R, N € N there is a constant C' such that

C

—itHg < ——m—

+t >0, (12.29)
respectively.

Proof. We prove only the + case, the remaining one being similar. Consider
1 € S(R™). Introducing

lb(t,x) - e_itHOf(HU)PD((Rv OO))¢<$) = <Kt,$7fPD((R7 OO))¢>

= (Ktz, Pp((—00, —R))), (12.30)
where .
Kialp) = G707 (12.31)

we see that it suffices to show
const

||PD((_OO> _R))Kt,:v||2 < W’

for |x| < 2alt|, t > 0. (12.32)
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Now we invoke the Mellin transform to estimate this norm
R
I1Po((~o0~RNKalP = [ [ [(ME)O )P e, (1233)
—o0 JSn—

Since . -
— 3 ia(r)
(ME©2) (0 ) = s /0 F(r)e®dr (12.34)
with f(r) = f(r2)*r"/>=1 € 02((a%,b?)), a(r) = tr? + rwz — AIn(r). Esti-

mating the derivative of o we see
o(r)y=2tr+wx—X\/r>0, re(ab), (12.35)
for~)\ < —R and t > R(2ea)~!, where ¢ is the distance of a to the support
of f. Hence we can find a constant such that
1 const
/()] = T4 AL+ )

and \,t as above. Using this we can estimate the integral in (12.34)

OO~,,, 1 dla(r)
| o g

(the last step uses integration by parts) for )\,t as above. By increasing the
constant we can even assume that it holds for ¢ > 0 and A < —R. Moreover,
by iterating the last estimate we see

e (a,b), (12.36)

__const la(,,

(12.37)

const
MK ) (A, <—— 12.38
(ME) ) < T BT (12.35)
for any N € Nand t > 0 and A < —R. This finishes the proof. O

Corollary 12.6. Suppose that f € C((0,00)) and R € R. Then the
operator Pp((£R,+00))f(Hy)exp(—itHy) converges strongly to 0 as t —
Too.

Proof. Abbreviating Pp = Pp((£R,+o0)) and X = X {4 ||<2af¢|} We have
1Pp f (Ho)e ™ ou|| < [Ixe!™ f(Ho)* Ppl| [l +[1f (Ho)l[|(T—x)% . (12.39)

since | A|| = ||A*||. Taking ¢t — Foo the first term goes to zero by our lemma
and the second goes to zero since xy — . U

12.3. Schrodinger operators with short range
potentials

By the RAGE theorem we know that for i € 9., 1(t) will eventually leave
every compact ball (at least on the average). Hence we expect that the
time evolution will asymptotically look like the free one for ¢ € 9. if the
potential decays sufficiently fast. In other words, we expect such potentials
to be asymptotically complete.
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Suppose V is relatively bounded with bound less than one. Introduce
hi(r) = [VRu, (2)xrll,  ha(r) = x»VRE(2)[, =0, (12.40)
where
Xr = X{a| |a|>r}- (12.41)
The potential V' will be called short range if these quantities are integrable.

We first note that it suffices to check this for hy or he and for one z € p(Hy).

Lemma 12.7. The function hy is integrable if and only if ho is. Moreover,
h; integrable for one zg € p(Hy) implies hj integrable for all z € p(Hy).

Proof. Pick ¢ € C°(R™,[0,1]) such that ¢(x) = 0 for 0 < |z] < 1/2 and
¢(x) =0 for 1 < |z|. Then it is not hard to see that h; is integrable if and
only if h; is integrable, where

h(r) = VR (2)¢rll,  ha(r) = 6V R (), 7> 1, (12.42)
and ¢, (z) = ¢(z/r). Using
[Ru,(2),0r] = —Rumu,(2)[Ho(z), dr]RH,(2)
= Ry (2)(Ady + (06r)0) Ry (2) (12.43)

and A(z)r = ¢r/2A¢r7 HA(pTHoo < ”A(ZSHOO/TQ respectively (8¢r) = ¢r/2(8¢r)7
100100 < ||00]|00 /72 We see

7 () — ha(r)] < Sha(r/2), > 1. (12.44)
T
Hence hs is integrable if hy is. Conversely,
- - - - - %2 -
hi(r) < ho(r) + ;hl(r/z) < ha(r) + ;hz(r/2) + r—gh1(7‘/4) (12.45)

shows that ﬁg is integrable if l~11 is.

Invoking the first resolvent formula

60V Ry (2) || < [|¢0V Rty (20)[[[[1 = (2 — 20) Rz (2) | (12.46)
finishes the proof. O

As a first consequence note

Lemma 12.8. If V is short range, then Ry (z) — Rp,(z) is compact.

Proof. The operator Ry (2)V (I—xr)Ru,(z) is compact since (I—x, )R, (2)
is by Lemma 7.10 and Ry (2)V is bounded by Lemma 6.22. Moreover, by
our short range condition it converges in norm to

RH(Z)VRHO (Z) = RH(Z) - RHO (Z) (12.47)

as r — oo (at least for some subsequence). O
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In particular, by Weyl’s theorem we have o.ss(H) = [0,00). Moreover,
V' short range implies that H and Hy look alike far outside.

Lemma 12.9. Suppose Ry (z)— Ry, (z) is compact, then so is f(H)— f(Hp)
for any f € C(R) and

lim || (f(H) = f(Ho))xr| = 0. (12.48)

r—00

Proof. The first part is Lemma 6.20 and the second part follows from part
(ii) of Lemma 6.8 since x, converges strongly to 0. O

However, this is clearly not enough to prove asymptotic completeness
and we need a more careful analysis. The main ideas are due to Enf [4].

We begin by showing that the wave operators exist. By Cook’s criterion
(Lemma 12.3) we need to show that
IV exp(FitHo)|| < [V Rz, (= DT = Xaajy) exp(Fit Ho) (Ho + D¢ ||
+ IV R, (= 1) x2ap Il (Ho + D)3 | (12.49)
is integrable for a dense set of vectors 1. The second term is integrable by our
short range assumption. The same is true by Perry’s estimate (Lemma 12.5)
for the first term if we choose ¢ = f(Ho)Pp((£R,+00))p. Since vectors of
this form are dense, we see that the wave operators exist,
D(Qy) = 9. (12.50)
Since H restricted to Ran(£2%}) is unitarily equivalent to Hp, we obtain
[0,00) = 0ac(Hp) C 0ac(H). And by 04c(H) C 0ess(H) = [0,00) we even
have o4.(H) = [0, 00).
To prove asymptotic completeness of the wave operators we will need
that (Qr —I)f(Hy) P+ are compact.

Lemma 12.10. Let f € C2°((0,00)) and suppose ¥, converges weakly to 0.
Then

Tim [[(€2 — D (Ho)Pitiall = 0, (12.51)
that is, (Qx — 1) f(Ho)Py is compact.

Proof. By (12.13) we see

1R (2)(Qx — ) f(Ho) Petpnl| < /0 1R (2)V exp(—isHo) f(Ho) Pet)n || dt.
(12.52)
Since Ry (z)V Ry, is compact we see that the integrand
Ry (2)V exp(—isHo) f(Ho) Pxtpn =
Ry (2)V Ry, exp(—isHo)(Ho + 1) f(Ho)Pstp,  (12.53)
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converges pointwise to 0. Moreover, arguing as in (12.49) the integrand
is bounded by an L! function depending only on [|¢,||. Thus Ry (2)(Q+ —
I) f(Hp) P+ is compact by the dominated convergence theorem. Furthermore,
using the intertwining property we see that

Qe =D f(Ho)P+ = Ru(2)(Q+ —1I)f(Ho)Ps
— (R (2) = Ruy (2)) f(Ho)Px (12.54)
is compact by Lemma 6.20, where f(A) = (A +1)f()). O

Now we have gathered enough information to tackle the problem of
asymptotic completeness.

We first show that the singular continuous spectrum is absent. This
is not really necessary, but avoids the use of Cesaro means in our main
argument.

Abbreviate P = PjfPg((a,b)), 0 < a < b. Since H restricted to
Ran(4) is unitarily equivalent to Hy (which has purely absolutely continu-
ous spectrum), the singular part must live on Ran(€4)", that is, PQy = 0.
Thus Pf(Hp) = P(I1—-Q4)f(Ho) Py +P(I—Q_)f(Hp)P- is compact. Since
f(H) — f(Hp) is compact, it follows that Pf(H) is also compact. Choos-
ing f such that f(A\) = 1 for A € [a,b] we see that P = Pf(H) is com-
pact and hence finite dimensional. In particular os.(H) N (a,b) is a fi-
nite set. But a continuous measure cannot be supported on a finite set,
showing os.(H) N (a,b) = (. Since 0 < a < b are arbitrary we even
have 05.(H) N (0,00) = 0 and by os.(H) C 0ess(H) = [0,00) we obtain
ose(H) = 0.

Observe that replacing Pjf by P}/ the same argument shows that all
nonzero eigenvalues are finite dimensional and cannot accumulate in (0, 00).

In summary we have shown
Theorem 12.11. Suppose V' is short range. Then
Gocl H) = 0css(H) = [0,00),  0uc(H) = 0. (12.55)
All nonzero eigenvalues have finite multiplicity and cannot accumulate in

(0,00).

Now we come to the anticipated asymptotic completeness result of Enf.
Choose

€ He(H) = Doc(H) such that = f(H)p (12.56)

for some f € C2°((0, 00). By the RAGE theorem the sequence 1 (t) converges
weakly to zero as t — +oo. Abbreviate 1 (t) = exp(—itH ). Introduce

¢+ (t) = f(Ho)Peip(t). (12.57)
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which satisfy

i [[9(1) — 4 (1) — - ()] = 0. (12.58)
Indeed this follows from
() = o1 (t) + (1) + (f(H) = [(Ho))y () (12.59)
and Lemma 6.20. Moreover, we even have
lim (2~ D (1)) =0 (12.60)

by Lemma 12.10. Now suppose 1 € Ran(€24)*, then
lel® = dim ((t), 9 (1)
= lim (0(0). g4 (1) + o-(1)
im (), Qs (1) + Qi (1)), (12.61)

= 1

t—=+
By Theorem 12.2, Ran(Q+ )" is invariant under H and hence 9 (t) € Ran(4)+
implying

lpl> = i

m
t—+oo

(1(t), Qzep(1)) (12.62)
(Pe F(Ho) (1), (1)),
Invoking the intertwining property we see

[4)* = lim (P f(Ho)"e 005, (1)) =0 (12.63)
by Corollary 12.6. Hence Ran(21) = $4c(H) = $Hc(H) and we thus have

shown

lim
t—+oo

Theorem 12.12 (Enf). Suppose V' is short range, then the wave operators
are asymptotically complete.

For further results and references see for example [3].
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Appendix A

Almost everything
about Lebesgue
integration

In this appendix I give a brief introduction to measure theory. Good refer-
ences are [2] or [18].

A.1. Borel measures in a nut shell

The first step in defining the Lebesgue integral is extending the notion of
size from intervals to arbitrary sets. Unfortunately, this turns out to be too
much, since a classical paradox by Banach and Tarski shows that one can
break the unit ball in R? into a finite number of (wild — choosing the pieces
uses the Axiom of Choice and cannot be done with a jigsaw;-) pieces, rotate
and translate them, and reassemble them to get two copies of the unit ball
(compare Problem A.1). Hence any reasonable notion of size (i.e., one which
is translation and rotation invariant) cannot be defined for all sets!

A collection of subsets A of a given set X such that
e X cA,

e A is closed under finite unions,
e A is closed under complements.
is called an algebra. Note that () € A and that, by de Morgan, A is also

closed under finite intersections. If an algebra is closed under countable
unions (and hence also countable intersections), it is called a c-algebra.

209
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Moreover, the intersection of any family of (o-)algebras {A,} is again
a (o-)algebra and for any collection S of subsets there is a unique smallest
(0-)algebra 3(S) containing S (namely the intersection of all (o-)algebra
containing S). It is called the (o-)algebra generated by S.

If X is a topological space, the Borel g-algebra of X is defined to be
the o-algebra generated by all open (respectively all closed) sets. Sets in the
Borel o-algebra are called Borel sets.

Example. In the case X = R"™ the Borel g-algebra will be denoted by B"
and we will abbreviate B = B'. o

Now let us turn to the definition of a measure: A set X together with a o-
algebra 3 is called a measure space. A measure pisamap u: % — [0, 00]
on a o-algebra X such that

e u(0) =0,
o n(Uj2) Aj) = 252, u(4y) if AjnAg =0 for all j, k (o-additivity).

It is called o-finite if there is a countable cover {X;}22; of X with u(X;) <
oo for all j. (Note that it is no restriction to assume X;  X.) It is called
finite if (X)) < co. The sets in 3 are called measurable sets.

If we replace the o-algebra by an algebra A, then p is called a premea-
sure. In this case o-additivity clearly only needs to hold for disjoint sets
A, for which {J,, 4, € A.

We will write 4,, /* A if A,, C A1 (note A =, An) and A4, \, A if
Apt1 C A, (note A=), An).

Theorem A.1. Any measure p satisfies the following properties:

(i) A C B implies p(A) < u(B) (monotonicity).
(i) u(An) — p(A) if A, /A (continuity from below).
(iii) p(An) — p(A) if Ay L A and pu(Aq) < oo (continuity from above).

Proof. The first claim is obvious. The second follows using A,, = Ap\An—1
amd~ o-additivity. The third follows from the second using A,, = A;\ A, and

p(An) = (A1) — p(An). O

Example. Let A € P(M) and set p(A) to be the number of elements of A
(respectively oo if A is infinite). This is the so called counting measure.
Note that if X = N and A,, = {j € N|j > n}, then pu(A4,) = oo, but
(N, Arn) = p(0) = 0 which shows that the requirement p(A;) < oo in the
last claim of Theorem A.1 is not superfluous. o
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A measure on the Borel o-algebra is called a Borel measure if u(C) <
oo for any compact set C'. A Borel measures is called outer regular if

wma) = Olgfopenu(()) (A1)
and inner regular if
u(A) = sup n(C). (A2)

CCA,C compact

It is called regular if it is both outer and inner regular.

But how can we obtain some more interesting Borel measures? We will
restrict ourselves to the case of X = R for simplicity. Then the strategy
is as follows: Start with the algebra of finite unions of disjoint intervals
and define p for those sets (as the sum over the intervals). This yields a
premeasure. Extend this to an outer measure for all subsets of R. Show
that the restriction to the Borel sets is a measure.

Let us first show how we should define p for intervals: To every Borel
measure on B we can assign its distribution function

—p((z,0]), =<0
pu(x) = ¢ 0, =0 (A.3)
p((0,2]), x>0

which is right continuous and non-decreasing. Conversely, given a right
continuous non-decreasing function p : R — R we can set

) —ne A for
_ l’l’ a?
M= uo-) — ), A=(ab) -
p(b=) — pla=), A=la,b)

where p(a—) = lim. o p1(a —€). In particular, this gives a premeasure on the
algebra of finite unions of intervals which can be extended to a measure:

(A.4)

Theorem A.2. For every right continuous non-decreasing function y : R —
R there exists a unique reqular Borel measure pu which extends (A.4). Two
different functions generate the same measure if and only if they differ by a
constant.

Since the proof of this theorem is rather involved, we defer it to the next
section and look at some examples first.

Example. Suppose O(z) =0 for x < 0 and ©(z) = 1 for z > 0. Then we
obtain the so-called Dirac measure at 0, which is given by O(A) = 1 if
0€ Aand ©(A) =0if 0 ¢ A. o
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Example. Suppose A(z) = x, then the associated measure is the ordinary
Lebesgue measure on R. We will abbreviate the Lebesgue measure of a
Borel set A by A(A4) = |A]. o

It can be shown that Borel measures on a separable metric space are
always regular.

A set A € ¥ is called a support for p if u(X\A) = 0. A property is
said to hold p-almost everywhere (a.e.) if the it holds on a support for
u or, equivalently, if the set where it does not hold is contained in a set of
measure zero.

Example. The set of rational numbers has Lebesgue measure zero: \(Q) =
0. In fact, any single point has Lebesgue measure zero, and so has any
countable union of points (by countable additivity). o

Example. The Cantor set is an example of a closed uncountable set of
Lebesgue measure zero. It is constructed as follows: Start with Cy = [0, 1]
and remove the middle third to obtain C; = [0, 1]U[2, 1]. Next, again remove

the middle third’s of the remaining sets to obta?n C’; = [0, 3]U[3, 3]U[3, JU
[5.1].
Co
Ch
- O

— N : — — **Cg

Proceeding like this we obtain a sequence of nesting sets C),, and the limit
C =), Cy is the Cantor set. Since C,, is compact, so is C. Moreover,
C,, consists of 2™ intervals of length 37", and thus its Lebesgue measure
is AM(Cy) = (2/3)™. In particular, \(C) = lim,, o, A(C,) = 0. Using the
ternary expansion it is extremely simple to describe: C' is the set of all
x € [0, 1] whose ternary expansion contains no one’s, which shows that C'is
uncountable (why?). It has some further interesting properties: it is totally
disconnected (i.e., it contains no subintervals) and perfect (it has no isolated
points). o

Problem A.1 (Vitali set). Call two numbers z,y € [0,1) equivalent if x —y
is rational. Construct the set V' by choosing one representative from each
equivalence class. Show that V cannot be measurable with respect to any
finite translation invariant measure on [0,1). (Hint: How can you build up

[0,1) from V ?2)
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A.2. Extending a premasure to a measure

The purpose of this section is to prove Theorem A.2. It is rather technical and
should be skipped on first reading.

In order to prove Theorem A.2 we need to show how a premeasure can
be extended to a measure. As a prerequisite we first establish that it suffices
to check increasing (or decreasing) sequences of sets when checking wether
a given algebra is in fact a o-algebra:

A collections of sets M is called a monotone class if 4, / A implies
A € M whenever A,, € M and A, \, A implies A € M whenever A, € M.
Every o-algebra is a monotone class and the intersection of monotone classes
is a monotone class. Hence every collection of sets S generates a smallest
monotone class M(S).

Theorem A.3. Let A be an algebra. Then M(A) = X(A).

Proof. We first show that M = M(A) is an algebra.

Put M(A) = {B € M|[AUB € M}. If B, is an increasing sequence
of sets in M(A) then A U B, is an increasing sequence in M and hence
U, (AU B,) € M. Now

AU (UBn) = JauB,) (A.5)

shows that M(A) is closed under increasing sequences. Similarly, M (A) is
closed under decreasing sequences and hence it is a monotone class. But
does it contain any elements? Well if A € A we have A C M(A) implying
M(A) = M. Hence AU B € M if at least one of the sets is in A. But this
shows A C M(A) and hence M (A) = M for any A € M. So M is closed
under finite unions.

To show that we are closed under complements consider M = {A €
M|X\A € M}. If A, is an increasing sequence then X\ A4,, is a decreasing
sequence and X\ |J,, An =, X\An € M if A, € M. Similarly for decreas-
ing sequences. Hence M is a monotone class and must be equal to M since
it contains A.

So we know that M is an algebra. To show that it is an o-algebra let
A, be given and put A, = ngn A,. Then A, is increasing and |J,, A, =
U, An € A O

The typical use of this theorem is as follows: First verify some property
for sets in an algebra A. In order to show that it holds for any set in X(.A),
it suffices to show that the sets for which it holds is closed under countable
increasing and decreasing sequences (i.e., is a monotone class).

Now we start by proving that (A.4) indeed gives rise to a premeasure.
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Lemma A.4. p as defined in (A.4) gives rise to a unique o-finite reqular
premeasure on the algebra A of finite unions of disjoint intervals.

Proof. First of all, (A.4) can be extended to finite unions of disjoint inter-
vals by summing over all intervals. It is straightforward to verify that pu is
well defined (one set can be represented by different unions of intervals) and
by construction additive.

To show regularity, we can assume any such union to consist of open
intervals and points only. To show outer regularity replace each point {z}
by a small open interval (z+¢, 2 —¢) and use that p({z}) = lim.| p(z+¢)—
p(x—e). Similarly, to show inner regularity, replace each open interval (a, b)
by a compact one [an, b,] C (a,b) and use pu((a,d)) = limy,— o0 1(br) — p(an)
if ap, | @ and b, T b.

It remains to verify o-additivity. We need to show
p(JTe) =D nlli) (A.6)
k k

whenever I,, € A and I = |J, I € A. Since each I,, is a finite union of in-
tervals, we can as well assume each I, is just one interval (just split I, into
its subintervals and note that the sum does not change by additivity). Sim-
ilarly, we can assume that I is just one interval (just treat each subinterval
separately).

By additivity @ is monotone and hence
ZM L) = p(|J Te) < p(I) (A7)

which shows
o0
> ) < pd (A8)
k=1

To get the converse inequality we need to work harder.

By outer regularity we can cover each I by open interval Ji such that
p(Jk) < p(Ik) + 5z- Suppose I is compact first. Then finitely many of the
Ji, say the first n, cover I and we have

n o)

n
<ullJ ) <D nl) <3 nll (A.9)
k=1 k=1 k=1
Since € > 0 is arbitrary, this shows g-additivity for compact intervals. By

additivity we can always add/subtract the end points of I and hence o-
additivity holds for any bounded interval. If I is unbounded, say I = [a, c0),
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then given x > 0 we can find an n such that J,, cover at least [0, z] and hence

> oull) 2> i) — e > p(la,a]) — <. (A.10)
k=1 k=1
Since x > a and € > 0 are arbitrary we are done. ([

This premeasure determines the corresponding measure p uniquely (if
there is one at all):

Theorem A.5 (Uniqueness of measures). Let u be a o-finite premeasure
on an algebra A. Then there is at most one extension to X(A).

Proof. We first assume that p(X) < co. Suppose there is another extension
i+ and consider the set

S ={AeX(A)u(A) = (A} (A.11)
I claim S is a monotone class and hence S = ¥(A) since A C S by assump-
tion (Theorem A.3).

Let A, / A. If A, € S we have u(A,) = ji(A,) and taking limits
(Theorem A.1 (ii)) we conclude u(A) = i(A). Next let A, \, A and take
again limits. This finishes the finite case. To extend our result to the o-finite
case let X; / X be an increasing sequence such that u(X;) < co. By the
finite case p(A N X;) = (AN X;) (just restrict p, fi to X;). Hence

u(A) = lim p(ANX;) = lim GfANX;) = a(4)  (A12)
j—o0 j—o0
and we are done. O

Note that if our premeasure is regular, so will be the extension:

Lemma A.6. Suppose u is a o-finite premeasure on some algebra A gen-
erating the Borel sets 8. Then outer (inner) reqularity holds for all Borel
sets if it holds for all sets in A.

Proof. We first assume that p(X) < oo. Set

WA = o pen MO) 2 14) (A.13)

and let M = {A € B|u°(A) = p(A)}. Since by assumption M contains
some algebra generating 95 it suffices to proof that M is a monotone class.

Let A,, € M be a monotone sequence and let O,, O A,, be open sets such
that p(0y) < p(A,) + 1. Then

pA) < 1°(An) < p(On) < p(An) + (A.14)

Now if A,, " A just take limits and use continuity from below of y. Similarly
if A, \ A.
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Now let p be arbitrary. Given A we can split it into disjoint sets A;
such that A; C X; (A1 = AN Xy, Ay = (A\A1) N X>, etc.). Let X; be a
cover with p1(X;) < co. By regularity, we can assume X; open. Thus there
are open (in X) sets O; covering A; such that p(O;) < p(A;) + 5. Then
0= Uj Oj is open, covers A, and satisfies

p(A) < p(0) <> pu(05) < p(A) +&. (A.15)
j

This settles outer regularity.

Next let us turn to inner regularity. If 41(X) < oo one can show as before

that M = {A € B|po(A) = u(A)}, where

po(A) = sup 1(C) < pu(A) (A.16)
CCA,C compact

is a monotone class. This settles the finite case.

For the o-finite case split again A as before. Since X; has finite measure,
there are compact subsets K of A; such that u(A4;) < p(Kj;) + 5. Now
we need to distinguish two cases: If p(A) = oo, the sum }; u(4;) will
diverge and so will }_, pu(K;). Hence K, = Uj—; € A is compact with
w(Ky,) — oo = u(A). If u(A) < oo, the sum > w(A;) will converge and
choosing n sufficiently large we will have

p(Kn) < p(A) < p(Ky) + 2. (A.17)
This finishes the proof. O

So it remains to ensure that there is an extension at all. For any pre-
measure p we define

ut(4) = inf {37 ulAn)

AC G An, An € A} (A.18)
n=1

where the infimum extends over all countable covers from 4. Then the
function p* : P(X) — [0,00] is an outer measure, that is, it has the
properties (Problem A.2)

o pu*(0) =0,

e A1 C Ay = p*(A1) < p*(A2), and

o 1 (UnliAn) <> 02 1 (A,)  (subadditivity).
Note that p*(A) = p(A) for A € A (Problem A.3).

Theorem A.7 (Extensions via outer measures). Let u* be an outer measure.
Then the set X of all sets A satisfying the Carathéodory condition

WHE) = (ANE)+ (A NE) VECX (A.19)
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(where A" = X\ A is the complement of A) form a o-algebra and p* restricted
to this o-algebra is a measure.

Proof. We first show that ¥ is an algebra. It clearly contains X and is closed
under complements. Let A, B € Y. Applying Carathéodory’s condition
twice finally shows

w(E) = pw(ANBNE)+p (AANBNE)+ u* (ANB'NE)
W (A'NB'NE)
W ((AUB)NE)+ u*((AUB)YNE), (A.20)
where we have used De Morgan and
W (ANBNE)+u*(ANBNE)+u*(ANB'NE) > u*((AUB)NE) (A.21)
which follows from subadditivity and (AUB)NE = (ANBNE)U (AN

BNE)U(ANB'NE). Since the reverse inequality is just subadditivity, we
conclude that ¥ is an algebra.

v

Next, let A, be a sequence of sets from Y. Without restriction we
can assume that they are disjoint (compare the last argument in proof of
Theorem A.3). Abbreviate A, = <, An, A =J,, An. Then for any set £
we have

(A, NE) = p (A, NA,NE)+u* (A NA,NE)
= u(A,NE)+u*(A,_1NE)

= ... =) w(4NE). (A.22)
k=1

Using A,, € ¥ and monotonicity of p*, we infer
p(E) = p' (AN E)+p (ANE)

n
> pr (AN E) + p (AN E). (A.23)
k=1
Letting n — oo and using subadditivity finally gives

p(E) = Y pr(ApNE)+ pf(ANE)
k=1
> W(ANE)+ u*(B'NE) > u*(E) (A.24)
and we infer that X is a o-algebra.
Finally, setting ' = A in (A.24) we have

¥ ( ZM (A NA)+p*(ANA) = ZM (Ag) (A.25)
k=1

and we are done. O
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Remark: The constructed measure i is complete, that is, for any mea-
surable set A of measure zero, any subset of A is again measurable (Prob-
lem A.4).

The only remaining question is wether there are any nontrivial sets sat-
isfying the Carathéodory condition.

Lemma A.8. Let u be a premeasure on A and let * be the associated outer
measure. Then every set in A satisfies the Carathéodory condition.

Proof. Let A, € A be a countable cover for E. Then for any 4 € A we
have

> (An) =) (AN A)+)  p(AnnA') > @ (ENA)+u*(ENA') (A.26)
n=1 n=1 n=1

since A, NA € Ais a cover for ENAand A,NA" € Ais a cover for ENA’.

Taking the infimum we have p*(E) > p*(ENA) + p*(EN A’) which finishes

the proof. O

Thus, as a consequence we obtain Theorem A.2.

Problem A.2. Show that u* defined in (A.18) is an outer measure. (Hint
for the last property: Take a cover {Bpni}i, for Ay, such that p*(A,) =
37 T 2 _hey W(Bnk) and note that {Bny}po—, is a cover for J,, An.)

Problem A.3. Show that p* defined in (A.18) extends u. (Hint: For the
cover Ay, it is no restriction to assume A, N Ay =0 and A, C A.)

Problem A.4. Show that the measure constructed in Theorem A.7 is com-
plete.

A.3. Measurable functions

The Riemann integral works by splitting the x coordinate into small intervals
and approximating f(z) on each interval by its minimum and maximum.
The problem with this approach is that the difference between maximum
and minimum will only tend to zero (as the intervals get smaller) if f(z) is
sufficiently nice. To avoid this problem we can force the difference to go to
zero by considering, instead of an interval, the set of x for which f(z) lies
between two given numbers a < b. Now we need the size of the set of these
x, that is, the size of the preimage f~!((a,b)). For this to work, preimages
of intervals must be measurable.

A function f : X — R is called measurable if f~(A) € ¥ for every
A € B". A complex-valued function is called measurable if both its real
and imaginary parts are. Clearly it suffices to check this condition for every
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set A in a collection of sets which generate 8", say for all open intervals or
even for open intervals which are products of (a, c0):

Lemma A.9. A function f: X — R™ is measurable if and only if
ey VI=]](aj,00). (A.27)
j=1
In particular, a function f : X — R™ is measurable if and only if every
component is measurable.

Proof. All you have to use is f~1(R™\A4) = X\f~!(A), f_l(Uj Aj) =
Uj f1(A;) and the fact that any open set is a countable union of open
intervals. (]

If 3 is the Borel g-algebra, we will call a measurable function also Borel
function. Note that, in particular,

Lemma A.10. Any continuous function is measurable and the composition
of two measurable functions is again measurable.

Moreover, sometimes it is also convenient to allow 4oc0 as possible values
for f, that is, functions f: X — R, R = RU{—00,00}. In this case A C R
is called Borel if ANR is.

The set of all measurable functions forms an algebra.

Lemma A.11. Suppose f,g : X — R are measurable functions. Then the
sum f + g and the product fg is measurable.

Proof. Note that addition and multiplication are continuous functions from
R? — R and hence the claim follows from the previous lemma. [l

Moreover, the set of all measurable functions is closed under all impor-
tant limiting operations.

Lemma A.12. Suppose f, : X — R is a sequence of measurable functions,
then

inlf\I fn, sup fn, liminf f,, limsup f, (A.28)
ne n—oo

neN n—00

are measurable as well.

Proof. It suffices to proof that sup f, is measurable since the rest follows
from inf f,, = —sup(—f,), liminf f,, = supyinf,>; fn, and limsup f,, =
infy, sup,, > fn- But (sup frn)~((a,00)) = U, fn *((a,00)) and we are done.

O

It follows that if f and g are measurable functions, so are min(f,g),

max(f, ), |f| = max(f,—f), f* = max(£f,0).
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A.4. The Lebesgue integral

Now we can define the integral for measurable functions as follows. A
measurable function s : X — R is called simple if its range is finite
s(X) = {ozj}?:l, that is, if

s = Zaj XA, Aj=s5"1a;) €. (A.29)

Here x4 is the characteristic function of A, that is, xa(z) =1ifz € 4
and ya(x) =0 else.

For a positive simple function we define its integral as

/As dp = z”: a; p(A;NA). (A.30)

j=1
Here we use the convention 0 - co = 0.
Lemma A.13. The integral has the following properties:
i) [asdp= [y xasdp.
) ono A, sdu = ZJ lfA sdu.
(iil) [,asdp=a [, sdp.
(iv) [o(s+t)dp= [,sdu+ [,tdu.
(v) ACB = [,sdu< [5sdpu.
(vi) s<t = [,sdu< [, tdu.
Proof. (i) is clear from the definition. (ii) follows from o-additivity of p.

(iii) is obvious. (iv) Let s = > a;jxa;, t = >_,; 08 xp; and abbreviate
Cjk = (Aj N Bk) N A. Then

/A(S Y dy = jz}; /Cjk(s +t)dp = %;(Oq + Bi)(Ciik)

_ Z(/Cksdﬂ+/0ktdu> /5d,u+/tduA31)

j7k J
(v) follows from monotonicity of p. (vi) follows using ¢t —s > 0 and arguing
as in (iii). O
Our next task is to extend this definition to arbitrary positive functions
by
/ fdu= Sup/ sdpu, (A.32)
A

s<fJA



A.4. The Lebesgue integral 221

where the supremum is taken over all simple functions s < f. Note that,
except for possibly (ii) and (iv), Lemma A.13 still holds for this extension.

Theorem A.14 (monotone convergence). Let f,, be a monotone non-decreas-
ing sequence of positive measurable functions, f, / f. Then

/A fodpp — /A fdp. (A.33)

Proof. By property (v) [, fu dp is monotone and converges to some number
a. By fn, < f and again (v) we have

a < /Afd,u. (A.34)

To show the converse let s be simple such that s < f and let § € (0,1). Put
Ay ={z € A|fu(x) > 0s(x)} and note A,, / X (show this). Then

/fnd,u>/ fndu>9/ sdy. (A.35)

Letting n — oo we see

a> 9/ sdp. (A.36)
A
Since this is valid for any 6 < 1, it still holds for § = 1. Finally, since s < f
is arbitrary, the claim follows. [l
In particular
/ fdu= lim [ s,dpy, (A.37)
A n=ooJA

for any monotone sequence s, " f of simple functions. Note that there is
always such a sequence, for example,

— K kok+1
1) =) Xpran@), A= m), A = [n,00). (A38)

By construction s, converges uniformly if f is bounded, since s,(z) = n if
f(z) =00 and f(z) — sp(x) < L if f(z) <n+1.

Now what about the missing items (ii) and (iv) from Lemma A.137 Since
limits can be spread over sums, the extension is linear (i.e., item (iv) holds)

and (ii) also follows directly from the monotone convergence theorem. We
even have the following result:

Lemma A.15. If f > 0 is measurable, then dv = f du defined via

—/fd,u (A.39)
A
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1s a measure such that

/ gdv = / gf dp. (A.40)

Proof. As already mentioned, additivity of x4 is equivalent to linearity of the
integral and o-additivity follows from the monotone convergence theorem

MJ%F/Qymﬁwzzfme:Zw%y (A41)
n=1 n=1 n=1 n=1

The second claim holds for simple functions and hence for all functions by
construction of the integral. O

If f,, is not necessarily monotone we have at least

Theorem A.16 (Fatou’s Lemma). If f, is a sequence of nonnegative mea-
surable function, then

/ liminf f, du < lim inf/ fndu, (A.42)
A n—eo JA

n—oo

Proof. Set g, = inf;>,, fi. Then g, < f, implying

/A gndp < /A fn dp. (A.43)

Now take the liminf on both sides and note that by the monotone conver-
gence theorem

liminf/ gndp = lim /gn d,u:/ lim g, d,u:/liminffn d,
(A.44)
proving the claim. O

If the integral is finite for both the positive and negative part f* of an
arbitrary measurable function f, we call f integrable and set

[ tau=[ rran- [ 5an (A45)
A A A
The set of all integrable functions is denoted by £1(X, dpu).

Lemma A.17. Lemma A.13 holds for integrable functions s, t.

Similarly, we handle the case where f is complex-valued by calling f
integrable if both the real and imaginary part are and setting

/A Fdu = /A Re(f)dp + i /A Im(f)dp. (A.46)

Clearly f is integrable if and only if | f| is.
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Lemma A.18. For any integrable functions f, g we have

| /A fdul < /A Fldu (AAT)

and (triangle inequality)

/A 4+ gldu < /A Fldp+ /A 19l dis. (A.48)

Proof. Put a = %, where z = [, fdp (without restriction z # 0). Then

[ tani=a [ fau= [ afin= [ Retapdn< [ iflan  (ra9)
A A A A A
proving the first claim. The second follows from |f + g| < |f]| + |g|- O

In addition, our integral is well behaved with respect to limiting opera-
tions.

Theorem A.19 (dominated convergence). Let f,, be a convergent sequence
of measurable functions and set f = lim,_.o0 frn. Suppose there is an inte-
grable function g such that |f,| < g. Then f is integrable and

Tim / Fady = / fdu. (A.50)

Proof. The real and imaginary parts satisfy the same assumptions and so
do the positive and negative parts. Hence it suffices to prove the case where
frn and f are nonnegative.

By Fatou’s lemma

liminf/fnd,uz/fdu (A.51)
and

timinf [ (o= > [ (o= P (A.52)

n—oo

Subtracting [, gdu on both sides of the last inequality finishes the proof
since lim inf(—f,,) = — lim sup f,. O

Remark: Since sets of measure zero do not contribute to the value of the
integral, it clearly suffices if the requirements of the dominated convergence
theorem are satisfied almost everywhere (with respect to u).

Note that the existence of g is crucial, as the example f,(z) = % X[=nn)(Z)
on R with Lebesgue measure shows.
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Example. If p(z) = ), a,0(x — x,) is a sum of Dirac measures O(z)
centered at x = 0, then

/ F@)dp(z) = 3 anf (). (A.53)

Hence our integral contains sums as special cases. o

Problem A.5. Show that the set B(X) of bounded measurable functions
is a Banach space. Show that the set S(X) of simple functions is dense
in B(X). Show that the integral is a bounded linear functional on B(X).
(Hence Theorem 0.2} could be used to extend the integral from simple to
bounded measurable functions.)

Problem A.6. Show that the dominated convergence theorem implies (un-
der the same assumptions)

lim [ |fo— fldu = 0. (A.54)

Problem A.7. Suppose y — f(x,y) is measurable for every x and x —
f(x,y) is continuous for everyy. Show that

F(z) = /A f(.y) du(y) (A.55)

is continuous if there is an integrable function g(y) such that | f(x,y)| < g(y).

Problem A.8. Suppose y — f(x,y) is measurable for fired x and x
f(z,y) is differentiable for fized y. Show that

F(z) = /A f(.y) du(y) (A.56)

is differentiable if there is an integrable function g(y) such that |a%f(x, y)| <
9(y). Moreover, x — a%f(m,y) is measurable and

F(@) = [ 5 few)duty) (A57

i this case.

A.5. Product measures

Let p1 and po be two measures on X1 and s, respectively. Let X1 ® Yo be
the o-algebra generated by rectangles of the form A; x As.

Example. Let B be the Borel sets in R then 8% = 98 ® B are the Borel
sets in R? (since the rectangles are a basis for the product topology). o

Any set in X1 ® Yo has the section property, that is,
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Lemma A.20. Suppose A € X1 ® Yo then its sections
Al(l‘g) = {LU1|(LU1,.T2) € A} and AQ(.CL'l) = {a:2|(a:1,x2) S A} (A58)

are measurable.

Proof. Denote all sets A € ¥;®Y9 in with the property that A;(x2) € 31 by
S. Clearly all rectangles are in S and it suffices to show that S is a o-algebra.
Moreover, if A € S, then (A')1(z2) = (A1(2z2)) € X3 and thus S is closed
under complements. Similarly, if A, € S, then (|J,, An)1(z2) = U,,(An)1(22)
shows that S is closed under countable unions. O

This implies that if f is a measurable function on X x Xo, then f(.,z9) is
measurable on X7 for every xo and f(x1,.) is measurable on X for every x;
(observe Ay (z2) = {x1|f(x1,22) € B}, where A = {(x1,z2)|f(x1,x2) € B}).
In fact, this is even equivalent since X 4, (z,)(Z1) = X a,(21)(T2) = x4 (71, T2).

Given two measures p; on Y and pg on Yo we now want to construct
the product measure, ;11 ® s on 31 ® Yo such that

1 @ p2(Ar X Ag) = p1(Ar)pa(A2), A; €X5, j=1,2. (A.59)

Theorem A.21. Let uy and ps be two o-finite measures on %1 and o,
respectively. Let A € X1 @ Xo. Then ua(Aa(z1)) and pi(Ai(ze)) are mea-
surable and

/ 2 (As (1) )y (1) = / j1(Ar(22))dpia(zz). (A60)
X1

Xa

Proof. Let S be the set of all subsets for which our claim holds. Note
that S contains at least all rectangles. It even contains the algebra of finite
disjoint unions of rectangles. Thus it suffices to show that S is a monotone
class. If p; and po are finite, this follows from continuity from above and
below of measures. The case if 1 and uo are o-finite can be handled as in
Theorem A.5. U

Hence we can define

11 ® o A) = /X o (As (1) g (1) = /X i1 (Ay (2))dpia(s)  (A.61)

or equivalently

1 ® pa(A) = /Xl (/X2 XA(3317$2)dM2(902)> dpa (1)

- /XQ (/X1 XA(:cl,mg)d,ul(m)) duz(z2).  (A.62)

Additivity of g1 ® pe follows from the monotone convergence theorem.
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Note that (A.59) uniquely defines p1 ® po as a o-finite premeasure on
the algebra of finite disjoint unions of rectangles. Hence by Theorem A.5 it
is the only measure on 3; ® X9 satisfying (A.59).

Finally we have:

Theorem A.22 (Fubini). Let f be a measurable function on X; x Xo and
let py1, po be o-finite measures on X1, Xo, respectively.

(i) If f > 0 then [ f(.,z2)dpa(z2) and [ f(z1,.)dpi(x1) are both mea-

surable and

// f21, 22)dpy ® pa(z1,220) = / </f($17332)d/~01($1)> dpa(w2)
= [ (f s andnaten) duatan) (A.63)

(ii) If f is complex then

[ 171 m2)ldin (1) € (X, dpa) (A.64)
respectively
/|f(331,w2)!du2(£62) € LY(Xy,du) (A.65)

if and only if f € LY X1 X Xo,duy ® dus). In this case (A.63)
holds.

Proof. By Theorem A.21 the claim holds for simple functions. Now (i)
follows from the monotone convergence theorem and (ii) from the dominated
convergence theorem. O

In particular, if f(z1,z2) is either nonnegative or integrable, then the
order of integration can be interchanged.

Lemma A.23. If u1 and pe are o-finite reqular Borel measures with, so is
B & p2.

Proof. Regularity holds for every rectangle and hence also for the algebra of

finite disjoint unions of rectangles. Thus the claim follows from Lemma A.6.
O

Note that we can iterate this procedure.
Lemma A.24. Suppose u;, j = 1,2,3 are o-finite measures. Then

(11 @ p2) @ ps = 11 @ (2 @ p3). (A.66)
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Proof. First of all note that (X1 ® 33) @ ¥3 = £; ® (X2 ® £3) is the sigma
algebra generated by the cuboids A x A x Az in X7 x X9 X X3. Moreover,
since

((11 ® p2) ® pg)(Ar X Az x Ag) = p1(A1)pz(Az)ps(As)

= (1 ® (p2 ® p3)) (A1 x Az X As) (A.67)
the two measures coincide on the algebra of finite disjoint unions of cuboids.
Hence they coincide everywhere by Theorem A.5. ([

Example. If ) is Lebesgue measure on R, then A" = A®---® X is Lebesgue
measure on R™. Since A is regular, so is \™. o

A.6. Decomposition of measures

Let p, v be two measures on a measure space (X,Y). They are called
mutually singular (in symbols p L v) if they are supported on disjoint
sets. That is, there is a measurable set IV such that y(N) = 0 and v(X\N) =
0.

Example. Let A be the Lebesgue measure and © the Dirac measure
(centered at 0), then A L O: Just take N = {0}, then A\({0}) = 0 and
O(R\{0}) = 0. o

On the other hand, v is called absolutely continuous with respect to
w (in symbols v < ) if p(A) = 0 implies v(A) = 0.

Example. The prototypical example is the measure dv = fdu (compare
Lemma A.15). Indeed p(A) = 0 implies

v(A) = /,4de =0 (A.68)

and shows that v is absolutely continuous with respect to p. In fact, we will
show below that every absolutely continuous measure is of this form. o

The two main results will follow as simple consequence of the following
result:

Theorem A.25. Let u, v be o-finite measures. Then there exists a unique
(a.e.) nonnegative function f and a set N of u measure zero, such that

v(A) =v(ANN) + /A fdu. (A.69)

Proof. We first assume p, v to be finite measures. Let a = pu + v and
consider the Hilbert space L?(X,da). Then

o(h) = /X hdv (A.70)
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is a bounded linear functional by Cauchy-Schwarz:

‘/){1.th2 < (/|1|2dy> (/h|2du>
< v(X) (/ym%m) = u(X)|h|% (A.71)

Hence by the Riesz lemma (Theorem 1.7) there exists an g € L?(X, da) such
that

je(h)[?

E(h):/ hg da. (A.72)
X
By construction
v(A) :/XAdV:/XAgda:/ngé. (A.73)
A

In particular, g must be positive a.e. (take A the set where g is negative).
Furthermore, let N = {z|g(x) > 1}, then

V() = [ gda = a(N) = () + (), (A.74)
N
which shows pu(N) = 0. Now set
fz—lfgm/, N'= X\N. (A.75)

Then, since (A.73) implies dv = g da respectively du = (1 — g)da, we have

[ ran = [t d
A )

= /XAmN/gda
= V(AﬂN’) (A.76)

as desired. Clearly f is unique, since if there is a second function f, then
J4(f = f)dp = 0 for every A shows f— f =0 a.e..

To see the o-finite case, observe that X,, / X, u(X,) < ccandV, /X,
v(Y,) < oo implies X,, NY,, / X and a(X, NY,) < co. Hence when
restricted to X,,NY;, we have sets NV,, and functions f,,. Now take N = |J N,

and choose f such that f|x, = f, (this is possible since fn4+1|x, = fn a.e.).
Then p(N) =0 and

v(ANN') = lim v(AN(X,\N)) = lim fdu = / fdp, (A77)
n—oo n—o0 JAnx, A
which finishes the proof. (Il

Now the anticipated results follow with no effort:
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Theorem A.26 (Lebesgue decomposition). Let u, v be two o-finite mea-
sures on a measure space (X,X). Then v can be uniquely decomposed as
V = Vge + Vsing, Where Vge and vging are mutually singular and v,. 1s abso-
lutely continuous with respect to .

Proof. Taking vng(A) = V(AN N) and dvg. = fdu there is at least one
such decomposition. To show uniqueness, let v be finite first. If there
is another one v = Uye + Using, then let N be such that ,u(N) = 0 and
Using(N') = 0. Then ging(A) — ﬁsmg = [4(f = f)dp. In particular,
fAmN'mN'(f f)dp = 0 and hence f = f a.e. away from N U N. Since

w(N U N) = 0, we have f f a.e. and hence Uy = vy as well as Uging =
V — Uge = V — Vge = Vging. The o-finite case follows as usual. O

Theorem A.27 (Radon-Nikodym). Let u, v be two o-finite measures on a
measure space (X,X). Then v is absolutely continuous with respect to u if
and only if there is a positive measurable function f such that

:/fdu (A.78)
A

for every A € 3. The function f is determined uniquely a.e. with respect to
w and is called the Radon-Nikodym derivative d” of v with respect to p.

Proof. Just observe that in this case v(A N N) = 0 for every A, that is
Vsing =0. O

Problem A.9. Let i is a Borel measure on B and suppose its distribution
function p(z) is differentiable. Show that the Radon-Nikodym derivative
equals the ordinary derivative u'(z).

Problem A.10 (Chain rule). Show that v < p is a transitive relation. In
particular, if w K v < u show that

do _ dody
dp  dvdp’
Problem A.11. Suppose v < p. Show that
dw dw

where ¢ s a positive measure whzch 18 szngular with respect to v. Show that
¢ =0 if and only if p <K v.

A.7. Derivatives of measures

If 1 is a Borel measure on B and its distribution function u(x) is differen-
tiable, then the Radon-Nikodym derivative is just the ordinary derivative



230 A. Almost everything about Lebesgue integration

p/'(z). Our aim in this section is to generalize this result to arbitrary mea-
sures on ‘B".

We call
. u(B:())
(Dp)(z) = 16%1 TB.(0)] (A.79)

the derivative of u at € R™ provided the above limit exists. (Here B,.(z) C
R™ is a ball of radius r centered at z € R™ and |A| denotes the Lebesgue
measure of A € B™).

Note that for a Borel measure on B, (Dp)(x) exists if and only if u(z)
(as defined in (A.3)) is differentiable at x and (Dp)(z) = p/(z) in this case.

We will assume that p is regular throughout this section. It can be
shown that every Borel

To compute the derivative of u we introduce the upper and lower
derivative

and (Dp)(z) = liminf M (A.80)

D = limsu M
(Dp)(z) = limsup 210 |Be(x)]

el0 ’Ba(x)‘

Clearly p is differentiable if (Du)(x) = (Dp)(z) < oo. First of all note that
they are measurable:

Lemma A.28. The upper derivative is lower semicontinuous, that is the set
{z|(Dp)(x) > a} is open for every a € R. Similarly, the lower derivative is
upper semicontinuous, that is {x|(Du)(z) < a} is open.

Proof. We only prove the claim for Dy, the case Dy being similar. Abbre-
viate,
((Be(x))
M,.(x) = sup ———= A81
"= 30 B w) (A5
and note that it suffices to show that O, = {z|M,(x) > a} is open.
If x € O,, there is some ¢ < r such that

pu(B:(z))

— > a. A.82
B.(0) s

Let § > 0 and y € Bs(x). Then B.(x) C B.15(y) implying

p(Be1s(y)) ( 3 >" p(Be(2))

> > A.83
Besl)]l = \543) IB(0) s
for ¢ sufficiently small. That is, Bs(z) C O. O

In particular, both the upper and lower derivative are measurable. Next,
the following geometric fact of R will be needed.
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Lemma A.29. Given open balls By, ..., By in R™, there is a subset of
disjoint balls By, , ..., Bj, such that
m k
UBi| <3") IBjl. (A.84)
i=1 i=

Proof. Start with B;, = By = B,,(z1) and remove all balls from our list
which intersect Bj,. Observe that the removed balls are all contained in

3B1 = Bsy,(x1). Proceeding like this we obtain Bj,, ..., Bj, such that

m k

U U Bsy, (xj,) (A.85)
and the claim follows since | B3, (x)| = 3"|B,(x)|. O

Now we can show

Lemma A.30. Let a > 0. For any Borel set A we have
_ A
o€ A|(Du(a) > a}| < 32 (A.56)

and
Hz € A|(Dp)(x) > 0} =0, whenever u(A) = 0. (A.87)

Proof. Let A, = {z|(Du)(x) > a}. We will show

(0)

K| < 3”“T (A.88)

for any compact set K and open set O with K C E C O. The first claim
then follows from regularity of u and the Lebesgue measure.

Given fixed K, O, for every = € K there is some r, such that B, (x) C O
and |B,, (7)| < a~'u(B,,(x)). Since K is compact, we can choose a finite
subcover of K. Moreover, by Lemma A.29 we can refine our set of balls such
that

k n k
K| <3 Y18 )] < 2 nBay <32 (A
) 2

(0}

To see the second claim, observe that

e}

{z € A|(Dp)(x) > 0} = (J{z € A| (Du)(x) > ;} (A.90)

=1

and by the first part |[{z € A| (Dp)(z) > %}| =0 for any j if u(4) =0. O
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Theorem A.31 (Lebesgue). Let f be (locally) integrable, then for a.e. x €

R™ we have )

lim
10 [B: (@) J, )

Proof. Decompose f as f = g + h, where g is continuous and ||hlj; < &
(Theorem 0.31) and abbreviate
1

Then, since lim F.(g)(x) = 0 (for every J?) and D,(f) < D,(g) + D,(h) we
have

|f(y) — f(x)|dy = 0. (A.91)

limsup D, (f) < limsup D,(h) < (D) (x) + [h(z)), (A.93)
rl0 r]0

where dy = |h|dz. Using |{z||h(x)| > a} < a7 ! h||; and the first part of

Lemma A.30 we see
[{| limsup D, (f)(x) > a}| < (3" + 1)~ (A.94)

rl0 [0}

Since ¢ is arbitrary, the Lebesgue measure of this set must be zero for every
«. That is, the set where the limsup is positive has Lebesgue measure
Z€ero. [l

The points where (A.91) holds are called Lebesgue points of f.

Note that the balls can be replaced by more general sets: A sequence of
sets Aj(x) is said to shrink to x nicely if there are balls B, (x) with r; — 0
and a constant ¢ > 0 such that A;(z) C B, (x) and |A;| > ¢|B,,(z)|. For
example A;(x) could be some balls or cubes (not necessarily containing x).
However, the portion of B, (x) which they occupy must not go to zero! For

example the rectangles (0, %) x (0, %) C R? do shrink nicely to 0, but the

rectangles (0, %) x (0, ]%) don’t.

Lemma A.32. Let f be (locally) integrable, then at every Lebesgue point
we have

1
flr)=lim ———
@)= M L@ aw

whenever Aj;(x) shrinks to x nicely.

f(y)dy. (A.95)

Proof. Let = be a Lebesgue point and choose some nicely shrinking sets
Aj(a:) with corresponding B, (r) and e. Then

(z)|dy < |f(y) — f(z)|dy (A.96)

1
elBr; (©)| JB,, @)

and the claim follows. O

\A!
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Corollary A.33. Suppose u is an absolutely continuous Borel measure on
R, then its distribution function is differentiable a.e. and du(x) = p'(x)dx.

As another consequence we obtain

Theorem A.34. Let p be a Borel measure on R™. The derivative Dy
exists a.e. with respect to Lebesgue measure and equals the Radon-Nikodym
derivative of the absolutely continuous part of u with respect to Lebesgue
measure, that is,

e 4) = [ (D). (A.97)

Proof. If du = f dx is absolutely continuous with respect to Lebesgue mea-
sure the claim follows from Theorem A.31. To see the general case use the
Lebesgue decomposition of p and let N be a support for the singular part
with |[N| = 0. Then (Dusing)(x) = 0 for a.e. z € N’ by the second part of
Lemma A.30. O

In particular, y is singular with respect to Lebesgue measure if and only
if Dp =0 a.e. with respect to Lebesgue measure.

Using the upper and lower derivatives we can also give supports for the
absolutely and singularly continuous parts.

Theorem A.35. The set {z|(Du)(x) = oo} is a support for the singular
and {z]|0 < (Dp)(z) < oo} is a support for the absolutely continuous part.

Proof. Suppose p is purely singular first. Let us show that the set Oy =
{z|(Dp)(x) < k} satisfies u(Oy) = 0 for every k € N.

Let K C Oy be compact, let V; D K be some open set such that
[VI\K| < % For every x € K there is some ¢ = ¢(x) such that B.(z) C Vj
and p(B:(x)) < k|Bs(z)|. By compactness, finitely many of these balls cover
K and hence

W) <Y n(Bey(@i) < kY | Bey (). (A.98)
Selecting disjoint balls us in Lemma A.29 further shows

u(K) < k3" ) |Bx, (23,)] < k3"|V]. (A.99)
¢

Letting j — oo we see u(K) < k3"|K| and by regularity we even have
u(A) < k3"|A| for every A C Oy. Hence pu is absolutely continuous on Oy,
and since we assumed p to be singular we must have p(Oy) = 0.

Thus (Dfising)(x) = oo for a.e. x with respect to fi5ing and we are done.
O
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Example. The Cantor function is constructed as follows: Take the sets
C,, used in the construction of the Cantor set C: C,, is the union of 2"
closed intervals with 2™ — 1 open gaps in between. Set f, equal to j/2"
on the j’th gap of C), and extend it to [0, 1] by linear interpolation. Note
that, since we are creating precisely one new gap between every old gap
when going from C), to C,41, the value of f, 1 is the same as the value of
fn on the gaps of Cy,. In particular, || fn — fmllee < 27 ™2™ and hence
we can define the Cantor function as f = lim,_,~ fn. By construction f
is a continuous function which is constant on every subinterval of [0, 1]\C.
Since C' is of Lebesgue measure zero, this set is of full Lebesgue measure
and hence ' =0 a.e. in [0, 1. In particular, the corresponding measure, the
Cantor measure, is supported on C' and purely singular with respect to
Lebesgue measure. o
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Glossary of notations

AC(I) ... absolutely continuous functions, 72

B = B!

B ... Borel o-field of R", 210.

¢(H) ...set of compact operators, 112.

c(U) ..set of continuous functions from U to C.
Coo(U) ...set of functions in C(U) which vanish at oo.
cU,v) ..set of continuous functions from U to V.
C>(U,V) ...set of compactly supported smooth functions
xa(.) ... characteristic function of the set

dim ...dimension of a linear space

dist(x,Y) =infyey ||z — y||, distance between x and Y’
D(.) ...domain of an operator

e ...exponential function, e* = exp(z)

E(A) ...expectation of an operator A, 47

F ... Fourier transform, 139

H ... Schrodinger operator, 177

Hy ... free Schrodinger operator, 142

H™(a,b) ...Sobolev space, 72

H™R"™) ...Sobolev space, 141

hull(.) ...convex hull

H ...a separable Hilbert space

i ... complex unity, iZ2 = —1

Im(.) ...imaginary part of a complex number

inf ...infimum

Ker(A) ... kernel of an operator A

£(X,Y) ...set of all bounded linear operators from X to Y, 20
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Glossary of notations

£(X)
LP(M, dp)
Ly (M, dpu)
Le(M, du)
L>(M, dp)
LS (R™)

A

max

M

Q(.)
R(I, X)
Ry(z)
Ran(A)
rank(A)
Re(.
p(A)

S(I,X)
S(R™)
sup
supp
o(A)
Oac(A)
0sc(A)
opp(A)
op(4)
oq(A)
Uess(A)
span(M)

~

= £(X,X)

.. Lebesgue space of p integrable functions, 22
..locally p integrable functions

..compactly supported p integrable functions
.. Lebesgue space of bounded functions, 23

.. Lebesgue space of bounded functions vanishing at oo
..a real number

... maximum

.. Mellin transform, 201

.. spectral measure, 82

.. the set of positive integers

NU {0}

..a Borel set
.. wave operators, 197
.. family of spectral projections of an operator A
.. projector onto outgoing/incoming states, 200
.. the set of rational numbers
.. form domain of an operator, 84
...set of regulated functions, 98
..resolvent of A, 62
..range of an operator A

dim Ran(A), rank of an operator A, 111

..real part of a complex number

..resolvent set of A, 61

.. the set of real numbers

.. set of simple functions, 98

..set of smooth functions with rapid decay, 139
.. supremum

..support of a function

..spectrum of an operator A, 61

.. absolutely continuous spectrum of A, 91
..singular continuous spectrum of A, 91

.. pure point spectrum of A, 91

.. point spectrum (set of eigenvalues) of A, 88
.. discrete spectrum of A, 119

..essential spectrum of A, 119

..set of finite linear combinations from M, 12
..the set of integers

..a complex number



Glossary of notations 239

.. identity operator
..square root of z with branch cut along (—o0,0)
...complex conjugation
...adjoint of A, 51
.. closure of A, 55
= Ff, Fourier transform of f
= F~1f, inverse Fourier transform of f
..norm in the Hilbert space $
Alp ...norm in the Banach space L, 22

<\>D>\D>* N*§ =

|

(o)) ..scalar product in $

Ey(A) = (¢, A) expectation value

Ayp(A)  =Ey(A?) — Ey(A4)? variance

@ ..orthogonal sum of linear spaces or operators, 38
A ... Laplace operator, 142

0 .. gradient, 139

O .. derivative, 139

M+ ...orthogonal complement, 36

(A, A2)  ={AeR| A1 <A < A2}, open interval
A1, A2]  ={A€eR| A <X < A}, closed interval
Yy — % ...norm convergence

Yp — Y ...weak convergence, 41

A, — A ...norm convergence

A, > A ...strong convergence, 43

A, = A ...weak convergence, 43

A, ™ A ...norm resolvent convergence, 131

A, 2 A ... strong resolvent convergence, 131
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a.e., see almost everywehre
Absolutely continuous
function, 72
measure, 227
Adjoint, 40
Algebra, 209
Almost everywhere, 212
Angular momentum operator, 151

Banach algebra, 21
Banach space, 11
Basis

orthonormal, 34

spectral, 80
Bessel function, 146

spherical, 185
Bessel inequality, 33
Borel

function, 219

measure, 211

set, 210

o-algebra, 210
Borel measure

regular, 211
Borel transform, 82

C-real, 71

Cantor function, 234

Cantor measure, 234

Cantor set, 212
Cauchy-Schwarz inequality, 16
Caylay transform, 69

Cesaro average, 110
Characteristic function, 220
Closed set, 5

Closure, 5

Commute, 101
Compact, 8
locally, 9
sequentially, 8
Complete, 6, 11
Configuration space, 48
Conjugation, 71
Continuous, 6
Convolution, 140
Core, 55
Cover, 7
C* algebra, 41
Cyclic vector, 80

Dense, 6

Dilation group, 179

Dirac measure, 211, 224

Dirichlet boundary condition, 162
Distance, 9

Distribution function, 211
Domain, 20, 48, 50

Eigenspace, 98
Eigenvalue, 61
multiplicity, 98
Eigenvector, 61
Element
adjoint, 41
normal, 41
positive, 41
self-adjoint, 41
unitary, 41
Essential supremum, 23
Expectation, 47

First resolvent formula, 63
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Index

Form domain, 58, 84
Fourier series, 35
Fourier transform, 110, 139
Friedrichs extension, 61
Function

absolutely continuous, 72

Gaussian wave packet, 151
Gradient, 139

Gram-Schmidt orthogonalization, 35
Graph, 55

Graph norm, 55

Green’s function, 146

Ground state, 186

Holder’s inequality, 23
Hamiltonian, 49
Harmonic oscillator, 154
Hausdorff space, 5
Heisenberg picture, 114
Herglotz functions, 82
Hermite polynomials, 154
Hilbert space, 15, 31
separable, 35
Hydrogen atom, 178

Ideal, 41

Induced topology, 5
Inner product, 15
Inner product space, 15
Integrable, 222
Integral, 220

Interior, 5

Interior point, 4
Intertwining property, 198
Involution, 41
Tonisation, 192

Kernel, 20

l.c., see Limit circle
L.p., see Limit point
Laguerre polynomial, 185
associated, 185
Lebesgue measure, 212
Lebesgue point, 232
Legendre equation, 182
Lemma
Riemann-Lebesgue, 142
Lidiskij trace theorem, 127
Limit circle, 161
Limit point, 4, 161
Linear functional, 21, 37
Localization formula, 193

Mean-square deviation, 48
Measurable

function, 218
set, 210
Measure, 210
absolutely continuous, 227
complete, 218
finite, 210
growth point, 86
mutually singular, 227
product, 225
projection-valued, 76
spectral, 82
support, 212
Measure space, 210
Mellin transform, 201
Metric space, 3
Minkowski’s inequality, 24
Mollifier, 26
Momentum operator, 150
Multi-index, 139
order, 139
Multiplicity
spectral, 81

Neighborhood, 4
Neumann function
spherical, 185
Neumann series, 64

Norm, 10
operator, 20
Norm resolvent convergence, 131
Normal, 10
Normalized, 15, 32
Normed space, 10
Nowhere dense, 27

Observable, 47
One-parameter unitary group, 49
Open ball, 4
Open set, 4
Operator
adjoint, 51
bounded, 20
closable, 55
closed, 55
closure, 55
compact, 112
domain, 20, 50
finite rank, 111
Hermitian, 50
Hilbert—Schmidt, 122
linear, 20, 50
non-negative, 58
normal, 79
positive, 58
relatively bounded, 117
relatively compact, 112
self-adjoint, 51
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semi-bounded, 61

strong convergence, 43

symmetric, 50

unitary, 33, 49

weak convergence, 43
Orthogonal, 15, 32
Orthogonal complement, 36
Orthogonal projection, 37
Orthogonal sum, 38
Outer measure, 216

Parallel, 15, 32
Parallelogram law, 17
Parseval’s identity, 141
Partial isometry, 85
Perpendicular, 15, 32
Phase space, 48

Pliicker identity, 161
Polar decomposition, 85
Polarization identity, 17, 33, 50
Position operator, 149
Positivity improving, 187
Positivity preserving, 187
Premeasure, 210
Probability density, 47
Product measure, 225
Projection, 41
Pythagorean theorem, 16

Quadratic form, 50

Range, 20
Rank, 111
Regulated function, 98
Relatively compact, 112
Resolution of the identity, 77
Resolvent, 62

Neumann series, 64
Resolvent set, 61
Riesz lemma, 37

Scalar product, 15
Scattering operator, 198
Scattering state, 198
Schatten p-class, 125
Schrédinger equation, 49
Second countable, 5
Second resolvent formula, 119
Self-adjoint

essentially, 55
Semi-metric, 3
Separable, 6, 13
Short range, 203
o-algebra, 209
o-finite, 210
Simple function, 98, 220
Simple spectrum, 81

Singular values, 120
Span, 12
Spectral basis, 80
ordered, 90
Spectral measure
maximal, 89
Spectral theorem, 83
compact operators, 120
Spectral vector, 80
maximal, 89
Spectrum, 61
absolutely continuous, 91
discrete, 119
essential, 119
pure point, 91
singularly continuous, 91
Spherical harmonics, 183
x-algebra, 41
#-ideal, 41
Stieltjes inversion formula, 82
Stone’s formula, 100
Strong resolvent convergence, 131
Sturm-Liouville equation, 157
regular, 158
Subcover, 7
Subspace
reducing, 67
Superposition, 48

Tensor product, 39

Theorem
Banach-Steinhaus, 28
closed graph, 57
dominated convergence, 223
Fubini, 226
Heine-Borel, 9
HVZ, 192
Kato—Rellich, 118
Lebesgue decomposition, 229
monotone convergence, 221
Pythagorean, 32
Radon-Nikodym, 229
RAGE, 113
spectral, 84
spectral mapping, 90
Stone, 108
Stone—Weierstraf3, 45
virial, 179
Weierstraf3, 13
Weyl, 129
Wiener, 110

Topological space, 4

Topology
base, 5
product, 7

Total, 12

Trace, 127
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Index

Trace class, 126
Triangel inequality, 11
Trotter product formula, 115

Uncertainty principle, 150
Uniform boundedness principle, 28
Unit vector, 15, 32
Unitary group

Generator, 49
Urysohn lemma, 10

Variance, 48
Vitali set, 212

Wave function, 47
Wave operators, 197
‘Weak convergence, 21, 41
Weierstrafl approxiamation, 13
Weyl relation, 150
‘Weyl sequence, 64

singular, 128
Weyl-Titchmarsh m-function, 172
‘Wronskian, 158
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