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PHARMACEUTICAL INNOVATION

The pharmaceutical industry worldwide is a rapidly burgeoning industry con-
tributing to growth of gross domestic product and employment. Technological
change in this field has been very rapid, with many new products being intro-
duced. Partly for this reason, health care budgets throughout the world have
increased dramatically, eliciting growing pressures for cost containment. This
volume, written by well-known students of health economics, explores four
important issues in pharmaceutical innovation: (1) the industry structure of
pharmaceutical innovation, (2) incentives for correcting market failures in allo-
cating resources for research and development, (3) competition and marketing,
and (4) public evaluation of the benefits and costs of innovation. The lessons are
applicable to countries all over the world, at all levels of economic development.
In countries with larger markets, market mechanisms will generally provide
adequate incentives. In countries with small markets, however, especially those
with low incomes, some form of government intervention may be required. This
collection discusses existing evidence and proposes incentive arrangements to
accomplish social objectives.
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Introduction

Frank A. Sloan and Chee-Ruey Hsieh

I. Context

The pharmaceutical industry serves a dual role in modern society. On one
hand, it is a growing industry, and its output makes a direct contribution
to gross domestic product (GDP). On the other, prescription drugs, this
industry’s major output, are an input in the production of good health.
These products make an important contribution to the improvement of
population health.

The purpose of this book is to investigate public policy issues in pharma-
ceutical innovation. In Section II we first describe the important character-
istics of prescription drugs. We emphasize that these characteristics deviate
from the standard conditions in a competitive market. In Section III we dis-
cuss the current performance of the pharmaceutical market. In Section IV
we investigate market failures that persist in allocating research and devel-
opment (R&D) resources and in the utilization of prescription drugs. In
Section V we analyze the policy conflict between the economic and health
sectors arising from pharmaceutical innovation. The final section discusses
the structure of the book and the major content of the chapters.

II. Characteristics of Prescription Drugs

Prescription drugs have many complex characteristics, which, when taken
together, have led to major controversies in public policy arenas, including
pricing, patents, and incentives for research and development, as well as
excess industry profits. Each characteristic is not unique to pharmaceuticals,
but rather it is the characteristics, taken in combination, that make the
industry unique.

1
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Probabilistic Nature of Demand and Effectiveness
Prescription drugs are inputs in the production of good health. Individuals’
demand for such drugs is not because they enjoy consuming them, but
rather for their potential effects on their health. Thus, the demand for a
drug is a derived demand stemming from the demand for good health.
Since individuals face uncertainty in their health status, the demand for a
drug is probabilistic, depending in large part on the person’s health state.
People take drugs as a treatment when they are acutely ill or have some
chronic health problem, either to ameliorate the symptoms or to reduce the
rate of progression of diseases. Not only is disease onset uncertain, but, as
Arrow (1963) mentioned, the effectiveness of therapy is uncertain as well.
For biological reasons, people differ in whether and the extent to which a
drug produces the desired outcome as well as in adverse side effects of the
drug. Also, although the efficacy (effectiveness in ideal use) is a condition
for drug approval by government regulatory authorities, the environment
in which randomized clinical trials are conducted to test for drug efficacy
is often different from the environment in which the drug is actually used
in the community. In practice, drugs are used for off-label indications and
for populations other than those included in trials (e.g., racial or ethnic
minorities, the elderly, and children).

Ideally people would be able to purchase insurance to protect against
the possibility that a medical intervention is not successful. But as Arrow
(1963) stressed, there is no market for insuring against such risk. Rather,
health insurance covers the expense arising from the use of medical services.
As a result, such organizational arrangements as nonprofit hospitals have
arisen as imperfect substitutes for this missing market. The basic idea is
that organizations not oriented toward the profit motive would be willing
to devote the needed resources to care for patients, which profit-seeking
organizations may not be prone to do. Arrow did not specifically mention
prescription drugs, which, in any case, in 1963 were much less important
than they are today. The pharmaceutical market is dominated by firms
organized on a for-profit basis. This creates a potential conflict between
pursuing profit and pursuing health and has led to some proposals for
public production of pharmaceutical products, especially vaccines.

Financial Risk
The demand for prescription drugs is less predictable on an individual basis
than is the demand for many other consumption goods, such as transporta-
tion and housing. Uncertainty in demand in turn creates a financial risk to
individuals; spending on prescription drugs may be considerable, especially
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for elderly persons and those with chronic diseases more generally. Unlike
the missing market for insuring against the risk of an unsuccessful outcome
of therapy, there is an insurance market to protect against financial loss aris-
ing from illness. Much spending on prescription drugs is covered by health
insurance in high-income countries. Although insurance coverage for pre-
scription drugs provides a social benefit in terms of risk protection, it also
imposes a social cost from moral hazard that arises when drugs are covered.
The socially optimal level of consumption is at the consumption level where
the marginal social benefit equals the marginal social cost of such consump-
tion. However, with complete insurance coverage, consumption may rise to
levels far higher than this – to levels at which the marginal social benefit is
far less than the marginal social cost.

The theory underlying the concept of a socially optimal level of consump-
tion is static. That is, it does not account for the possibility that shifts in
demand may increase rates of product innovation and hence future product
demand as well. Widespread insurance coverage coupled with such secular
changes as the aging of the population may induce firms to invest more
in research and development than they otherwise would, and the resulting
innovation may itself be a source of increased demand. In such a dynamic
context, as a consequence of pharmaceutical innovation, many new drugs
are introduced into the market each year, and individuals often opt for the
newest drugs, especially when they have insurance coverage. The new drugs
tend to be more expensive on average, leading to increased expenditures. The
expenditure increases in turn have led to various forms of private and pub-
lic cost containment, including price controls, drug formularies to restrict
the drug choice set individuals face, and limits on total drug expenditures.
Although cost-containment programs may reduce demand in the short run,
in the longer run, they may also reduce the rate of product innovation.

Physicians as Agents for Patients
By definition, the notion that a prescription is required before a drug can be
purchased means that physicians act as front-line professional agents, mak-
ing consumption decisions on behalf of patients. The underlying rationale
for requiring prescriptions is that patients possess insufficient information
to know when specific drugs are appropriate for treatment. Conceptually
and ideally, physicians would be perfect agents for their patients, prescribing
in a way that patients would if they were fully informed about treatment
appropriateness.

However, in the real world, except for professional ethics and guidelines,
there is no effective institutional arrangement to deter physicians from acting
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as imperfect agents. In many Asian countries, physicians both prescribe and
dispense drugs. Thus, they are in a position to profit directly from the
sale of prescription drugs, whether or not a well-informed patient would
want to purchase such drugs. In Western countries by contrast, although
the separation of prescribing and dispensing drugs has long been widely
accepted by all parties, physician prescribing may be unduly influenced
by pharmaceutical advertising and detailing as well as various inducements,
such as free trips to attractive tourist spots where pharmaceutical companies
provide opportunities for learning about their products as well as for various
recreational activities. The existence of imperfect agents creates a potential
conflict between pursuing health and pursuing profit: patients care about
their health, but physicians may care about their financial well-being as well
as their patients’ physical and mental well-being.

Cost of Pharmaceutical Research and Development
Research and development for prescription drugs is a lengthy and costly
process. Although there is no consensus about how to calculate the cost for
research and development in the pharmaceutical market and on the actual
size of the cost, there is a consensus that the mean R&D cost associated with
introducing a new prescription drug is in the range of hundreds of millions
of dollars (see DiMasi, Hansen, and Grabowski 2003; Light and Warburton
2005). The high cost is attributable in part to the strict criteria for drug
approval set by government agencies (Grabowski, Vernon, and Thomas
1978; Cockburn and Henderson 2001). Governments in most countries
require manufacturers to demonstrate both safety and efficacy before a drug
can be approved for sale. Consequently, clinical trials for testing have become
the most costly process in the development of a new drug.

If manufacturers sold drugs at the marginal cost of production and dis-
tribution, they would have no way to recoup the cost of R&D. To allow these
firms to recoup such cost, in most countries, patents confer market power
on new products, and monopoly profits provide the cash flow to cover and
generate a return on investments in R&D. However, the patent system is a
double-edged sword: it preserves the incentive for R&D on one hand, but
on the other, it creates a barrier to entry in the pharmaceutical market. The
barrier to entry results in higher prices and expenditures as well as lower lev-
els of consumption of the new drugs than would prevail under competition.
This has led some experts to suggest alternatives to the patent system, such as
patent buyouts and advanced payment mechanisms that would preserve the
incentive for product development, while at the same time eliminating or
mitigating the negative effects of monopoly pricing under the patent system.
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Deviations from the Competitive Norm
A basic tenet of economics is that competitive markets lead to efficient out-
comes, that is, consumption at the level at which society’s willingness to pay
or, equivalently, the marginal benefit from consumption of the good, equals
the marginal social cost of producing and distributing it. The market is
indeed the best way to allocate resources if the market environment satisfies
preconditions of competitive markets: (1) both buyers and sellers have full
information, (2) the products in the market are homogeneous or hetero-
geneous but easily compared, and (3) entry into and exit from the market
is free. Even dynamically, one expects under competition that investments
in new products should be made up to the point at which expected rates of
return equal the cost of capital. But the goal of equity is conceptually distinct
from that of efficiency. A competitive market may not lead to an equitable
outcome, and equity is an important consideration in health policy around
the world.

The market for pharmaceutical products clearly deviates from these pre-
conditions in important respects. Product heterogeneity is the least critical
of these preconditions since competitive markets would require only that
consumers be able to assess differences in value (or quality) between goods
with different products. Inadequacy of information, however, is a major
problem, not only for consumers of prescription drugs, but for physicians
in their roles as prescribers as well. Furthermore, whatever its merits may
be, the patent system precludes free entry.

In spite of these deviations, many countries rely on markets to allocate
resources for prescription drugs. The market may not be an ideal solution,
but this approach must be compared with the alternatives.

III. The Performance of Pharmaceutical Markets: The Four “Highs”

Critics of the pharmaceutical industry as it operates in major industrialized
countries base their evaluations in large part on four “highs”: (1) high R&D
cost, (2) high marketing expenditures, (3) high prices, and (4) high profits.

That research and development for new drug is a lengthy and costly
process is universally accepted. Pharmaceutical firms typically allocate a rel-
atively larger share of their resources on R&D than do their counterparts
in most other industries or relative to spending by the public sector. For
example, R&D expenditures as a percentage of GDP ranged from 2% to 3%
in major developed countries, such as the United States, Japan, Germany,
and France, during 1988–2002 (National Science Council 2004). By con-
trast, pharmaceutical manufacturers of patented drugs consistently spent



P1: JZP
0521874904c01 CUNY749B/Sloan 0 521 87490 4 March 19, 2007 13:43

6 Frank A. Sloan and Chee-Ruey Hsieh

over 10% of their sales revenue on R&D during the past two decades. Fur-
thermore, the share of R&D expenditures as a percentage of sales revenue
in this industry has increased over time. Taking the top 10 pharmaceutical
firms in the United States as an example, the share of sales revenue spent on
R&D increased from 11% in 1990 to 14% in 2000 (Kaiser Family Foundation
2001).

However, taking the high cost of R&D as a given, critics have noted that
pharmaceutical firms spend an even larger share of their sales revenue on
marketing. The largest U.S. pharmaceutical firms spent over one third of
their annual sales on average on “marketing and administration” during
1990–2000 (Kaiser Family Foundation 2001).

Unlike other industries, until recently when direct-to-consumer adver-
tising has emerged in the United States and in New Zealand, market efforts
of pharmaceutical firms have not been aimed at consumers directly, but at
physicians. The rationale is that the physician acts as a professional agent
for the patient in the market for prescription drugs. Pharmaceutical manu-
facturers justify their expenditures on marketing to physicians on grounds
that they are educating physicians about appropriate uses for the drug. The
critics, while acknowledging such marketing efforts have some educational
value, argue that marketing exerts an undue influence on physicians for
the financial or other reasons already discussed. Many of the differences
between products highlighted in marketing and advertising efforts are not
to inform physicians but to increase demand for their products beyond lev-
els of demand that would exist if physicians were perfect agents for their
patients and to make demand for their products more price inelastic than
they would be, absent marketing efforts. Greater price inelasticity confers
market power on sellers, permitting them to charge a higher price. Sim-
ilarly, there is controversy about whether direct-to-consumer advertising
improves consumer welfare by leading to more appropriate use of pharma-
ceutical products, or whether it simply leads to excess use of the advertised
products.

The third high is the high price of pharmaceuticals, which is particularly
observed in countries in which there are no government-imposed restraints
on pricing. In the United States in particular, there is no direct government
intervention in pricing; but at the same time, the market for generic drugs
is highly developed. Generics provide some limits on what some sellers of
branded products can charge. The rationale for high prices is that they permit
an adequate return on the high investments on R&D. However, whether or
not the return is adequate or more than adequate is a highly controversial
issue.
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There are appreciable price gaps between branded and generic drugs in the
U.S. pharmaceutical market, ranging from 40% to 83% (Caves, Whinston,
and Hurwitz 1991). Since the incremental manufacturing costs for branded
and generic drugs are almost identical, the price difference between these two
types of drugs is largely attributable to the difference in price markup over
marginal cost. Entry into the market for generic drugs is not completely free
since generic manufacturers must demonstrate chemical equivalence and
drug safety to public regulators; entry is relatively free. Thus, the market
structure of generic firms resembles the competitive norm more closely.

Variation between countries in pricing and access to generics provide nat-
ural experiments to aiding our understanding about how countries’ public
stances toward the pharmaceutical sector affect market performance and
consumer (patient) welfare. International comparisons of drug prices indi-
cate that, on average, drug prices in the United States are higher than those
in other developed countries with various forms of government regulation
of pharmaceutical product prices (Danzon and Furukawa 2003). Whether
or not this implies that prices in the United States are excessively high is a
complex question; on the one hand, higher prices may lead to excess profits
and returns that exceed the levels needed to elicit socially optimal levels of
investments in research and development. Furthermore, high prices raise
equity concerns, especially for less affluent persons, as do cross-subsidies
by U.S. households of research and development that benefit users in other
countries as well. On the other hand, profits and returns on R&D may not
be excessive but rather represent the amounts required to generate socially
optimal levels of R&D as well as employment opportunities in areas where
the R&D takes place.

One measure used by economists to gauge profitability of a firm is the
price-cost margin [(price-marginal cost)/price]. Scherer and Ross (1990)
found that the price-cost margin in the pharmaceutical industry was 61.4%,
compared to 30.5% on average for industries overall. In terms of price-cost
margins, the pharmaceutical industry ranked sixth out of 459 manufacturing
industries. Such evidence suggests that profits are high, but not necessarily
that they are excessively high.

IV. The Performance of Pharmaceutical Markets: Market Failure
in Pharmaceutical Markets?

Judging from the relatively larger share of R&D expenditures of total phar-
maceutical firms’ sales revenues, it would appear that the market mechanism
functions fairly well in providing financial incentives for R&D. However, the
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distribution of R&D expenditures across disease groups is uneven, which
could indicate a market failure in the allocation of R&D resources from a
global viewpoint. The search for prevention and cure of some diseases, such
as for infectious diseases that are highly prevalent in low-income countries,
seems to be conducted at a far lower level, at least relative to the need,
than is the search for new methods for preventing and curing diseases more
common in higher-income countries, for example, development of a vac-
cine against malaria versus new drugs for fighting depression (Kremer and
Glennerster 2004; Berndt et al. 2005 ). Kremer and Glennerster (2004) indi-
cated that new molecular entities for treating tropical diseases in humans
accounted for less than 1% of all new molecular entities licensed worldwide
during 1975–1997. However, given the widespread incidence of tropical
diseases in low-income countries, the drugs developed for treating these
diseases could potentially yield important impacts on health outcomes.
Empirical research has shown that market size, which reflects both popula-
tions with particular diseases and willingness to pay for drugs among those
affected, influences the rate of pharmaceutical innovation (Acemoglu and
Linn 2004; Finkelstein 2004). Low income is a determinant of market size.

With the market mechanism, the driving force that allocates resources
for R&D is pursuit of profit instead of pursuit of health. The decision rule
for R&D investment is to maximize profit, not to maximize health gains.
In defense of pharmaceutical firms, they have an obligation to their share-
holders to maximize profit. Further, for many diseases concentrated in poor
countries, income is so low that effective demand for disease prevention and
therapy is correspondingly low. Without financial assistance from outside
the poor countries, treatments for these diseases are at a financial disadvan-
tage. There is indeed a market failure in allocating R&D resources accord-
ing to health needs. This type of market failure can be remedied only by
intervention from private foundations and/or governmental organizations.

A case in point about underinvestment in R&D applies to vaccines, which
may have both preventive and therapeutic uses. One reason for underin-
vestment in vaccine research is that vaccines not only prevent disease for
specific individuals who are vaccinated but also prevent the spread of dis-
ease to others. Individuals’ willingness to pay for vaccines may not reflect the
external benefit from being vaccinated. Vaccines for major communicable
diseases may have much larger social benefits than many drugs. Compared
to drugs, firms earn fewer profits in the vaccine market (Kremer and Snyder
2003). Thus, private firms have less incentive to discover and develop new
vaccines because of the low profits, although their potential value to pop-
ulation health is very high. Again, intervention from private foundations
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and governments is needed to deal with this type of market failure. Markets
cannot accomplish desired social objectives on their own.

It has been alleged that much pharmaceutical innovation involves intro-
duction of “me-too” drugs, which have therapeutic qualities similar to exist-
ing branded drugs. Although the patent system creates a legal barrier to entry
in the pharmaceutical market, this barrier is not absolute. A patent is based
on the molecular entity, not on a drug’s therapeutic class. Thus, pharmaceu-
tical firms can focus on developing new molecular entities that satisfy the
regulatory authorities as being a new product. Randomized controlled trials
are still needed for regulatory approval of a drug, and as already noted, trials
are expensive. Current regulations do not require the new entrant to show
that its drug is more effective than existing products (Angell 2004). Accord-
ing to the U.S. Food and Drug Administration (2005), 431 new molecular
entities were approved by the U.S. government during 1990–2004. Of these,
only 183 new molecular entities provided a substantial therapeutic advance
as compared to existing products. Pharmaceutical firms devoted about 60%
of their R&D resources to discovering and developing new molecular entities
offering little therapeutic advantage over the existing products. The argu-
ment is that rather than focus research and development efforts on funda-
mental innovations, which could lead to major improvements in the public’s
health, firms are attracted to large existing markets, and R&D resources are
misallocated as a result.

Although, in one sense, development of “me-too” drugs represents a
misallocation of resources and hence a market failure, in another sense,
a strong case can be made for them. For one, me-too products are com-
mon in virtually all markets. There is not just one midsize vehicle in the
U.S. automobile market. In many ways, the midsize vehicles or the vari-
ous laptop computers are all me-too’s. Some people may prefer one of the
me-two vehicles because they like the car’s contours or its cup holders. Or
they might prefer the durability of one brand of laptop computers if they
are prone to dropping them. Similarly, drugs in the same therapeutic class
may differ in certain ways, such as their side-effects profiles. Moreover, with
multiple drugs in a therapeutic class, a private or public purchaser can bar-
gain with sellers over price. A credible threat of excluding a drug from the
purchaser’s formulary gives it market power. Without me-too’s, pharmaceu-
ticals would have more market power under the patent system than they do
currently.

Having good information is critical to making good choices in any market.
Although the physician acts as an agent for the patient, the information
possessed by the physician is often incomplete; clinical trials needed for
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regulatory approval do not require head-to-head (pharmaceutical product-
to-product) comparisons. Without being required to do so, private firms
lack incentives to provide public information on the relative effectiveness
of their drugs since public information is just like other public goods that
everyone can access it once it becomes available. Private firms have incentives
only to produce private information that increases sales of their products.
Incomplete information provision in turn creates possible misallocations,
including underuse or overuse of specific drugs (Angell 2004; Newhouse
2004).

V. The Dual Roles of the Pharmaceutical Industry

Societies are interested in prescription drugs and pharmaceutical innovation
in large part because of the potential health benefits obtained from drugs. But
particularly in light of increased global competition in many sectors, many
countries are looking for sectors in which they have a comparative advantage.
Pharmaceuticals and biotech are viewed favorably in many higher-income
countries because they rely on highly educated workforces, and production
may be less likely to be outsourced to countries in which prevailing wages
are lower. This dual role greatly increases the complexity of public-sector
policy making.

The Pharmaceutical Industry’s Role in the Economic Sector:
Industrial Policy

Innovation is an engine of economic growth (Romer 1990). Innovation
allows more output to be produced with fewer resources (labor, capital,
etc.): that is, it increases productivity. To pursue economic growth, some
countries, the United States for example, rely on market mechanisms to
encourage innovation, whereas other countries, Japan for example, use
industrial policy to pick the winner. Although strategies for encouraging
product innovation are different between countries, existing empirical evi-
dence consistently indicates that technological innovation is the leading
cause of economic growth in developed countries (Kim and Lau 1994).

Scientific advances, the major source of technological change, occur at
different periods in different fields. Major advances in information sci-
ence in the 1980s and early 1990s led to substantial innovation in infor-
mation technology. In the early twenty-first century, major advances are
occurring in genomics, and, consequently, technological change in biotech
and pharmaceuticals appears to be increasing. Compared to the innovation
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in information technology and in other fields, innovation in biotech and
pharmaceutical has many different impacts on human society, not only
increasing GDP directly through its employment effects in the short run,
but also by improving the public’s health and longevity (see, e.g., Murphy
and Topel 2003a, b; Cutler 2004), such innovation increases long-term eco-
nomic growth as well. Of course, a country can achieve much of the benefit
of long-term growth through improved health by adopting policies that are
not favorable to pharmaceutical firms, such as price controls, letting other
countries do the innovating, and foregoing the favorable employment effects
of having a healthy and innovative pharmaceutical sector but at the same
time achieving savings in prescription drug expenditures to the extent that
the country pays lower prices for prescription drugs. There is an important
trade-off between a strategy that encourages drug innovation within the
country and pharmaceutical cost containment on the other.

In addition, as the world becomes ever more interconnected, an exoge-
nous shock resulting from the spread of new virus, such as the SARS epidemic
in 2003, can have a major negative impact on economies globally. Pharma-
ceutical innovation enhances medicine’s capability and provides means for
preventing or at least mitigating such disease shocks. Under the threat of a
new virus, the development of a new drug or new vaccine becomes a top
priority of national security and economic stability. Thus, countries view
growth of local pharmaceutical industries as highly desirable for their over-
all economic development. Moreover, small countries without a capacity
to produce vaccines are particularly vulnerable to shutdowns of vaccine
supply in the presence of a major pandemic and may want to have local
manufacturing capacity for this reason.

The Pharmaceutical Industry’s Role in the Health Sector:
Health Policy

Although the health gains to be derived from pharmaceutical innovation
are universally acknowledged, there have also been major increases in pri-
vate and public spending on pharmaceutical products. Between about 1995
and 2005, the rapid increase in pharmaceutical expenditure has become the
leading factor in accounting for the growth of overall health care expendi-
tures in many OECD countries. Several empirical studies have shown that
the increase in the use of new drugs is the major factor in the rapid growth
of pharmaceutical expenditures (Addis and Magrini 2002; Berndt 2002).

The relationship between health care spending and health improvements
is complex. Increased health care spending is realized in the short run;
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however, many of the potential health benefits accrue in the long run. For
example, higher expenditures on an improved drug for blood cholesterol
may lead to reductions in heart disease several decades hence. Societies in
general, and many elected public officials in particular, may be insufficiently
patient to be willing to trade costs accruing currently for benefits in the far
distant future. Also, since randomized clinical trials of drugs extend only
over short time periods, the long-run effects of drugs cannot fully be assessed
until long after they are introduced. Uncertainty of future benefits may also
explain some decision makers’ short-term orientations. In contrast to the
benefits, higher costs associated with pharmaceutical innovation are already
apparent in the short run.

Variations in the rate that future benefits are discounted to the present
cannot fully explain policy differences between countries. For example, in
the United States, there are virtually no public restraints on paying for a
new drug, once it has received regulatory approval. In the United Kingdom,
by contrast, new drugs are subject to economic evaluation that compares
costs and benefits of the drug, and the findings of these evaluations affect
insurance coverage for drugs (Box 1.1). It seems unlikely that citizens in the
United Kingdom are more impatient than their counterparts in the United
States. Casual impressions would suggest just the reverse. Rather and more
importantly, the countries differ in the weights attached to efficiency versus
equity objectives in general and in public acceptance of explicit calculations
of benefit versus cost by a public-sector agency as a method for allocating
resources in particular.

Box 1.1. “Britain Stirs Outcry by Weighing Benefits of Drugs
versus Price”

Millions of patients around the world have taken drugs introduced over the past
decade to delay the worsening of Alzheimer’s disease. While the drugs offer no cure,
studies suggest they work in some patients at least for a while.

But this year, an arm of Britain’s government health care system, relying on some
economists’ number-crunching, issued a preliminary ruling calling on doctors to
stop prescribing the drugs.

The ruling highlighted one of the most disputed issues in medicine today. If a
treatment helps people, should governments and private insurers pay for it without
question? Or should they first measure the benefit against the cost, and only pay if
the cost-benefit ratio exceeds some preset standard?

The United States generally follows the first course. Even the most cost-conscious
insurers say they’ll pay the price if a drug works and there aren’t other options.
Britain openly and unapologetically adopts the second course. If a drug or type of
surgery costs a lot and helps only a little, it says no.
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“There is not a bottomless pit of resources,” says Phil Wadeson, finance director
for the National Health Service unit that oversees hospitals and doctors’ offices
in Liverpool. “We reached the point a while ago where there is far more medical
intervention than any health-care system can afford.”

Source: Jeanne Whalen, “Britain Stirs Outcry by Weighing Benefits of Drugs versus Price,”
Wall Street Journal, November 22, 2005, pp. A1 and A11, citation from p. A1.

The Conflict of Policy Goals

Mechanisms for resource allocation in the economic and health sectors are
quite different in most high-income countries because the two sectors have
different policy goals. The economic sector in these countries depends on
markets to guide resource allocation, the policy goals mainly being macro-
economic in nature, such as increases in employment and national income
per capita. By contrast, the health sector often relies on regulatory ap-
proaches to allocate resources. While markets are the best we have for achiev-
ing efficiency objectives, policy making in the health sector tends to be more
highly weighted toward equity – which includes promoting access to per-
sonal health care services and improving the nation’s health, including the
health of the poor, disabled, children, and the elderly, groups typically not
active in the labor force.

Innovation in pharmaceuticals can sometimes be consistent with public
goals in both economic and health sectors. To the extent that technological
change improves health and if R&D is conducted in the country, innovation
promotes employment and income-increasing goals as well. Also, a healthy
population is more likely to make for an economically productive workforce.

But for many and probably most countries, the dual roles of the phar-
maceutical industry are likely to create a conflict in policy goals between
the economic and health sectors. There is at least one specific example that
illustrates a policy conflict between the different sectors. The health care
cost containment and/or public budget control objective often means lim-
ited introduction of new technologies – done by a combination of pricing,
formulary policies, and policies to encourage use of generic drugs. Since
financing health services is closely linked to incentives for research and
development, placing cost containment as a focus of health policy may cre-
ate a time inconsistency problem between static efficiency and dynamic
efficiency. Static efficiency, which refers to optimal allocation of resources at
a point in time, may indicate pricing new drugs lower (near marginal cost)
to achieve the goal of efficient resource allocation in the short run. Dynamic
efficiency, which refers to efficient allocation over time, indicates pricing
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new drugs higher to preserve incentives for research and development at
the level at which the expected social rates of return on R&D investments
equal the marginal social cost of capital used to finance such investments.
Dynamic efficiency thus refers to optimal resource allocation of investment
effort in the long run.

The difference between static and dynamic efficiency poses several dilem-
mas for countries. First, and probably most important, why should a country
not be a free rider, that is, focus on short-run budget considerations and let
other countries worry about dynamic efficiency? After all, in a global econ-
omy, the new drugs can be imported later and possibly at lower prices than
in the countries in which R&D takes place. This is certainly an option, espe-
cially for smaller countries. Each year as a result of technological advances
in pharmaceuticals, many new prescription drugs are introduced into the
world market. However, only a few countries in the world, such as the
United States, United Kingdom, Germany, France, Sweden, and Japan have
the ability to develop new drugs. Second, policy makers may understandably
be more present-oriented in practice than, if all of the public’s preferences
were known, they should be. Or perhaps the public is short-sighted as well.
Why pay the price of innovation when, it may be assumed, new pharma-
ceutical products will be available anyway? Or perhaps private returns to
pharmaceutical R&D investments are excessive anyway, and a high rate of
innovation can be obtained even if restraints on current pricing.

Eschewing considerations of dynamic efficiency, however, comes at a cost.
While most countries are adopters of pharmaceutical innovation, as Danzon,
Wang, and Wang (2005) noted, the expected price and market size are the
most important factors influencing the timing of a new drug launch. Phar-
maceutical companies increase the delay in launching a new drug in a coun-
try if the expected price is relatively low and the market size is relatively small.
This suggests that populations of higher-income countries, which focus on
static efficiency, and lower-income countries, which do not have a choice
but to focus on short-run concerns, are at a disadvantage in obtaining access
to new drugs.

VI. The Structure and Contents of This Book

Four Issues in Pharmaceutical Innovation

Following this chapter’s overview of pharmaceutical innovation, our
book highlights four important issues in pharmaceutical innovations: (1)
the industry structure of pharmaceutical innovation, (2) incentives for
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correcting market failures in allocating resources for research and devel-
opment, (3) marketing and market competition, and (4) public evaluation
of the benefits and costs of innovation.

Industry structure refers to the interface between the public sector and
industry, in this case pharmaceuticals, as well as the extent of competitiveness
between firms in the industry and the presence or absence of preconditions
for competition to occur.

As we have already documented, a major market failure is the absence
of incentives to develop some drugs that potentially have important social
benefits, but that are not currently being developed, in large part because
pharmaceutical manufacturers lack an adequate incentive to engage in R&D
to develop such socially beneficial products. Several types of vaccines are a
case in point. Clearly the patent system has proven to be inadequate in
providing a sufficient incentive. Perhaps other incentive plans can either
replace or supplement existing incentives to correct this market failure.

The topic of marketing and market competition drills down further into
topics raised in the first part of the book. As indicated above, branded
drugs (both innovative and “me-too” products) and generics compete in
the pharmaceuticals market. Policies that promote generics may be good
for cost containment but not so good for product innovation. We have also
emphasized the important role of information provision as a precondition
for efficiency, both in the short and long terms. Yet some information efforts
aimed directly at consumers or at physicians may not promote optimal use
of resources. To the extent that prescribing patterns are adversely affected,
there will be an impact of the types of pharmaceutical innovation that occur
in the longer run.

More generally, any public policy that affects use of pharmaceutical prod-
ucts in the short run should affect innovation in the longer run. As discussed
above, countries differ in their relative emphasis on cost containment by the
public sector versus reliance on market forces to achieve socially desirable
outcomes. A method for achieving cost containment and static efficiency in
some countries has been public evaluation of the costs and benefits of new
technologies.

Chapter Overview

Part I
In part one of this book, two chapters address the overall structure of
the pharmaceutical industry from two different perspectives: (1) a broad
overview of the role of pharmaceutical industry in the economy and in the
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health sector, and (2) a narrower but more in-depth review of the research
and development for new drugs. In Chapter 2, Uwe Reinhardt begins with
a review of the various protections governments extend to the pharma-
ceutical industry. He then focuses on the industry’s cost structure and the
corresponding pricing strategies that this industry adopts in domestic mar-
kets as well as internationally. He concludes that performance of markets
for pharmaceutical products worldwide is less than well balanced currently.
Therefore, he discusses two approaches that if adopted simultaneously could
introduce a better balance of power into the market for pharmaceutical prod-
ucts. The first is to increase the share of cost paid by patients for prescription
drugs so that the demand side, either patients or their physicians, could act
as more cost-conscious purchasers. The second approach is to establish an
information infrastructure to provide potential users of prescription drugs
with objective, science-based information on the prices and relative cost
effectiveness of rival products being offered in the pharmaceutical market.
Another major contribution of this chapter is Professor Reinhardt’s discus-
sion of price discrimination and how it applies to pricing of pharmaceutical
products globally.

The way in which prescription drug R&D is organized and carried out
has changed over the past few decades. In Chapter 3 William Comanor
first describes how the structure of discovering and developing new drugs
has changed since the mid-1980s. Historically, much R&D was conducted
by large vertically integrated companies. More recently, the larger compa-
nies have not been as actively engaged in such research, but have increasingly
funded research conducted by others, often smaller companies. Thus, rather
than being concentrated in a few large firms, the new structure has involved
an increasing degree of disintegration in the research and development pro-
cess for new drugs. After describing these important changes, he considers
the costs and benefits of the new structure in terms of economies of scope
and scale. Scale economies would occur if efficiencies can be realized when
R&D is conducted on a larger scale. Economies of scope would be realized if
conducting R&D on a drug in one therapeutic class increases the efficiency
of conducting R&D on a drug in another therapeutic class. For example, are
firms that conduct research on a new antidepressant more efficient in con-
ducting research on a new drug to control high cholesterol? More generally,
he also explores the implications of current trends for the efficiency of the
drug development process.

Part II
In the second part of the book, we include four chapters to address
issues arising from the market failure in allocating R&D resources in the
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pharmaceutical industry. Chapters 4 and 5 deal with market failures for
finding new drugs for the developing world in general as well as potential
solutions for these failures. Chapters 6 and 7 focus on vaccines in particular.

In Chapter 4 Aidan Hollis examines three proposals in considerable detail.
The first is an Advanced Purchase Commitment by sponsors, who offer
an explicit subsidy in advance for innovative products. The subsidy offer
includes a fixed-dollar amount per unit as well as a commitment to purchase
a specific number of units at that price. The second proposal is that sponsors
pay annual rewards based on the therapeutic effectiveness of innovative
drugs. The third approach is to offer a patent extension on patented products
to pharmaceutical companies if they successfully developed a vaccine for a
disease such as HIV/AIDS that is highly prevalent, particularly in some low-
income countries. Hollis concludes that the third approach is an extremely
inefficient way to reward innovation. By contrast, the second approach could
correct the market failure directly by rewarding innovative drugs according
to their therapeutic effectiveness, which is measurable by cost-effectiveness
analysis, a topic discussed later in greater detail in Chapters 10 and 11.

In Chapter 5 Stephen Maurer compares two approaches that could cor-
rect market failure by providing incentives to discovering and developing
new drugs for diseases that prevail mainly in developing countries. The first
approach he terms an “end-to-end” strategy: government or nongovern-
mental organizations in high-income countries (sponsors) offer a single
reward for researchers who successfully complete the entire drug discovery
pipeline. The second approach he terms a “pay-as-you-go” strategy: spon-
sors offer smaller but more frequent rewards at multiple stages along the
drug discovery pipeline. After comparing the strengths and weaknesses of
each approach, he further discusses the potential of a mixed strategy that
combines the above-mentioned approaches toward the effectiveness of drug
discovery in the developing world.

Vaccines are among the most socially valuable public health investments,
yet structural and financial problems have resulted in recurring vaccine
shortages in recent years. Financing Vaccines in the 21st Century: Assur-
ing Access and Availability, the final report of the Institute of Medicine’s
Committee on the Evaluation of Vaccine Purchase Financing in the United
States, was issued in August 2003 (Institute of Medicine 2004). The com-
mittee proposed a substantial redesign of the current system for purchasing
and distributing vaccines and recommended its replacement by a vaccine
mandate, subsidy, and voucher system.

In Chapter 6 Frank Sloan and Charles Eesley examine details of imple-
mentation not discussed in the report. In addition, some of the criticisms of
the stakeholders as expressed to the National Vaccine Advisory Committee of



P1: JZP
0521874904c01 CUNY749B/Sloan 0 521 87490 4 March 19, 2007 13:43

18 Frank A. Sloan and Chee-Ruey Hsieh

the U.S. Centers for Disease Control are assessed. The focus of their chapter
is primarily on details of the mechanism for setting the subsidy, and eval-
uation of the advantages and disadvantages of some alternative proposals.
A number of complexities are considered in implementing a public subsidy
along with a requirement that private and public insurers cover specific vac-
cines, as well as vouchers that promote both innovation and widespread use
of vaccines.

In Chapter 7 Frank Lichtenberg compares two ways that can help to cope
with the many shortages of vaccines that have occurred in recent years.
First, the government can become a developer and producer of vaccines,
as contemplated in the U.S. National Vaccine Authority Act. The second is
to allow vaccine prices to adjust to market-clearing levels. He argues that
the second approach – reducing disincentives, and enhancing incentives,
for private vaccine development and production – is likely to be far more
effective than initiating government vaccine development and production.
In the end, this is a contentious issue about which experts from various
countries will undoubtedly disagree. While markets promote efficiency in
R&D and public producers may lack the incentive to develop and produce
vaccines efficiently, the market size of some countries is likely to be too small
to sustain a private vaccine production, especially when coupled with the
goal that the producer also be innovative. Such small countries run the risk
of being cut off from essential vaccine supplies during times of shortages and
particularly in the case of pandemics. For such countries, public production
of vaccines may be the desirable, albeit second-best, alternative.

Part III
The third part includes two chapters to address the issues of competition
and marketing in the pharmaceutical market. In Chapter 8 Henry Grabowski
examines determinants and characteristics of generic competition in the U.S.
market. The U.S. generic drug industry has grown rapidly over the past two
decades. The more generic entrants and more intense the degree of price
competition, the more rapid the erosion in the brand product market share
in units to the generic firms as well as the returns to R&D in brand prod-
ucts. Furthermore, outside the United States, generic competition has had
a substantial effect on prices in countries that encourage generics through
reference pricing, such as Germany, and in countries, such as the United
Kingdom, that encourage physicians to prescribe generic products. A key
driver of the growth of generics in the United States has been the 1984
Hatch-Waxman Act, which reduced the costs and times for generic entry,
and the rise of managed care formularies, which strongly encourage generic
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drug utilization. Grabowski also analyses how both brand firms and generic
drug firms have responded strategically to provisions in the law. Thereafter,
he considers policy changes that could remedy some of the unintended
consequences of the Act.

In Chapter 9 Ernst Berndt provides a comprehensive analysis of the deter-
minants and impact of direct-to-consumer advertising (DTCA) of prescrip-
tion drugs, which has become a new marketing strategy adopted by pharma-
ceutical firms in the United States and New Zealand and has raised various
debates and controversies in recent years. Based on a detailed review of the
existing literature, he concludes that although DTCA has grown rapidly in
the United States, it is a relatively modest component of total prescription
drug promotion spending, 13–15% between 2000 and 2003, and a much
smaller proportion of sales, 2%. DTCA is relatively targeted to conditions
where one would expect the elasticity of sales with respect to marketing
efforts to be substantial. Generally, the evidence to date suggests that when
DTCA has an impact, it is primarily on overall sales at the level of a ther-
apeutic class rather than on individual brand market shares within a class.
Furthermore, there is evidence that DTCA simultaneously mitigates under-
diagnosis and undertreatment of depressive disorders, but also encourages
ambiguous utilization for patients with marginal illness severity; there is
limited evidence that DTCA is associated with greater patient adherence to
recommended treatment.

Part IV
The last part includes four chapters that describe methods of public eval-
uation of the benefits and costs of pharmaceutical innovation as well as
empirical evidence on the effects of the evaluation process. In Chapter 10
Mark Pauly criticizes many studies of cost-effectiveness analysis on pharma-
ceuticals that use an incorrect measure of cost, which when followed would
lead to inefficient resource allocation decisions, distort the mix of funds for
research, and reduce population health below what it would be if a more con-
ceptually appropriate approach were followed. More specifically, he points
out that cost-effectiveness analysis affects not only expenditures and use of
existing products but also innovation for new products. He suggests health
care decision makers pay attention to the effect of current reimbursement
policies on the development of new drugs by conducting a cost-effectiveness
analysis from a societal perspective. He examines 28 recent studies of cost-
effectiveness analysis and finds none of them using marginal cost as a cost
measure. Most studies measure cost by using average wholesale price or mar-
ket price. This practice leads to a value for the cost of a drug substantially
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in excess of marginal cost. He then discusses a general approach for correct
measurement of costs and summarizes that a theoretically correct measure-
ment of cost depends on various factors, including regulation, administrated
pricing by public insurers on a budget, patent protection, whether the R&D
and production of drugs is domestic or foreign, and whether the welfare
perspective is limited to own-country or global. A general conclusion from
his analysis is that removing profit from the costing of a drug is an important
step toward the conceptually appropriate measurement of cost. A practical
approach to this conclusion is to measure cost by average wholesale price
minus above-normal profits. Under this approach, more products will be
judged to be cost effective than if the average wholesale price had been used.

In Chapter 11 Michael Drummond reviews the international experience
with using economic evaluation in health policy decisions. He argues that
the formal use of economic evaluation in making reimbursement decisions
has proved workable. However, those jurisdictions considering adopting
this policy should consider carefully the methodological and practical prob-
lems that tend to arise. The main methodological issues concern the synthe-
sis of comparisons between treatments where head-to-head clinical trials
do not exist, extrapolation of costs and benefits beyond the duration of
clinical trials, and the incorporation of equity considerations. The main
practical issues concern the prioritization of technologies for assessment
and adapting data from other countries for use in one’s own setting. The
reimbursement decisions made, or the national guidance issued, in juris-
dictions using economic evaluation do embody a cost-effectiveness logic,
but other factors, such as equity and affordability, clearly come into play.
There is also considerable speculation and debate about whether particular
jurisdictions employ a societal willingness-to-pay threshold, above which
technologies will not be funded. Finally, he offers some advice for countries
contemplating the formal use of economic evaluation.

In Chapter 12 Pierre-Yves Cremieux and his coauthors review the current
state of the literature on the value of pharmaceuticals and calculate the value
of pharmaceutical spending in Canada. Although studies on quantifying the
relationship between pharmaceutical innovation and health outcomes are
subject to many difficult challenges, including many other determinants
of health outcomes, heterogeneity in data, and methodological limitation,
their review indicates that an increase in spending on pharmaceuticals in
general would result in substantial increases in life expectancy. Following
a review of the literature, Cremieux and his colleagues further calculate
the rate of return on pharmaceutical spending in Canada. By applying the
method developed by Murphy and Topel (2005) and the empirical results of
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their earlier study (Cremieux et al. 2005), they find that the gains attributed
to pharmaceutical spending generate nearly 59% of the value of total life
expectancy gains realized over the period 1981–1998. This result indicates
that gains from incremental pharmaceutical spending in Canada would
outweigh expenditure by nearly 20 to 1.

In Chapter 13 Chee-Ruey Hsieh and his coauthors study the effect of new
drugs on health outcomes. Specifically, they test the hypothesis that diseases
associated with larger stocks of innovation in pharmaceutical treatment
have better health outcomes than diseases associated with less pharmaceuti-
cal innovation. To test this hypothesis, they construct a disease-specific panel
database obtained from Taiwan over the period 1985–2002 by using the cor-
respondence of the classification systems between drugs and diseases. They
use cumulative number of new molecular entities approved and launched
in Taiwan as the measure of pharmaceutical innovation and longevity as the
measure of health outcomes. They find that adoption of new drugs has a
significantly positive effect on longevity. Their most conservative estimates
suggest that a 10% increase in cumulative number of new molecular entities
is associated with an increase in life expectancy at birth of approximately
0.1%.

Summing Up
Chapter 14 by Frank A. Sloan and Chee-Ruey Hsieh draws on major findings
of the book and discusses the most important implications for countries that
seek to promote and cope with the problems of pharmaceutical innovation.
They distinguish between what is known and what is not known about
pharmaceutical innovation and chart a course for future economic research
on this important topic.
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The Pharmaceutical Sector in Health Care

Uwe E. Reinhardt

I. Introduction

In 2004 total global pharmaceutical sales were reported to have been about
$550 billion in U.S.-dollar equivalents (IMS Intelligence 2005), only a tiny
fraction of total global gross national product (GNP) of about $35 trillion
(FinFacts 2005).

Sales reported for 2004 in the United States, which spends more per capita
and absolutely on pharmaceuticals than does any other country, amounted
to only $200 billion, which is about 1.7% of U.S. gross domestic product
(GDP in that year, or 11.1% of total U.S. health spending; Heffler et al.
2005). Assuming that drug manufacturers received about 75% of total retail
sales and that their net after-tax profit margin was 16% on sales (Fortune
2005), their after-tax profits of about $24 billion in 2004 amounted to only
0.20% of U.S. GDP in that year, and about 1.3% of total U.S. national health
spending.

These statistics, which portray the pharmaceutical industry as only a
minor player in health care and an almost trivial player in the economy as a
whole, belie the importance of the industry in terms of value added and in
terms of the heated policy debate it triggers all around the globe.

The value that pharmaceutical research and products add to human exis-
tence can be appreciated by anyone who has used pharmaceutical prod-
ucts to reduce pain, eliminate potentially lethal infections, or control high
blood pressure or cholesterol, not even to speak of other popular life-style
drugs. That value has been more formally explored in a recent compendium
of essays written by highly distinguished economists (Murphy and Topel
2003b). Addressing the question “Are we getting our money’s worth?” from
health spending in general and medical research, including pharmaceuti-
cal research in particular, the consensus among the authors was “From an

25
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economic perspective, the answer is a resounding ‘yes’: in fact, considering
the extraordinary value of improvements in health, we may even be spend-
ing too little on medical research. . . . The average new drug approved by the
FDA yields benefits worth many times its cost of development” (p. 2).

As the world looks anxiously at the possible impact of the bird flu virus on
humans, that passage has added import: anxious policy makers do not look
to surgeons or hospitals to solve this problem, but to the pharmaceutical
industry.

Remarkably, while the pharmaceutical industry undoubtedly is one of
the highest value-added industries in modern economies, that industry is
not generally the focus of gratitude or affection. On the contrary, almost
everywhere on the globe the industry is viewed with suspicion and often
is the butt of vocal criticism and rancor. Relative to its size, it attracts a
disproportionate share of attention from public policy makers and critical
illumination from the media.

What can explain this seeming paradox – the evidently high value the
industry adds to human life and the sharp criticism of which it so often is
the focus?

Part of the apparent paradox stems from the industry’s awkward posi-
tion on the spectrum from publicly owned enterprise and pure private,
investor-owned, and profit-driven enterprise. On the one hand, the phar-
maceutical companies are structured as profit-seeking enterprises. Unlike
many other profit-seeking industries, however, the research-based pharma-
ceutical industry cannot survive without government protection.

Another source of friction is the industry’s widespread practice of price
discrimination wherever government does not outlaw it outright. Price dis-
crimination is a two-edged sword. On the one hand, it allows the industry to
extract more revenue from society than a single-price policy would. On the
other hand, however, it allows customers to be served who would be priced
out of a single-priced market.

Yet other friction arises over the clash of national regulatory policies on
drug pricing, on the one hand, and international attempts to place global
trade more on free-market principles, on the other. This issue touches on
the question of how the cost of pharmaceutical research and development
(R&D) should be shared by nations. This debate has led in recent years to
unwelcome attempts by the United States to engineer changes in the health
systems of other countries through trade negotiations.

This chapter explores some of these issues in greater depth, at a gen-
eral level that cuts across individual nations. It begins with a review of the
various protections government extends to the industry. Next, the focus is
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on the industry’s cost structure and the controversial pricing practices that
structure begets. Thereafter follows an exploration of what it would take
to introduce a more economically efficient, evenly distributed balance of
power into the market for pharmaceutical products.

II. Government Protection of the Pharmaceutical Industry

Every research-based pharmaceutical company has two major product lines:
(1) scientific knowledge and (2) pills and other pharmaceutical products.
Both thrive on protection by government and could not survive long with-
out it.

Intellectual Property Rights

The research findings produced by the pharmaceutical industry are inher-
ently in the nature of a public good, because a public good exhibits two dis-
tinct characteristics. First, its consumption by one person does not detract
from another’s consumption of that same good. Clean air is a classic exam-
ple, as is national security or scientific knowledge, such as a basic theorem.
Economists call this characteristic “nonrival,” in the sense that there need
not be rivalry over the use of the public good. Second, unless government
explicitly excludes potential users of the good from using it, for example,
through patent laws, it is technically impossible to exclude would-be-users
from using it. Economists call this property “nonexclusivity.”

Ideally, according to economic theory, the production of goods that are
nonrival and nonexclusive should be collectively financed through govern-
ment, so that thereafter the government owns the rights to the public good
and then can make it freely available to potential users. Basic scientific knowl-
edge clearly falls into this class of goods. That approach will then lead to
an efficient use of the public good, in the sense that no one willing to pay
the incremental cost of using it is excluded from it. In the case of scientific
knowledge, that incremental cost is zero.

Much, though not all, of the scientific knowledge produced around the
globe has traditionally been handled in this fashion. One thinks here of
the scientific research performed by government research facilities or of
academic research funded either by government or by private donors who
wish the product of that research to be shared, free of charges as widely as
possible, on a global basis. One occasionally sees proposals to apply this
approach also to pharmaceutical research. Various models could be used to
that end.
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For example, government could fund and conduct pharmaceutical R&D
to the stage at which a product is ready for the market and then allow com-
peting manufacturers to produce and market the products. Alternatively,
government could contract with investor-owned research facilities to pro-
duce specified, targeted pharmaceutical R&D, just as it now does for military
R&D, take ownership of successful R&D, and then make it freely available to
competing manufacturers. Finally, government could simply stand ready to
purchase from private R&D enterprises the property rights to successfully
completed R&D and then make it available freely to competing manufactur-
ers, leaving the private research facilities to decide what avenue of research
to pursue.

One should expect these and similar proposals to emerge around the
globe in the decades ahead, although it is not clear how easily they could
be sold to public policy makers and to private industry. In the meantime,
governments probably will continue to rely for pharmaceutical R&D on
privately produced intellectual property whose right to private ownership
will then be protected through patents. That approach by now has a proven
track record of over a century, although it inevitably will remain an unending
source of controversy, as the pharmaceutical industry and governments
wrestle over the proper length of patent protection and over the disposition
of intellectual property rights upon the expiration of patents, with a critical
media reporting on the fight.

The central point to note, however, is that without patent protection
the pharmaceutical industry as we know it could not long survive, because
imitators could always quickly destroy its economic base. It would, of course,
deprive the world of the highly valuable contribution that the research-based
pharmaceutical industry makes to human well-being.

Protection of Quality

One could imagine a world in which pharmaceutical companies could
develop, produce, and market their products without any government super-
vision whatsoever. If a particular product turned out to be unsafe in use, the
market would quickly discover it and punish the producers economically.
The coup de grace would be given by litigation that would punish the com-
pany’s owners further. Some libertarian thinkers might imagine that such
an arrangement would work. In a compendium, “Policy Medicine versus
Policy Quackery: Economists against the FDA,” for example, Daniel B. Klein
(2005) quotes the libertarian Nobel laureate economist Milton Friedman as
follows: “The FDA has already done enormous harm to the health of the
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American public by greatly increasing the costs of pharmaceutical research,
thereby reducing the supply of new and effective drugs, and by delaying the
approval of such drugs as survive the tortuous FDA process.” When asked
“If you could do anything to improve health in America, what would you
do?” Klein quotes Friedman as replying: “No more licensing of doctors. No
more regulation of drugs. Not of any kind. Period.”

In practice, no country follows that libertarian approach. Apparently
reliance on private market forces and litigation as adequate safeguards in
pharmaceutical therapy is viewed as much too risky. First, the protection of
limited liability granted the owners of publicly traded companies severely
limits the recourse injured parties would have to the personal wealth of the
owners of pharmaceutical companies. The now universal principle of lim-
ited liability allows the owners of an enterprise to escape most of the financial
consequences of even truly grievous mischief that a company may have vis-
ited on behalf of these owners on the rest of society, including grievous
environmental hazard. Many corporate executives may not be aware that
this protection actually is one of the earliest forms of social insurance. Sec-
ond, no country is willing to countenance the human casualties that this
approach to product safety would have. Although, using a human capi-
tal approach, economists probably could justify these casualties in many
instances by the added lives saved, the general public and the politicians
who represent them undoubtedly would not find the economists’ collec-
tivist calculus persuasive.1

It may well be that the public authorities who do attempt to safeguard
the quality of pharmaceutical therapy in each country, for example, the
U.S. Food and Drug Administration (FDA) in the United States, typically
may be more averse to risk, and hence more restrictive, than would be
the majority of the patients being protected. Even so, on balance, both the
general public and the pharmaceutical industry probable benefit greatly
from the existence of these public authorities. Pharmaceutical companies
benefit from having a powerful external stimulus for internal quality control.
Furthermore, approval of a product by the authorities can serve as a helpful,
if not decisive, shield in litigation over product safety. Few pharmaceutical
companies around the globe would be likely to prefer a world without such
public supervision.

A question that arises in an international context is whether the quality
and safety standards one nation imposes on products sold within its own
borders necessarily should be binding upon products sold from pharmaceu-
tical companies within its own borders to other nations. One could imagine,
for example, that citizens in high-income country A (e.g., the United States
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or Taiwan) may be far more intolerant of side effects and be willing to pay a
far higher price to eliminate them than might be citizens in poorer country
B (e.g., a much poorer country in Latin America or Southeast Asia) who
might be willing to countenance greater risk for the benefits expected from a
drug at a lower cost. This issue is not much discussed in the literature, but is
one worthy of debate. From the perspective of public image, of course, many
pharmaceutical companies in risk-averse, high-income countries might be
reluctant to observe different safety standards for lower-income countries.

Restrictions on the Resale of Pharmaceutical Products

Governments may prohibit the resale of pharmaceutical products between
buyers for two reasons. First, and most frequently mentioned, is safety.
If any buyer of a pharmaceutical product could resell it to anyone else,
government would effectively lose its ability to assure citizens of the safety
of drug therapy, and potentially dangerous counterfeit drugs would abound.
Second, permitting unfettered reselling of pharmaceutical products between
buyers inevitably would drive each product to a single price worldwide. As
will be argued later under the rubric of “price discrimination,” neither the
pharmaceutical industry nor public policy makers should naturally aspire
to a single-price policy for such products.

Ostensibly for the first reason, but also for the second, the open resale
of pharmaceutical products between buyers is generally not permitted in
countries with the ability effectively to prohibit such sales. Although mainly
intended to protect the general public, it protects as well the revenues of
pharmaceutical companies.

Quasi-Public, Quasi-Private Enterprises

Most pharmaceutical company executives probably view their enterprises
as classic manifestations of free enterprise, in which private investors take
enormous financial risks purely for the sake of private gain, but doing much
good for humankind in the process. The reality is rather different. As the
preceding discussion suggests, however, the industry is best thought of as a
fragile little bird, sitting in the hand of government, which protects it from
all manner of the market’s dangerous economic buffeting, and, in return for
that protection, is required from time to time to chirp songs that it would
rather not sing. By the very nature of the protection granted the industry, it
inevitably becomes the focus of the government’s health and science poli-
cies. Pharmaceutical executives who understand this requirement usually
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know how to manage it well. Those who do not risk running afoul of both
government and the general public.

As to the financial risk taken on by investors in publicly traded pharmaceu-
tical companies, these are no larger than the risk one assumes in investing
in a broad stock-market index, such as the Standard & Poor’s 500 index,
which reflects the risk and returns for some 500 publicly traded companies
(Myers 1999), a point revisited below in the section on the economics of the
industry.

III. The Industry’s Cost Structure

The development of new pharmaceutical products, from basic research to
approval for marketing, is a complex process everywhere and can span a
decade or more. According to Pharmaceutical Research and Manufacturers
of America, for example, “only one of every 10,000 potential compounds
investigated by America’s research-based pharmaceutical companies makes
it through the research and development pipeline and is approved for patient
use by the United States Food and Drug Administration,” and “winning
approval, on average, takes 15 years and research and development costs
over $800 million dollars” (2005, p. 1; see also Dickson and Gagnon 2004).

Estimating the R&D Costs of Successful Products

Given the length and complexity of the R&D process, estimating the total
R&D cost of a successful pharmaceutical product is a daunting method-
ological challenge that, therefore, has remained a source of controversy,
even among economists.

For one, there is the question of what costs to impute to a particular, suc-
cessful product. A research-based pharmaceutical company can be likened
to an oil company that roams the world in search of oil deposits. Such a
company will drill many holes that ultimately fail to yield oil. The cost of
these dry holes then must be recouped from successful wells. Therefore, the
costs of dry holes are routinely allocated to the cost of successful wells. It is so
also with pharmaceutical companies. To the total R&D cost incurred directly
for successful new products must be added the R&D costs of products that
had to be abandoned somewhere along the lengthy R&D process. Making
that cost imputation properly presents the first methodological challenge in
estimating the R&D costs of new drugs.

A second methodological problem is how to convert monetary outlays for
R&D that are made over the span of an entire decade or more into a single
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amount that is properly adjusted for both inflation and the time value of
money. Even after adjustment for inflation, which is straightforward, $1 mil-
lion spent today represents much more value than $1 million to be spent
only a decade hence, because much less than $1 million would have to be
invested now to have in hand $1 million a decade hence.

Monetary outlays spaced over time therefore are converted into one num-
ber with identical time value, either as of the beginning of the time-phased
cash flow, the so-called present value of the cash flow, or at its end, the
so-called terminal value of the cash flow. The conversion into present or ter-
minal values is made with an interest rate that reflects the pharmaceutical
firm’s weighted average annual cost of debt and equity capital, the weights
being the relative fractions of debt and equity used to raise outside financ-
ing. The interest rates used for that purpose reflect the outside investors’
opportunity cost of investing their money in the firm rather than in some
riskless asset, for example, a long-term government bond, plus a risk pre-
mium to compensate investors for the risk they assume by investing with
this particular firm.

The fact that a given time-phased cash flow can be concerted either into its
present or terminal value can easily confuse persons not familiar with eco-
nomics or finance. To illustrate with a stylized example, suppose that the rele-
vant R&D outlays for a product represent an even money flow of, say, $50 mil-
lion a year for 10 years. If the firm’s weighted average cost of financing were,
say, 10% per year, then this cash flow would have a present value of $307 mil-
lion as of the beginning of that money flow and a terminal value of $797 mil-
lion at its end point, presumably when the product is about to launch in
the market. At a weighted average cost of financing of, say, 8%, the two
values would be $335 million and $724 million, respectively. At a weighted
cost of financing of 15%, they would be $251 million and $1,015 million,
respectively. Yet all of these different figures represent an identical cash flow.

One can think of the present value of the R&D stream as the sum of
money the firm would have to have on deposit to finance the 10-year stream
of R&D spending of $50 million a year, if the balance in the account could
earn the firm’s weighted average cost of financing per year. Alternatively,
the terminal value would represent the total amount of money the firm
has invested in the R&D project on behalf of shareholders to the date of
launch, including accumulated interest equal to the firm’s weighted cost of
financing, the return the firm presumably could have earned on alternative
projects. Which of these numbers is the most appropriate depends on the
use to which it is put. For practical purposes, the terminal value probably
is the more intuitively appealing, because at the time of the launch of a
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new pharmaceutical product, it is the amount that the present value of all
future sales revenues from the product, minus production, marketing, and
other future annual costs associated with the sale of the product, the firm
must cover.

It was worth going into this methodological detail on the estimation of
R&D costs because public estimates of those costs tend to be so controver-
sial. DiMasi, Hansen, and Grabowski (2003) recently estimated the cost for
U.S. pharmaceutical firms at between $800 million and $900 million. These
estimates were promptly attacked as exaggerated by Light and Warburton
(2005) in the same journal. Such arguments could arise over any or all of
the following issues: (1) the estimates of the actual R&D outlays that should
be properly attributed to a successful product, (2) the interest rate used to
calculate the present or terminal value of that cash flow, and (3) whether, for
policy purposes, the present or terminal value of that cash flow is the more
appropriate figure. In the end, the only approach to settling such disputes
would be to make the raw data used in making such estimates available to
any researcher who would like to audit the calculations (Reinhardt 1997).

However those issues are settled, there can be no doubt that the up-
front R&D costs incurred to launch a new pharmaceutical product is in the
hundreds of millions of dollars, not only in the United States, but elsewhere
as well.

The Risk of Investing in Pharmaceutical R&D

Because the R&D process leading to new pharmaceutical products is so
long and may have to be abandoned at any time, investments in R&D may
appear to be highly risky from a financial perspective. It is not so. Any sizeable
research-based pharmaceutical firm invests simultaneously in many diverse
R&D processes, many addressed to different illnesses, afflicting different
parts of the human body. Many of these processes will fail to yield fruit;
others will be successful to varying degrees. In a sense, then, a large pharma-
ceutical firm is not much different from a large mutual fund, except that the
latter invests purely in diverse financial securities whereas a pharmaceutical
company invests in the R&D for a diverse portfolio of new pharmaceutical
products. From the viewpoint of an investor in the stock of a pharmaceu-
tical company, the risk inherent in the overall flow of returns earned by a
pharmaceutical company on its entire portfolio of R&D investments is not
substantially different from the risk of an investment in a well-diversified
mutual fund. That insight emerges from standard economic portfolio the-
ory, but also from empirical research.
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For example, Stewart Myers (1999) presented estimates of the financial
risk and the associated weighted average cost of capital of large pharma-
ceutical firms. He found that the risk index of such firms, measured by
the so-called beta coefficient, was close to the risk index of a broad market
index, such as the Standard & Poor’s 500, namely 1. The number suggests
that, if the rate of return on the general market index rises or falls by, say,
10%, the rate of return of a large pharmaceutical company tends to rise or
fall by about the same percentage. This risk index implies a corresponding
weighted average cost of financing that is not purged of inflation of about
14% and an inflation-purged figure of about 10%. These are the interest
rates one would use to convert time-phased R&D streams into their present
or terminal values.

By contrast, Stewart estimated the beta coefficients for smaller biotech
companies, organized around one or a few products, as anywhere from
1.5 to 2.3, suggesting that when the rate of return on the general market
index changes up or down by 10%, the rate of return on biotech stocks
tends to swing by between 15% and 23% up or down, which means that
the stock certificates issued by biotech companies are much riskier from the
perspective of investors and the associated weighted average costs of capital
much higher.

Cost Structure and Pricing

Economists distinguish between annual fixed and variable costs. Fixed costs
are those that do not vary with the volume of production and sales. Variable
costs vary more or less directly with output volume. For purposes of analysis,
it is convenient and generally realistic to assume that the variable costs per
unit are constant over the empirically relevant range of output. What is a
variable and a fixed cost, however, varies with the time frame. In the very
short run, for example, a month or quarter, most costs are fixed. Over a year
or more, costs that are fixed in the very short run become variable.

A distinguishing characteristic of the pharmaceutical industry is that its
annual fixed costs (including an annual allocation of the cost of R&D) tend
to be high relative to its variable costs in the sense that the variable or
incremental cost of producing and packaging an additional batch of product
tends to be quite small relative to the fully allocated average unit cost per
unit of output, including the allocation of fixed costs.

A consequence of such a cost structure is that, in the short run, it will be
profitable for the firm to sell output at prices that cover the lower incremental
costs and yield some margin above those costs, but fall far short of total
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average unit costs (fixed and variable costs per unit of output). That shortfall
may be acceptable if not all output is sold at such low prices, but only some
batches, leaving higher-priced batches to help recover all fixed costs – in
other words, if the firm can price discriminate. A controversial question is
whether such price discrimination is in society’s interest or whether it should
be interdicted by public policy makers. That question is explored in the next
section.

IV. Price Discrimination in the Market for Pharmaceuticals

Price discrimination refers to the practice of selling identical products to
different sets of customers at different prices. Expressed another way, dif-
ferent customers pay different markups over the identical incremental cost
of producing an identical product. Price discrimination is widely practiced
in the hotel and airline industries, by universities in the United States that
can vary their tuition through scholarships, by electric power companies,
and in the health care industry. Hospitals in the United States, for exam-
ple, routinely charge different payers different prices for the same services.
In the U.S. pharmaceutical market, different prices are charged to different
insurance carriers and to self-paying patients. Worldwide, the same phar-
maceutical firms sell the identical product to different countries at different
prices.

Industries that engage in price discrimination have three common fea-
tures. First, their incremental production costs at any moment in time are
low relative to fixed costs, which means that, in the short run, a price-
discriminating firm with ample capacity can earn a positive contribution
margin to overhead and profits by selling product at prices below fully allo-
cated costs (fixed and incremental costs per unit), as long as price exceeds
incremental costs. Low incremental costs can imply very low prices for
some customers. Second, the practice of price discrimination presupposes
that customers can be segregated into distinct groups, each with a different
price sensitivity or degree of bargaining power. Third, for either techni-
cal or legal reasons, customers cannot resell purchased products to one
another.

The Potential Benefits of Price Discrimination

Suppose a pharmaceutical firm had been granted a patent for a new product
and, thus, enjoyed a degree of monopolistic power in its product market.
Suppose that initially the firm were free to set the price of the product so as



P1: JZP
0521874904c02 CUNY749B/Sloan 0 521 87490 4 March 19, 2007 13:51

36 Uwe E. Reinhardt

to maximize its profits, but had to charge all customers the same price. This
arrangement would price out many customers willing to pay prices in excess
of the incremental cost of producing the product but not a price as high as
the single, profit-maximizing price. These customers would benefit if they
could buy the product at a lower price, and the pharmaceutical company
would gladly do so as long as that lower price exceeded its incremental
production cost and did not oblige it to lower its price to customers willing
to pay the higher, profit-maximizing price. This two-price policy would be
a classic example of price discrimination. It would yield added profits to the
manufacturer, but it would also benefit additional customers.

The two-part pricing strategy could be extended to a multiple-price strat-
egy by selling successive batches of output at successively lower prices, as
long as those prices exceeded incremental costs and as long as customers
receiving the product at a lower price could not resell it to customers willing
and able to pay a higher price. Each additional batch would enhance the
firm’s profits, but it would also benefit yet another group of customers.

At the limit, there might be one batch of output sold at a price equal to
incremental cost. While the firm would not profit from selling that batch,
it would serve customers (e.g., in a very low-income country) willing to
pay only that very low price. The firm might willingly do so, especially if
this enhanced its reputation as a good world citizen. Economists would call
this outcome “efficient” in the sense that no customer willing to pay a price
equal to at least the incremental cost of producing the product would be left
unserved by the pharmaceutical firm.

The preceding analysis can be modified to include as a starting point not a
profit-maximizing single price, but a single price constrained by government
to a level that merely allows the pharmaceutical producer a regulated rate
of return, as is the case, for example, in the United Kingdom. Given the cost
structure described earlier, such a rate-of-return-regulated single price, still
would be likely to price out certain customers, especially those in lower-
income countries, who would be willing to pay prices greater than or equal
to incremental costs, but not the higher regulated single price.

Why Price Discrimination Might Be Criticized

The previous exposition, of course, has been carefully styled to lead to what
appears to be a benign policy. It accepts as the baseline a single price deter-
mined either under profit maximization or under price controls, and then
asks whether, relative to that baseline single price, allowing price discrimi-
nation would be in society’s interest.
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It should be clear to anyone, however, that a pharmaceutical manufacturer
could extend backwards as well, that is, that the firm could earn even higher
profits by segregating the first set of customers charged the highest price
into distinct smaller groups with different degrees of price tolerance and all
but one of them paying prices higher than the baseline single price assumed
above. At the limit, at least in theory, the firm could so segregate its customers
that every one of them pays the maximum bid price that the customer would
have been willing to pay for the product. The firm then would have extracted
from its customers the maximum amount of money that could have been
extracted from them, which is apt to elicit criticism from the general public
and policy makers alike. However, every customer willing to bid a price
at least equal to the incremental cost of producing the product would be
served, which would make the strategy efficient in that sense.

V. Price Discrimination in the International Market

In most modern economies, large fractions of the sales of pharmaceuticals
are covered by public or private third-party payers, rather than patients
themselves. These third-party payers act as bulk buyers. If those bulk buyers
represent entire countries that can set prices through government price
controls, the market muscle can be enormous. Only buyers with little or no
market power, either small insurance carriers or uninsured patients paying
fully out of pocket, can successfully be charged the highest retail prices
for a given product. It is the situation, for example, that obtains in the
United States today. There, millions of low-income Americans are without
any health insurance and, therefore, without any market power at all in the
market for prescription drugs, routinely paying far higher prices than do
patients in relatively wealthy countries with more market power exercised
through government price controls.

Few citizens of high-price countries complain when pharmaceutical prod-
ucts are sold to very low-income countries at prices approximating incre-
mental production costs, as is now widely done. But citizens in high-price
countries, especially the United States, which has the highest prices for phar-
maceutical products, regard it as unfair that citizens in other economically
developed, relatively high-income countries can purchase the identical drug
at much lower prices, especially for drugs that were developed in the high-
price country (e.g., in the United States).

The research-based pharmaceutical industry, although having practiced
this form of price discrimination for decades, resents this practice when it
is effectively imposed on the industry through price controls by foreign



P1: JZP
0521874904c02 CUNY749B/Sloan 0 521 87490 4 March 19, 2007 13:51

38 Uwe E. Reinhardt

governments. First, the industry fears that, with the help of clever
entrepreneurs and sometimes even local government officials, such as state
governors in the United States, citizens in the high-price countries will be
able to reimport pharmaceutical products from lower-price countries and,
thus, drive the world toward a single price substantially dictated by foreign
governments practicing price controls. Second, the industry fears what it
calls “external reference pricing,” that is, the practice by some foreign gov-
ernments of tying the prices they allow to the lowest price paid by any other
country. Third, the industry argues that, absent these price controls abroad,
its members could earn higher revenues even if freer-market regimes abroad
would continue to entail some degree of differential pricing for the same
product. Implied in that argument is the tacit suggestion that most of any
added revenues from the removal of foreign price controls would flow into
added R&D. Finally, the industry typically suggests that the removal of price
controls in low-price countries would enable it to lower prices in the high-
price countries, although it is not clear what market mechanism would bring
about that effect.

Unconvincing Critics of Cross-National Price Discrimination

Media pundits, think tanks, and consultants who are ideologically sym-
pathetic to the pharmaceutical industry, or are economically beholden to
it, have echoed and amplified the pharmaceutical industry’s concerns over
cross-national price discrimination in sometimes hysterical tones. It may
be well to review briefly the merits and demerits of these critics’ sometimes
vehement arguments, because their voices often are highly influential in
government circles.

In a commentary posted on the Web site USANext, for example, Steve
Forbes (2005), owner and publisher of the internationally known magazine
Forbes, former presidential candidate in the United States, and a friend
of many foreign heads of states, accuses Europe, Canada, and Japan of
“mooching” off the U.S. pharmaceutical industry, which he considers noth-
ing less than a “costly form of piracy.” Why he includes Japan as a “moocher”
is not clear. After all, that country is known among the experts to pay prices
closer to American levels and sometimes even higher (Danzon and Furukawa
2003).

James K. Glassman (2005), a highly popular media pundit in some cir-
cles, including government, has sternly lectured European and Canadian
policy makers thus on his own Web site Tech Central Station. He writes
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that “price controls kill. . . . Europe kills its citizens and makes them sicker
because it restricts access to drugs it considers too expensive. . . . Europeans,
Australians and Canadians are doing something immoral.”

Glassman cited a study of drug price controls by the consulting firm Bain
& Company (2005). In that study Bain also focused on the effects drug price
controls have for the countries imposing them. The authors estimated that
if Europe’s pharmaceutical spending per capita had matched the level of the
United States, Europe would have spent an additional $160 billion in 2002
and $840 billion cumulative over the preceding decade. Using Germany as an
illustration, they argued that Germany saved $19 billion from price controls
in 2002, but this policy imposed $22 billion of added costs on Germany in
the form of foregone benefits. Only about $5 billion of that alleged cost,
however, consisted of costs attributable to better outcomes for patients. The
rest was money that would have been spent on added inputs used by the
pharmaceutical and related industries.

While this kind of benefit-cost calculus may have intuitive appeal among
business consultants and even among some policy makers, it would not be
accepted from a first-year student by any reputable economics department.
As a general rule, economists measure the benefits produced by an economic
activity by the value that the output from that activity produces, and not by
the value of the inputs it consumes.

In any event, it is not clear that policy makers in these other countries,
notably Germany, will be persuaded by these shrill exhortations or by the
dubious benefit-cost calculus offered by management consultants Bain &
Company. After all, Glassman’s moral sermon emanates from a nation in
which some 45 million individuals find themselves without any health insur-
ance whatsoever at any point in time and a larger percentage yet finds itself
without coverage for prescription drugs. As a highly accomplished panel
of scientists concluded in a study published by the Institute of Medicine of
the U.S. National Academy of Sciences (2003), some 18,000 Americans die
prematurely every year because of this lack of health insurance, not even
to speak of the avoidable suffering of those chronically ill uninsured who
survive, among them many elderly Americans.

Furthermore, health policy makers in Europe and Canada can point to
widely respected statistics gathered annually by the Organization for Eco-
nomic Cooperation and Development, according to which the United States
ranks remarkably low in the OECD on many standard health status indi-
cators, such as the infant mortality rate, life expectancy at birth and at age
60, and “potential years of life lost per 100,000 population,” that is, life
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years that ought not to have been lost if timely and appropriate health care
had been given (Anderson and Hussey 2001). Accusing policy makers in
other nations of “killing people” through price controls from the perch of
the United States therefore requires a certain temerity. Although probably
meant to be helpful to the U.S. pharmaceutical industry, one may wonder
whether it is.

Finally, policy makers in these other countries can properly wonder how
much of any additional dollar or Euro that they might allow to be spent in
their countries on prescription drugs actually would be allocated to R&D
by the pharmaceutical industry. These policy makers can point to income
statements of the U.S. pharmaceutical companies, according to which only
about 13–14% of total revenue flows into R&D, while over a third of total
revenue flows into marketing and general administration. The question can
legitimately be raised by policy makers in other countries whether, from the
viewpoint of society at large, some of these funds now going to marketing
and general administration might not be more productively spent on R&D.
Figure 2.1 exhibits the relevant financial statement data for the 1990s. More
recent data, provided in 2003 by Bank of America Securities Equity Research,
corroborate the earlier data. In 2002, for example, 13 large research-based
U.S. pharmaceutical companies jointly spent about 32.8% of total revenue
on SG&A, 25.3% on cost of goods sold, and 14% on R&D.
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Figure 2.1. Trends in the financial statements of major pharmaceutical manufacturers,
top 10 firms, 1990–2000. Source: Kaiser Family Foundation (2001), Exhibit 31, p. 45.
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The Location of Pharmaceutical R&D

Running through virtually all of the criticism leveled at drug price controls
in Europe, Canada, and Asia is the theme that these controls drive pharma-
ceutical R&D from the countries with price controls to those countries with
fewer or no government controls on drug prices, for example, the United
States. Petulance among the executives of the research-based pharmaceutical
industry might trigger such a response, but not among cool-headed execu-
tives who sincerely wish to serve their shareholders. Because pharmaceutical
products can be sold worldwide, regardless of where the underlying R&D
was performed, and because even clinical trials can be conducted on a world-
wide basis, the location of pharmaceutical R&D should not be substantially
driven by the presence or absence of government controls on product prices
at various alternative locations. Elementary economic theory suggests that
these locational decisions should be driven instead by the availability and
cost of scientific research personnel and by government regulations directly
affecting the R&D enterprise.

It is entirely conceivable, for example, that, over the next several decades,
more and more pharmaceutical research will shift from Europe and the
United States to Asia, especially to China, where there will likely be an
abundance of highly trained and relatively low-cost scientific personnel to
conduct the research. Even the more economically developed Asian nations,
such as Korea, Singapore, and Taiwan, are likely to benefit from this migra-
tion, as long as they strive to have a comparative advantage in scientific
research vis-à-vis the United States and Europe.

The “Free Trade” Argument

Probably more compelling in the political realm than the critiques of foreign
drug price controls reviewed thus far is the argument that these controls
simply are “unfair” and violate tenets of free international trade.

That argument was first famously raised by the then U.S. FDA Com-
missioner Mark McClellan before the First International Colloquium on
Generic Medicine in Cancun, Mexico (September 25, 2003). It was raised
again by the Republican Policy Committee of the United States Sen-
ate (2005). Its policy statement, “Pharmaceutical Price Controls Abroad:
An Unfair Trade Policy,” cited the 2002 U.S. Trade Promotion Author-
ity Act, which acknowledged that “price controls” and “reference pricing”
for pharmaceutical products (to be discussed below) are “trade-distorting
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barriers” and “disguised trade barriers.” Indeed, the Republican Policy
Committee went so far as to decry even conventional economic evalua-
tions (referred to as “cost-utility evaluation”) as a trade barrier, singling out
“Australia, Canada, the Netherlands, Portugal and the United Kingdom” as
practitioners of such analyses (p. 5). That a committee of the U.S. Senate
would declare standard economic evaluation of new medical technology to
be a trade barrier speaks volumes about what American policy makers had
in mind concerning the relationship between free international trade and
national health policies.

The 2002 U.S. Trade Promotion Authority Act gives the U.S. president the
authority to “strive to eliminate unfair trade practices” in international trade
negotiations. That authority was subsequently exercised in the Australian–
U.S. Free Trade Agreement negotiated in 2004 (Becker 2003; Outterson
2004), drawing international attention to the linkage now made by the U.S.
government between the domestic health policies of nations and interna-
tional trade policy. Exercise of the authority is bound to surface again and
again on the agendas of future bilateral or multilateral international trade
negotiations. This intrusion by the United States into the domestic health
policy of other nations is apt to become a source of friction in international
relations.

The central tenets running through this foreign-trade argument are
(1) that current levels of pharmaceutical R&D spending worldwide are sub-
optimal in the sense that more R&D spending could easily be justified on the
basis of future patient health benefits (e.g., Murphy and Topel 2003b), (2)
that the R&D costs per successful new pharmaceutical or biotech products
will continue to rise apace, and (3) that this growing burden should some-
how be more fairly shared among nations on the basis of their ability to pay.
There is the added assumption that a more “equitable” sharing of the fiscal
burden of pharmaceutical R&D would automatically lead to lower drug
prices in the currently high-price countries, notably in the United States.
Although this line of reasoning has considerable intuitive appeal, and can
be backed up by the awesome economic power the United States can bring
to bear on foreign policy, it triggers in one’s mind a number of questions.

First, in spite of annual compound growth of close to 13% in U.S. R&D
spending during the past decade and a half, the numbers of both new drug
applications and new drug approvals have not grown commensurately. On
the contrary, both have leveled off in recent years. It appears that traditional
approaches to chemical-based pharmaceutical R&D have run into strongly
diminishing marginal returns, and a more pronounced shift to alternative
approaches should be made, especially for biological products.
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Second, the idea that the removal of price controls in other countries will
lead to a lowering of drug prices in currently high-priced countries, notably
in the United States, may have appeal at first glance, but the proponents of
that idea are never clear about just what mechanism would produce these
price declines. Presumably the sellers of pharmaceutical products in the
U.S. market would continue to extract from it the maximum prices that
U.S. consumers are willing to pay. Any future reduction of drug prices in
the United States therefore hinges mainly on the relative market power of
the buyer side in the U.S. market, rather than on what other nations pay for
drugs. Elementary economic theory suggests that if other nations allowed
drug prices to rise, but the buyer side of the U.S. pharmaceutical markets was
to weaken for some reason, drug prices in the United States almost surely
would rise accordingly, independently of the higher drug prices abroad. To
argue otherwise stretches credulity.

Third, there is the question of how “unfair” current price differentials in
the global pharmaceutical market actually are. The authors of the previously
cited Bain study proposed that Europeans should “pay prices proportional
to their GDP per capita” (Bain Company 2005, p. 5). That idea has been
echoed by most critics of the current, allegedly “free rider” system. There is
evidence that, by and large, this criterion is actually being met.

Differential Drug Prices and Ability to Pay

Danzon and Furukawa (2003) compared average price levels for pharma-
ceuticals in eight countries – Canada, Chile, France, Germany, Italy, Japan,
Mexico, and the United Kingdom – relative to those in the United States.
The authors used as their unit of analysis the “molecule-indication” for
drugs, defined by active ingredient and therapeutic class. A country’s price
per dose was the volume-weighted average price per dose, averaged over all
package sizes, in a molecule-indication, using U.S. volume weights for the
cross-national comparisons. The manufacturers’ prices were used instead of
retail prices to purge the price data of cross-national differences in wholesale,
retail markups, and taxes.

Using 1999 foreign exchange rates to convert all prices to U.S.-dollar
equivalents, the authors found that Japan’s average drug prices per molecule-
indication in that year were the highest in the nine-country cohort, U.S.
prices were the next highest, and Canada’s the lowest, at 33% below
U.S. prices. Prices in France were 30% lower than U.S. prices, and prices
in the other countries about 15% lower (Danzon and Furukawa 2003,
Exhibit 3).
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When cross-national price comparisons are made using prevailing mar-
ket exchange rates, the observed price differentials naturally fluctuate simply
with fluctuations in exchange rates, which are heavily influenced by fluctu-
ations in capital flows. To avoid this extraneous source of variance in the
data, Danzon and Furukawa used two alternative exchange rates to con-
vert prices in foreign currencies into U.S.-dollar equivalent prices: (1) gross
domestic product–purchasing power parity (PPP) exchange rates, and
(2) health care–PPP exchange rates. The GDP-PPP exchange rates equalize
the purchasing power of different currencies in terms of a GDP-based basket
of goods and services, while the health care-PPP equalizes the purchasing
power of different currencies in terms of a basket of health care goods and
services.

Using the GDP-PPP conversion, the authors found that Canada’s average
drug prices were only 14% below comparable U.S. prices in 1999, rather
than the 33% suggested at market exchange rates. With GDP-PPPs, Japan’s
average drug prices were slightly below the comparable U.S. prices, although
France’s prices were about 40% below U.S. prices, rather than the 30%
at market exchange rates. Germany’s average drug prices were 25% below
U.S. prices at GDP-PPP exchange rates, rather than about 15% at market
exchange rates. Finally, at the health care–PPP conversion rates, all eight
countries in the study had higher drug prices than comparable U.S. prices.
This was so because the prices of health care goods and services other than
prescription drugs in these countries were even lower than comparable prices
in the United States.

The final adjustment made by Danzon and Furukawa to cross-national
differentials in drug prices was to relate them to cross-national differences
in GDP per capita, a reasonably good indicator of ability to pay. The authors
found that, after this final adjustment, drug price differentials between coun-
tries roughly reflected income differences (except for Chile and Mexico). If
one treats global R&D costs as a “global joint cost” to be recouped through
efficient and equitable global pricing strategies, as the authors suggested,
then the prevailing price differentials were reasonably, if not perfectly, con-
sistent with both efficiency and equity.

From the perspective of international trade negotiations, this is a highly
policy-relevant finding. It suggests that the prevailing cross-national price
differentials, far from representing unfair mooching on the part of other
countries, actually fairly closely reflect one of the objectives frequently cited
by the critics of current global drug-pricing policies, namely, that cross-
national drug prices should reflect cross-national differences in ability to
pay.
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VI. The Balance of Power in the Pharmaceutical Market

The critics of government-imposed price controls on pharmaceutical prod-
ucts do have a valid point. As long as the price ceilings are set above the incre-
mental cost of producing these products, manufacturers will be tempted to
sell at whatever those controlled prices are, because they earn at least a posi-
tive margin toward the recovery of fixed costs. The problem is that the price
ceilings may be set at levels far below fully allocated fixed costs per unit. If
every payer followed that strategy, pharmaceutical companies would soon
become insolvent.

Critics of price controls therefore point to “free markets” as the more
efficient alternative without, however, specifying precisely how such a mar-
ket should be structured. The tacit assumption appears to be that the mere
absence of government controls on the production, pricing, and distribu-
tion of a product ipso facto represents a properly functioning market. One
could not be more wrong on this point. According to the First Optimality
Theorem of economics, “free markets” in an industry will lead to an effi-
cient allocation of productive resources and distribution of output only if
these markets are perfectly competitive, which requires that the following
exacting conditions be met (Arrow 1963, pp. 942–943):

1. There is full price transparency for all rival products, on both sides of
the market

2. The intrinsic qualities of the rival products are fully and accurately
understood, on both sides of the market

3. There is unfettered and costless entry and exit of producers for any
product sold in the market

4. There are no increasing returns in the production and distribution of
products and

5. For every product traded in the market, there are many buyers and
many sellers, none of whom possesses monopolistic market power
(such as those conveyed by patent laws).

According to the Second Optimality Theorem, in markets meeting these
stringent conditions, any efficient allocation of goods and services that is
desired by society on ethical grounds can be attained, in principle, without
government interference in the production, pricing, and distribution of
products, simply by redistributing purchasing power among the citizenry
to allow the market to drive on its own toward the desired outcome (Arrow
1963, p. 943).
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The First and Second Optimality Theorems have become the intellectual
foundation for current proposals worldwide to “privatize” all production
and distribution of health care and to seek politically desired distributions
of health care through transfers of cash or vouchers to low-income families.
Unfortunately, it would stretch credulity to argue that the markets for health
care even approximate the stringent conditions required by these theorems
(see, e.g., Rice 2002).

Furthermore, as Newhouse (2004) has argued convincingly in a recent
commentary on the pricing of pharmaceutical products, in practice, it is
impossible to develop a price policy for pharmaceutical products that is both
statically and dynamically efficient. Static efficiency requires that, at a given
point in time, price be set equal to the incremental cost of producing more
output with a given capacity, lest customers willing to cover at least these
incremental costs go unserved. However, given the industry’s cost structure,
at that price fixed costs (including R&D) will not be recovered. It follows
that a statically efficient price ipso facto is dynamically inefficient, because
dynamic efficiency requires that, over the long run, added resources flow into
R&D and production capacity up to the point at which the social benefits
from further expansion would no longer cover the long-run incremental cost
of expansion (including R&D). As a result of this inherent conflict between
static and dynamic efficiency, all pricing policies for pharmaceutical prod-
ucts in the real world will be compromises between these two forms of effi-
ciency. Thus far, these compromises have been anything but balanced, even
in what were considered by pharmaceutical manufacturers as “free markets.”

Before 1990, for example, pharmaceutical manufacturers selling products
in Germany believed they were operating in a “free market” there, because
the manufacturers were free to set the prices for their products to Ger-
man wholesalers. The markups of wholesalers and retailers were regulated
by government. Insurance carriers, typically covering 100% of the retail
prices charged for prescription drugs, had no choice but to pay those prices.
Every physician in Germany then enjoyed complete therapeutic freedom to
prescribe whatever product he or she deemed appropriate. Occasionally –
perhaps more than occasionally – they did so under conflicts of interest
created by sundry favors or rewards bestowed on them by the marketing
departments of pharmaceutical companies. No economist could possibly
describe this arrangement as a properly functioning “free market,” because
there was no countervailing power whatsoever on the demand side of that
market. Naturally, the arrangement was not sustainable over the longer run
and was abandoned in the early 1990s, in favor of sundry government con-
trols on drug pricing and prescribing.
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Similarly, until the early 1990s, only about a quarter of retail sales of pre-
scription drugs for the most part in the United States were covered by health
insurance. American consumers of prescription drugs paid the full retail
price charged them by the local pharmacist, who had complete freedom
in pricing those products, as did wholesalers and manufacturers further
upstream. Individual physicians had complete therapeutic freedom to pre-
scribe any pharmaceutical product they deemed appropriate, once again
under occasional conflicts of interest. Patients either filled the script at the
pharmacy or did not, depending on their budgets. Typically, patients had no
information on relative prices of these drugs at various pharmacies in their
market areas and on the availability of substitute products, let alone on the
cost effectiveness of rival products, by which is meant the relative cost for
the benefits achieved with the drugs. In fact, even to this day, such crucial
information is not generally accessible to American patients. Pharmaceuti-
cal executives may have viewed this arrangement as a properly functioning
“free market” as well. Once again, however, no self-respecting economist
could possibly certify it as even an approximation to a market meeting the
conditions of the First Optimality Theorem. Only with the spread of third-
party payment in the 1990s in the United States has there been a degree
of effective market power on the demand side of the U.S. pharmaceutical
market.

Markets for pharmaceutical products worldwide are less than well bal-
anced. Markets dominated by the monopsonistic (single-buyer) power of
government can exercise undue power over the supply side of the market
and depress prices to dynamically inefficient levels. At the other extreme,
markets with an ill-informed and typically feeble demand side, weakened
further by moral hazard inherent in health third-party payment, are unduly
dominated by the supply side. What is needed instead are markets with more
evenly balanced of power, in which both sides of the market are accurately
informed about the prices, clinical effectiveness, and cost effectiveness of
the rival products being offered for sale. Creating such markets is one of the
major challenges confronting health care policy makers around the globe.

This will involve two facets. First, where patients now enjoy full or nearly
full insurance coverage for prescription drugs, they are likely to be asked to
assume a larger share of the cost of drug therapy, if only to focus their minds
on the relative “cost effectiveness” of rival products. Second, however, to
allow both patients and their physicians to act as more cost-conscious pur-
chasers of prescription drugs, an information infrastructure will emerge, or
should emerge, that can provide potential users of pharmaceutical prod-
ucts with objective, science-based information on the prices and relative
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cost effectiveness of rival pharmaceutical products being offered in the
market.

Forms of Cost Sharing by Patients

Cost sharing by users of prescription drugs can take a variety of forms, each
with its own behavioral and clinical consequences.

Full Out-of-Pocket Spending
The patient may be asked to pay out of pocket the full retail price of prescribed
drugs. This is still more common than may be supposed, for example, for
the about 45 million persons in the United States without health insurance
coverage at any point in time. It is also so for elderly Americans covered
by the Medicare Modernization Act of 2003, which requires patients, in
2006, to pay out of pocket fully for the first $250 of drug spending in a year
(the annual “deductible”), then 25% of annual spending in excess of $250
but below $2,250, but then it reverts to zero insurance coverage once more
for annual spending in excess of $2,250 but below $5,100 (the so-called
doughnut hole), and thereafter the patient is responsible for 10% of annual
spending in excess of $5,100, with both the deductible and doughnut hole
growing over time (Kaiser Family Foundation 2005). Prescription drugs
are not covered under the government-run, provincial health insurance
plans for Canadians who are neither elderly nor poor. In many of the poor,
developing countries, the bulk of health spending is fully out of pocket,
including spending on prescription drugs.

Tiered Copays or Coinsurance
Insurance plans around the world that had traditionally covered the full cost
of prescription drugs have begun, in the last decade or so, to impose either
deductibles or various forms of tiered cost sharing on patients.

The most common form of tiered cost sharing has been flat copay-
ments per prescription, staggered in size by generics, brand-name drugs
on the insurer’s formulary, and brand names not on the insurer’s formu-
lary. Although designed to goad patients toward generics or brand-name
drugs preferred by the insurer, merely imposing copayments keeps the full
price of the purchased products hidden from the patient’s view. For that
reason, many insurance plans have introduced tiered coinsurance. Under
such a plan, for example, the insured may be asked to pay 10% of the cost
of a generic drug, 20% of the cost of a brand-name drug on the insurer’s
formulary, 40% of the cost of brand-name drugs not on the formulary,
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and, of course, 100% of drugs of any type not covered by the insurance plan
at all.

Reference Pricing
By far the bluntest and most controversial form of tiered cost sharing, how-
ever, is “reference pricing,” so called because the insurer only reimburses
patients for the price of a relatively low-cost drug in a larger “therapeu-
tic group” of drugs all declared to be “equivalent” (López-Casasnovas and
Puig-Junoy 2001). Patients are then required to pay the entire difference
between this low-cost reference price and the actual retail price charged for
a drug with a higher price out of pocket. Reference pricing has been used
under Germany’s Statutory Health Insurance system since the early 1990s.
It now is used in a number of other countries, including in some Canadian
provinces, in Australia, and in New Zealand (Kanavos and Reinhardt 2003).

As already noted, the Republican Policy Committee (2003, p. 5) sin-
gled out reference pricing as one form of restraint of free international
trade, although on its face reference prices strike at least some economists
(Huskamp et al. 2000; Kanavos and Reinhardt 2003) as a reasonable precon-
dition for a genuine, price-competitive market for pharmaceutical products,
especially if patients and their physicians are well informed about the distinct
attributes and relative cost effectiveness of the drugs within a therapeutic
group. The idea is that insurance carriers will socialize through full cover-
age the cost of only basic prescription drugs that are considered adequate,
leaving it to the suppliers of more expensive substitutes in a therapeutically
equivalent group to persuade patients in a free market that the benefits of the
higher-priced products are worth the extra out-of-pocket outlay on them.

The approach is nothing other than the analogue of the more gen-
eral concept of “defined contribution” now widely recommended by many
economists for the purchase of health insurance (Pauly et al. 1991). Under
that approach, government or employers make a defined contribution to
an individual’s purchase of private health insurance, leaving the individ-
ual to pay the full difference between that contribution and the insurance
premium actually charged by the private insurer.

Remarkably, however, economists can be found who reject the idea of
reference pricing on two grounds (see, e.g., Danzon 2000 and 2001, and the
series of essays in López-Casasnovas and Jönsson 2001). That opposition
comes even from economists who favor the idea of defined contributions
for health insurance (see, e.g., Danzon, coauthor in Pauly et al. 1991).

First, these economists have argued that patients typically are not suffi-
ciently informed about the cost effectiveness of rival drugs in a therapeutic
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group and that physicians will not take the time to explain it to them,
because they are not explicitly paid for that service. That argument, of
course, calls into question the entire idea of applying a market approach
to the pharmaceutical market or to health care markets in general. Second,
these economists have warned that reference pricing violates horizontal
equity, because poorer patients are more likely deprived by it of superior,
higher-priced products than are wealthier patients. That argument, how-
ever, would apply with equal force to any defined contribution approach to
health insurance and any proposal to impose high deductibles and coinsur-
ance on patients for any health service, as such arrangements always entail
the price rationing of health care at the margin (see Reinhardt 1996).

Much of the controversy over reference pricing, in particular, the strong
opposition of pharmaceutical manufacturers to that approach, arises from
the definition of “equivalence” in the construction of the relevant “ther-
apeutically equivalent groupings” of prescription drugs. These groupings
can be narrowly or widely construed. At the narrow end, a “therapeuti-
cally equivalent group” of drugs may include only drugs with the iden-
tical active, chemical ingredients, which inevitably confines the grouping
to generic drugs only. At the other extreme, very much frowned upon by
research-based pharmaceutical manufacturers, the “therapeutically equiv-
alent grouping” can be defined by insurers to include all products with the
same therapeutic target, including off-patent and on-patent drugs.

Additional controversy arises from the selection of the reference price
within a therapeutically “equivalent” group of drugs. If only the lowest-
priced drug in the group serves as the reference price, all other products
are exposed to cost sharing by patients, and their prices may well be pushed
down toward the low reference price. Even so, this would have to be regarded
as a market solution, rather than price control, because patients’ preferences
and willingness to pay had forced the migration of prices toward the ref-
erence price. But if a higher-priced product, somewhere in the middle of
the therapeutic grouping, were used as the reference price, then the prices
of lower-priced products, including generics, would migrate up over time
toward the higher reference price. It might lead to very high profit margins
on noninnovative products that do not contribute toward financing R&D.

A more in-depth discussion of reference pricing lies beyond the compass
of this essay (in this regard, see Kanavos and Reinhardt 2003). Suffice it to
say, it is a powerful method of introducing market power on the demand
side of prescription drugs covered by health insurance, and one likely to be
embraced, sooner or later, by private health insurers, as they seek to cope
with the ever-rising cost of health care.
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Consumer-Directed Health Care (CDHC)
After the demise of “managed care” in the United States during the late 1990s,
the latest novel idea in American health policy is what is euphemistically
called consumer-directed health care, which is in effect nothing other than
health insurance with very high annual deductibles, ranging, in the United
States, from $2,000 per family to $10,000 or more. Just as American manage-
ment consultants sought to market “managed care” around the globe during
the 1990s, so they are apt to market CDHC in the early twenty-first century
as a novel American invention, even though it is but a particular variant of
the medical savings account (MSA) approach long used in Singapore.

Whatever may be said for or against the CDHC approach, it cannot
be judged supportive of the research-based pharmaceutical industry, as
patients will be exposed to the full cost of prescription drugs within the high
deductibles. Unless special insurance arrangements are made for prescrip-
tion drugs, on the plausible argument that lowering their cost to patients
can help avoid costly hospitalizations and other more expensive acute care,
the approach is apt to impinge severely on the profit margins and funding
of R&D in the industry. It is a development that ought to give the industry
pause.

An Information Infrastructure of the Pharmaceutical Market

If the market power inherent in the decisions of patients is to be more
effectively harnessed in the control of health care costs, then it becomes
essential that patients, as well as their physicians, are better informed than
they now are about the relative costs and benefits of rival products with the
same therapeutic target, in short, on their relative “cost effectiveness.” The
development of such an information base will be another major challenge
of health policy makers in the coming decades.

The establishment of the relative cost effectiveness of rival pharmaceutical
products poses extraordinary methodological problems, as is superbly well
described in the bible for such studies, Drummond et al.’s Methods for the
Economic Evaluation of Health Care Programmes (2005). The “costs” used
in such evaluations can be narrowly construed to be only those of insurers
or of insurers and patients, or very widely to include all social costs, includ-
ing those borne by family members, employers, and others in society (e.g.,
though contagion). Benefits in cost-effectiveness studies typically are mea-
sured by physical health-status indicators, such as added life years saved or
changes in blood pressure, but they must be adjusted for the quality of life,
which in turn triggers a host of additional methodological challenges and,
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in the end, subjective value judgments. Consequently, different researchers
can arrive at quite different conclusions concerning the relative cost effec-
tiveness of a set of rival pharmaceutical products (see Pauly, Chapter 10,
and Drummond, Chapter 11). The sources of such differences can be laid
bare only if all such studies are open to full, external audit as to the raw data
going into the studies, the methodologies used to transform the raw data
for analysis, and the analyses themselves (Reinhardt 1997).

Given the many judgments that must be made by researchers in even
the best, most objective cost-effectiveness studies, the question arises who
should conduct them, to make them truly useful for the market of pharma-
ceutical products. If those studies are conducted or funded by third-party
payers, be they governments or private insurers, they will immediately be
suspected by pharmaceutical producers, physicians, and patients to be biased
in favor of cost savings, possibly at the expensive of quality. But if these studies
are conducted or funded by pharmaceutical producers, as now they typi-
cally are, they are similarly suspect among third-party payers (Millenson
2004) and among the general public. What is needed, therefore, are research
institutes that are fiscally independent of either side of the pharmaceutical
market and, therefore, beholden to neither side.

In “An Information Infrastructure for the Pharmaceutical Market,” this
author proposed such an approach for the United States, although it would
be applicable to any country (Reinhardt 2004). One or preferably several
private, nonprofit Phamaco-Economic Research Institutes (PERIs) would
be established permanently by law and granted a generous initial endow-
ment financed by government, say, a 1% tax on all pharmaceutical retail
sales over one or two years. These endowments could be replenished from
time or time or be generous enough at the outset not to need such replenish-
ments. Like private universities in the United States, the PERIs would invest
their endowments in diversified portfolios of financial assets. The returns
from these investments, and perhaps annual take-downs of the endow-
ments themselves, would finance an ongoing set of research studies con-
ducted by high-caliber, highly respected pharmaco-economic researchers
located either at the PERIs themselves or in academic institutions working
under contract from the PERIs. These studies would be fully auditable, at all
times, by anyone as to raw data and methodology, including by researchers
engaged by the pharmaceutical industry. The PERIs also would monitor the
performance of drugs after launch and evaluate new therapeutic applica-
tions emerging after launch. The research findings produced by the PERIs
would be treated as a pure public good, which means that they would be
posted on a Web site and be available worldwide to anyone, free of charge.
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Finally, these research findings would not be binding on anyone, but they
could be used by all stakeholders in their decisions on drug therapy or new
R&D on pharmaceutical products.

VII. Summary and Conclusion

The purpose of this chapter has been to provide a broad, general overview
of the role of the pharmaceutical industry in the economy and in the health
sector, and to explore a number of problems arising from the industry’s
cost structure and from the traditional imbalance in the global markets for
pharmaceutical products.

There can be no question that governments in all nations must be careful
not to harm through their policies an industry on whom (1) the entire
world depends for enhancements in the quality of human life, and (2) to
which the world will increasingly look for technological breakthroughs to
help reduce the currently high labor intensity of the production of health
care, which cannot be sustained, given an ever-rising ratio of nonworking
to working-age adults.

At the same time, the industry must reckon with sustained efforts in the
decades ahead to shore up the market power of the demand side of the
market. It will be sought by engaging patients more fully in the process of
price competition through various forms of cost sharing, including reference
pricing. It will be sought also through the natural complement of added
cost sharing by patients, namely, greater transparency of the prices and the
relative cost effectiveness of rival pharmaceutical products. These particular
approaches to shoring up the demand side will certainly be attempted in
countries where government controls of pricing have been weak or absent.
But even where governments have hitherto controlled drug prices, such price
controls may be transformed over time into greater cost sharing by patients
and the associated transparency of prices and cost effectiveness.

The challenge for all stakeholders worldwide will be to find a dynamically
efficient balance between eliminating whatever current waste there may be
in pharmaceutical therapy and encouraging greater price competition, on
the one hand, and, on the other, leaving prices at sufficiently high levels to
attract adequate resources to the complex R&D enterprise of the industry.
This book is intended to be part of the global conversation on how best to
achieve that goal.



P1: JZP
0521874904c03 CUNY749B/Sloan 0 521 87490 4 March 19, 2007 13:55

THREE

The Economics of Research and Development

in the Pharmaceutical Industry

William S. Comanor

I. Introduction

In this chapter I return to the topic of my doctoral dissertation, completed
in 1963 under the same title. My purpose then as now was to explore the
importance of research and development (R&D) for new products in the
pharmaceutical industry. Such products embody new medical advances and
have a major impact on mortality and morbidity rates.

The structure of discovering and developing new drugs has shifted greatly
over the past 20 years. In the early years of this industry, from its rebirth
following the Second World War through roughly the end of the 1970s,
the major pharmaceutical companies developed “in house” most of their
primary products, largely by testing large numbers of available compounds.
Scientific knowledge was obtained primarily from freely available sources.
There were perhaps 40 highly integrated firms worldwide that contributed
to this effort.1

Since then, the process of drug development and discovery has become
increasingly complex. A new technology appeared, termed “biotechnology,”
which placed this process on a more scientific basis. A new set of firms
appeared: smaller and interposed between the scientific community and the
major pharmaceutical firms. It is reported that between 25% and 40% of
sales by the major pharmaceutical companies currently are from products
that originated in the biotech sector.

In this chapter I review the expanding economic literature that describes
and explains the new structure for research. Along with the new scientific
knowledge, I find an increasing degree of disintegration as the major com-
panies have increasingly funded work carried out by others. I consider the
costs and benefits of the new structure and explore the implication of current
trends for the efficiency of the drug development process.

54
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II. A New Technology for Pharmaceutical Research

Since the mid-1980s the pharmaceutical industry has been shaken by the
rapid pace of technological change. Unlike most other industries, however,
this change has had little effect on production processes used to produce new
or existing products. It has not led to cost-saving innovations that permit
lower production costs; indeed, it has had little to do with the manufacturing
process. Instead the new technology relates to the process by which new
products emerge in this industry.

At the same time, the new technology has not had so great an impact
on the process by which new drugs are tested and evaluated. The extensive
testing of new drugs required by the U.S. Food and Drug Administration
(FDA) and similar agencies elsewhere has not been greatly affected by the
new research methods.

At the dawn of the modern industry, in the 1950s and 1960s, the process
of drug discovery was largely empirical and had little of a theoretical base.
This fact was acknowledged in studies written during this era, such as the
book by Jewkes, Sawyers, and Stillerman (1958). Those authors emphasized
the distinction between systematic and empirical research. In the former,
“the new idea has a certain completeness and unity from the outset,” while
in the latter, “the new idea is a nature of a discovery arising from a search,
more or less informed, among many possibilities.” The latter approach was
characteristic of new discoveries in the chemical industry. Jewkes et al. sug-
gested that “many modern chemical inventions . . . have risen from the vague
intuition that a chemical compound with a given structure might have cer-
tain desirable properties, followed by the experimental verification of the
hypothesis” (pp. 164–166).

This characterization was applied directly to pharmaceutical research dur-
ing this era. Thus, a former medical director of a division within Pfizer stated
in 1960:

There can be no question that some very wonderful, exciting, extremely important,
and productive research has been and is being done within the pharmaceutical
industry. However, I do not think that it would detract in any way from these
fine and worthwhile activities to point out that much that is called research in
the pharmaceutical industry has little relationship to what most people engaged in
academic and research activities would consider to be scientific research.2

If this picture applied to the early postwar years, it does not describe the
pharmaceutical research process very well at the beginning of the twenty-first
century. What was once a largely empirical discovery process has developed
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into a more theoretical activity. The science of pharmacology has become
more advanced so that researchers can develop a greater understanding of
how drugs work in the body. This greater understanding has shifted the
character and setting for pharmaceutical research.

The shift to a more science-based process, however, is not fully complete.
It occurred more rapidly in some therapeutic categories than in others, and
in some pharmaceutical companies than in others. These two dimensions
are, of course, not independent for companies whose work is more heavily
concentrated in areas where science-driven activities have taken hold more
fully and have in turn adopted the new approach more quickly. A striking
feature about this technological shift has been the considerable heterogeneity
in the adoption process. The diffusion of this change has not been rapid or
complete.

One reason is that firms who want to employ the new technology cannot
merely invest in basic research. Cockburn and Henderson (1998) empha-
size that “it is also important for the firm to be actively connected to the
wider scientific community” (p. 158). They developed the concept of “con-
nectedness,” as measured by the extent of collaboration in writing scientific
papers across institutional boundaries, and conclude that “firms wishing
to public sector research must do more than simply invest in in-house
basic research: they must also actively collaborate with their public sec-
tor colleagues. . . . The extent of this collaboration . . . is positively related to
private sector research productivity” (p. 180). The process by which firms
acquire this new technology is not simple or direct, nor obtained without
cost.

Cockburn, Henderson, and Stern (1999) emphasize the importance of
organizational factors and the distribution of power relationships within the
firm for the speed at which new research methods are employed. Some firms
are more suited to the new technology than others. The authors note that all
their informants emphasized “that differences in the historical experience
of the firm, in their ‘knowledge capital,’ were critically important in shaping
the adoption decision” (p. 19).

To examine the diffusion process empirically, Cockburn et al. explore
the relationship between patenting and publishing by the company’s sci-
entific staff. When the older, more empirical approaches were employed,
these activities were considered substitutes, and the publication of research
findings not encouraged. In contrast, research organizations using more
science-based methods saw the publication of research findings differ-
ently. These activities were encouraged as promoting increased interde-
pendence with the scientific community. For this reason, patenting and
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publishing were now complements rather than substitutes in the research
process.

Cockburn, Henderson, and Stern also study the manner by which the
new technology was adapted. They find that the new technology was an
important factor for pharmaceutical research and yet has been character-
ized by a relatively low rate of diffusion. The increasing importance of new
biological discoveries for the design of pharmaceutical products required
new capabilities.

As Gambardella (1995) notes, “Although a public good, science is not a
‘free’ good. Internal scientific capabilities are critical for taking advantage
of the public good” (p. 103). From interviews with research personnel at
various companies, he observes the different decisions taken at different
companies to develop their scientific capabilities. Some made a major effort
in this, while others did not. Where the new technology was employed,
research personnel were encouraged to participate in the broader scientific
community and publish their findings in the scientific literature. There
was also increasing collaboration by industry researchers with nonindustry
scientists located at university and government laboratories.

As part of these increasing interactions, there have been a greater number
of research collaborations and agreements between drug companies and
other scientific institutions. Gambardella provides a list of 59 such rela-
tionships between large U.S. companies and universities and other research
institutions from the 1980s (pp. 49–54). While research institutions benefit
from the infusion of industry funds,3 the companies gain greater access to
scientific discoveries.

To test these observations, Gambardella estimates the relationship
between company patents and a lag structure of its scientific publications,
together with the level of research expenditures. He reports that “scientific
research and drug discovery appear to be intimately connected” (p. 115) and
that “in the 1980s, the productivity of applied research increased which is
related to significant advances in scientific knowledge and in the technology
of experimentation (e.g., computerized drug design)” (p. 121). From his
data, there were clear advantages to firms who adopt the new technology.

Cockburn and Henderson (1998) examine the importance of public fund-
ing for the development of the most important new drugs. Although they
find that more than three-fourths of the leading 21 drugs introduced between
1965 and 1992 had at least some input from the public sector, this does not
mean that public-sector research was sufficient for their development. Of
these products, most relied on enabling discoveries from the public sec-
tor. However, for only 2 of the 21 did public-sector research contribute to
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the synthesis of the relevant compound. Even when creation of new drugs
was facilitated by public research efforts, there were still important parts of
the discovery process carried out in industry research laboratories. In large
measure, industry and nonindustry research efforts are complementary.

To study this matter further, the authors investigate the extent to which
scientists in industry research laboratories collaborated with their public-
sector counterparts, using coauthorships as a measure. Not only did they find
a large number of such collaborations but also that coauthorships are posi-
tively related to the number of important patents taken out by the firm. They
conclude that “firms wishing to take advantage of public-sector research
must do more than simply invest in in-house basic research: they must
also actively collaborate with their public-sector colleagues. Further, . . . co-
authorships across institutions are correlated with private sector research
productivity . . . [so that there are] substantial differences across firms in
their ability to access public knowledge” (Cockburn and Henderson 1998,
p. 180). This is another factor affecting the rates of diffusion of the new
science-based technology.

Although the trend in pharmaceutical research activities has been toward
a more scientific basis, there remains a substantial empirical component to
these activities. Schwartzman and Cognato (1996) argue that “pharmaceuti-
cal research remains empirical, notwithstanding the increase in knowledge.”
Even is cases where drugs were allegedly rationally designed, “it was essen-
tially still a matter of following leads and not hypotheses suggested by general
theories” (p. 850). Although acknowledging that pharmaceutical research
efforts have become more structured in recent years, these writers suggest
that it is still largely an empirical exercise.

An important corollary of these changes has been the growing con-
nection between university and industry research activities. Schwartzman
and Cognato report that the number of scientific publications authored
by researchers at industry laboratories rose sharply in the years between
1973 and 1986. However, they indicate that this result does not apply to all
companies (p. 850).

III. Biotechnology

The initial scientific discovery by Stanley Cohen and Herbert Boyer, leading
to the new technology in 1973, provided the basic technique for recombinant
DNA. As this discovery became increasingly understood, its commercial
implications became recognized. New firms were created to employ this
new technology.
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Zucker, Darby, and Brewer (1998) observe that “the primary pattern in the
development of the industry involved one or more scientist-entrepreneurs
who remained on the faculty [of a research university] while establishing
a business on the side. . . . We see the university as bringing about local
industrial benefits by permitting its professors to pursue private commercial
interests while their faculty appointments tie them to the area” (p. 291).
These writers emphasize that the new scientific knowledge is not a “free
good” usable by an unlimited number of potential users at little cost. Instead,
it is a form of human capital that was held originally by only a small group
of discoverers and co-workers who had gained this knowledge by working at
the “bench-science level” (p. 291). Strikingly, this new technology was not
immediately available to the major pharmaceutical firms.

At its outset, the new technology was the province of a host of small com-
panies that typically focused on one or a few potential products. Scriabiane
(1999) estimates that there were 1,308 such firms in the United States in
1996 (p. 271). Of these, only 260 were public corporations. Many startup
firms had their roots in university science. Another survey reported that
fully 1,100 new biotechnology companies were created between 1980 and
1994 from licenses granted by universities (p. 272).

Historically the new firms created to pursue this technology saw them-
selves as representing a different industry, distinct from the broader phar-
maceutical industry. Their original goal was not only to discover new drugs
but also to manufacture and sell them. But only a few actually reached that
goal.4 An important reason is that the discovery of a new drug is only the
first step along the path to launching a new product successfully. The FDA
requires extensive clinical testing for new drugs, and the costs of large-scale
trials, particularly in Phases 2 and 3, can be substantial. As noted below,
the costs of clinical trials and other product development efforts represent
more than half of total research and development costs. Since the new start-
ups had generally employed most of their resources in the more scientific,
discovery phase of this research, they were often not prepared to support
the additional testing costs that were required.

Furthermore, the marketing of a new drug is often as costly as its total
research expenditures (Hurwitz and Caves 1988). Those outlays are typically
concentrated in the first two years following a product’s introduction. Mar-
keting costs effectively double the total outlays required for a new product’s
launch. This level of resources was generally available only from the major
pharmaceutical companies.

Increasingly, the large pharmaceutical companies formed partnerships
and alliances with smaller biotechnology startups. In addition to providing
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needed capital, they facilitated the clinical trial process and supplied essential
managerial support.

However, interactions between the two types of firms were often difficult
as they developed from different cultures. A solution was the purchase of
the more successful biotechnology firms by large pharmaceutical compa-
nies. These included the following acquisitions: Genentech by Hoffman-
Laroche, Chiron by Ciba-Geigy (Novartis), Genetics Institute by American
Home Products, Sphinx Biotechnologies by Lily, and Affymax by Glaxo.
While some leading biotechnology firms remained independent, for exam-
ple, Amgen, most joined the pharmaceutical industry. Prospects for an inde-
pendent biotechnology industry soon disappeared.

Although the difficulty of raising sufficient capital from private investors
was an important reason, there is also a second explanation, which resulted
from the distinction between single-project and multiproject firms. As Guedj
and Scharfstein (2004) observe, “the problem with single-project firms is
that, if they have poor investment opportunities, they may still invest because
managers are reluctant to return funds to shareholders. . . . This conflict
is mitigated in an internal capital market to the extent that higher-level
managers can retain funds for investment, but have a broader range of
projects in which to invest” (pp. 1–2). Small biotechnology startups, which
often have only a single research project, sometimes continue to invest funds
even when prospects are relatively dim.

To test this proposition, Guedj and Scharfstein compare startup biotech-
nology firms with major firms that have a larger number of projects. They
report that single-project firms were more likely to move their products
from Phase 1 to Phase 2 trials within a two-year period than were mature
firms. However, their products were also less likely to demonstrate good
results in Phase 2 trials, and less likely to move into Phase 3 trials within
a three-year period. The authors interpret these findings as suggesting an
agency problem between investors and managers for smaller, single-project
firms that often leads to overinvestment in research. Larger, multiproduct
firms were therefore more efficient.

Although the early biotech firms had an advantage in their understanding
of the new scientific technology, they faced the economic hurdle of raising
sufficient capital to conduct their research, carry out the extensive trials
required by FDA, and bring their products to market. As with other startups,
they originally sought investor funding, although this was soon joined by
contracts and grants from leading pharmaceutical companies. In return
for providing the necessary funds, the larger companies sought alliances
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through which they would share in the returns from any new products that
resulted.

An important feature of the biotechnology sector is the increasing for-
mation of alliances between small startup firms and larger pharmaceutical
companies. These alliances represent a middle ground between fully inde-
pendent transactions and the acquisition of the smaller firm by the larger
company. By the 1990s, funding by the leading pharmaceutical companies
for their alliance partners became a major source of biotechnology financ-
ing. In four years – 1994, 1995, 1997, and 1998 – alliance funding represented
more than half of the amounts received by startup biotechnology firms and
exceeded 60% of total financing, although it was somewhat lower in other
years.

While the new startup firms received financing, the large pharmaceu-
tical companies came to rely increasingly on these alliances for their new
product pipelines. Of the 691 new entities approved by the U.S. Food and
Drug Administration between 1963 and 1999, fully 38% were in-licensed
rather than developed fully in industry research laboratories (Nicholson,
Danzon, and McCullough 2002, p. 2). Through this process, the major
companies gained access to the new technology, and the new biotech prod-
ucts that resulted became important members of their overall menu of
drugs.

These alliances required that smaller biotechnology firms accept diluted
property rights in their new products. Not only would the returns be shared
but decisions and control over the research process would now be negotiated
with an outside partner. An obvious question is why they were willing to do
so. One answer is that these steps were needed to raise capital that would not
otherwise be available. However, if that were the only factor, other investors
than the large pharmaceutical companies would have equal standing and
be as likely to respond. This capital is typically provided by pharmaceutical
companies, which suggests that other factors are also important.

To examine these matters, Danzon, Nicholson, and Pereira (2005) investi-
gate the research performance of biotechnology alliances, paying particular
attention to whether this performance varied with the experience of the orig-
inating and licensing companies. The issue studied was whether the gains
from collaboration, and particularly the expertise that each firm brings to
the alliance, exceed any likely disincentive effects following from the dilution
of property rights. The latter might result because each firm’s efforts were
not fully internalized, and each bore only a portion of the research costs
associated with bringing a product to market.
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Danzon and colleagues collected information on nearly 200 compounds
under development in the United States during 1988–2000. Nearly half of the
compounds were developed within an alliance, both for large firms as well
as for smaller and medium-sized ones. For Phase 1 trials, they report that
the size of the originating firm was not related to the percentage developed
within an alliance, which confirms the conventional wisdom that small firms
generally have the same skills and resources needed for small-scale trials as
larger firms. In contrast, they find that small and medium-sized originating
firms more frequently had compounds in development through Phase 2
and 3 trials within an alliance than otherwise. The smaller firms seemed to
require the resources and expertise of a major firm to pursue these larger
and more expensive trials (p. 334 and Table 4).

The authors also examine the experience and size of the licensing firms.
Again, they find that the number of past trials had little relationship with
the prospects for success on Phase 1 trials, but the number of past trials
did have a substantial positive effect on later phases of research. Having
performed more trials in the past was predictive of greater success with the
Phase 2 and 3 trials. They report that “large firms have higher success rates on
in-licensed compounds than on compounds that they originate in-house”
(p. 319). These findings suggest that large pharmaceutical companies have
an advantage in carrying out latter-stage clinical trials as compared with new
startups, but not in discovering new drugs or in performing Phase 1 trials.
There appears to be an important division of labor by which biotechnology
is employed to discover and develop new drugs.

Nicholson, Danzon, and McCullough (2002) examine the relationship
between alliance payments and product features as related to the character-
istics of the parties. They find that “biotechnology companies signing their
first deal receive a 60% discount relative to firms that signed at least two
prior deals, controlling for product characteristics and some measure of the
rights transferred.” Also, “the discount for inexperience declines to 30%
on a biotech firm’s second deal and is insignificant for subsequent deals”
(pp. 5–6).

Learner and Merges (1998) review a sample of 200 alliances between
smaller biotechnology firms and larger pharmaceutical companies, or
among biotechnology firms, between 1980 and 1995. They seek to under-
stand the role of control as between the two parties and report “evidence
consistent with the hypothesis that the financial condition of R&D firms
affects their ability to retain control rights in technology alliances” (p. 146).
As expected, smaller biotechnology firms with more revenues prior to the
alliance were less likely to negotiate away their control rights.
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Learner and Tsai (2000) also consider the nature of biotechnology
alliances and how they are influenced by whether or not they were formed
in periods of sufficient external financing. They report that when external
financing was more readily available, control was more frequently main-
tained by the smaller biotechnology company then when external financing
was more limited.

This study also finds that when control was maintained by the smaller
biotechnology firm, the alliance’s performance was better as measured by
the probability that their drug would advance to the next stage of test-
ing or be finally approved. On the other hand, performance was “signifi-
cantly worse” when control was assigned to the large corporation (p. 28).
This issue is important because only when the research entity retains con-
trol is the project likely to be managed efficiently. However, when it does
not have sufficient financial resources, and must transfer increased own-
ership to a pharmaceutical company, prospects for the larger project are
reduced.5

IV. Scale and Scope of Pharmaceutical Research

These issues of scale and scope in regard to pharmaceutical R&D have been
studied most extensively. The first concerns the relative productivity of dif-
ferent sized research efforts, and whether R&D dollars are more effective
when aggregated together in large-scale enterprises or when divided among
a larger number of smaller firms. The critical issue here is the importance
of specialized people and equipment. Second is the issue of economics of
scope, which refers to the advantages of specialization or diversification
within research facilities, whether there are advantages within a given scale
of research activities of concentrating on a limited number of research prob-
lems or alternatively in spreading the effort more broadly.

Forty years ago I published a paper that directly explored the scale effects
of pharmaceutical R&D (Comanor 1965). In that paper, which used data
for the years between 1955 and 1960, I found economies of scale for R&D
carried out in smaller pharmaceutical firms but diseconomies for research
undertaken within the largest companies.

These findings were disputed by Vernon and Gusen (1974), who instead
report for the 1965–1970 period that larger firms were better at innovation
than smaller firms (p. 294). To be sure, as those authors acknowledge, the
latter period followed the introduction of the 1962 Drug Amendments that
required demonstrations of efficacy as well as safety for the introduction
of a new drug, while my earlier study preceded the new law. A possible
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explanation, therefore, for the reported differences was the new conditions
under which pharmaceutical research was then carried out.6

Jensen (1987) reviewed these earlier studies and provided new estimates.
She did not find that marginal product of research expenditures depended
on firm size. Her results instead suggest that, except for the smallest firms,
there is no particular advantage for new products of either large research
scale or large firm size.

The current literature on this subject has advanced beyond these early
studies. Much of the progress is attributable to the work of Cockburn and
Henderson, who emphasize differences between the discovery and develop-
ment of new drugs (2001, p. 3). Discovery includes both the basic science
and the application of the science to the selection of candidate drugs. In this
effort the research process is particularly risky in that only a few candidate
drugs are actually continued into development. Drug development, on the
other hand, largely includes the three phases of testing required by the FDA.
Although outcomes are more certain than before, it remains a risky process
in which many prospective drugs are discarded.

Although the development segment of pharmaceutical research has a
lesser scientific component than the discovery phase, it remains a substantial
undertaking that absorbs more than half of total industry research budgets.
Cockburn and Henderson (2001, p. 6) report that the relative cost of devel-
opment efforts has accounted for between 60% and 70% of pharmaceutical
research activities since 1970. The costs of this work are largely determined
by FDA requirements.

For their original study on this subject, Henderson and Cockburn (1996)
gathered project level data from 10 large pharmaceutical companies, which
together accounted for approximately one-fourth of total industry research
and development. When their data are aggregated to the firm level, they
report no evidence of scale economics: “the implied long-run elasticity of
important patent output with respect to research spending in every model
was between 0.4 and 0.5” (p. 46). However, their analysis of program-
level data leads them to different conclusions. Although they report “quite
sharply diminishing marginal returns to increasing investment in any sin-
gle program, . . . programs embedded in larger and more diversified firms
appear to be significantly more productive” (p. 48). Therefore, they find
both economies of scale and scope at the firm level.

Cockburn and Henderson (2001) acknowledge that their early results
pertain only to the discovery phase of pharmaceutical research, and not to
development. To correct for this omission, they gathered additional data
from the same 10 companies they had examined earlier. This information
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was for 708 development projects conducted between 1960 and 1990. On
average, these firms undertook approximately 16 individual projects simul-
taneously, with average total spending per project exceeding $18 million.
Over the 30-year period, mean expenditures per project roughly doubled
(p. 1041). Furthermore, there was a wide range of product duration, run-
ning from 1 to 26 years, although 90% of them lasted 10 years or less. As
expected, projects that failed to generate a new drug application (NDA) were
concluded earlier than those that led to NDAs.

Their primary results were based on logit regression models used to
explain the project’s probability of success, where success was indicated
by a new drug application. Their primary explanatory variables are: Scale –
the firm’s total development spending, Scope – the number of therapeutic
classes in which the firm was active, and Experience – the stock of previously
obtained NDAs. When these explanatory variables are included together in
the estimating equation, the Scale effect was not statistically significant while
the Scope effect has a major impact on the probability of the project’s success.
The firm’s past success in the therapeutic class was also significantly and pos-
itively associated with successful outcomes. The authors conclude that “relo-
cating the average project to a firm active in one more area would increase
the probability of success by about 0.03” (p. 20). However, they also find that
both of these purported effects disappear when firm dummy variables are
introduced into the analysis, from which they conclude that “much of the
variation in the scope measure is between rather than within firms” (p. 20).

The different ways in which research is organized as between firms in the
Henderson-Cockburn sample have striking effects on the probability of suc-
cess. The authors note the presence of “enduring idiosyncratic differences
among firms in the organization and management of the drug development
process. . . . Differences in development strategy – in the pace and timing
of development spending, and in the formulation of research strategy that
guides clinical development – [can be] important determinants of develop-
ment productivity” (p. 21). That conclusion raises the question of why less
efficient organizations and managements continue and are not replaced by
more effective alternatives.

Overall, Cockburn and Henderson (1999) emphasize the presence of
knowledge spillovers both within and across firms. The success of a given
project is enhanced, they argue, by the success of a related program within
the firm as well as in other firms. Even more important, they write:

The most statistically important determinant of a research program’s success, how-
ever, is its past productivity. The keys to this determinant are the “knowledge capital”
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accumulated by the program as an organizational unit as well as the skills and expe-
rience of individual scientists. . . . The primary advantage of size has [therefore]
become the ability to exploit internal returns to Scope – particularly the ability to
exploit internal spillovers of knowledge – rather than any economy of Scale per
se. . . . [Furthermore,] the benefits of spillovers can be realized only by incurring the
costs of maintaining “absorptive capacity” – the ability to capture new spillovers.”
(1999, pp. 323–324)

The firm’s scientific base, and the knowledge capital acquired by that base,
they contend, dominates any simple economies of either scope or scale in
determining the success or outcomes of a firm’s research and development
process. Scope and scale by themselves are less important than the knowledge
capital accumulated by the firm.

The unique contributions of Henderson and Cockburn arise in part from
the data set they have been able to acquire. While earlier studies used the
firm as the observational unit, they probed within the firm to the level of
the research project, and in doing so, provided rich insights that were not
available earlier.

A dimension of the increasing disintegration of pharmaceutical R&D is
the growing use of contract research organizations (CROs) to conduct clin-
ical trials of new drugs. By 1999, 23% of trials were outsourced to CROs
(Azoulay 2004, pp. 1593, 1600). In general, the more data-intensive projects
are outsourced, while knowledge-intensive projects are more frequently
undertaken within pharmaceutical companies (p. 1592).

V. Productivity and Costs

There are two ways of approaching the question of the productivity func-
tion and the cost function, which of course are duals of one another, and
the economic literature deals with both. Except in perverse circumstances,
conclusions regarding one have direct implications for the other. This prin-
ciple applies to research costs and to research productivity. The increasing
research cost of new drugs is directly related to the declining productivity
of pharmaceutical R&D.

An important feature of pharmaceutical research in the past few decades
is that despite the substantial scientific achievements that have occurred,
and that are reflected in the increasing application of biotechnology to
new drug development, the rate of new product generation has been fairly
steady (Scherer 2000; Cockburn 2004). As Cockburn acknowledges, how-
ever, “counts of new molecular entities (NMEs) are a noisy measure. On
average, over the long term, these numbers have been remarkably steady,
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but they fluctuate sharply from year to year, so that peak-to-trough changes
over shorter time periods can be highly misleading” (p. 11).

To be sure, simple counts of new products introduced do not encompass
either their medical or their economic importance. Some introductions are
invariably more important than others. Indeed, as Grabowski and Vernon
(1990, 1994) point out, there are major differences in sales among products
so that the relevant distributions are highly skewed. Furthermore, phar-
maceuticals have various indications, and the medical and/or economic
importance of particular drugs can be more closely related to the number
of approved indications than to the number of products.

In contrast, pharmaceutical industry spending on research and develop-
ment has expanded greatly in the past few decades. From total spending of
less than $5 billion in 1970, these outlays increased to $30 billion by 2002.7

There has thus been an increasing discrepancy between the relatively stable
number of new drugs approved and the increasing number of dollars spent
on R&D to discover new drugs. The result, of course, has been declining
research productivities in terms of the numbers of new products introduced,
and also increasing costs for new drugs.

Berndt, Cockburn, and Grepin (2005) employ the number of medical
indications to measure pharmaceutical innovation. A substantial share of
industry research and development expenditures, estimated at between 25%
and 30% (p. 45), is directed toward finding new indications for existing
products. Berndt et al. use the term “incremental innovation” to describe
these efforts. For the three therapeutic areas they examined, the number of
FDA approvals for new indications increased substantially in the past decade
(p. 27). In addition, the greater number of approved indications has led to
increased utilizations of the drugs concerned (p. 41). On that basis, they
maintain that reported declines in pharmaceutical research productivity are
overstated.

An important feature of recent trends in pharmaceutical innovation is
that they have accompanied the increasing disintegration of the research
process. As noted earlier, an increasing share of pharmaceutical research is
carried out in small biotechnology companies that deal with one or a small
number of products. With increasing frequency, the major drug companies
enter the process only at the development and testing phases. What seems
clear, however, is that this new structure has not led to increased productivity
or lower costs, at least in terms of the number of new products introduced,
although it may have influenced the therapeutic properties of the new drugs.
The shift of drug research to a more science-based mode has thus been
associated with a substantial increase in research costs. What is unclear is
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whether these higher costs reflect the increased requirements of the science-
based process or the effects of a more vertically disintegrated structure in
which higher costs are borne or higher margins charged by participating
firms.8

The reverse side of this same picture is, of course, the higher research costs
of developing new drugs. There is a continuing literature on this question,
which began with the 1979 paper by Hansen. Building on that foundation is
the major study by DiMasi, Hansen, and Grabowski (1991). From a sample
of 93 self-originated new chemical entities (NCEs) introduced by 12 com-
panies in the 1970s and 1980s, they report mean cash outlays of $114 million
per approved product (1987 dollars) and fully capitalized costs of $231 mil-
lion. Because the R&D process is so lengthy, expenditures were just under
half of total costs. Kettler (1999) updated DiMasi et al.’s estimates to 1997
values, based on the GDP implicit price deflator. Her resulting estimate is
$312 million (pp. 14–15).

Because project-level data were available only for development and test-
ing costs, DiMasi et al.’s estimates depended also on parameters derived
from other sources. These included (1) an estimated success rate of 23% at
which investigational NCEs gain approval, (2) an estimated ratio of 55.7%
between preclinical and total R&D costs, (3) an estimated lag structure of
98.9 months between the initiation of clinical testing and NDA approval,
and (4) a discount rate of 9% (pp. 121–126). All of these factors influenced
their cost estimates.

Finding an appropriate discount rate is particularly important. Although
the 9% rate used by DiMasi and colleagues may be appropriate for private
firms making investment decisions, this rate may be much higher than is
appropriate for public decision making. Fuchs and Zeckhauser (1987) argue
that as long as future citizens are given equal weight to current ones, “the
value of life-years to future generations should be discounted at the time-
value-of-money rate” (p. 265). And Viscusi (1995) observes: “many cost-
effectiveness studies currently use a real rate of discount of 5%, . . . [and] real
rates of return of 3%, or even less, are more consistent with U.S. economic
performance in the past decade” (p. 144). At lower discount rates, total
research costs per new drug are much lower.

More recently, DiMasi, Hansen, and Grabowski (2003) employ a similar
methodology to provide updated estimates of research costs. They examine
development expenditures for a sample of 68 randomly selected new drugs
introduced by 10 leading pharmaceutical companies during the 1990s. These
firms accounted for 42% of industry R&D expenditures (p. 157). They then
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apply a real discount rate of 11% to capitalize costs to the point of marketing
approval, which is a substantially higher rate than the 9% discount rate used
earlier.

While their previous study estimated R&D expenditures per new drug at
$231 million in 1987 dollars, their more recent one provides an estimate
of $802 million in 2000 dollars. These figures indicate sharply higher costs
for new product development. From this vantage point as well, the growth
of a science-based research effort has not reduced research costs but led to
higher ones.

VI. The Efficiency of Pharmaceutical Research: Some Conclusions

There are various perspectives from which to evaluate the efficiency of phar-
maceutical research. One is whether the optimal amount of research is being
conducted. Too many or too few resources could be allocated to this pur-
pose. A second dimension is whether this research is carried out in the most
effective manner so that output is maximized for given levels of input. In
this section I consider both of these dimensions; the first is termed allocative
efficiency, and the second is termed technical efficiency.

On the allocative efficiency of pharmaceutical research, there are theoret-
ical reasons why there could be either under- or overinvestment in research.
On the one hand, research activities, and particularly basic research, generate
substantial positive externalities in that their total benefits to society exceed
those accruing to the particular firm. As a result, firms do not incorporate
their full measure of benefits when making their investment decisions.

On the other hand, there is more recent economic literature on racing
behavior as applied to research activities. An important conclusion is that
in a “winner take all” situation, there can be overinvestment in research
activities. The reason is that the prospective gains may be less than the
aggregate amount of the investment undertaken to achieve these gains.

Research spending in the pharmaceutical industry is carried out in the
context of considerable interfirm rivalry. I emphasized that point in my
first article on this topic (Comanor 1964) but provided no formal model
of the process. Since that time, there have been more formal discussions of
these issues. A particularly lucid one is offered by Cockburn and Henderson
(1994), which emphasizes the competitive nature of the drug discovery
process.

The authors first review the available theoretical literature on rival-
rous research and emphasize its “winner take all” feature. In the case of
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pharmaceutical research, the firm completing the invention and receiving
the patent wins the race. It gains most of the benefits from this research
while others receive much lower returns on their investment. Although this
picture is not always correct when applied to the pharmaceutical industry, it
is largely so since the first and second entrants into a particular therapeutic
market generally capture most of the net returns. Furthermore, firms under-
stand that others are competing for the same prizes, and set their research
strategies in anticipation of rival investment.

Cockburn and Henderson construct a data set to test the implications of
this behavior. These data included the spending and output levels of indi-
vidual research programs gathered from the internal records of 10 large
pharmaceutical companies. Applying these data to an underlying model,
they report that R&D investment is only weakly correlated across firms, but
that R&D outcomes are positively correlated with the firm’s own research
productivity (p. 508). Although “me-too” investment occurs occasionally,
it is not a major characteristic of this industry. In their judgment, “a better
characterization . . . is that investment decisions are driven by the hetero-
geneous capabilities of the firm, by adjustment costs, and by the evolution
of technological opportunity” (p. 509). Although strategic considerations
may play some role, they argue that such factors do not drive investment
decisions.

Cockburn and Henderson also note: “there are some grounds for believing
that the entry of additional firms into the pharmaceutical research ‘race’
is not unambiguously welfare-destroying. Competing projects are better
described as complements rather than substitutes, and there are significant
spillovers of knowledge across firms” (p. 508). They conclude that rivalrous
research activity is not the dominant factor behind the decision to invest in
pharmaceutical research.

An alternate approach is not to examine variations in pharmaceutical
research spending among firms but rather to consider the trends over time
in total industry spending. Scherer (2001) employs this approach. His goal is
to explain the long-term trend in real research spending, which had increased
between 1962 and 1996 at a mean annual rate of 7.5% per year. In contrast,
the growth rate of gross margins was 4.23% per year (pp. 217–218).

Rather than comparing these two series directly, Scherer computes the
deviations of each series from its best-fitting linear trend. He finds a high
correlation between these two sets of deviations and concludes that “the
similarity of trend deviation patterns suggest that there was indeed cycli-
cal co-movement in pharmaceutical industry growth margins and R&D
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outlays” (p. 220). He goes on to explain: “As profit opportunities expand,
[pharmaceutical] companies compete to exploit them by increasing R&D
investments, and perhaps also promotional costs, until the increase in costs
dissipate most, if not all, supranormal profit returns” (p. 220).

Consistent evidence is provided by Giaccotto, Santerre, and Vernon
(2005), who estimate the influence of real drug prices on R&D intensity.
Since drug prices are directly related to industry revenues, this study offers
a similar picture of the process by which research spending is determined.
These authors report “a 10% rise in the growth of real drug prices is associ-
ated with nearly a 6% increase in growth of R&D intensity” (pp. 204–205).
What both these studies suggest is not an investment model at all, but
rather one that employs available internally generated funds specifically for
research and development purposes.

Where uncertainty levels are high, this process has the advantage of ensur-
ing that all available funds are used for research purposes. What it does not
demonstrate, nor could it do so, is whether this allocation process leads to an
excess or insufficient spending on pharmaceutical research. What we observe
is that spending has increased strongly in recent decades. New resources have
flowed into the process by which new drugs are discovered, and there are no
indications that promising avenues of research are neglected.

On this point, Grabowski and Vernon (1990, 1994) estimate rates of return
from investment in pharmaceutical research and development, and report
values slightly higher than the associated cost of capital. In their latter study
they conclude: “the estimated mean return on pharmaceutical industry new
chemical entity (NCE) introductions for the first half of the 1980s was 11.1%
compared with the estimated (real) cost of capital of 10.5% over the same
period” (p. 404). This finding also suggests that one is unlikely to find major
unexploited opportunities. Still, without determining a social optimum, one
cannot make firm conclusions about the sufficiency of resources directed
toward these activities.

On the question of technical efficiency, results are also mixed. The produc-
tivity of pharmaceutical research funds has receded sharply in recent years,
at least when measured by the number of new chemical entities introduced;
and the cost of discovering and developing these products has correspond-
ingly increased. The promise of a science-based research process has not led
to the greater efficiency that was projected by its early proponents.

As Cockburn (2004) emphasizes, there are pluses and minuses to the pro-
cess of disintegration of pharmaceutical research (pp. 17–20). One cannot
conclude that the new structure of pharmaceutical research is the source
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of the higher costs and fewer products per research dollar that we observe.
However, as Cockburn also suggests, “there is a genuine possibility . . . that
the restructuring of the pharmaceutical industry will ultimately prove quite
costly in terms of reduced productivity” (p. 21). Whether or not this concern
is justified is unclear at this time.
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FOUR

Drugs for Neglected Diseases

New Incentives for Innovation

Aidan Hollis

I. Introduction

The problem of developing pharmaceuticals for so-called neglected diseases
is of the utmost importance. Neglected diseases include malaria, tuberculo-
sis, chagas diseases, African sleeping sickness, many other tropical diseases,
and even HIV/AIDS, which claims most of its victims in sub-Saharan Africa.
The reason for the lack of research into therapies for these diseases is the
poverty of most of the victims, who are unable to pay high prices, if anything,
for life-saving medicines. Since a large proportion of global pharmaceuti-
cal research and development spending is undertaken by private, for-profit
companies, who must allocate their research dollars to those diseases on
which they can make the most profit rather than the most impact on health
outcomes, diseases that afflict mainly poor people are inevitably neglected.
While there are a number of very important, very useful nonprofit initia-
tives, such as the Drugs for Neglected Diseases Initiative (www.dndi.org,
accessed Nov. 7, 2005) and OneWorld Health (www.oneworldhealth.org,
accessed Nov. 7, 2005), engaged in undertaking or sponsoring research on
drugs for neglected diseases, it is important to consider other options to
structure incentives to involve for-profit pharmaceutical companies, which
have immense financial, technical, and human resources.

In this chapter I examine and compare three proposals recently made to
stimulate private involvement in developing pharmaceuticals for neglected
diseases: (1) Kremer and Glennerster (2004) and the Center for Global
Development (2005) have described in detail a plan for “Advanced Purchase
Commitments” for vaccines, which would commit a global body to pay a
fixed subsidy per vaccine delivered for certain diseases, if the vaccine meets
prespecified technical requirements and is priced below some level. This
would help to solve both access and incentive problems, but is necessarily

75
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limited to products whose technical characteristics can be described in
advance, a characteristic that makes it difficult to apply to most products that
have not yet been developed. (2) Hollis (2005a, b) has proposed an Optional
Reward plan in which firms could opt to offer an open license for medicines
for neglected diseases in return for a payment from a reward fund, where
the payment would be based on the health impact of the licensed drug.
(3) The Project BioShield II Act of 2005 in the United States proposes that
companies that develop drugs for certain diseases should obtain a “wildcard”
patent extension for another drug in the United States.

The paper is complementary to Chapter 5 by Maurer in this book and
Chapter 6 by Sloan and Eesley. Maurer takes a wider perspective, comparing
what he calls “end-to-end” solutions (such as the ones I examine here)
with “pay-as-you-go” initiatives in which government or other funding is
directing at promising research or clinical trials as needed. Maurer argues
that end-to-end solutions, because they impose greater risk on private firms,
may be more expensive than pay-as-you-go plans. However, end-to-end
plans have very attractive incentive properties because they reward success in
developing important drugs. Sloan and Eesley discuss implementation issues
of an Institute of Medicine proposal for advanced purchases of vaccines in
the United States.

I begin with a brief examination of neglected diseases. I define a neglected
disease as one for which additional dollars spent on research would have a
relatively large incremental impact on therapeutic outcomes. Drug com-
panies, because of their obligations to shareholders, invest in developing
therapies for diseases based on the incremental effect on profits. This means
that neglected diseases are those for which investment is expected to be
unprofitable, despite the opportunity for improving therapeutic outcomes.
Investing another $200 million in research into an already heavily researched
disease may be useful, and from a profit perspective, it may be the right thing
to do; but it is likely that from the perspective of maximizing the number
and quality of human lives on the planet, it might be more useful to spend
the money on developing treatments for malaria. It is this sense in which
malaria is a “neglected” disease.

In effect, of course, such diseases are the ones primarily prevalent in low-
income countries. Figure 4.1 shows diseases according to total “disability-
adjusted life years” (DALYs) lost to each disease or condition. (A DALY is
a standardized measure of health outcomes.) Some diseases are grouped
together for convenience. The vertical axis shows the weight of each disease
in low- and lower-middle-income countries, relative to its weight in high-
and upper-middle-income countries. A disease responsible for 6% of lost
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Figure 4.1. Diseases by global importance and by relative importance in low- and
medium-low-income countries. Notes: The figure shows selected diseases and condi-
tions according to global DALYs lost and the relative weight of each disease or condition
in developing countries. If the relative weight is 2, that indicates that that disease is
twice as likely to be responsible for a randomly selected lost DALY in low-income coun-
tries as in high-income countries. All data abstracted from World Health Organization
(2004).

DALYs in lower-income countries and 2% of lost DALYs in higher-income
countries would have a relative weight of 3. Diseases with a high relative
weight in lower-income countries are those likely to be neglected. Malaria is
the leading case of a very important disease, in terms of its effect on global
health, that is heavily concentrated in low-income countries. In general,
noncommunicable diseases have a relative weight near one.1

The positive relationship between income of those affected by a disease
and the amount of research undertaken into pharmaceuticals for that disease
has been empirically confirmed in a variety of studies, including Lanjouw
and MacLeod (2005) and Lichtenberg (2005a). The prevalence of a disease
in some developing countries has often been attributed to poor food, water,
and sanitation or access to treatment and may not reflect an absence of useful
pharmaceuticals. In such cases it may be factors other than pharmaceutical
innovation that need to be addressed. However, even if other solutions are
possible, there may also be situations in which a pharmaceutical solution
would be the most cost effective, if it were available. For example, it may
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be easier to address the problem of malaria through a vaccine rather than
through eliminating the vector of disease, the mosquito.

II. Push versus Pull Incentives

One of the most important choices facing any institution or government
willing to devote resources toward developing pharmaceuticals for neglected
diseases is between so-called push and pull mechanisms. Pull mechanisms
are those that increase the reward to a firm from developing a new medicine,
with the leading example of a pull mechanism being the patent system. Push
mechanisms are investments that reduce firms’ costs of developing drugs
(e.g., Kremer and Glennerster 2004).

Push mechanisms include a wide variety of forms, with the most common
structure being public-private partnerships involving technology transfer
between public or nonprofit institutions and private firms. For example,
the single largest source of medical research funding is the U.S. govern-
ment through the National Institutes of Health (NIH); the billions spent
annually have resulted in many major breakthroughs in medical treatment.
However, the NIH does not generally develop drugs right through to com-
mercialization. Rather, it tends to support early-stage identification of useful
compounds and mechanisms of action of drugs, as well as identification of
important therapeutic targets, largely sponsoring basic research rather than
commercial development.

Spence (1984) observed that without informational asymmetries and
commitment problems, direct government subsidies for innovation or in-
house government research would be preferable to the patent system, since
it would eliminate inefficiencies caused by monopoly pricing.2 Of course,
directing research funding is not so easy: governments may find it difficult
to know how to allocate it. In practice, government sponsorship has been
very important in enabling basic research but has typically not delivered
commercial products. Basic research often cannot be made commercially
valuable within the 20-year life of a patent; so the patent system provides
little incentive to undertake highly risky basic research. But commercial
development of a drug can occur within a 10-year timeframe, allowing
another 10 years to reap the benefits of the patent monopoly. Thus, it makes
sense for governments to be involved in basic research, but commercial
development, including clinical trials, can be left to industry for products
that offer potential profits.3

The chief concern about government attempts to develop drugs through
clinical testing levels is that the government’s decisions as to which products
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to develop might well be swayed by considerations other than the value of the
product in the marketplace, given its lack of information about the likelihood
of success of drugs under development. For example, a scientist specializing
in an area may tend to overstate the amount of progress made to attract
more resources to his or her project, making it difficult for government to
sort out which projects are the most valuable. For-profit companies have
strong incentives to focus on valuable products – those that fail to do so are
exposed to management changes and bankruptcy – whereas governments
have relatively weak incentives.

When private dollars pay for innovation, they do so at their own risk. If
the innovation is unsuccessful, the innovator loses his or her investment.
If the innovation succeeds, the innovator is compensated. In contrast, with
government funding of innovation, the risks are not as straightforward.
Those who pay for the investment, taxpayers, have no direct say in the
investment, but bear the risk. This is apt to lead to poor direction of research
funds.

Governments may also fund research indirectly through nonprofit orga-
nizations, such as the Institute for OneWorld Health and the International
AIDS Vaccine Initiative (www.iav.org, accessed Nov. 7, 2005), which have
attracted considerable funding. Their basic strategy is to cooperate with
for-profit companies, in so-called public-private partnerships, to develop
drugs that the for-profit companies would not find profitable to develop
on their own, through technology transfers between the organizations. This
approach is evidently important, though, as Maurer (2005, p. 65) observes,
“There is still little consensus on whether, when, or why [public-private
partnerships] work.”

As Lichtenberg (2005a) showed, the amount of pharmaceutical innova-
tion is positively related to the burden of disease in developed countries.
However, he also showed that to the extent that the burden of disease in
developing countries is different from that in developed countries, the bur-
den in the former has no discernable effect on pharmaceutical innovation.
This suggests that the pull mechanism of the patent system has been effective
in stimulating innovation when a commercial reward is available. Thus, it
seems reasonable that a mechanism that supplemented the reward to inno-
vation for diseases prevalent in developing countries in such a way that the
commercial incentives would be similar to those in high-income markets
would be effective. So while push initiatives such as public-private partner-
ships and direct government funding of research may be very useful, it is
desirable that they be supplemented by “pull incentives” if those incentives
can, in a cost-effective way, assist the development of neglected disease drugs.
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Whether there are any cost-effective, flexible pull mechanisms that can
supplement the patent system, is, however, an open question. Below, I exam-
ine three proposals for pull incentive mechanisms. None of them is perfect.
The question is whether any of them is likely to be worth investing the bil-
lions of dollars they would likely cost, diverting money away from direct
research funding and public-private partnerships.

III. Advanced Purchase Commitments

The “Advanced Purchase Commitments” approach proposed by Kremer
and Glennerster (2004) and the Center for Global Development (2005) has
attracted considerable public attention as well as seed funding from the
Gates Foundation in recent years. Advanced purchase commitments could
be useful for certain types of pharmaceutical products, principally vaccines,
to stimulate research by promising a subsidy of a fixed value per unit for
a given number of units. The most attractive candidate product for such a
commitment is a malaria vaccine, since the health (and economic) benefits
from an effective malaria vaccine could be very large.

Advanced purchase commitments require a technical committee to iden-
tify the desired, feasible technical characteristics of a vaccine. The donor
institution or sponsor would offer a minimum price to firms that devel-
oped a vaccine meeting the technical characteristics. The minimum price
would be higher than the market can currently sustain, and it would be
achieved by the donor offering copayments to the manufacturer to make
up the difference between the market price and the minimum price. For
example, the sponsor might make a payment of $13.50 per dose, while the
transaction price of the vaccine for the ultimate buyer might be only $1.50.
The manufacturer would thus obtain a total price of $15.

The donor would be committed to making its payments only for a fixed
number of units (e.g., 200 million doses). Any firm that had received this
subsidy would be required to set a low price on any additional units, on the
basis that the producer would have received a suitable reward already. To
make the proposal effective, it would be necessary to have a legally binding
commitment on the part of sponsors to make the agreed payments, with a
suitable arbitration mechanism.

As this proposal constitutes the leading candidate for a “pull incentive” to
stimulate research in neglected disease drugs, it has also attracted its share
of criticism, as did the Institute of Medicine’s (2004) proposal for advanced
purchases to stimulate vaccine R&D in the United States (see Sloan and
Eesley, Chapter 6). In the context of neglected diseases, Farlow et al. (2005)
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argued that the Advanced Purchase Commitment proposal as described in
Center for Global Development (2005) is flawed in a number of critical ways.
Their core critique of the mechanism is that it is extremely difficult to specify
the technical characteristics of a vaccine that is still some years away from
development, particularly when the state of science is continually changing,
and the disease is complex and varies between and within populations. This,
in turn, means that it is possible that the Advanced Purchase Commitment
program could be less cost effective and could have perverse and undesirable
effects on incentives.

For example, one of the technical characteristics that might be specified
is the effectiveness of the vaccine in giving protection over a period of, say,
two years. Suppose a vaccine is developed such that only 50% of the people
vaccinated appear to obtain protection. This can raise two problems. If the
partially effective vaccine is determined inadmissible to be paid under the
Advanced Purchase Commitment plan, despite bringing immense health
benefits to millions of people, the innovator is not adequately compen-
sated. But, if it is deemed admissible (perhaps only for a scaled reward), the
Advanced Purchase Commitment funding could be used up in a short time,
so that a second, 100% effective vaccine expected to arrive two years later
might obtain no Advanced Purchase Commitment subsidy at all.

The difficulty here is that firms’ incentives to undertake research on poten-
tially very valuable innovations are distorted: firms will have strong incen-
tives to exactly meet the technical requirements, but very weak incentives
to exceed them or to develop useful vaccines that do not meet them. The
essence of the problem lies in the requirement for the sponsor to specify
the characteristics of a product that has not yet been developed: flexibility is
required, because of uncertainty; but flexibility puts a great deal of discretion
in the hands of the committee judging whether to pay a subsidy, and if so,
how much. Farlow and his coauthors complain that such discretion renders
the Advanced Purchase Commitment program “committee-driven” rather
than “market-driven.”

The problem with discretion is that medicines are almost never unidimen-
sional in their impact on health. Regulatory bodies such as the U.S. Food and
Drug Administration (FDA) make determinations about whether a given
drug meets their standards only after the drug has been clinically tested,
but the standards imposed by law for approval of a drug are not specific:
drugs are to be “safe” and “effective.”4 Most pharmaceuticals have a range
of effects that would make it very difficult to stipulate minimal standards
in advance, since in effect there is a trade-off between efficacy and safety: as
noted by the FDA (1999, pp. 21–22), “A safe medical product is one that has
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reasonable risks, given the magnitude of the benefit expected and the alter-
natives available.” Vaccines tend to have relatively small side effects, but their
effectiveness over time and by proportion of the population may vary widely.
The Advanced Purchase Commitment structure allows no obvious way to
deal with determining whether technical standards have been met, except
for allowing the committee that will grant an award substantial discretion.

Widdus (2005) argued that rather than try to formalize Advanced Pur-
chase Commitments, the right approach is to create an informal Advanced
Purchase Commitment program by simply demonstrating willingness to
buy useful vaccines and drugs.5 For example, if developed countries
increased their commitment to official aid, and actually came up with the
committed dollars, then over time such a commitment would act as an
inducement to firms to invest in developing useful drugs. An unofficial
Advanced Purchase Commitment plan that was supported by a long-term
commitment by developed countries to purchase vaccines and other drugs
for poor countries would offer some of the benefits of a formalized Advanced
Purchase Commitment plan, but be less subject to the problems created by
the inflexibility of a formal contract.

Widdus’s proposal requires that sponsors of such an informal Advanced
Purchase Commitment start investing more heavily in buying drugs and
vaccines today. An important problem here, however, is that when investing
limited dollars to buy pharmaceuticals, there is a natural preference for
generic versions of drugs, since they may offer more therapeutic value for
the limited dollars available (see Grabowski, Chapter 8). New drugs may be
better, and yet be so high-priced that sponsors will substitute away toward
therapies with a lower cost. But in that case, the inducement to innovation
becomes rather weak. So along with what Widdus calls “consistent purchase
at reasonable prices for existing under-used ‘traditional’ vaccines,” it would
be very helpful to have some way of committing to spend money on new
products. But making an informal (unenforceable) commitment of the type
Widdus proposes is not likely to be effective since countries have incentives
to redirect scarce health funds to the most cost-effective medicines. So what
is required is some way of formally committing money to innovative drugs
and vaccines without having to specify in advance the unknowable technical
characteristics of the product. The system of Optional Rewards described
in Section IV attempts to address that problem.

IV. Optional Rewards Based on Therapeutic Effect

Hollis (2005b) and Pogge (2005) proposed an Optional Reward system
in which a sponsoring agency would pay rewards annually based on the
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therapeutic effectiveness of drugs for neglected diseases. The sponsoring
agency would be a multilaterally funded body, as in the Advanced Purchase
Commitment proposal. In such a system, firms with patented drugs would
obtain a cash reward from the sponsor, paid annually over several years,
based on the therapeutic effectiveness of the drug, as estimated by the spon-
sor. Firms accepting the reward would be obliged to offer an open license
to manufacture and sell the drug in developing countries, but would be
rewarded based on the total sales of the drug. This would enable generic
competition to enter immediately, thus increasing access to the drug, while
firms would be rewarded based on the single property of the drug that any
sponsor is likely to value: its impact on health. At the same time, the inno-
vator would maintain an active interest in marketing its drug, to increase
usage and hence the number of units on which it could be rewarded.

An important part of this proposal is that it must be possible to measure
the incremental therapeutic effect of a new drug, and the quantity used,
with reasonable reliability. As Maurer (2005) noted, estimates of therapeutic
effect, typically measured in DALYs or Quality-Adjusted Life Years (QALYs),
are really only approximate, and different methodologies may obtain quite
different estimates. However, while such measurements are imperfect, this
does not mean they cannot be used. If therapeutic value cannot be mea-
sured, how would regulatory agencies make decisions on whether to permit
marketing of specific drugs? How would insurers decide whether to offer
coverage? Many national drug insurance agencies, as in Australia, Canada,
and England, use explicit cost-effectiveness tools to make decisions as to
what drug will be covered (see Drummond, Chapter 11). The technical
problem of determining the size of the reward in a reward system is almost
identical to the insurer’s problem of determining the cost effectiveness of a
given medicine (see Pauly, Chapter 10). Although some people have doc-
trinal objections to any valuation mechanism other than the market, it is
hard to see how this objection applies if the reward system is optional, since
firms with objections to the reward system could continue to use the patent
monopoly system exclusively.

A problem with reward plans generally is that sponsors face an incen-
tive to undervalue innovations as a way of opportunistically saving money.
To reduce the threat of such opportunism, the Optional Reward proposal
requires the total cash rewards to be fixed in advance, with the share of this
reward paid to each participating innovator determined by the share of the
therapeutic benefit attributable to that firm’s innovations. Thus, there is no
way to reduce payout of the system.

As an optional system, firms would apply to enter the Optional Reward
system only if they believed that they would make greater profits through
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the Optional Reward system than in the regular patent system. This means
that firms’ incentives to undertake research would be higher than in the
absence of the Optional Reward system. However, rewards will also not
be excessive, again through the inherent design of the system. There is an
automatic adjustment mechanism in that if rewards are excessive compared
to what is available in the patent system, firms will be attracted into the
Optional Reward system until the rewards per product are reduced to a
level comparable with the patent system. Thus, by construction, rewards are
comparable to what can be obtained through the patent system for drugs
of comparable therapeutic effectiveness. The firms that would opt in to the
system would be those with drugs having high therapeutic value but low
market value (presumably because of low buying power of the consumers).

Would such rewards be adequate to stimulate research into neglected
disease drugs? The patent system has led to little research into drugs that
would be primarily sold to poor people. The key to the Optional Reward
system is that rewards are payable for therapeutic benefit, rather than on the
basis of commercial profitability. In essence, the Optional Reward system
makes profitability of a drug innovation dependent on therapeutic impact
for those drugs opting in to the system, rather than on ability to pay of the
consumers. Thus, the Optional Reward system could stimulate research into
drugs that offered the potential for having very large health impacts.

There are two potential problems with the Optional Reward system. First,
its system relies on direct measurements and estimates of health impacts of
new drugs. Such measurements are imperfect: there are numerous, incom-
patible, methodologies yielding different answers; obtaining the informa-
tion is expensive; and there could be fraud, lobbying, and other such influ-
ences. Nevertheless, direct measurement is the best that one can do.

There are really only three possible routes: (1) use the commercial mar-
ket through the patent system to determine the rewards to the innovator,
(2) base rewards to innovators on therapeutic benefits, and (3) do not bother
measuring at all. Option (1) is the patent system, but this functions poorly
for neglected diseases. Advanced Purchase Commitments use option (2) in
a half-hearted way, as I describe below. A system of Transferable Intellectual
Property Rights, described below, uses option (3). The key issue is that in
the absence of meaningful measurement of health impacts, it is necessary
to base rewards only on commercial success, and that is not consistent with
a mission to improve the health of the poor.

The second important obstacle to making the Optional Reward system
work is that it is necessary to pay out a substantial amount of rewards
annually, regardless of the amount of innovation, and firms need to believe
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that the rewards will in fact be available well into the future. This means that
the reward-granting authority needs financial support from governments,
and a commitment many years into the future. The credibility requirements
here are similar to those for Advanced Purchase Commitments, but more
severe since larger amounts of money are required. While details on the
minimum amount required to sustain an Optional Reward plan have not
been worked out, it seems likely that a commitment to pay out at least $500
million annually would be required to sustain a meaningful program. It
is possible that an international treaty could help to form a commitment
mechanism.

It is helpful to see how the Optional Reward system relates to the patent
system in the way that rewards are allocated. The patent system measures
the value of an innovation by the amount of profits the innovator is able to
extract. Such a measure of value, taken directly from market observations,
seems to suggest that the value of the lives of very poor people is extremely
low. This conclusion follows directly from the fact that poor people spend
very little money on health care. This thinking has led some to argue that the
allocation of money toward different types of medicines is already efficient.
This is a fallacy, since it depends on who is determining what is valuable.

If the measure of value is profitability based on market prices, then the
lives of the poor are of little value. But it is possible that the measure of value
used by someone paying for research may be quite different. For exam-
ple, international aid agencies that sponsor research into neglected diseases
obviously believe that there is a different measure of value. Their objectives
may be denominated in terms of lives saved, or other health objectives, and
it is reasonable to spend money based on such objectives. Indeed, in gen-
eral, governments choosing to allocate money must do so on the grounds
of perceived value based on nonfinancial measures. For example, a decision
to tax money from one group to provide an income to another group must
be based on a belief that incremental consumption by the latter group is
of greater value. The Optional Reward system follows this principle, that
value in pharmaceutical innovation for neglected diseases has little to do
with ability to pay by the consumer, but is instead found in the therapeutic
effects of the drug.

The Optional Reward proposal is in many ways very similar to Advanced
Purchase Commitments, and yet there are important differences. Like the
Advanced Purchase Commitment plan, the Optional Reward proposal is a
method for increasing overall incentives as well as increasing access. One
key difference is that the Advanced Purchase Commitment plan is suited
only to drugs whose technical characteristics can be described in advance:
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of course, having fully described the characteristics of the drug allows the
sponsor to identify in advance how much it is willing to pay as a subsidy for
the drug. The Optional Reward plan does not require identifying technical
characteristics in advance, but uses the realization of therapeutic impact to
determine the reward. To be sure, measuring the therapeutic impact is not
a trivial exercise, but it is feasible to estimate it.

The Advanced Purchase Commitment system sets rewards in an anticipa-
tory fashion, presumably based in part on the expected therapeutic impact.
Indeed, Kremer and Glennerster (2004, p. 90) observed that the sponsor’s
commitment should be large enough to motivate research on vaccines, but
that “it should not be so expensive that alternative health interventions could
save more lives with the same resources.” They then examined the price per
DALY of the Advanced Purchase Commitment proposal, based on some
assumptions about the probability of its being successful in speeding up
vaccine development.

The key difference is that the Advanced Purchase Commitment proposal
requires one to estimate the therapeutic impact in advance to figure out
how much money to allocate, which has the advantage that once the drug
is being sold, no further evaluation of its effectiveness is required.

The Optional Reward proposal, in contrast, requires no technical specifi-
cation in advance, but uses evaluation of the product once it is in the market
to determine the appropriate reward. A simplified version of the Optional
Reward proposal would be to make an estimate of DALYs per dose of each
drug at the time it was introduced to the market. Such an estimate could rely,
in part, on submissions from the innovating company concerning the ther-
apeutic effectiveness of the product.6 However, the sponsoring agency could
exercise complete discretion in estimating therapeutic effectiveness, given
the optional nature of the system. This is at least a less arbitrary method of
determining the amount to be paid to a drug developer than the Advanced
Purchase Commitment system, which requires one to estimate the thera-
peutic impact of a theoretical vaccine before it has even been developed.

The Optional Reward proposal also has the advantage of using the market
effectively to make proportional rewards. The Advanced Purchase Commit-
ment proposal does not include a methodology for determining exactly
how large a subsidy it should pay – large enough to stimulate research (but
how do we know?) but not so excessive that other interventions would be
more effective per dollar of expenditure. In contrast, as discussed above,
the Optional Reward proposal is designed so that rewards are neither exces-
sive nor inadequate. This result is automatically achieved by fixing the sum
available for rewards and then letting firms opt in to the system if they wish.7
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Unlike an Advanced Purchase Commitment, the Optional Reward pro-
posal requires the sponsor to spend money every year: an Advanced Pur-
chase Commitment requires spending only in years in which an eligible
vaccine is developed and being used. The reason for this difference is that
the Optional Reward proposal assumes that innovations will arrive with
sufficient frequency such that, at any given point in time, many of them
will be in use and eligible for a reward. Such an assumption seems plausible
since the reward system can include prescription drugs, rather than being
restricted only to vaccines.

Finally the Optional Reward proposal is not, after all, incompatible with
Advanced Purchase Commitments: both systems could operate simultane-
ously, presumably with the condition that a single product would not be
eligible for inclusion in both.

Since the Optional Reward proposal is relatively recent, it has yet to face
serious scrutiny from a wide audience. As such, it remains an interesting
idea that may deserve further analysis and consideration.

V. Transferable Intellectual Property Rights

The Project BioShield II Act of 2005, introduced to the U.S. Senate in April
2005, contains a proposal for so-called Transferable Intellectual Property
Rights, in which a firm that developed a vaccine for a disease such as AIDS
would obtain a wildcard patent extension that could be applied to a drug of
its choice in the United States. The proposal has received the endorsement
of the International AIDS Vaccine Initiative, which sees any proposal to
increase research into AIDS vaccines positively. This is therefore a proposal
that deserves serious scrutiny.

There are at least three very important flaws in the basic mechanism
proposed by Project BioShield II (and Transferable Intellectual Property
Rights in general). First, the way the reward for the innovator is financed
through a patent extension is inefficient and inequitable. Second, the incen-
tive mechanism is poorly defined, and does not offer a clear methodology
to determine how large a reward to pay for a given innovation. Third, the
mechanism discriminates against small firms.

First, then, consider the way that financing is raised for this mechanism.
Essentially, Transferable Intellectual Property Rights offer a way of providing
an off-the-books financial reward to companies that develop some socially
desirable innovation, such as a vaccine for HIV/AIDS. Ignoring the effect on
innovation for the moment, consider how this financial reward is obtained.
The innovator is rewarded with a wildcard patent extension of, say, two years
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on some unrelated product. For example, suppose Pfizer developed an AIDS
vaccine; under BioShield II it would obtain a wildcard patent extension that
it could apply to Lipitor. But this is functionally equivalent to a situation in
which the government waited until patent expiration, and imposed a heavy
tax on generically produced versions of Lipitor for two years, with the tax
revenues paid to Pfizer as a reward for its AIDS vaccine innovation.

Thus, Transferable Intellectual Property Rights would in fact simply be a
very specific tax imposed on consumers of an unrelated product. Normally,
specific taxes of this sort are avoided unless there is some reason to discourage
consumption of the product (as is the case with cigarette and alcohol taxes).
Instead, governments in developed countries tend to use broad-based taxes
that spread out the burden of taxation.

Broad-based taxes are appealing for two reasons. First, they tend to cre-
ate less distortion in buying decisions than product-specific taxes that raise
the same total revenues. Second, broad-based taxes are equitable since they
impose the burden of taxation on a wide range of people. A decision to use
a product-specific tax, when neither the amount of the tax nor the product
on which it is imposed is determined by the government, must obviously be
completely ad hoc. This would be roughly equivalent to a government policy
of imposing very high taxes on various products at random to fund road con-
struction. In fact, it is even worse, since the incidence of the tax falls on people
who are, typically, sick (and hence using some unrelated drug). It is hard to
conceive of a more poorly designed system for funding innovation than this.

The second general problem with Transferable Intellectual Property
Rights is that there is no way of knowing exactly how much of an innova-
tion is required to obtain the reward of a patent extension. Would a vaccine
for malaria get the same opportunity for a transferable patent extension as
a drug treating Chagas disease? What if it were only somewhat effective?
Any authority wishing to offer such a reward would need to specify some-
thing about criteria for the reward in advance. The Project BioShield II Act
(S. 301(b)(4)(A)(ii)) indicates that the eligibility for a patent extension will
be carefully weighed, with the length of the extension dependent in part on
the difficulty of innovation, availability of alternatives, seriousness of the
threat, and impact of the patent extension on consumers. In other words, it
is using an undefined measure of therapeutic importance of the innovation,
balanced against some undefined measure of commercial significance of the
patent extension, to determine how large the reward should be. In essence,
this is a sort of incoherent Optional Reward system, with measurements
very poorly performed, nothing clearly specified in advance, and immense
discretion on the part of the administrator.8 And since the administrator
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would face no real financial constraint (given that all costs would be out-
side his or her budget), one could expect rewards to be on the generous
side, so that firms with quite minimally useful innovations (which are the
most easily developed) would obtain patent extensions on drugs of immense
commercial significance. It is hard to conceive of a system designed to be
less cost effective.

A third, general problem with Transferable Intellectual Property Rights is
that they discriminate against innovative firms that do not have a stable of
blockbuster drugs on which a patent extension would be highly remunera-
tive. For example, a vaccine from Pfizer, which could extend its patents on
Lipitor, would receive a much larger reward than the same vaccine from a
small biotech company, which had no blockbuster drugs on which it could
extend the patent. Such a system rewards large firms disproportionately, and
discourages small competitors.

In sum, Transferable Intellectual Property Rights are a type of reward
system that (1) is extremely inefficient in the way it raises funds to reward
innovation, (2) offers no plausible methodology according to which it could
allocate rewards, and (3) discriminates against small innovative firms in
favor of large ones.

The Transferable Intellectual Property Rights proposal has received sup-
port for two reasons. Large pharmaceutical firms find it attractive since it
would allow them to make huge profits from patent extensions on block-
buster drugs, by developing drugs that are of little value therapeutically
or commercially. Proponents of incentives for drugs for neglected diseases
(including the International AIDS Vaccine Initiative) can support it because
it increases incentives for potentially relevant innovation. To the extent that
the extra costs fall on individuals who would not otherwise support research
on neglected diseases, there is an increase in such research, regardless of how
inefficient the funding is, or how inequitable the taxation. Even politicians
may support it because they can claim to be supporting valuable research
without having to raise taxes. However, there is a real cost, and the cost is
likely to be much greater than the benefits. As a plan to reward innovation
into neglected diseases, Transferable Intellectual Property Rights appear to
be designed in such a way as to generate the least beneficial effect at the
greatest cost.

VI. Discussion

Investing in research on drugs for neglected diseases may offer immense ther-
apeutic benefits. There appears to be willingness to invest quite considerable
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sums of money into supporting such research, but the problem of how to
allocate this investment is a stumbling block. This chapter has examined
some proposals for new incentives for neglected disease research: as it shows,
both the Advanced Purchase Contract plans and the Transferable Intellectual
Property Right plans are related to the Optional Reward proposal.

The Optional Reward proposal allows firms to obtain a reward based
on the measured therapeutic effect of their innovative drug, in exchange
for offering open, zero-cost licenses for making and selling the drug. The
Advanced Purchase Contract system is a version of this proposal restricted to
specific drugs or vaccines having technical characteristics that can be clearly
defined before the product is developed, where the therapeutic effect of
the drug is assumed based on its predefined technical characteristics. There
are trade-offs implicit between these two systems: the principal benefit of
the Advanced Purchase Contract proposal is that its much more limited
scope allows for a smaller scale of funding. The transferable intellectual prop-
erty rights proposal used in BioShield II is also a kind of Optional Reward
system, but with a highly inefficient system for raising financing and without
a well-defined methodology for determining the size of the reward. Its prin-
cipal attraction is that it offers potentially large rewards to pharmaceutical
companies without new taxes. Thus, both large pharmaceutical companies
and self-interested politicians can find it attractive; consumers of drugs are,
however, likely to be harmed by it.

Evidently, no single proposal is without flaws, and the pragmatic way for-
ward may be to continue to allocate funding to direct research investments,
to public-private partnerships, and to systematic purchases of existing drugs.
Any proposal for new incentives mechanisms rewarding firms for successful
development of drugs for neglected diseases will have to show convincingly
that it is a better use of money than those tried-and-tested methods. As such,
there is an urgent need for much more careful analysis of the different pro-
posals discussed in this chapter and a judicious weighing of their merits and
defects, particularly in comparison to the direct funding methods, such as
government grants for research, that are currently attracting most funding.
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When Patents Fail

Finding New Drugs for the Developing World

Stephen M. Maurer

I. Introduction

High-income nations use patent incentives to fund most new drug discov-
ery. However, most victims of tropical diseases are unable to pay prices
high enough to cover the research and development (R&D) costs of new
medicines (Hollis, Chapter 4). Thus, foundations and governments in high-
income nations (hereinafter collectively “sponsors”) must fill the gap. Before
the 1990s, sponsors spent about $50 million per year on worldwide drug dis-
covery for neglected diseases. This figure was clearly inadequate in a world
where per-drug R&D costs averaged $802 million (DiMasi, Hansen, and
Grabowski 2003). Predictably, R&D results were practically nonexistent.
Indeed, just 12 of the 1,233 “new chemical entities” licensed worldwide
between 1975 and 1997 were approved to treat tropical diseases in humans
(Kremer and Glennerster 2004). Fortunately, recent developments are more
hopeful. Worldwide R&D spending on diseases of poverty could reach $500
million per year by decade’s end (Ridley 2004). While this level of funding
is still small by commercial standards, it is at least plausible. The challenge
now is for sponsors to get the most “bang” from every dollar spent.1

Given that ordinary patent incentives do not work, what new incentives
should sponsors create to supplement or replace them? Section II introduces
the main proposals that have been suggested. The first category, denoted
“end-to-end” strategies, consists of proposals in which sponsors mimic the
patent system by announcing a single reward for researchers who successfully
complete the entire drug discovery pipeline. The second category, denoted
“pay-as-you-go” proposals, asks sponsors to offer smaller but more frequent
rewards at multiple stages along the drug discovery pipeline. Unlike end-
to-end strategies, these proposals require sponsors (or hired drug develop-
ment experts) to make continual judgments about which drug development
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projects are most promising and ought to be funded. Section III examines
the generic strengths and weaknesses of end-to-end strategies. Section IV
provides a similar analysis for pay-as-you-go systems and comments on
incentives that pay-as-you-go sponsors should consider choosing at each
stage of the drug discovery pipeline. Finally, Section V describes the ben-
efits and drawbacks of designing hybrid proposals (mixed strategies) that
combine end-to-end, pay-as-you-go, and/or conventional patent incentives
within a single strategy. Section VI presents a brief conclusion.

II. Current Proposals

Current proposals can be divided into three categories. First, end-to-end
strategies try to mimic the patent system by establishing a single reward
for researchers who successfully complete the entire drug discovery pro-
cess. Perhaps the best known end-to-end proposal is called Advanced Pur-
chase Commitments. It requires governments and nonprofits (collectively,
“sponsors”) to promise a set price for new drugs that meet some minimum
standard. Other end-to-end plans are based on prizes. For example, Hollis
(2005, and Chapter 4) has proposed paying prizes to companies that pro-
duce new drugs based on a mathematical formula (DALYs) that quantifies
therapeutic benefit. Although Hollis concedes that the DALY formula is
an imperfect measure of social value, he argues that conventional phar-
maceutical markets, in which patients neither pay for nor understand the
drugs they consume, are even more imperfect. Perhaps the simplest end-
to-end plan is for sponsors to increase their current and/or projected pur-
chasing budgets for pharmaceuticals, thereby encouraging companies to
develop new products. Almost any form of increased spending satisfies this
model.2

The second category of proposals consists of “pay-as-you-go” arrange-
ments. These proposals recognize that sponsors do not have to treat drug
discovery as an indivisible black box, but can (if they so choose) offer a
separate reward for each of the roughly dozen major steps along the “drug
discovery pipeline.”3 The main advantage of pay-as-you-go is that sponsors
can tailor incentives to each individual step of the drug discovery process.

However, this advantage comes at a price. Because pay-as-you-go sys-
tems intervene at multiple points along the drug discovery pipeline, spon-
sors must repeatedly decide which drug candidates are most promising and
deserve further investment. In other words, they must replicate the func-
tions of a private drug development team. Perhaps surprisingly, such teams
actually exist. Since the mid-1990s the Gates and Rockefeller Foundations
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have devoted enormous resources to creating so-called Private-Public
Partnerships.4 While the Private-Public Partnership label includes many
diverse philosophies – particularly with respect to the role played by industry
and intellectual property rights – most programs rely on nonprofit man-
agement teams to make key investment decisions for a portfolio of drug
candidates. Early evidence suggests that the quality of these decisions is
comparable to that found in the private sector. Public-Private Partnerships
currently conduct three-fourths of all known neglected disease drug devel-
opment projects (Pharmaceutical R&D Policy Project 2005).

The final category of proposals consists of suggestions for hybridizing
end-to-end, pay-as-you-go, and/or conventional patent incentives within a
single strategy. Today’s Private-Public Partnerships frequently use sponsor
money to subsidize commercial R&D programs when conventional patent
incentives are thought to be inadequate (Pharmaceutical R&D Policy Project
2005).

III. End-to-End Strategies

The preceding section distinguished between end-to-end strategies that
establish a single reward for the entire drug discovery pipeline and pay-as-
you-go strategies that create separate (and possibly different) incentives at
multiple points along the pipeline. This distinction is fundamental, and, fur-
ther, end-to-end and pay-as-you-go each have generic strengths and weak-
nesses. Traditional categories differentiating between “push programs” that
pay for R&D inputs in advance and “pull programs” that reward R&D out-
puts ex post (Kremer and Glennerster 2004) are often confusing. For exam-
ple, a prize for the “best protein target discovered in 2005” and a prize for the
“best new pharmaceutical of 2005” would both be considered “pull” mech-
anisms. Yet the risks for sponsors and researchers are completely different.
The end-to-end/pay-as-you-go categories make this dichotomy explicit.

This section explores the strengths and weaknesses of end-to-end strate-
gies. Readers interested in a more comprehensive description and critique
of leading end-to-end proposals should consult Hollis (Chapter 4).

Generic Differences between End-to-End
and Pay-as-You-Go Strategies

By definition, pay-as-you-go plans permit sponsors to implement different
incentives at multiple points along the drug discovery pipeline. As seen
below, these can be either “push” or “pull” incentives. By contrast, end-to-
end systems establish just one incentive for the entire process. In practice, no
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one argues that this incentive can be a “push” mechanism because that would
mean paying researchers hundreds of millions of dollars in advance. But this
means that end-to-end sponsors can only use “pull” incentives. Compared
to pay-as-you-go, end-to-end sponsors start with a smaller menu of options.

Advantages of End-to-End: Private-Sector Decision Making

The principal benefit of end-to-end plans is that they permit private-sector
researchers to manage the R&D process with minimal guidance from spon-
sors. This strategy undoubtedly has political virtues compared to pay-as-
you-go strategies in which sponsors are forced to make periodic judgments
about which drug candidates to invest in and will therefore find it harder
to disclaim responsibility if R&D fails. The benefits for economic efficiency
are more obscure. Vesting control in the private sector makes sense only if
nonprofit entities are inherently less capable of “picking winners” than their
corporate counterparts. I return to this question in Section IV.

Problems with End-to-End: Setting the Reward

If sponsors had perfect information, it would be easy to set rewards. McGuire
has shown that the optimum reward is, in principle, solvable as a utility max-
imization problem (McGuire 2003; Institute of Medicine 2004). However,
McGuire’s proof assumes that the R&D production function is known to
second order. In fact, the values (and even the sign) of these coefficients are
“very uncertain” and depend on information that is not “public knowledge”
(Sloan and Easley, Chapter 6).5

This information asymmetry poses a powerful challenge to sponsors.
The problem is particularly severe for end-to-end proposals, which, as pre-
viously noted, are automatically limited to “pull” incentives like prizes or
Advanced Purchase Commitments. These incentives share the generic weak-
ness that sponsors must decide how large a reward to offer. If sponsors offer
a reward that is lower than expected costs, no R&D occurs. But if sponsors
offer a reward that is higher than expected costs, they will pay too much
for any desired level of R&D. Sponsors could avoid both dangers if end-to-
end systems were compatible with contract R&D,6 which lets sponsors set
rewards based on sealed bids and other forms of competition that encourage
researchers to reveal their true costs. Commercial pharmaceutical compa-
nies routinely use contract R&D to contain preclinical and human testing
costs.
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In general, the amount that end-to-end strategies overpay in expectation
depends on how well sponsors can estimate the minimum reward needed to
elicit R&D.7 In practice, very little is known. Commentators who estimate
the “minimum required market” for new drugs usually quote ranges in
which the high estimate is 140–160% of the low estimate (Maurer 2005).
On average, we expect sponsors to overpay by half this range or about
20–30%.8

It remains possible that sponsors can refine this estimate through more
careful arguments. In what follows, I assume that a profit-maximizing com-
pany will invest in R&D whenever the promised reward exceeds its per-drug
development costs in expectation. I consider two cases.

What Reward Is Needed to Elicit a Rich Nation R&D Effort?
In the first case, I assume (somewhat unrealistically) that sponsors wish
to replicate the R&D effort that is typically devoted to finding cures for
rich nation diseases. The advantage of this approach is that it lets sponsors
set rewards based on what commercial pharmaceutical companies actually
spend. For example, DiMasi, Hansen, and Grabowski (2003) used phar-
maceutical company records to report that mean per-drug R&D costs were
between $684 and $936 million at the 95% confidence level. Here, the high
estimate is 127% of the low estimate, suggesting that sponsors would only
overpay by 13% on average. A second study, by Berndt et al. (2005), suggests
even more uncertainty. It used economic arguments to extract per-drug
R&D costs from reported revenue data. Although the study did not quote
estimated errors, its methods appear generally consistent with the 140–160%
uncertainty ranges described above.9

These estimates represent industry-wide averages. Since the amounts paid
to develop individual drugs vary widely, it might be possible to obtain more
accurate estimates for particular diseases. For now, it is unclear how sponsors
would make such adjustments apart from guesswork. Similarly, R&D costs
are known to vary from company to company. This suggests that some firms
may be willing to perform R&D for a smaller reward (Farlow 2004). The
amount of this correction is also unknown.

Hollis (Chapter 4) offers a clever alternative to estimation. His “Optional
Reward system” would let drug companies waive their normal patent rights
in exchange for sharing in a fixed-prize fund. The size of each company’s
share would then be announced using predefined health metrics (e.g.,
“DALYs”). The virtue of such a plan is that new companies would con-
tinue to join the plan, bidding down the value of each DALY saved, until
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the expected reward equaled their expected R&D costs. This means that
sponsors would pay the minimum feasible cost for whatever level of R&D
effort the DALY-based prize happened to elicit.

The question remains, however, what that level of effort should be. Spon-
sors who try to duplicate rich nation incentives will normally end up with
a small number of intense programs. There is no obvious reason to think
that such a strategy will save the greatest number of lives in expectation.
Sponsors could instead decide that it was better to spread existing resources
over more projects. At this point, “estimated reward” is no longer tied to
existing rich nation practices. Rather, it depends on the sponsor’s judgment
of how much R&D effort would be optimal. Without loss of generality, I
consider the case where sponsors ask what amount must be offered to elicit
a “bare bones” R&D program.

What Reward Is Needed to Elicit a Low-Cost R&D Effort?
The celebrated $802 million estimate of per-drug R&D costs by DiMasi,
Hansen, and Grabowski (2003) provides, at best, nothing more than an
upper limit for what a bare bones program would cost. Companies in com-
petitive industries set R&D investments equal to the expected value of what-
ever patents they hope to obtain. If the U.S. Congress creates broad (i.e.,
generous) patents, companies will engage in redundant and/or accelerated
programs.10 If Congress creates narrow patents, companies will mount less
ambitious programs. In either case, companies will end up earning the same
(economic) profit in expectation – zero.

This analysis suggests that companies will respond to any reward that
exceeds the minimum feasible amount needed to support a bare bones
R&D program. However, it is still not clear how much money sponsors can
save by offering smaller rewards. Kremer and Glennerster (2004) argued
that existing patent rewards are already near minimum feasible per-drug
discovery costs. More specifically, they contended that Congress designed
the Hatch-Waxman Act so that patent revenues would be constrained by
the cost of developing follow-on, “me-too” drugs. One problem with this
analysis is that it assumes that Congress knows what the minimum feasible
cost of developing “me-too” drugs actually is. In fact, Congress seems to
use the same DiMasi et al. estimates as everyone else (Maurer 2005). In
principle, a more direct method for estimating what a bare bones program
would cost is to write down a pro forma budget. The Global Alliance for
TB Drug Development has prepared such a budget based on a massively
detailed analysis of known input costs (Global Alliance 2001). It reports
that a bare bones program could probably deliver new malaria drugs at
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between 17–20% of the range quoted by DiMasi et al. This figure remains
controversial.11

Desired Level of R&D Effort
In keeping with our cost containment criteria, we have thus far assumed that
sponsors would choose a bare bones program if that option were available.
In fact, sponsors can choose any level from bare bones to rewards that exceed
those found in rich nations. While the ideal level is a matter for public health
authorities to decide, it is reasonable to think that they might want to spread
their limited resources over as many programs as possible. Indeed, it is not
obvious that high per-drug R&D costs are desirable even for rich nations.
For example, multiple “crash” programs might be a poor investment if they
accelerated discovery by only a few weeks or months. Similarly, large patent
rewards might induce spending on non-R&D activities (e.g., marketing,
regulatory maneuvering, and lawsuits) that provide little or no benefit to
patients.

Problems with End-to-End: Controlling Sponsor Discretion

Researchers in end-to-end systems are not paid until after they have sunk
their costs. This increases the incentive for sponsors to renege, since a
researcher with sunk R&D costs can usually be persuaded to sell drugs
at a price that barely covers its manufacturing costs. Knowing this dynamic,
a rational company may refuse to invest at all unless it receives some com-
bination of (a) contractual and practical assurances that the sponsor will
not renege and (b) an additional premium to cover any remaining risk of
default. From the sponsor’s perspective, this creates an inherent trade-off
between the flexibility needed to adjust rewards ex post to reflect true value
of drugs and the size of the reward that must be offered ex ante to elicit R&D
in the first place.

In practice, one can imagine many possible trade-offs between flexibil-
ity and reward size. The most obvious way to reduce risk premiums is to
design contracts that minimize sponsors’ discretion to adjust rewards ex
post. One blue ribbon panel recently adopted this position by recommend-
ing that sponsors not be allowed to adjust Advanced Purchase Commitment
rewards downward even if R&D costs fall in the interim (Advanced Markets
Working Group 2005). They presumably believed that the increased dis-
cretion was not worth the additional risk premium that companies would
demand in compensation. Other possible trade-offs include promising to
award a fixed sum to the best drug(s) produced within a preannounced time
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frame (Scotchmer 2004; Hollis 2005a, b) or promising to calculate prizes
according to a preannounced algorithm (Hollis 2005a, b and Chapter 4).
Although both methods still run the risk of under- and overrewarding inno-
vation, these errors may be smaller than those associated with a fixed, ex ante
reward.

Problems with End-to-End: Cumulative Innovation

The final generic difficulty that end-to-end systems face involves second-
generation inventions. In conventional patent systems, improved products
command a higher price and earn more revenues. To share in these revenues,
first-generation patent owners must grant licenses that permit improved
products to appear on the market.

The result is very different for end-to-end systems. Consider first a simple
Advanced Purchase Commitment strategy in which sponsors announce a
single fixed price in advance. Since prices are fixed, an improved product
cannot earn more revenue than the first-generation product does. For this
reason, the first-generation inventor has no incentive to improve its own
product or make its technology available to others. Instead, its best strategy is
to block the better product until, in Farlow’s phrase, the sponsor agrees to pay
an additional, “monopoly-size bonus” (Farlow 2004). In principle, sponsors
can fix the problem by announcing a second, higher reward for second-
generation products. However, the amount of this reward will normally
be even more speculative than it is for first-generation products. A better
solution might be for sponsors to insist that first-generation inventors license
all improvements at zero royalty. However, this solution is also suboptimal
since researchers may not perform first-generation R&D in the first place if
they cannot share in second-generation revenues (Scotchmer 2004).

Hollis’s QALY-based prize system tries to evade these problems by using an
algorithm to calculate the incremental value added by each new drug (Hollis
2005a, b). Since only the algorithm is fixed, data (and reward) can be updated
continually. The weakness of this system is that QALY-based estimates (and
any monetary rewards based on them) are known to be highly imperfect. For
example, QALYs (a) systematically undervalue drugs that treat contagious
disease, (b) show poor replicability from one measurement or study to the
next, (c) measure intangible “quality of life” benefits poorly, and (d) do a
relatively poor job of measuring incremental improvements to earlier drugs
(Maurer 2005). If these drawbacks are severe, sponsors will do better to
estimate the reward in advance.
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IV. Pay-as-You-Go Strategies

Unlike end-to-end systems, pay-as-you-go systems place substantial
decision-making and outsourcing responsibilities in the hands of sponsors. I
begin by asking what incentive mechanisms a pay-as-you-go sponsor is likely
to adopt. I then turn to potential problems that might make pay-as-you-go
less efficient than comparably funded end-to-end strategies.

Tailoring Incentives for Specific Problems

Commercial pharmaceutical companies currently use multiple incentives
to outsource R&D, including (a) purchasing contract research services, (b)
purchasing patented knowledge from outside entities, and (c) awarding
prizes to researchers that solve particularly difficult problems.12 Pay-as-you-
go sponsors must design strategies that replicate and, if possible, improve
on these incentives. Here I comment on the choices that pay-as-you-go
sponsors are likely to make at different points along the drug discovery
pipeline.

Basic Research
Basic science requires intense individual creativity and hence researcher
discretion. Furthermore, researchers frequently need to assemble widely
scattered information. Grants facilitate these goals by rewarding applicants
who submit new ideas. Since researchers who fail have less chance of winning
future awards, grants also provide limited assurance that recipients will not
exploit their discretion to shirk work. Finally, grants pay for R&D in advance.
This is an important advantage for academic scientists and other groups that
lack access to financing (Scotchmer 2004).13

Early-Phase Drug Discovery
Early-phase drug discovery encompasses multiple steps ranging from devel-
oping new drug ideas to optimizing small molecules that can be tested as
drug candidates. Once again, researchers must draw on widely scattered
knowledge and exercise substantial discretion. One natural solution would
be for sponsors to extend the grant model beyond basic research. For now,
commentators disagree about whether academic scientists are sufficiently
interested in applied research for grants to be effective (Kremer and Glen-
nerster 2004; Widdus and White 2004). The only way to be sure is to try the
experiment. Even a limited pilot program should be enough to demonstrate
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whether grants are an effective mechanism for persuading researchers to
participate in early-phase drug discovery.

The main alternative to grants is for sponsors to award “best entry prizes”
to whichever researcher(s) achieve the most important results in a prede-
fined period. Like patents, prizes are a powerful method for eliciting new
ideas. Since researchers cannot claim a prize without concrete results, best
entry prizes also provide substantial protection against lazy or inefficient
researchers. Best entry prizes are already widely used to solve chemical engi-
neering problems. The best-known prizes are managed by a company called
Innocentive. It specializes in problems that companies have been unable
to solve in-house, attracting solutions from around the world (Maurer
2005).

Finally, pay-as-you-go sponsors might experiment with “open source
drug discovery” collaborations in which members search for protein tar-
gets and compounds in much the same way that programmers find and
fix bugs in LINUX. The rise of computational biology, which requires few
physical resources beyond volunteers and computer terminals, provides the
closest analogy to open source computing (Maurer, Rai, and Sali 2004). As
in LINUX, the fact that members are volunteers means that they have lit-
tle incentive to shirk work.14 More speculatively, some authors argue that
open source methods can also be used to perform experimental chemistry.
Chemistry, however, requires reagents and other expensive inputs. Volun-
teers would have to divert these resources from existing grants (Benkler
2004; Maurer, Rai, and Sali 2004). While funding agencies might decide to
ignore such unauthorized spending on a small scale, substantial diversions
seem unlikely.

Preclinical and Clinical Testing
The number of potential drug compounds is so large that there is almost
no chance that a new drug candidate has been studied before. Because sci-
entists must experiment de novo, the ability to elicit information is much
less important than for earlier R&D phases. On the other hand, preclinical
and human testing are extremely expensive, accounting for roughly three-
quarters of all R&D expenditures (Global Alliance 2001). This suggests that
incentives should focus on cost containment. One natural solution is to
award R&D contracts to whichever researcher offers the lowest rate, either
informally or through competitive bids. The main drawback of this method
is that contract researchers may have an incentive to shirk or else prolong
unnecessary work after the contract is signed. Fortunately, preclinical and
human testing are extremely routinized and generate massive paper trails.
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These facts facilitate monitoring and suggest that any moral hazards are
manageable. Large pharmaceutical companies routinely purchase preclini-
cal and clinical testing services from contract researchers.

A second, more speculative option would be to organize open source
clinical trials. Eric von Hippel (2004, private communication) suggested
that clinicians might organize open source trials aimed at finding new uses
for preexisting drugs. Off-label trials are particularly suitable for open source
because the health care system usually pays the underlying cost of drugs and
physicians. Extending open source models to earlier, preapproval testing
would mean finding other sources of funding. In principle, pharmaceutical
companies might be willing to fill this gap if FDA regulators concluded that
open source data were inherently convincing. Under the current system,
contract researchers sometimes color or even falsify results to please their
employers (Maurer 2005).

Manufacturing
Competition is a powerful constraint on manufacturing costs. Historically,
sponsors have used contracts to purchase a fixed quantity of drugs as an
incentive to build new manufacturing capacity. Examples include polio and,
more recently, bird flu vaccine (Maurer 2005). Competition is also a powerful
way to constrain manufacturing costs once production begins. By far the
simplest strategy is for pay-as-you-go sponsors to put drug compounds in
the public domain so that anyone can manufacture them.15

Problems with Pay-as-You-Go Plans: Inadequate Purchasing Power

Thus far, I have assumed that nonprofit Private-Public Partnerships can out-
source R&D just as efficiently as large pharmaceutical companies. However,
as already noted, contract researchers may have an incentive to shirk and/or
needlessly prolong work. Commercial pharmaceutical firms use large liai-
son staffs and the prospect of repeat business to discourage such practices
(Hume and Schmitt 2001). These facts suggest that large entities may have
an inherent advantage at extracting value from outsourced research. This
could be a significant handicap for individual Private-Public Partnerships,
whose annual budgets are seldom more than a few percent of what large
pharmaceutical companies spend on R&D (Maurer 2005).16

It is possible to put an upper bound on the size of this handicap. Press
accounts report that R&D service providers typically earn 10–15% profit
margins (Hume and Schmitt 2001).17 Assuming a 10% return to capital,
this suggests that companies providing R&D services earn super-normal
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profits of no more than 5%. Large pharmaceutical companies should not
be able to extract discounts greater than this figure.

Problems with Pay-as-You-Go Plans: Picking Winners

Advocates of end-to-end systems often argue that nonprofit firms are less
able to pick and develop winning drug candidates than their private-
sector counterparts. Since many Private-Public Partnerships hire executives
directly from private industry, this cannot be a matter of individual compe-
tence. If the effect exists at all, it must be a matter of incentives.

In the private sector, efficiency ultimately depends on the ability and will-
ingness of profit-maximizing shareholders to defund companies that fail
to perform. In the nonprofit world, sponsors play this role. Unfortunately,
current Private-Public Partnerships often bundle drug management, edu-
cation, advocacy, and other functions within a single entity. Such practices
create an incentive for sponsors to continue funding entities with weak drug
discovery programs because they perform other functions (e.g., education
or advocacy) well. In principle, entities that focus exclusively on drug dis-
covery will be more efficient than entities that pursue multiple, unrelated
activities. Sponsors can and should encourage Private-Public-Partnerships
to stay narrowly focused on drug discovery.

The deeper question is whether sponsors are willing to defund failures
as ruthlessly as a private shareholder would. Presumably, they should ask
themselves this question before adopting a pay-as-you-go strategy. In the
meantime, critics of public-sector R&D sometimes point to instances in
which researchers have failed to deliver vaccines in the past (Kremer and
Glennerster 2004). Less often noticed are the many instances in which gov-
ernment and nonprofit entities have succeeded. Examples include the U.S.
Army (Argentine hemorrhagic fever, Venezuelan equine encephalitis, Rift
Valley fever, tularemia, infant botulism) (Covert 2000), The March of Dimes
(Salk and Sabin polio vaccines) (Smith 1990), and The Pasteur Institute
(rabies, BCG vaccine, yellow fever, polio, hepatitis B, shigellosis) (Pasteur
Institute n.d.). Pending detailed investigation, there is no particular reason
to think that nonprofit entities are inherently inefficient.18

V. Mixed Strategies

Thus far, I have assumed that pay-as-you-go and end-to-end strategies are
distinct from each other as well as from conventional patent incentives. Here
I ask how these distinctions can be relaxed to create “mixed” incentives.
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Extending End-to-End or Pay-as-You-Go Rewards to Include
Patent Revenues

Patents are an unnecessary complication for diseases like leishomaniasis
or Chagas, where commercial markets are negligible. However, there are
many diseases for which patent revenues provide a substantial (albeit still
inadequate) fraction of the reward needed to elicit R&D. Some observers
claim that patent revenues for new tuberculosis drugs could generate up
to 80% of the reward needed to elicit innovation (Kremer and Glennerster
2004). Other observers have similarly claimed that markets could supply
45% of the funds needed to support R&D for a new tuberculosis drug and
25% of the funds needed for an AIDS vaccine (Global Alliance 2001; Boswell
2003). While these estimates are probably optimistic, it is worth asking how
patents can be grafted onto end-to-end and pay-as-you-go strategies.

Adding Patents to End-to-End
End-to-end strategies leave R&D decisions in the hands of industry. The
most natural way to extend these strategies is to let the industrial partner
own patent rights over and above the basic end-to-end reward. Alternatively,
sponsors can dispense with end-to-end rewards entirely by paying a subsidy
to the private partner’s R&D program. In either case, sponsors face the
usual difficulty of deciding how much reward is actually needed to elicit
investment. However, this problem is harder now because the private partner
can usually estimate the value of patent rights better than the sponsor can.
This increases the sponsor’s risk of overpayment.

Adding Patents to Pay-As-You-Go
Pay-as-you-go systems leave R&D spending decisions in the hands of spon-
sors. The most natural way to extend these strategies is for a commercial
pharmaceutical company to contribute money and services to the sponsor’s
R&D program in exchange for the right to patent whatever drugs are ulti-
mately produced. Currently sponsors and their Private-Public Partnerships
usually negotiate such transactions with one pharmaceutical company at a
time. The problem with this approach is that the sponsor’s ability to extract
money and services is limited by its ability to estimate how much revenue
a patented drug is likely to earn. A better system would be for the sponsor
to auction its patent rights to whichever company offers the most money
and services. This competitive system would encourage companies to reveal
their true estimates of potential patent revenue.
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When Can Sponsors Use Patent Rights to Stretch Their R&D Budgets?
Patents have drawbacks as well as benefits. If drugs are patented, high prices
will almost always exclude some users. From the sponsor’s standpoint, this
means that patent-supported research is a double-edged sword. On the
one hand, sponsors can use patents to attract private investment, thereby
increasing the amount of R&D delivered per public dollar invested. On the
other hand, patents let private parties demand a high price for whatever new
pharmaceuticals are created. Higher prices, in turn, mean that fewer patients
will use and benefit from the public’s investment in knowledge. From a cost-
benefit perspective, this may sometimes be an acceptable trade-off – most
obviously, when political constraints on spending force sponsors to choose
between a patent-supported program and no program at all.

Sponsors frequently try to expand patient use of patented drugs by
insisting that commercial pharmaceutical companies offer deep discounts
(“access pricing”) to poor patients. However, access pricing automatically
reduces profits and, indirectly, the amount of money and services that phar-
maceutical companies are willing to contribute to R&D in the first place.
The question is, how much? The answer will normally depend on the pri-
vate partner’s ability to price discriminate by charging different prices to
different users.

Suppose first that price discrimination is impossible so that the pharma-
ceutical company must charge a single price to all patients. In this case, a
company’s expected patent revenues will disappear – along with its willing-
ness to contribute resources – once the access price falls below marginal cost
of production. Judging from the fact that several vaccines sold at marginal
cost still reach only a small fraction of users (Kremer and Glennerster 2004),
it may often be necessary to set access prices at or below the marginal
cost of production. In this case, patents provide no net benefit to spon-
sors although they may shift expenses in time and/or from one sponsor to
another.

Now suppose that price discrimination is perfect. In this case, manufactur-
ers can offer deep discounts to the poorest patients with no effect on patent
revenues. In fact, profit-maximizing manufacturers will automatically offer
such discounts until prices reach their marginal cost of production (Rein-
hardt, Chapter 2). This means that sponsors should subsidize production
only if the desired access price is below marginal cost.

The foregoing discussion suggests that sponsors should measure potential
patent revenues not only by the revenue-maximizing price that the private
partner could theoretically charge, but also by the access price. In general,
patent revenues will be most useful where the stream of medicines earmarked
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for poor patients can be kept well segregated from those sold to rich ones.
While such discrimination is often possible in rich nation markets, the situa-
tion is much more doubtful in the developing world where normal pharma-
ceutical company distribution channels tend to be slender or nonexistent.
The most favorable cases almost certainly involve diseases where the “com-
mercial” market is geographically separate from developing world patients
in need of access pricing. In these cases, the simplest solution may be to limit
company patent rights to rich nations (Lanjouw 2004).

Mixing End-to-End and Pay-as-You-Go

Advocates commonly argue that sponsors should fund a mix of end-to-end
and pay-as-you-go systems. Political motivations aside, the justifications for
these proposals are obscure. In principle, there are at least two reasons why a
mixed strategy might make sense. First, sponsors may not be able to decide
whether end-to-end or pay-as-you-go is the most cost-effective proposal and
might want to experience both systems before choosing. However, the time
scale for developing drugs is 12–15 years (DiMasi, Hansen, and Grabowski
2003). Even if sponsors are able to form a decision in some fraction of this
time, such an experiment is likely to be expensive.

Second, sponsors might want to combine end-to-end and pay-as-you-go
if commercial firms and public entities each had areas of comparative advan-
tage. For example, commercial firms might be better at “picking winners”
while Private-Public Partnerships might have superior knowledge about
which drugs are needed. In this case, sponsors might want a strategy in
which Private-Public Partnerships subsidized pharmaceutical companies
that pursued particularly useful drugs. Unfortunately, it is not obvious how
this scenario would be implemented in practice. To this author’s knowl-
edge, no advocate of mixed solutions has ever suggested criteria that spon-
sors could use to apportion funds between end-to-end and pay-as-you-go
initiatives.

Finally, sponsors who divide their resources between end-to-end and pay-
as-you-go strategies stand to forfeit significant economies of scale. As we have
noted, the best way for end-to-end systems to overcome researcher mistrust
is through large, frequent payouts. This suggests that researchers are likely
to demand smaller risk premiums for large end-to-end programs than for
small ones. Similarly, we have argued that pay-as-you-go methods are more
efficient when Private-Public Partnerships can offer large volumes of repeat
business. This observation suggests that large pay-as-you-go programs are
more efficient than small ones.
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VI. Conclusion

We live in an era of hope. Larger sponsor budgets suggest that tropical disease
R&D can be substantially accelerated over historic levels. That said, sponsor
budgets remain painfully small. Simply throwing money at the problem will
not work. Nor, in all probability, will dividing funds evenly between every
conceivable candidate strategy for funding R&D. Sponsors will have to make
hard, clever choices.

This chapter has presented a framework for systematically comparing the
strengths and weaknesses of the many diverse incentive mechanisms that
have been proposed since the late 1990s. In particular, it argues that spon-
sors face a fundamental choice between “end-to-end” and “pay-as-you-go”
solutions. Given that drug discovery costs are very poorly known, sponsors
who adopt end-to-end strategies are likely to pay a substantial (20–30%) cost
penalty compared to pay-as-you-go programs. Sponsors should not accept
this generic penalty without convincing evidence that private-sector drug
management teams are able to “pick winners” more efficiently than their
nonprofit counterparts. For now, such evidence does not exist. The main
uncertainty seems to be whether sponsors are prepared to defund ineffi-
cient programs as ruthlessly as private-sector shareholders would. Sponsors
who believe that they can invest as effectively as private-sector shareholders
should normally choose pay-as-you-go programs over end-to-end solutions.

The existing literature gives sponsors many options, but no agreed frame-
work for systematically comparing their strengths and weaknesses. Sponsors
can and should demand better. In particular, they should insist on a full
menu of possible incentive plans and a detailed, dollars-and-cents estimate
of what each is likely to cost. Bill Gates has long experience in demanding –
and using – hardheaded business advice to guide Microsoft’s $7 billion
annual investment in R&D. The Gates Foundation could do worse than to
follow his example.
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Implementing a Public Subsidy for Vaccines

Frank A. Sloan and Charles E. Eesley

I. Introduction and Overview

Judged in terms of the relationship of benefit to cost, vaccines are among the
most socially valuable public health investments (U.S. Centers for Disease
Control and Prevention [CDC] 1999; Stratton, Durch, and Lawrence 2000).1

In spite of some recent successes, such as increases in immunization rates in
the United States (CDC 2002a, b, 2003), substantial structural and financial
problems remain. In particular, the United States has recently experienced
unprecedented shortages in 8 of the 11 routine childhood vaccines (Georges
et al. 2003). Flu vaccine shortages were experienced in 2000–2002 and 2004
(Cohen 2002; Enserink 2004; Institute of Medicine 2004).

Although unique causes have been attributed to each shortage, a common
pattern remains. In the past three decades, the number of firms producing
vaccines for the U.S. market has decreased. Between 1966 and 1980, more
than half of all commercial vaccine manufacturers stopped producing vac-
cines, and the exodus has continued to the present (Cohen 2002). As of early
2004, only five companies produced all vaccines recommended for routine
use by children and adults, and only three of these were U.S.-based firms.
Eight major vaccine products – including MMR (measles-mumps-rubella),
tetanus, and polio – each had only one supplier (Institute of Medicine 2004).
A long-term shutdown in capacity by any one of these companies could be a
major supply shock, as occurred with the disruption in supply of flu vaccine
from a Chiron plant in October 2004, which cut the supply of vaccine to the
United States by almost half (Enserink 2004).2

The exit of firms from the vaccine market also has important implications
for the development of new vaccines. If firms find supplying vaccines to be
unprofitable currently, they are also unlikely invest in R&D to develop new
vaccines. The public sector is a major purchaser of vaccines as well as a
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regulator of vaccine supply. There is a very large potential social benefit
from the introduction of new vaccines (CDC 1999; Stratton, Durch, and
Lawrence 2000), which inadequate private returns to R&D investments may
discourage.

In the United States in the first decade of the twenty-first century, public
purchases of vaccines account for more than half of the childhood vaccine
market; the government has used its monopsony power to negotiate sub-
stantial discounts and enforce price caps – one reason that private returns to
investments in R&D are low. Although governments may place a high value
on having a vaccine, once the vaccine has been developed, governments have
an incentive to use their market power to drive prices down to the marginal
cost of manufacturing the product. This has been called a “time-consistency”
problem (Kremer and Glennerster 2004, p. 43; Grabowski 2005). Although
aggressive price negotiations may have negative side effects, to government
officials, the lower prices are tangible and certain as opposed to adverse
effects on private incentives to invest in R&D, which are less tangible and
uncertain (Pauly 2005). Compared to many pharmaceutical products, the
vaccine market is quite small, about $6 billion in 2002 (Arnould and DeBrock
2002; Plotkin 2005). Recent empirical research has established a relationship
between current market size and introduction of new products by pharma-
ceutical manufacturers (Acemoglu and Linn 2004). Finkelstein (2004) found
that a $1 increase in annual expected market revenue from a vaccine elicits
an additional six cents in annual present discounted value investment in that
vaccine. Finally, vaccines are more likely to interfere with the spread of the
disease than are drug treatments, and sellers have less information to use in
extracting consumer surplus for vaccines than for certain drug treatments
(Kremer and Snyder 2003).3 As a consequence, vaccines may tend to be less
profitable than drug treatments.

There are other problems on the demand side. First, there are important
health and financial externalities in consumption. Person A’s consumption
reduces the probability that an unvaccinated Person B will become ill with
the disease. To the extent that the cost of care is insured, savings in insurance
outlays accrue to B as well as to A. Less certain, but nevertheless plausible,
is that many individuals may be myopic and not give sufficient weight to
the subsequent benefits of being vaccinated. Or they may reason that they
will just take drugs for therapy once they have become ill. For example, the
amount of preventive effort may be reduced when high proportions of HIV-
infected people are being kept alive by antiretroviral drugs (ARVs). Given
externalities in consumption of vaccines, there is also concern about lack of
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insurance coverage for vaccines. Provision of insurance serves to internalize
the externality, at least in part.

Most children in private health plans in the United States have cover-
age for recommended vaccines. Many children have private insurance that
does not cover immunizations or that covers only certain vaccines, or they
face substantial copayments and deductibles (Giffin, Stratton, and Chalk
2004, note 10; Kaiser Family Foundation 2002; Nace et al. 1999). Vaccinat-
ing children can be particularly important. In Japan, vaccination of children
prevented one death for every 420 children vaccinated (Reichert et al. 2001).
Evidence is also accumulating in the United States of significant reductions
in serious flu cases in adults from vaccinating children (Cohen 2004). Pre-
viously, when vaccines cost very little, cost-sharing arrangements were not
that important. Currently, the full series of pneumococcal conjugate vac-
cine, which is administered over an 18-month period, has a price of over
$200, which may be burdensome to lower-income families.4 Vaccination for
several childhood diseases is mandatory under state law and enforced at the
time the child enters school. Mandates and other recommendations for vac-
cines as well as public subsidies are based on decisions made by organizations
such as the Advisory Committee on Immunization Practices (ACIP). Such
coverage decisions appear to be made on clinical criteria without reference
to vaccine cost.

The United States has a pluralistic health care financing system. The diver-
sity of coverage imposes administrative cost on health care providers, for
example, in billing for services rendered. By imposing transaction costs
on physicians, the fragmented system for financing immunizations creates
barriers to immunization. There are many public and private sources of
funding for immunizations in the United States, including the Vaccines
for Children Program (VFC), State Children’s Health Insurance Program
(SCHIP), Medicare, Medicaid, individual state programs, and private health
plans. These sources of coverage vary in terms of both who is eligible and
which vaccines they cover. Thus, patients and physicians often lack knowl-
edge of provision of coverage for immunizations, including whether or not
the patient is covered at all (Institute of Medicine 2004, p. 81).

Determining eligibility for immunization coverage can present an admin-
istrative burden on pediatricians and other physicians, especially since many
patients often shift in and out of eligibility (Institute of Medicine 2000,
2002). In addition, providers often must store different stocks of the same
vaccines according to the source of payment and eligibility, and spend time
monitoring inventory for different sponsors. Given the low compensation
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for administering vaccines and the administrative burden, some physicians
may decide not to offer vaccines, particularly as the acquisition cost of vac-
cines rises (Davis et al. 2002; Freed et al. 2002), instead referring patients
to public health clinics for vaccines. The consequence may be that fewer
persons are immunized (Davis et al. 2003).5

In August 2003 the Institute of Medicine’s Committee on The Evalu-
ation of Vaccine Purchase Financing in the United States issued its final
report Financing Vaccines in the 21st Century: Assuring Access and Availabil-
ity (Institute of Medicine 2004). This chapter’s first author was chair of this
committee. The charge to the committee was to (1) examine current arrange-
ments for purchasing and distributing vaccines in the public and the private
health sectors in the United States, (2) to identify strategies to ensure access
to vaccines and offer incentives for the development of new vaccines, and
(3) to develop recommendations to guide federal, state, and Congressional
decision making. The committee considered a wide range of strategies from
incremental changes in the current system – for example, expansion of the
Vaccines for Children Program to include additional population groups –
to a system of complete governmental purchase of vaccines.

The approach ultimately selected was embodied in three recommenda-
tions. The most important recommendation was the first, that the current
system for purchasing and distributing vaccines should be replaced by a
vaccine mandate, subsidy, and voucher system. The mandate would require
all public and private insurance plans to cover certain types of vaccinations
and would apply to vaccinations for diseases with substantial spillovers;
however, the report did not explain how spillovers would be defined.

The mandate for insurance coverage addressed two concerns. First, absent
a mandate, vaccination rates are likely to be suboptimal; second, by estab-
lishing a uniform system, the administrative burdens on physicians’ offices
would be reduced; and, coupled with a specific payment for vaccine adminis-
tration, greater numbers of physicians would supply vaccinations. All public
and private insurers would be required to cover specific types of vaccina-
tions for specific populations as recommended by a public body, such as a
modified ACIP. Insurers in turn would purchase vaccines and pay physicians
for vaccine administration.

All health plans would receive a fixed-dollar subsidy for vaccine pur-
chase and vaccine administration. The committee specified that the fixed-
dollar subsidy be made a function of the social benefit of the vaccine for
the groups for which the vaccine was mandated, but the subsidy would not
necessarily equal the full social value. The subsidy would not reflect R&D or
on production costs. Although insurance coverage for particular vaccines
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would be required, health insurance coverage itself would not be required.
Thus, without a subsidy, premiums could rise more than private benefits
to policyholders, and some policyholders might drop insurance coverage
altogether.

While the funded mandate would cover all insured persons, the voucher
provision would cover uninsured children and adults, who would receive
immunizations from health care providers of their choice, conditional on the
provider’s being willing to accept the vouchers as payment in full. The value
of the voucher would equal the fixed-dollar subsidy paid to health plans.
Participating providers would collect the voucher at the time of service and
submit it to the government for payment. The committee considered alter-
native approaches to the voucher system – from an electronic card system to
simply reimbursing providers who submit a bill for each vaccination admin-
istered. The committee did not endorse any particular approach, although
the fixed-dollar subsidy appears to have been preferred.

The fixed-dollar public subsidy would apply to existing and to future
vaccines. For existing vaccines, a higher price would encourage more entry
into the vaccine business, more investment in developing improved ver-
sions of existing vaccines, and greater investments in production capacity to
reduce the probability of supply disruptions. For future vaccines, injection
of public funds coupled with the mandate would increase market sizes and
prospective returns to R&D on new vaccines.

The subsidy would be based on the total societal benefit of the vaccine –
not 100% of the value, but some percentage of that amount and perhaps
a lower percentage for current than for future vaccines. Thus, the subsidy
formulas for current and future vaccines could be different. The committee
was not specific about how the fixed-dollar subsidy would be calculated, but
rather left this as a detail of implementation to be considered later by others.

The fixed-dollar subsidy would not be a government-administered price;
insurers could negotiate a different price with manufacturers. If the nego-
tiated price were lower than the subsidy, insurers could keep the difference
between the subsidy and the negotiated price. Vouchers, however, would be
on a payment-in-full basis; that is, no supplementation from patients would
be permitted.

The mandate/subsidy plan would apply only to populations/vaccines rec-
ommended for coverage by an independent body. The committee’s sec-
ond recommendation proposed changes to the composition and decision-
making process of ACIP, the entity that recommends vaccines for use
by the public. ACIP currently lacks expertise in cost-effectiveness anal-
ysis and finance, is unable to consider price in its decisions, and makes
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recommendations before the federal price is determined.6 Under the IOM’s
proposal, ACIP would compute the subsidy. While ACIP’s recommenda-
tions would be binding on public and private insurers, at the same time, the
government would be obligated to fund the mandate.7

The committee cautioned that the report offers a strategic framework and
blueprint for change, not an immediate roadmap or “next steps” plan. The
third recommendation called for a public process of stakeholder delibera-
tions to explore the full implications of the proposal and address technical
design issues. The IOM recommended that the National Vaccine Program
Office (NVAC) of the U.S. Centers for Disease Control convene a series of
regional and national meetings with the major stakeholders and others to
refine the recommendations and develop plans for implementation.

The rest of this chapter discusses details of implementation not discussed
in the report and criticisms of the report.

II. The Stakeholders’ Critique of the IOM Report

Subsequent to the release of the report, NVAC met to consider the report’s
findings and recommendations. After hearing the views of various stake-
holders, NVAC concluded that the committee’s proposal was too radical
and indicated its preference for more modest modifications of the existing
vaccine financing system. As summarized by Hinman (2004, p. 3):

there was universal commendation to IOM for highlighting the value of vaccines;
highlighting the need to vaccinate adults as well as children; attempting to ensure
access to vaccines by all children; and identifying factors contributing to instability
in vaccine research, development, production, and supply. However, stakeholders
(mainly representatives of the pharmaceutical industry, which produce vaccines,
health insurers, and CDC officials), were concerned about some of the sweep-
ing changes recommended by IOM. There was skepticism that the recommended
approaches would provide incentives to manufacturers or improve immunization
levels in children and adults. There was also concern about undertaking a dramatic
shift from the present system to an unproven new system; concern about the lack of
detail about how the proposed new system would operate; and concern about the
cost of the new system. Stakeholders questioned whether the system was sufficiently
broken to require this level of “fix.” They also felt that improvements in the cur-
rent system might go a long way to achieving the goals. These incremental changes
might include expanding VFC to all underinsured children; removing price caps;
giving providers a choice of vaccines; harmonizing the regulatory process with other
countries; and encouraging an expansion of health benefits. (p. 3)8

Following its critique, NVAC recommended increased funding for exist-
ing public programs,9 regulatory changes to facilitate importation of
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vaccines from other countries into the United States, first-dollar coverage
for vaccinations, adequate (presumably higher) reimbursement for admin-
istration of vaccines, and campaigns to publicize the value of vaccines.

Recommendations for increased funding reflected the mix of stakeholders
surveyed. Health insurers opposed benefit mandates and were understand-
ably reluctant to endorse even funded mandates because of a suspicion that
funding may be at most partial. Existing pharmaceutical manufacturers
presumably did not endorse entry of competitors.

The report recommended that VFC, which is administered by the CDC,
be replaced by a mandate applicable to entire categories of individuals, and
the report was silent on the public agency that should be responsible for
oversight of the program. Some citizens’ groups questioned the desirabil-
ity of disbanding the VFC program for an “untested and more expensive
program” (p. 6).10 The Pharmaceutical Research and Manufacturers’ Associ-
ation of America (PhRMA) indicated that “Anticipatory pricing of vaccines
by establishing the level of federal subsidies, as called for by IOM, would,
in effect, set price caps on vaccines and these have proved detrimental in
the past” (p. 4). PhRMA said that clinical trials have become increasingly
expensive for their member companies, and in general, private coverage for
vaccines with presumably higher profit margins for the companies precedes
public funding. According to PhRMA, the IOM proposal would eliminate
private pricing for the vaccines subject to the mandate/subsidy.11 NVAC’s
claim that the IOM proposal lacked specificity on some important aspects
has merit.

III. Implementation Issues: Mandates, Setting Prices, and Vouchers

Mandating Coverage: Rationale, Problems, and Fixes

Mandates have several justifications.12 Absent mandates, health plans may
have an insufficient incentive to cover vaccines. Such coverage may not be
demanded because individuals do not take account of the health and finan-
cial externalities in their purchase decisions (Summers 1989). Also, people
may underestimate the probability of contracting various diseases (Jensen
and Morrisey 1999). Vaccines are more likely to interfere with the spread
of the disease than are drug treatments. As the probability of contracting a
disease falls, fewer persons may be expected to demand to be vaccinated for
the disease. Also, market power of sellers of vaccines may be lower than for
drug treatments. With drugs, persons who may benefit from the treatment
are identifiable to sellers, thus allowing firms to extract consumer surplus
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from these consumers. For vaccines, such information is less likely to be
available (Kremer and Snyder 2003).

Mandates also have shortcomings. If the mandates are binding on employ-
ers or insurers, they require decisions to be made that would not be made
in their absence, and they may lead to loss of insurance coverage and/or
lower wages. Loss of coverage may result because the mandates raise insur-
ance premiums.13 As premiums rise, less insurance is demanded (Cutler
and Zeckhauser 2000).14 Mandates may also depress wages. Employers are
likely to be indifferent about how they compensate employees but rather
are concerned about total compensation per employee (Pauly 1998). Thus,
if the cost of health insurance increases, wages are lower than they would be
absent the increase.15

The IOM report lacked clarity about whether the mandate would allow for
insurers to impose cost sharing on insureds. Plans with deductibles would
presumably continue to have them, and the price of vaccinations would
apply to unsatisfied deductibles. Since vaccination rates are likely to be less
than at the socially optimal level even with insurance coverage (Finkelstein
2004), there is an argument for not imposing additional cost sharing for
vaccinations. In any event, a copay would often apply for the physician visit
at which the person receives the vaccination. Permitting some cost sharing
would be beneficial in that it would blunt the potentially negative effects of
the mandate discussed above.

If demand is price inelastic, the mandate will not have the intended effect
of raising vaccination rates since not many more people would be vaccinated
at the lower out-of-pocket price.16 Strong empirical evidence on the price
elasticity of demand is lacking; one study reported a low price elasticity of
demand for vaccines (Frank et al. 1995). There is, in addition, some indirect
evidence from the implementation of a public universal vaccine program,
suggesting some effect of price on vaccination rates (Freed et al. 1999; Ives et
al. 1994; Lurie et al. 1987; Nexoe, Kragstrup, and Ronne 1997; Ohmit et al.
1995; Pleis and Gentleman 2002; Rodewald et al. 1999; Satterthwaite 1997).
Mechanisms underlying the observed elasticity of demand are complex in
that use depends not only on consumer but also on physicians’ decisions.
If physicians refer patients to public health departments because payment
does not cover the marginal cost of vaccinating patients in their offices, then
this too may be a deterrent to use.

Theoretical research on the economics of infectious diseases describes
an important limitation of subsidies to stimulate demand for vaccines.
The private benefit from being vaccinated partly reflects the prevalence
of the disease. To the extent that the price faced by the consumer falls,
increases in the quantity of vaccinations demanded are likely, followed by
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declines in disease incidence and prevalence. With fewer persons with the
disease, demand for vaccinations will fall. As Philipson (2000) and others
have cautioned, using subsidies to resolve the externalities problem may not
increase the steady-state equilibrium vaccination rate if demand is highly
prevalence responsive (pp. 1777–1778). However, empirical evidence on the
magnitude on this relationship is lacking (e.g., Hotz, Ahituv, and Philipson
1996).

Thus, a mandate/fixed-dollar subsidy by itself may not be enough to
boost vaccination rates to their socially optimal levels.17 In addition, various
advertising campaigns and even compulsory vaccination may be needed to
reach such levels.

The mandate proposed by the committee may not have deleterious effects
on insurance coverage and wages if the fixed-dollar subsidy offsets the
increased cost from the mandate. However, the voucher for the uninsured
will make not being insured relatively more attractive, which arises in the
U.S. context since being covered by health insurance is not mandatory; nor is
there a financing system to ensure universal coverage (see Reinhardt, Chap-
ter 2). Also, the public programs would receive the same mandate, making
public coverage more attractive.

Several implications for vaccine financing plan design plan follow. Adverse
effects will result if the mandate is not funded. The subsidy should cover
the health and financial externalities. Also, there is an inevitable trade-off
between providing vouchers for the uninsured and crowding out of pri-
vate insurance coverage. One “solution” would be to make the vouchers
unattractive to providers who would in turn refuse to participate in the
voucher program. But this would partially defeat the purpose of voucher
provision. Pricing of vouchers will be considered in the next section.

Setting the Fixed-Dollar Subsidy

ACIP currently makes recommendations that specific vaccines be admin-
istered to particular groups without explicitly comparing vaccine benefits
and costs. Implicit in its recommendations is the presumption that benefits
at least equal costs, but these benefits and costs are not quantified. The IOM
plan requires that benefits and costs be quantified and net benefits will used
for setting subsidy/payment levels.

Measuring Social Value (and Cost)
The social value reflects the savings attributable to the vaccine accruing to
the individual who receives the vaccine and to others who otherwise would
incur adverse health effects from the person’s not being vaccinated or would
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incur added financial burden as a taxpayer or an insurance premium payer.
Such savings include reductions in spending on personal health services, the
value of increased longevity and reductions in losses in labor market and
household productivity, and reductions in pain and suffering of persons
vaccinated and who would have otherwise contracted the disease.18 Stratton,
Durch, and Lawrence (2000) conducted comprehensive cost-effectiveness
analysis of 26 vaccines not yet developed. Other spreadsheets for conducting
cost-effectiveness analysis of vaccines in various countries were developed
by Michael Kremer.19 This research is very useful in demonstrating the
feasibility of measuring social value although cost-effectiveness analysis does
not directly obtain social value.20 Thus, we do not value benefits further here.

McGuire (2003) showed that setting the vaccine price equal to mean
benefit will elicit the socially efficient level of R&D on vaccines. Although
this is an efficient solution, it may be subject to criticism on equity grounds.
The entire net benefit accrues to manufacturers as profit, and no consumer
surplus accrues to the public. McGuire assumed a fully effective vaccine.
Benefit should be scaled to reflect the extent to which a vaccine is partially
effective.

An alternative approach focuses on consumer welfare. The product price
is set to maximize expected consumer surplus, the difference between benefit
and price. To maximize this difference, price must be lower than the mean
benefit. However, by lowering price, manufacturers spend less on R&D.
Thus, there is a reduced probability that the new vaccine will become avail-
able. McGuire (2003, p. 214) derived an expression for the optimal division
of surplus between consumers and producers at the price that maximizes
consumer net benefit:

(b − p)/( p − c) = consumer net benefit/operating profit = −qq ′′(q ′)2
,

(6.1)

q = q(x), where q is the probability that a new vaccine will be discovered
and marketed, x is expenditures on R&D, b is the mean benefit per dose, c is
the mean production cost per dose, and p is the mean price per dose. Here
q ′ and q ′′ are the first and second derivatives of the probability of discovery
function.

The first derivative q ′ is clearly positive. The second derivative q ′′ may be
negative if there are diminishing returns to investments in R&D. According to
(6.1), consumer net benefit should be high relative to operating profit when
the marginal product of R&D expenditures is relatively low (q ′) and the first
derivative of the marginal product (q ′′) is relatively low. Essentially, when
marginal product is high and it does not fall appreciably with increases in
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R&D expenditures – that is, R&D spending is relatively productive – rewards
should go to the manufacturers to stimulate research and development.
However, when such spending is not as productive, consumers should receive
higher relative rewards in the form of a lower price.

McGuire’s analysis is static. Thus, it does not allow for the possibility that
paying a higher price for a vaccine may accelerate product development. If
paying a higher price would accelerate innovation and there are important
opportunity costs to society from waiting for an effective vaccine, the price
should be higher than it otherwise would be.

To our knowledge, no one has estimated a production function for vaccine
R&D or for pharmaceuticals more generally.21 For vaccines, the most likely
possibility is to rely on expert scientific judgments.

Public knowledge of the R&D production function parameters is likely
to be highly uncertain. The research production function q(x) is not public
knowledge. Even x for vaccines is unknown, although there is some evidence
on the cost of developing new drugs (DiMasi et al. 1991; DiMasi, Hansen, and
Grabowski 2003). Furthermore, the parameters of the production function
are likely to differ substantially among vaccines. If a decision is made to
pay the full price for a new vaccine, there is a trade-off between providing a
windfall to manufacturers or paying a lower p and facing a higher probability
that the vaccine will not be developed.

However, on the brighter side, firms make estimates of the marginal
product of R&D expenditures prior to making such investments. Especially
because many outside experts are likely to have had prior experience on
the inside, insiders may not have a large advantage over outside experts in
making such estimates.

Overall, it is possible to gauge b with reasonable accuracy – probably to
a far greater extent than b can be gauged for most innovations, for exam-
ple, flat screen television monitors. By contrast, determining c may be more
problematic.22 Mean production cost c for vaccines can be determined from
various sources, including expert opinion and from production cost pro-
duction at government-owned facilities. The government payment/subsidy
covers c plus an imputed charge for capital.23

In practice, c may vary according to the extent to which companies invest
in a production process that ensures continuous supply and is not subject to
stoppages due, for example, to violations in vaccine safety standards. That c
may vary inversely with the probability of a supply disruption complicates
the task of determining an appropriate c.24

Rather than pay the full b or some fraction of it based on vaccine effec-
tiveness and productivity of investment in R&D, another option is to base
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government payment on the external benefits of vaccines, including pain and
suffering from the disease and productivity loss in household and market
settings and cost of medical care, when individual i becomes ill, to others.

Should Existing Vaccines Covered by the Mandate/Subsidy Be Priced
by a Different Algorithm than Future Vaccines?
Strong arguments can be made for using the same algorithm for pric-
ing existing versus new vaccines, although for a period, to avoid a large
increase in public expenditures, it may be necessary to limit annual percent-
age increases in price for existing vaccines. Potential entrants apparently
find current prices to be unattractive, and higher prices for existing vaccines
may be required to encourage entry. Also, if the government was not willing
to acknowledge the social value of existing vaccines, this would make the
offer of a payment to reflect social value for future vaccines less credible.
Firms may fear that after they have sunk millions of dollars into research, the
government has incentives to renege and offer a lower price. To the extent
that firm executives fear this risk, they will withhold investments in vaccine
R&D because expected revenue decreases with less perfect credibility. Inas-
much as firms are risk averse, limited credibility reduces efficiency (Kremer
2000b).

Government failure to honor its promises of payment for a future vaccine
may be legally liable for the breech, but firms may not want to rely on this
safeguard. Past court decisions have held purchase commitments to be legally
binding contracts (Kremer 2000b).

One exception to the strong arguments for using the same algorithm for
pricing existing versus new vaccines relates to the risk of sudden pandemics
resulting from viruses that transfer from animals to humans. The most
salient current example is avian influenza. There may be a need to build
a mechanism for monitoring for human infection and person-to-person
transmission into the system of financing vaccines and the capacity for
a quick ramp-up in R&D and production far in advance of a potential
outbreak.

Role of Patents and Prizes
Patents are widely used to provide incentives for R&D investment (Cohen
and Merrill 2003; deLaat 1997; Gallini and Scotchmer 2002; Maurer and
Scotchmer 2004; Merrill, Levin, and Myers 2004). The patent system has
some important advantages. First, the market values the benefits from new
products. Surrogate measures of willingness to pay can be quite inaccurate.
Second, it is unnecessary to specify characteristics of the product to be
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developed ex ante, as is the case for some of the major alternatives such as
prizes and procurement contracts. If a still better product is developed, it
can be patented and marketed as a competing product at a price that the
market will bear. Third, the main risks to the investor in R&D are that the
investment will fail to produce a patentable product and the patent will be
challenged, but there is no need to rely on promises from a government
agency made in advance of the innovation.

A major disadvantage is the large deadweight losses due to monopoly
power associated with granting a patent. Also, in the presence of substantial
insurance coverage, market valuations may not be accurate measures of
value. On balance, there is strong case for considering alternatives to patents
here.

One alternative to patents is prize-based incentives (deLaat 1997; Kremer
1998). This type of reward has been proposed for pharmaceuticals as well
(Abramocicz 2003; Hollis 2005a, b; Shavell and Van Ypersele 2001; Hollis,
Chapter 4; Maurer, Chapter 5). Under a prize system, the developer is
rewarded for the innovation, as with patents, but the new product is placed
in the public domain and prices are set near to marginal cost so that the
deadweight loss associated with patents is avoided. The key to the success
of a prize system is the degree to which the prizes can be structured to
approximate the value of the delivered innovations.

Two characteristics of vaccine markets make prizes an attractive incentive
system. Vaccines create a large social value that firms cannot fully appropri-
ate, and this social value can be calculated ex ante. When aggregate dead-
weight loss is the primary concern and the social value of an invention is
verifiable (as is likely for vaccines), prizes may be preferable to an intellectual
property system (Maurer and Scotchmer 2004). Unlike under the patent sys-
tem, the number of participants and the potential duplication of effort can
be altered with the size of the prize. Additionally, if social value is expected
to be much higher than costs, a prize can be set lower than social value.

But sequential innovations often add much more to social value as well as
to reduce cost through process and follow-on innovations (Sinclair, Klepper,
and Cohen 2000). With an innovation in the public domain, firms may have
a lower incentive to improve upon it. But in the case of vaccines, a follow-on
innovation may also qualify for a new round of prizes. The case of cost-saving
process innovations may be a concern, but for these types of innovations
patents have been shown to be less important than other mechanisms such
as secrecy (Walsh, Arora, and Cohen 2003).

The key condition for paying the prize money would be the vaccine’s
efficacy, although the prize could be scaled based on efficacy. The prize
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would reflect the sponsor’s best judgment about the productivity of R&D
and the opportunity cost to society of not having the new vaccine.

Calculations of social value may be questioned by potential innovators,
although a strong argument can be made that measures for new vaccines
are likely to be more accurate on average than are those for other types of
inventions. Criticisms about the accuracy of administratively determined
prizes can be addressed in two ways: (1) tailoring the prize ex post to the
value of the innovation and (2) basing the prize on a market-determined
value. Kremer (1998) advocated using competitive bidding for the patent
purchase, but placing the patented good in the public domain.

Alternatives to Prizes and Patents
There are several alternative methods for promoting investments in prod-
uct R&D. As already explained in Chapters 4 and 5, “push” policies that
reduce the cost of innovation are to be distinguished from demand-side
or “pull” policies that increase demand. An advantage of push policies,
such as research grants, is that they eliminate the need to estimate value. A
deficiency is that payment is provided no matter what is developed, even
if the research proves to be unpromising. Since money must be allocated
upfront, decision makers must rely on those with expertise (and thus with
vested interests) for information on where to spend funds. This situation
creates strong incentives for exaggeration of the prospects of success. Even
worse, this gives an advantage to diseases with stronger advocacy groups
and creates reasons to divert resources away from research toward market-
ing one’s approach over others. Although push policies, such as research
grants, presumably account for variations in R&D cost, except for the repu-
tational incentive – grants in the future are more likely to be awarded to those
who have been productive in the past – there is no reward to ingenuity or
effort.

A variant that addresses this problem are the proposals to target R&D tax
credits toward research on malaria, HIV/AIDS, and tuberculosis. But tax
credits do not even have the reputation incentive (reputation is built up by
successfully using previous grant money). If recipient research organizations
are put at risk for some of their own funds (e.g., the part not funded through
a tax credit or by mandatory subsidy matching), the moral hazard problem
should be attenuated.25

Pull programs have the advantages of more efficient alignment of incen-
tives when a range of approaches for development exist and delaying spend-
ing until a product has been developed (also see Hollis, Chapter 4, and Mau-
rer, Chapter 5). A government commitment to purchase vaccines (financing
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can be partial or in full) is the most widely discussed form of demand-side,
“pull” policy proposals. Unsurprisingly, one of the main drivers of total firm
R&D expenditures is the firm’s expected returns (Vernon and Grabowski
2000). For example, coverage of influenza vaccines by Medicare starting in
1993 created a bigger market and spurred R&D leading to more effective
and easier-to-administer flu vaccines approved in 2003 (Finkelstein 2004).
The drawback is that for such a program to increase innovative activity, the
chance that the sponsor would renege once costs are sunk must be mini-
mized, though it appears difficult to eliminate this risk, as the sponsor wishes
to avoid paying for unsuitable products. Contracting all of the correct crite-
ria for performance and requirements for a product before it exists presents
a fundamental challenge for commitment-to-purchase programs.

Combining Push and Pull Programs
In theory, as well as in the example of orphan drugs, a combination of
push and pull may produce the best results (Hsu and Schwartz 2003). The
U.S. Orphan Drug Act (P.L. 97–414) uses a combination of push includ-
ing tax credits (up to 50% of the cost of clinical testing) as well as grant
and contract funding, and pull in the form of market exclusivity for seven
years. Market exclusivity differs from patent protection. It is broader in the
sense that products whose patents have expired and nonpatentable products
are eligible.26 Coverage is narrower than for a patent in that it is applicable
only for the rare disease for which the compound was approved. Unlike
with patents, a different manufacturer could apply for market approval for
the same drug for any other use including a different rare disease. If the
original sponsor is unable to meet the demand for the drug, consents to
“shared exclusivity” with another supplier, or terminates drug production,
the Secretary of the Department of Health and Human Services may per-
mit a second company to market the orphan drug as long as it is not also
patented.

The Orphan Drug Act has succeeded in increasing availability of drugs
to treat low-prevalence conditions and in the number of orphan drugs
approved (Lichtenberg and Waldfogel 2003). From 1979 to 1998 the num-
ber of nonorphan drugs approved by the FDA nearly doubled. During the
same time period, five times as many orphan drugs were approved. After
the enactment of the Orphan Drug Act (1983–1998), there was a higher
growth in drug consumption for low-prevalence conditions than that for
high-prevalence conditions (Lichtenberg and Waldfogel 2003). Also, a larger
decrease in mortality for persons with low-prevalence conditions occurred
compared to that for higher-prevalence conditions.
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There is a substantially larger literature on government procurement pol-
icy. Such policy is distinct from the subsidy-setting mechanisms proposed
by the IOM in that procurement is individualized to a particular transac-
tion. The CDC to date has obtained vaccines through a competitive bidding
process for specific vaccines.

Much of the relevant literature deals with defense procurement contracts
(Rogerson 1994). Many of the characteristics of defense procurement also
potentially apply to vaccines, including the role of the government as a major
purchaser, uncertainty of outcomes, economies of scale, and the importance
of innovation.

Some issues are common to defense and vaccine procurement, such as
the hold-up problem. For vaccines as well as defense, firms are concerned
about the government’s taking advantage of their large sunk R&D and other
production startup costs. The buyer is at a disadvantage vis-à-vis the seller
in not being able to observe the seller’s costs (e.g., Vistnes 1994) or its effort.
After the contract is signed at a particular transaction price, sellers may have
an incentive to shirk on effort. Also, there are great difficulties with specifying
the numerous innovations and the associated rewards if one were to try to
reward good ideas through a contract (Rogerson 1994). This limitation along
with political problems with government judging and awarding prizes ex
post serve as roadblocks to larger prizes for better innovations.27

The CDC in the United States invites bids for particular vaccines in a
winner-take-all competition (Salkever and Frank 1996). Multiple contracts
are sometimes awarded, usually because there is clear evidence that a sin-
gle bidder would not be able to produce sufficient quantity to meet the
expected purchase level; however, during the period Salkever and Frank
studied (before VFC), there were few bidders in CDC vaccine auctions.
Thus, although the bidding process could be modified to deal with acqui-
sition of particular vaccines, such as for flu, it seems unlikely that minor
modifications could yield more than minor improvements.

Administering the Voucher Program

A voucher is a grant for consumption of a specific good or service provided
directly to consumers who have certain attributes (Bradford and Shaviro
2000). Voucher programs coupled with private provision of the goods or
services are typically viewed as alternatives to its public provision. Vouchers
with private provision are often viewed as superior to public provision
because of efficiency gains relative to provision by a public monopolist. Lack
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of choice may reduce the incentive of the seller to produce efficiently and to
be responsive to consumer preferences.

There is a long history of public provision of vaccines by health depart-
ments to uninsured and nonaffluent populations in the United States. The
IOM study rejected this alternative in favor of the voucher alternative, vac-
cination in the person’s “medical home,” which is often not a health depart-
ment or public clinic, reasoning that having a medical home is likely to
result in higher vaccination rates (Institute of Medicine 2004, p. 105). If
payment covers the marginal cost of vaccinating individuals, private physi-
cians should be willing to supply these services rather than referring them
to clinics.

Vouchers have minuses as well. Although vouchers are assumed to be
superior to public provision, the proof of the pudding is in the empirical
evidence, which is lacking. Second, for vouchers to succeed, the government
must identify and enroll a substantial fraction of the target group. Under
public provision, persons are “enrolled” when they appear in public clinics.

The most important lesson from the food stamp program in the United
States, which is a voucher program, is that getting eligible participants
enrolled and retaining them can be problematic. Food stamp participa-
tion started at 51% in 1989 and peaked at 74% of those eligible in 1994
(Rosso 2001). Since then it has been declining. Costs of participation in
terms of administrative problems and hassles were cited by 17% of nonwel-
fare families as the reason for leaving food stamps (Dion and Pavetti 2000).
The quality control system implemented for food stamps has helped reduce
errors; yet enforcement has been hindered by appeals and bureaucracy (U.S.
Committee on Ways and Means 2003). There are also potential adminis-
trative issues. For example, what should physicians do when eligibility for
the voucher cannot be determined at the point of service? Or particularly in
view of the eligibility issues, which raise administrative costs to the practices,
physicians may not be willing to accept a payment-in-full voucher that does
not compensate them for these hassles.

The experience with housing vouchers is illustrative. Housing vouchers
have been relatively successful, but have been hindered by a lack of afford-
able housing.28 The main implication for the IOM proposal on vouchers
is that there is a risk that providers would still prefer nonvoucher buyers.
Physicians may still refer patients away from their medical home to public
provision, which eliminates the main advantage of vouchers. Landlords who
find getting reimbursed for vouchers frustrating have an ample supply of
other tenants who do not need to use vouchers.
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Availability of vouchers may crowd out private health insurance cover-
age. If vouchers make being uninsured better than it would otherwise be,
fewer persons may be expected to purchase insurance. But states have imple-
mented policies to deter crowd-out for other government health insurance
programs.29

A common lesson distilled from experience with voucher programs is the
importance of careful consideration of targeting voucher eligibility criteria
and phase-out conditions. The relatively small value of a vaccine voucher
makes this scenario unlikely. Nonetheless, it is necessary to prevent or at least
not exacerbate a situation in which people could lose more in vouchers and
other benefits than they would gain by increasing their income or savings
(Bradford and Shaviro 2000).

IV. Discussion and Conclusions

There is a strong case for public intervention in vaccine provision, par-
ticularly in view of the external benefits of vaccines. It is important that
decisions by government bodies reflect both benefits and costs of the alter-
natives, which the IOM committee’s recommendations promoted. Fortu-
nately, although there are some disagreements about how best to quantify
benefits of vaccines and of alternative medical interventions, the amount of
agreement among the experts far exceeds the areas of disagreement.

Substantially less is known about the cost of R&D for particular vaccines
and for improvements to existing vaccines. To a lesser extent, there is also
insufficient information in the public domain about the marginal cost of
producing vaccines, especially reflecting actual and optimal safety precau-
tions in the production process. We also know too little about consumer
demand for vaccines, including the role of price and nonprice factors. There
are insufficient data on coverage of vaccines by private health insurance cur-
rently. For this reason, it is not possible to precisely predict market responses
to any specific proposal.

We have discussed the cons as well as the rationale for mandates and
vouchers. The negative side effects should be limited in this context. First,
the mandate-subsidy-voucher would apply only for vaccines (1) with quan-
tifiable social benefit, (2) for those subpopulations for which such benefit is
likely to accrue, and (3) for vaccines with substantial consumption external-
ities. The cost of vaccines to the government would probably increase, but
applying the above screens, for some vaccines, total resource outlays may
actually decline, given the discipline that the benefit-cost test imposes on
expert groups recommending the vaccines. Second, the negative effects of
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the insurance mandate will be limited since the mandate is funded, albeit
perhaps partially funded.

The effect of crowd-out of demand for private health insurance will be
limited to the degree that the public subsidy is limited. Although expendi-
tures on vaccines have risen in recent years, expenditures on vaccines remain
a small part of total health expenditures. Thus, although the voucher distorts
choices between spending on health insurance and other goods for some
households, the magnitude of the distortion, in and of itself, is likely to be
minor.

Possibly a more important problem with vouchers is the difficulty in
enrolling substantial numbers of uninsured persons and the administrative
cost associated with identifying eligible individuals, enrolling them, and
resolving administrative issues in the delivery of and payment for vaccines
with physicians. The number of potentially eligible persons is far less than
the number of uninsured individuals in the United States. Vouchers for
childhood vaccines would apply only to uninsured children. Vouchers for
flu vaccine would apply to high-risk groups under age 65 and to very young
uninsured children. Persons over age 65 would be covered by Medicare, and
many of the young children would either be covered by or eligible for SCHIP
or Medicaid. If eligible and not enrolled, the children would be enrolled in
these programs and would not receive a voucher.

Conceptually and administratively, the most substantial problems are
with setting the public subsidy. We have discussed a limited subsidy plan
not mentioned in the IOM report, which would be set only at the level of
estimated medical and financial externalities. Such a subsidy would address
the main market failure attributable to individuals’ not taking account of the
benefit to others when they are vaccinated, which is likely to be reflected in
insufficient demand for vaccinations as a covered private health insurance
benefit.

The externality-only public subsidy would address this market imperfec-
tion. However, since private insurers and ultimately premium payers would
be at financial risk for the cost of vaccinations not covered by the subsidy,
there may be substantial political opposition to an externality-only subsidy.
Ironically, because vaccines create widely diffused benefits that are experi-
enced only by the lack of disease, political support is likely to be limited
because of the lack of a political constituency, especially compared to con-
centrated, well-organized groups wary of changes.

Setting the subsidy to social value or the lesser value reflecting the price
that maximizes consumer surplus would reduce some political opposition
to a subsidy. In effect, the internalities would be paid from public rather
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than private funds. Insurers and premium payers would be at financial risk
to the extent that the public subsidy did not cover the acquisition cost of the
vaccine and the payment to physicians for administering the vaccine. But if
an insurer were able to acquire the vaccine at a lower price than the subsidy,
it could possibly profit from this transaction.

We have discussed alternative methods for setting the value of the subsidy.
According to one approach, the government would purchase the patent;
then the subsidy to insurers at most would reflect the marginal cost of
producing and administering the vaccine. The patent system has deficiencies
in providing an incentive for R&D, especially for a product in which social
value may be well approximated by researchers.

Overall, the IOM proposal is complex and as its critics, mainly the stake-
holders, have noted, “untested.” If, rather than restructuring the entire vac-
cine financing system, policy makers wish to focus on one vaccine, such as flu
vaccine, a simpler approach, such as improving government procurement
contracting, may suffice. Trying the IOM’s recommendations for one vac-
cine might provide experience and help in avoiding errors in implementing a
new financing system for many vaccines, each with different characteristics.

The option of business as usual is unattractive, given the high benefit to
cost of existing and yet-to-be-developed vaccines. Failure to change public
policy will lead to underinvestment in R&D and vaccine production capacity
and a dearth of suppliers. Potential benefits for new vaccines for HIV/AIDS
and malaria are extremely high, and for a disease such as avian flu, inventing
new vaccine production processes is clearly of critical importance as well.
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SEVEN

Ensuring the Future Supply of Vaccines

Is a National Vaccine Authority the Answer?

Frank R. Lichtenberg

I. Introduction

In the next decade, U.S. and world demand for vaccines is expected to
increase sharply, in part because of bioterrorism threats. But the vaccine
industrial base has been declining for decades. Between 1966 and 1977, half
of all commercial vaccine manufacturers stopped producing vaccines, and
the exodus continued in the 1980s and 1990s. More than 25 companies
produced vaccines for the U.S. market 30 years ago; today there are only
5 (Institute of Medicine 2004). Five of the current recommended vaccines
have only one producer, and the others have either two or three (Institute
of Medicine, p. 5).

Private companies find vaccines less financially rewarding than drugs.
In 2001 the global marketplace for therapeutic drugs exceeded $300 billion,
whereas worldwide vaccine sales were only about $5 billion. There are several
reasons for this differential. Thomas (2002) offers one: patients must take
some drugs every day, whereas vaccines are given only occasionally.

Kremer and Snyder (2003) offer a second explanation. In a simple rep-
resentative consumer model, vaccines and drug treatments yield the same
revenue for a pharmaceutical manufacturer, implying that the firm would
have the same incentive to develop either, other factors being the same.
However, using more realistic models, they find that this conclusion breaks
down for two reasons.

First, drug treatments are sold after the firm has learned who has con-
tracted the disease; in the case of heterogeneous consumers who vary with
respect to the probability of contracting the disease, there is less asymmet-
ric information to prevent the firm from extracting consumer surplus with
drug treatments than with vaccines. Since a prescription is written, the firm

127
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knows that the consumer is more likely to pay a higher price. By contrast,
in the case of vaccines, everyone is without the disease when vaccinated,
even though some consumers may know that they have a higher probability
of getting the disease or would suffer more serious consequences in getting
the disease than others. The firm does not have this information, however,
and thus cannot use what the consumer knows for pricing purposes. They
prove that, because of this difference in asymmetric information between
drugs and vaccines, the ratio of drug treatment to vaccine revenue can be
arbitrarily high; they calculate that the ratio is about two to one for empirical
distributions of HIV risk.

The second reason for the breakdown of revenue equivalence is that vac-
cines are more likely to interfere with the spread of a disease than are drug
treatments, thus reducing demand for the product. By embedding an eco-
nomic model within a standard dynamic epidemiological model, they show
that the steady-state flow of revenue is greater for drug treatments than for
vaccines.

Third, governments set the prices of most major vaccines, and they possess
the market power to set the prices at low levels. A 2004 Institute of Medicine
report provides examples of both the U.S. and foreign governments setting
below-market-clearing prices of vaccines. The U.S. Veterans Administra-
tion penalizes firms for increasing prices charged to its nongovernment
customers. For any increase in price higher than the Consumer Price Index,
the Veterans Administration reduces the allowable Federal Supply Schedule
price that can be paid under federal contract. This has resulted in Federal
Supply Schedule vaccine prices as low as $.01 per dose (Institute of Medicine
2004, pp. 5–16). Kremer (2000) estimates that in developing countries, a vac-
cine against malaria would be cost effective at $41 per dose but that countries
under current institutions governing prices would probably end up paying
around $2 per dose, a price too low to stimulate appropriate investment
(Institute of Medicine 2004, pp. 5–23). Consequently, when price is con-
strained to be artificially low, one can expect there to be excess demand for
vaccines: the quantity of vaccines demanded exceeds the quantity of vaccines
supplied.

How can policy makers eliminate this excess demand, and promote a
more efficient allocation of resources to the vaccine industry? In principle,
there are two options. First, the government can become a developer and
producer of vaccines. The idea is that government production would fill the
excess demand gap. Further, in theory, government production may be more
reliable than private production since governments are less motivated by
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financial incentives and may continue to supply vaccine, even at an artificially
low market price.

Government entry into the vaccine industry as developer and producer
has been considered (and rejected) in the past. During the mid-1990s,
the Department of Defense considered various options to bring promis-
ing biodefense vaccines from the preclinical research phases (at which the
Department of Defense excelled) through to licensure. One option that
was considered was for the Department of Defense to assume all respon-
sibilities from preclinical through Food and Drug Administration (FDA)
licensure “in-house”; another was for the Department of Defense to fund
a government-owned, government-operated company or a government-
owned, company-operated company for advanced R&D through FDA licen-
sure for several biodefense vaccines.

Government development and production of vaccines has been proposed
in a bill before Congress: H.R. 4100, the National Vaccine Authority Act. The
“National Vaccine Authority” would be established by the U.S. Department
of Health and Human Services and would engage in research, development,
and production of vaccines to protect civilians against bioterrorist attacks
and other “limited use” vaccines, such as those that would protect travelers
going to disease-endemic countries. The National Vaccine Authority would
oversee a government-owned laboratory that would be operated by a private
contractor to produce vaccines the private sector does not supply at current
prices.

In 1993 the Institute of Medicine Council proposed the establishment
of a National Vaccine Authority: “because the private sector alone cannot
sustain the costs and risks associated with the development of most Chil-
dren’s Vaccine Initiative vaccines, and because the successful development
of vaccines requires an integrated process, the committee recommends that
an entity, tentatively called the National Vaccine Authority, be organized
to advance the development, production, and procurement of new and
improved vaccines of limited commercial potential but of global public
health need” (Mitchell, Philipose, and Sanford 1993). But in its recent report,
Strengthening the Supply of Routinely Recommended Vaccines in the United
States, the Center for Disease Control’s National Vaccine Advisory Com-
mittee expressed little sentiment for the establishment of a National Vaccine
Authority.

The second way for policy makers to eliminate excess demand for vaccines
is to allow vaccine prices to adjust to market-clearing levels. According to
this approach, the government would reduce disincentives for R&D, and
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perhaps establish incentives for greater private vaccine development and
production.

Which of these two ways of increasing the supply of vaccines is preferable?
I argue in this chapter that the second approach – reducing disincentives,
and enhancing incentives, for private vaccine development and production –
is likely to be far more effective than initiating government vaccine devel-
opment and production.

In Section II, I examine trends in vaccine prices during 1992–2002, thereby
documenting the declining financial incentives for private vaccine produc-
tion in the United States. I show that although the real (inflation-adjusted)
price of vaccines has increased significantly during 1999–2002, the real price
of a given vaccine (adjusting for changes in the overall price level) was lower
in 2002 than it was a decade before.

In Section III I discuss theories about the relative efficiency of private and
public enterprises. There are two main, not mutually exclusive, explanations
of why state-owned firms may exhibit worse performance than privately
owned firms. The managerial view, based on agency theory, is that state-
owned firms have difficulty monitoring managers because there is neither
an individual owner with strong incentives to monitor managers nor a
public share price to provide information on manager actions as judged
by stock market participants. The political view argues that governments
pursue objectives in addition to and in conflict with profit maximization,
and that this political interference can distort the objectives and constraints
faced by managers. While some theories imply that government production
may be more efficient than contracting out under certain conditions, these
conditions are unlikely to apply to the vaccine industry.

In Section IV I review some empirical evidence about the relative effi-
ciency of private and public enterprises. Numerous empirical studies over
the last two decades have shown that private enterprises tend to be more
efficient producers than public enterprises, and the private-sector efficiency
advantage is likely to be particularly great in knowledge-intensive industries
like vaccines.

In Section V I survey evidence about the response of private investment in
R&D to changes in economic incentives. Evidence about a number of poli-
cies (including R&D tax credits, intellectual property, defense procurement,
and the Orphan Drug Act) and events suggests that private vaccine devel-
opment and production is likely to be quite responsive to enhanced incen-
tives (or diminished disincentives), and that expansion of the government’s
role is likely to crowd out private investment. Conclusions are presented in
Section VI.
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II. Trends in Vaccine Prices, 1992–2002

I begin with an analysis of the behavior of prices paid for vaccines by the
federal government during the period 1992–2002, using data from two dif-
ferent sources.1 I construct price indexes that compare the price of a vaccine
in a given year to the price of the same vaccine in another year. The indexes
do not compare prices of different vaccines (e.g., new vs. old vaccines).

Comprehensive data on prices paid for vaccines by the U.S. government
during the period 1992–2002 were obtained from two different sources: the
Federal Supply Schedule (published by the Veterans Administration)2 and
the Centers for Disease Control.

Evidence from the Federal Supply Schedule

The Federal Supply Schedule (FSS) provides data on contract prices for
pharmaceutical products (including vaccines) purchased by the U.S. gov-
ernment. This source contains data on 26 distinct active vaccine ingredients,
43 distinct vaccine brands, and 130 distinct vaccine products.3

A relatively simple, meaningful way to examine price trends is to estimate
models of the form:

log(priceijt ) = αi + βt + ∈ijt (7.1)

where priceijt = is the price of product (National Drug Code) i in category
j in year t, where category refers to the active ingredient, brand, or a man-
ufacturer. This model includes a “fixed effect” for each product, so that we
are comparing the price of a product at time t + k to the price of the same
product at time t. The parameter β represents the overall (unweighted)4

mean annual rate of price increase, and β j represents the average annual
rate of price increase of products in category j.

Estimating equation (7.1) yielded an estimate of β of 0.0054 (t-stat =
3.01). This implies that the overall unweighted mean annual rate of FSS
price increase of vaccine products during the period 1993–2002 was 0.54%.
During the same period, the mean annual rate of increase of the U.S. Con-
sumer Price Index was 2.44%. Hence this implies that the real FSS price (the
ratio of the nominal FSS price to the Consumer Price Index) declined at an
average annual rate of 1.90%.

We also estimated a variant of equation (7.1), in which the continuous
variable t was replaced by a set of binary variables for year (a variable for 1993,
1994, etc.). The coefficients on these year variables, which show changes in
the vaccine price index, crude and adjusted for the Consumer Price Index,
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are shown in Figure 7.1 They suggest that vaccine prices tended to decline
between 1993 and 1999 – especially during 1996–1998 – but that vaccine
prices increased about 18% between 1999 and 2001.

Between 1993 and 1999, the FSS declined 11%, while the Consumer Price
Index increased 15%. Hence, the real or relative price of vaccines decreased
about 26% in this period. In contrast, from 1999 to 2002, the vaccine price
index increased 19%, while the Consumer Price Index increased by 8%: the
real or relative price of vaccines increased about 11% in this period.

Evidence from Centers for Disease Control Data

The U.S. Centers for Disease Control provided data on the prices it paid
and the quantities it purchased,5 by supplier, of 13 vaccines (DTP, DtaP,
Hep A, Hep B [ped. & adult], Hib, INFLUENZA, IPV, MMR, OPV, PCV-7,
PNEUMO [adult], Td, Varicella) for the period 1992–2002.

I estimated a version of equation (7.1) in which i denotes vaccine i (i =
1, 2, . . . , 13), and the continuous variable t was replaced by a set of year
dummies. The model was estimated via weighted least squares, where the
weight was equal to the market value (price times quantity) of that vaccine in
that year. The coefficients on these year variables may be considered values of
a Center for Disease Control vaccine price index. Nominal FSS and Centers
for Disease Control vaccine price indexes are compared in Figure 7.2

The Centers for Disease Control data indicate that the nominal price of
vaccines was quite stable from 1992 to 1995. It increased about 7% in 1996,
but then declined, and was at about the same level in 1999 as it had been in
1992. Since the Consumer Price Index increased by 15% between 1992 and
1999, this implies that the real or relative price of vaccines declined by about
15% between 1992 and 1999. However, between 1999 and 2002, the nominal
price of vaccines purchased by Centers for Disease Control increased 20%,
and the real price increased 12%.

My analysis of vaccine price trends may be summarized as follows. In
general, the real (inflation-adjusted) price of a given vaccine today was lower
in 2002 than it was a decade before. The FSS data imply that the real price of
vaccines was 18% higher in 1993 than it was in 2002. The Centers for Disease
Control data imply that the real price of vaccines was 7% higher in 1992
than it was in 2002. The latter figure is probably more reliable, because the
Centers for Disease Control index weights vaccines by their market value,
whereas the FSS index gives equal weight to all vaccines. Both the FSS and
the Centers for Disease Control price indexes indicate that the real price
of vaccines increased about 9% from 1999 to 2002. Before 1999, nominal
vaccine prices increased much more slowly than the Consumer Price Index
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and may even have declined. Since 1999, nominal vaccine prices increased
about 3% per year faster than the Consumer Price Index.

A recent IOM report points out that government pricing policies – low
costs and price caps – conflict with the need to stimulate investment in
vaccine development and production capacity (Rappuoli, Miller, and Falkow
2002). Given the high social value of vaccines development (McGuire 2003),
this policy seems to be shortsighted.

III. The Relative Efficiency of Private and Public Enterprises:
A Theoretical Perspective

Economists have developed two main, not mutually exclusive, explanations
of why state-owned firms may exhibit worse performance than privately
owned firms. The managerial view, based on agency theory, is that state-
owned firms have difficulty monitoring managers because there is neither an
individual owner with strong incentives to monitor managers nor a public
share price to provide information on manager actions as judged by stock
market participants (Laffont and Tirole 1993). Without information from
the stock market, managerial incentive contracts are restricted (Holmstrom
and Tirole 1993), managers lack an important public signal of their skills
for the executive job market (Fama 1980), and takeover opportunities are
limited (Scharfstein 1988; Stein 1988).

The political view argues that governments pursue objectives in addition
to and in conflict with profit maximization, and that this political interfer-
ence can distort the objectives and constraints faced by managers (Shleifer
and Vishny 1994). Public choice economists point out that “government
failure” to achieve economy efficiency is quite common. A principal rea-
son is that individual voters lack private incentives to monitor government
effectively. Anthony Downs, in one of the earliest public choice books, An
Economic Theory of Democracy, argued that the voter is largely ignorant
of political issues and that this ignorance is rational (Downs 1957). This
incentive to be ignorant is rare in the private sector. Public choice theory
also predicts that regulatory agencies will often be “captured” by special
interests.6 Capture occurs because bureaucrats do not have a profit goal to
guide their behavior. Instead, they usually are in government because they
have a goal or mission. They rely on Congress for their budgets, and often
the people who will benefit from their mission can influence Congress to
provide more funds. Thus, interest groups – who may be as diverse as lob-
byists for regulated industries or leaders of environmental groups – become
important to them. Such interrelationships can lead to bureaucrats being
captured by interest groups.
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Under certain conditions, however, government production may be more
efficient than contracting out to private enterprises. In Hart, Shleifer, and
Vishny’s (1997) model, the provider can invest in improving the quality of
service or reducing cost. If contracts are incomplete, that is, if the quality
of service the government wants cannot be fully specified and monitored,
the private enterprise has a stronger incentive to skimp on those aspects of
quality that are not easily specified and monitored, “noncontractible qual-
ity,” thereby reducing cost and increasing the firm’s profits than does the
government employee who would not profit individually from skimping on
quality. In the case where the choice is between government contracting with
a private organization or producing the good or service itself, the private con-
tractor’s incentive to engage in cost reduction is typically too strong because
he ignores the adverse effect on noncontractible quality. The authors applied
their model to the issue of prison privatization and argued that because many
aspects of prison quality (e.g., treatment of prisoners) are noncontractible,
government prisons perform better than privately run prisons.

However, when the characteristics of the good or service can be well spec-
ified, and especially when the potential for quality improvement is high,
private enterprise is likely to be more efficient. Based on these criteria, Hart
and coauthors argue that private provision of weapons systems is likely to
be superior to public production: “although the damages to quality from
cost reduction might be significant, to a large extent this problem can be
dealt with contractually through the requirement that weapons meet well-
specified performance requirements. Moreover, quality innovation is enor-
mously important in weapons design, and the incentives of private suppliers
are probably stronger than those of public employees” (p. 1155).

Since the characteristics of vaccines can be well specified, quality can be
(and is) monitored, and the potential for quality improvement is high, their
model implies that private enterprise is likely to be more efficient in the
vaccine industry too. Indeed, in a later paper, Shleifer (1998) concluded that
“private ownership should generally be preferred to public ownership when
the incentives to innovate and to contain costs must be strong. . . . A good
government that wants to further ‘social goals’ would rarely own producers
to meet its objectives.”

IV. Empirical Evidence on the Relative Efficiency of Private
and Public Enterprises

Numerous empirical studies over the last two decades have shown that
private enterprises tend to be more efficient producers than their public
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counterparts. Boardman, Freedman, and Eckel (1986) studied the impact
of the Quebec government’s 1981 takeover of Domtar, a private corpora-
tion. With the takeover, Domtar became controlled indirectly by the Quebec
government. The authors estimated a model based on the capital asset pric-
ing model of Fama et al. (1969), using Domtar daily stock price data from
1979 and 1980. Daily abnormal returns and cumulative abnormal returns
for the time around the takeover were calculated. After the takeover, over six
trading days, Domtar’s stock price fell to almost 25% less than the expected
level. This was equal to a reduction in market value in 1981 of about $150
million. Some of the 25% loss in value may have been due to other factors,
but accounting for these leaves 8%–19% or $50–117 million that could be
attributed to government control and the anticipated pursuit of nonprofit
objectives.

Boardman and Vining (1989) compared the performances of industrial
state-owned enterprises, mixed enterprises, and private corporations among
the 500 largest non-U.S. industrial firms. Their model included (1) several
measures of profitability and efficiency performance; (2) variables for state-
owned enterprises, mixed public and private enterprises, and private corpo-
rations; and (3) various measures that reflect the nature of the regulatory-
competitive environments. After controlling for many factors, they found
that large industrial mixed enterprises and state-owned enterprises perform
substantially worse than otherwise similar private corporations. In terms
of sales per employee, mixed enterprises did better than state-owned enter-
prises, but in terms of sales per asset, there was no substantial difference.
Their results indicate that partial privatization, with the government retain-
ing some percentage of equity, may not be the best strategy for governments
that wish to move away from reliance on state-owned enterprises.

Gupta (2002) reexamined the impact of partial privatization on firm
performance, using data on the sale of noncontrolling equity stakes on
the stock market by state-owned enterprises in India. He found that partial
privatization has a positive and highly significant impact on the sales, profits,
and labor productivity of these firms.

Ehrlich et al. (1994) examined the effect of state versus private ownership
on rates of firm-specific productivity growth and cost decline by developing
a model of endogenous, firm-specific productivity growth and testing its
implications against panel data on 23 international airlines of varying levels
of state ownership over the period 1973–1983. Their model and empirical
results showed that, although state ownership will not necessarily reduce
productivity or increase costs in the short run, it can lower the long-run
annual rate of productivity growth or cost decline. U.S. Bureau of Labor
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Statistics data indicate that during the period 1967–1994, the rate of pro-
ductivity growth in private manufacturing was about two and a half times
as high as it was in the U.S. government.

D’Souza and Megginson (1999) compared the pre- and postprivatization
financial and operating performance of 85 companies from 28 industrialized
countries that were privatized through public share offerings during 1990–
1996. Significant increases in profitability, output, operating efficiency, and
dividend payments, and significant decreases in leverage ratios, for the full
sample of firms after privatization, and for most subsamples examined,
were documented. Capital expenditures increased significantly in absolute
terms, but not relative to sales. Employment declined, but insignificantly.
Combined with results from the two previous (directly comparable) studies,
these findings strongly suggest that privatization yields substantial perfor-
mance improvements.

Finally, Megginson and Netter (2001) concluded from their comprehen-
sive survey of the extensive literature on privatization that privately owned
firms are more efficient and more profitable than otherwise-comparable
state-owned firms. They cited limited empirical evidence, especially from
China, that suggests that nonprivatizing reform measures, such as price
deregulation, market liberalization, and increased use of incentives, can
improve the efficiency of state-owned enterprises, but it also seems likely
that these reforms would be even more effective if coupled with privatization.

The U.S. government is quite dissimilar to knowledge-intensive indus-
tries, such as the vaccine industry. One difference is between the occupational
distributions of employment in the U.S. government and the pharmaceutical
industry.7 In 2001 office and administrative support occupations accounted
for 41% of U.S. government employment, but only 12% of pharmaceutical
industry employment. The number of employees in production occupa-
tions accounted for 35% of pharmaceutical industry employment but only
2% of U.S. government employment.

In 2002 the U.S. government funded 28% of the R&D performed in the
United States, but performed only 7% of the nation’s R&D.8 More than
three-fourths of U.S. R&D expenditures took the form of grants to or con-
tracts with other organizations (only part of which involved grants and con-
tracts to organizations run by other governmental units, such as state public
universities). While some of the R&D supported by the U.S. Department
of Health and Human Services was performed in-house (e.g., by govern-
ment scientists at the National Institutes of Health), 82% of this research
was performed elsewhere. This high rate of contracting out was presumably
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motivated in part by the fact that the private-sector efficiency advantage is
particularly great in knowledge-intensive industries.9

V. Response of Private R&D Investment to Changes
in Economic Incentives

Overview

Even if private enterprises tend to be more efficient, government entry would
be desirable if private vaccine development and production is unlikely to be
responsive to enhanced financial incentives (or equivalently, lower disincen-
tives). But evidence from the vaccine, pharmaceutical, and other industries
indicates that private investment in R&D is generally very responsive to
changes in such incentives, including policy-induced changes.

In Figure 7.3 I provide a schematic for analyzing some of the determinants
of private R&D investment. Starting from the bottom, equilibrium (value-
maximizing) R&D investment depends on both the private cost and the
expected private benefits or revenue from the investment. Equilibrium R&D
is greater, the lower the cost and the higher the private benefit. The private
cost of research depends on government research expenditure and on the
magnitude of R&D tax credits, inter alia. Government research expenditure
may be a partial substitute for private expenditure. When higher government
expenditure results in less private expenditure, economists often state that
the latter was “crowded out.”

The expected private benefit depends on a number of market character-
istics and public policies, including market size, intellectual property rights,
price regulation, and the magnitude of “prizes for innovation.” Some public
policies, such as the Orphan Drug Act, may affect both the costs and the
expected private benefits of R&D investment.

I summarize the best available evidence about the effects of these hypoth-
esized determinants of R&D investment below.

Crowding Out

Expansion of the government’s role is likely to crowd out private invest-
ment. Lichtenberg (1984) provides estimates of the relationship between
company and federal R&D, based on data compiled by the National Science
Foundation for the period 1967–1977. The availability of firm-level panel
data on both R&D expenditure and employment permitted investigation
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Figure 7.3. Selected determinants of private R&D investment.

of the issues of lags, fixed effects, and deflation bias in the analysis of the
relationship. The estimates were consistent with the hypothesis that increases
in federal R&D activity tend to be associated with significant decreases in
company-financed R&D.

Goolsbee (1988) showed that there is a serious problem with direct gov-
ernment funding of R&D to increase inventive activity. The major part of
R&D spending is just salary payments for R&D workers. Given that labor
supply to this activity is not completely elastic, and in the short run is likely to
be quite inelastic, when the government funds R&D, a substantial fraction of
the increased spending leads to higher wage rates. Using Current Population
Survey data on wages of scientific personnel, he showed that government
R&D spending raises wages significantly, particularly for scientists related to
defense, such as physicists and aeronautical engineers. By altering the wages
of scientists and engineers even for firms not receiving federal support,
government funding directly crowds out private inventive activity.



P1: JZP
0521874904c07 CUNY749B/Sloan 0 521 87490 4 March 19, 2007 14:22

Ensuring the Future Supply of Vaccines 141

R&D Tax Credits

Hall and van Reenen (2000) surveyed the econometric evidence on the effec-
tiveness of fiscal incentives for R&D. They described the effects of tax systems
in OECD countries on the user cost of R&D – the current position, changes
over time, and across different firms in different countries. They concluded
that a dollar in tax credit for R&D stimulates a dollar of additional R&D.

Market Size

In his influential study of almost a thousand inventions in four different
industries, Schmookler (1966) argued that expected profitability of inventive
activity, which depends to an important extent on market size, determines
the pace and direction of industrial innovation.

I have examined the relationship across diseases between market size and
both public and private R&D investment (Lichtenberg 2001a). I found a very
strong positive relationship across diseases between “market size” (total life
years lost to the disease before age 65) and public R&D expenditure. In Licht-
enberg (2005a) I performed two analyses of the relationship across diseases
between privately financed pharmaceutical innovation and the burden of
disease in developed and developing countries. I examined the relationship
between the number of disability-adjusted life years attributable to a disease
in 2001, by region, and the number of drugs that have been developed to
treat the disease and that are sold in the United States. I also examined the
relationship between the number of disability-adjusted life years attributable
to a disease in 2001 and the number of drugs launched to treat the disease
in approximately 50 countries during the period 1982–2002. Both analyses
indicated that the amount of pharmaceutical innovation is positively related
to the burden of disease in developed countries but not to the burden of
disease in developing countries.

The most plausible explanation for the lack of a relationship between
the burden of disease in developing countries and the amount of pharma-
ceutical innovation is that incentives for firms to develop medicines for
diseases primarily afflicting people in developing countries have been weak
or nonexistent.

Finkelstein (2004) examined whether and to what extent the demand-side
incentives embodied in health policy affect the rate of technological change
in the medical sector. Specifically, she estimated the effect on vaccine invest-
ment of three discrete changes in health policy that increased the return to
developing vaccines against specific diseases. Two of these policies increased
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the expected market size for vaccines against two different diseases, hepatitis
B and the flu.10 She found evidence of an increase in vaccine investment asso-
ciated with the increase in demand-side investment incentives. The induced
investment represented 70% of the total subsequent vaccine investment in
the affected diseases and suggests that a $1 increase in annual market rev-
enue for a vaccine is associated with 5 to 6 cents of additional investment in
that vaccine’s development.

Intellectual Property

Mansfield (1986, p. 175) provides estimates of the percentage of inventions
that would not have been commercially introduced if patent protection
could not have been obtained, by industry, for 12 industries during 1981–
1983. He found that 65% of pharmaceutical inventions would not have
been introduced if patent protection could not have been obtained; for
the 11 other industries he studied, the (unweighted) mean percentage of
inventions that would not have been introduced was only 8%.

Some economists, such as 1993 Nobel laureate Douglass North, argue that
the invention of intellectual property and its protection caused an explosion
in creativity that was the basic force behind the Industrial Revolution (Hall
and Jones 1999). As Charles Jones observed, “sustained economic growth
is a very recent phenomenon” – it began with the Industrial Revolution in
Britain in the 1760s – and “the thesis of Douglass North and a number of
other economic historians is that the development of intellectual property
rights, a cumulative process that occurred over centuries, is responsible
for modern economic growth. . . . History suggests that it is only when the
market incentives were sufficient that widespread innovation and growth
took hold” (Jones 1998, pp. 81, 83).

Stern, Porter, and Furman (2000) present evidence that countries that
offer greater patent protection at home have more patents in the United
States than countries with less patent protection. In particular, they found
that a one standard-deviation increase in a country’s intellectual property
score is associated with a 22% increase in the number of U.S. patents it
has. Hall and Jones (1999) found that a country’s long-run economic per-
formance is determined primarily by institutions and government policies
that affect the economic environment within which individuals and firms
make investments, create and transfer ideas, and produce goods and services.
Strengthening intellectual property rights may stimulate the international
transfer of existing technologies as well as the development of new tech-
nologies. Branstetter, Fisman, and Foley (2003) examined the response of
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U.S. multinational firms to a series of multilateral reforms of intellectual
property rights regimes undertaken by 12 countries over the 1982–1999
period. They found that intellectual property rights regime changes result
in increases in royalty payment flows to parent firms, and that some of the
increased royalty flows represents the transfer of new technologies to the
host country.

Prizes for Innovation

The rationale for prizes for innovations has been provided in depth in Chap-
ters 4 and 5. I will not repeat these issues here, but rather supplement these
discussions with a description of some of my own work and related work
of others on this issue. Rogerson (1989) argued on theoretical grounds that
informational and incentive constraints inherent in the innovation process
require that regulatory institutions in defense procurement create prizes
for innovation.11 Since the quality of an innovation is difficult to describe
or measure objectively, the most natural way to award prizes is to permit
firms to earn a positive economic profit on production contracts. Rogerson
estimated the size of the prizes offered on 12 major aerospace systems using
stock market data. The stock market value of firms competing for a prime
contract was determined for the few days before and for the few days after
it was announced which firm had won. He estimated that every dollar of
revenue received by a prime contractor on production contracts generates
somewhere between 3.26 and 4.68 cents of pure economic profit.

Lichtenberg (1988) showed that by establishing prizes for innovation, the
government indeed stimulates considerable private R&D investment. Dur-
ing the period 1979–1984, which spanned a major defense buildup, slightly
over half of the total induced increase in private R&D was induced by the
increase in government procurement by design and technical competition.

R&D effort responds to prizes for innovation established by the market
as well as by the government. Changes in the price of energy (e.g., due to
actions by OPEC) change the value of (or size of the prize for) energy-saving
innovations. Lichtenberg (1986) examined the effects of large increases in
the prices of energy and other intermediate materials during the early to
mid-1970s on the amount of research and development (R&D) performed
by U.S. manufacturing firms. I found that industries most affected by these
price increases maintained the highest growth rate of R&D expenditure,
holding constant output growth. Popp (2001) used U.S. patent data from
1970 to 1994 to estimate the effect of energy prices on energy-efficient
innovations. Using patent citations to construct a measure of the usefulness
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of the existing base of scientific knowledge, he considered the effect of both
demand-side factors, which spur innovative activity by increasing the value
of new innovations, and supply-side factors, such as scientific advancements
that make new innovations possible. He found that both energy prices and
the quality of existing knowledge have strongly significant positive effects
on innovation.

Price Regulation

As Ellison and Mullin (1997, p. 9) noted, “in February and March 1993,
rumors circulated that the Clinton Health Care Reform Task Force, which
was operating in secrecy, was going to include regulation of drug prices in
its plan. Such fears seemed supported by statements by President Clinton
and Hillary Rodham Clinton attacking the high prices of vaccines and other
pharmaceuticals.”

Industry-level data are consistent with the hypothesis that the threat of
Clinton health care reform reduced the growth rate of R&D investment (with
a one- or two-year lag). As Figure 7.4 reveals, the annual growth of (nominal)
R&D investment ranged from about 12% to 17% during the period 1987–
1993. The 1993–1994 and 1994–1995 growth rates were less than half the
growth rates of the previous seven years. R&D growth in 1995–1996 and
later years was similar to the growth during 1987–1993.

There is another, two-stage, approach to examining the effect of (expec-
tations about) price regulation (and other government policies) on R&D
investment. This approach can be represented as follows:

Government policy 
Market value of 

pharmaceutical firms R&D investment 
  1    2 

In the first stage (1), one examines the impact of government policy
changes on the market value of pharmaceutical firms. The hypothesis is that
some government policy events affect the expected future net cash flows
of pharmaceutical firms. If the stock market is efficient, the value of the
firm at time t is the expected present discounted value of its future net
cash flows, conditional on the information available at time t. Hence policy
events affect the value of the firm. Conroy, Harris, and Massaro (1992) pro-
vided evidence that four major legislative and regulatory initiatives directed
toward the pharmaceutical industry during the 1970s and 1980s – the Max-
imum Allowable Cost Program (1975), Prospective Payment Plan (1982–
1983), Drug Price Competition and Patent Term Restoration Act (1984), and
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Catastrophic Protection Act (1987–1988) – had significant, often negative,
effects on share returns (market value).

In the second stage (2), one examines the impact of changes in market
value on R&D investment. John Maynard Keynes (1936) may have been the
first economist to hypothesize that the incentive to invest depends on the
market value of capital relative to its replacement cost. Nobel laureate James
Tobin (1969) provided a rigorous theoretical foundation for this hypothesis.
Under certain plausible assumptions, a value-maximizing firm’s investment
(relative to its capital stock) is a (linear) function of “Tobin’s q” – the ratio
of the market value of the firm to the replacement cost of its capital (Hassett
and Hubbard 1996). The hypothesis that investment in general is positively
related to Tobin’s q – the ratio of the stock market value of the firm to
replacement costs – is now widely accepted.12 Dornbusch and Fischer (1994)
argued that when (Tobin’s q) is high, firms will want to produce more assets,
so that investment will be rapid, “and therefore that . . . a booming stock
market is good for investment” (p. 341). The managers of the company can
be thought of as responding to the price of the stock by producing more new
capital – that is, investing – when the price of shares is high and producing
less capital – or not investing at all – when the price of shares is low (p. 355).
Similarly, Hall and Taylor state that “investment should be positively related
to q. Tobin’s q provides a very useful way to formulate investment functions
because it is relatively easy to measure” (p. 312).13

Ellison and Mullin (1997) estimated that the threat of Clinton health care
reform reduced the market value of pharmaceutical firms by about 44% dur-
ing the period from September 1992 to October 1993. Lichtenberg (2004a)
estimated that the elasticity of R&D investment with respect to market value
is 0.225, that is, that a 10% decline in market value is associated with a 2.25%
decline in R&D investment. Combining these two estimates implies that the
threat of Clinton health care reform reduced R&D investment by about 9.9%
(0.225∗0.44). During the period 1986–2000, the average annual number of
new molecular entities approved by the FDA was 28.1. Hence, the tem-
porary reduction in R&D investment attributable to the threat of Clinton
health care reform may, with a lag of 12–15 years, temporarily reduce the
number of new molecular entities approved by about 2.8 (9.9%∗28.1) per
year.

In addition to affecting the rate of new drug development, price regu-
lation may affect the probability and timing of launch of existing drugs.
Danzon, Wang, and Wang (2005) analyzed the effect of pharmaceutical
price regulation on delays in launch of new drugs. Because a low price in
one market may “spill over” to other markets, through parallel trade and
external referencing, manufacturers may rationally prefer longer delay or
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nonlaunch to accepting a relatively low price, particularly for high-volume
drugs for which parallel trade risks are higher. They examined whether and
when 85 new chemical entities that were launched in the U.K. or U.S. out-
patient markets between 1994 and 1998 were launched in 25 other major
markets worldwide, including 14 EU countries. They found that increases
in expected price and market size both significantly reduce launch delay,
with a larger effect for expected price.

With regard to the vaccine industry, the Institute of Medicine’s Committee
on the Evaluation of Vaccine Purchase Finance in the United States (2004),
which was described in detail in Chapter 6, noted that the government has
often used its monopsonistic power in the marketplace to hold prices down,
further reducing incentives for R&D, and that prices are sometimes held
too low to encourage desirable levels of investment in R&D and production
capacity.

Orphan Drugs

The Orphan Drug Act (P.L. 97-414, as amended) includes various incentives
that have stimulated a considerable amount of interest in the development
of orphan drug and biological products. These incentives include tax credits
for clinical research undertaken by a sponsor to generate required data for
marketing approval, and seven years of marketing exclusivity for a designated
drug or biological product approved by the FDA.14

Since it was created in 1982, the FDA’s Office of Orphan Products Devel-
opment has been dedicated to promoting the development of products that
demonstrate promise for the diagnosis and/or treatment of rare diseases or
conditions. To locate such products, the Office of Orphan Products Devel-
opment interacts with the medical and research communities, professional
organizations, academia, and the pharmaceutical industry, as well as rare
disease groups. The Office of Orphan Products Development administers
the major provisions of the Orphan Drug Act, which provide incentives for
sponsors to develop products for rare diseases.

According to the Office of Orphan Products Development, “the Orphan
Drug Act has been very successful – more than 200 drugs and biological
products for rare diseases have been brought to market since 1983. In con-
trast, the decade prior to 1983 saw fewer than ten such products come to
market.”15 The number of orphan drug marketing approvals, by year dur-
ing 1980–2000, is shown in Figure 7.5. Lichtenberg and Waldfogel (2003)
provide evidence that prescription drug use and longevity have grown more
quickly for persons with rare diseases and even more quickly for persons
with conditions with substantial orphan drug use.
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VI. Summary, Conclusions, and Implications

A combination of escalating demand and shrinking supply clearly poses a
risk of substantial excess demand for vaccines. In principle, there are two
ways in which policy makers can help eliminate this excess demand and
promote a more efficient allocation of resources to the vaccine industry.
First, the government can become a developer and producer of vaccines, as
contemplated in the National Vaccine Authority Act. The second way is to
allow vaccine prices to adjust to market-clearing levels.

I documented the declining financial incentives for private vaccine pro-
duction, by examining trends in vaccine prices during the period 1992–
2002, showing that, although the real (inflation-adjusted) price of vaccines
has increased significantly in the last three years, in general, the real price of
a given vaccine in 2002 was lower than it was a decade earlier.

I then discussed theoretical explanations of why state-owned firms may
exhibit poorer performance than privately owned firms. While some theories
imply that government production may be more efficient than contracting
out under certain conditions, these conditions are unlikely to apply to the
vaccine industry.

Next, I reviewed some empirical evidence about the relative efficiency of
private and public enterprises. Numerous empirical studies over the last two
decades have shown that private enterprises tend to be more efficient pro-
ducers than public enterprises, and the private-sector efficiency advantage is
likely to be particularly great in knowledge-intensive industries like vaccines.
I also surveyed evidence about the response of private investment in R&D
to changes in economic incentives. Evidence on a number of policies and
events suggests that private vaccine development and production is likely to
be quite responsive to enhanced incentives (or diminished disincentives),
and that expansion of the government’s role is likely to crowd out private
investment.

In view of all of this evidence, the second approach, reducing disincentives
and enhancing incentives for private vaccine development and production,
is likely to be far more effective than initiating government vaccine devel-
opment and production.
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EIGHT

Competition between Generic and

Branded Drugs

Henry Grabowski

I. Introduction

The United States is the country for which generic competition is the most
highly developed. It is a key location of drug price competition, and there
are many institutional mechanisms to encourage the utilization of generics.
The Hatch-Waxman Act of 1984 was enacted with the dual objectives of
facilitating entry of generic competition while preserving sufficient patent
exclusivity time to incentivize drug innovation. In this chapter’s next sec-
tion, I discuss the provisions of the 1984 Act in some detail and review how
managed care organizations encourage generic competition. Sections III
through V examine findings of several economic analyses of generic compe-
tition. Section VI examines studies of effective patent life and how the 1984
Act has affected the incentives for drug innovation. Section VII focuses on
the strategic responses of branded and generic firms to the 1984 Act. Section
VIII provides a brief summary and discusses issues for further research.

II. Drivers of Generic Industry Growth

The Hatch-Waxman Act

The generic industry has evolved rapidly since the mid-1980s. A key event
fostering the development of this industry was the passage of the Drug Price
Competition and Patent Term Restoration Act of 1984, also known as the
Hatch-Waxman Act. This Act changed the regulatory criteria for U.S. Food
and Drug Administration (FDA) approval of generics, thereby significantly
reducing the costs and time delays of generic entry. The Act also provided
benefits to innovative firms by restoring some of the patent life lost during
the long regulatory period for new drugs. However, the primary impact
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of the Act has been to foster greater generic competition, since the patent
term extension benefits to innovators were more than offset by the increased
generic competition after patent expiration that was facilitated by the law
(U.S. Congressional Budget Office [CBO] 1998).

Prior to passage of the Hatch-Waxman Act, generic firms could not rely
on branded drugs’ safety and efficacy data for all the drugs introduced after
1962 unless this information was published in the scientific literature. In
effect, these safety and efficacy data were given “trade secret” status. Hence
a generic imitator had to undertake many of the same safety and efficacy
tests as the innovator to gain FDA approval.1 A few drug entities were able
to avoid new clinical trials on safety and efficacy by relying on established
studies published in the scientific literature. This procedure was called a
“paper NDA” (new drug application). However, according to a 1984 House
Congressional report, only about 14% of drug introductions after 1962 had
sufficient published information to support a paper NDA.2

In the pre-1984 period, generic competition was mainly concentrated
in the antibiotic class, which was regulated by separate monograph proce-
dures. According to the IMS New Prescription Audit data survey, generic
drugs accounted for only 19% of all prescriptions in 1984 (Pharmaceutical
Research and Manufacturers of America [PhRMA] 2000, p. 69). Moreover,
many large selling off-patent drugs had no generic competitors. In a study of
the top 200 off-patent drugs in the early 1980s (excluding antibiotics) John
Vernon and I (1986) found that only about one-third of these drugs had
any generic competition at all. Moreover, those brands with generic com-
petition typically experienced small losses in market shares to the generic
brands.

The Hatch-Waxman Act dramatically altered the nature and terms of
generic competition after 1984. First, the Act established an Abbreviated
New Drug Application (ANDA), which substantially reduced the cost of
generic entry. Second, the Act allowed generic manufacturers to conduct
their testing prior to patent expiration. This allowed generics to enter the
market much more quickly after patent expiration than previously.

Under the ANDA procedure established by the Act, the primary require-
ment for generic manufacturers is that they need to demonstrate that their
drug is bioequivalent to the innovator’s product.3 The ANDA procedure
essentially allows generics to rely on the safety and efficacy clinical trial data
submitted by the manufacturer of the branded product part of the original
NDA. Generic drugs must meet the same reference standards on strength,
quality, purity, and identity, but they may differ in such characteristics as
shape, color, and packaging.
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Once a generic product meets the FDA bioequivalence requirements and
other reference standards, it is assigned an AB therapeutic code, indicating
that the FDA considers the generic product as therapeutically equivalent to
branded product. In particular, according to the FDA, “Drug products are
considered to be therapeutically equivalent only if they are pharmaceutical
equivalent and if they can be expected to have the same clinical effect and
safety profile when administered to patients under the conditions specified
in the label.”4 All therapeutically equivalent products are listed in the FDA’s
“Orange Book” (see note 3). Once a product is listed in the Orange Book with
an AB equivalence rating, this means the product can be freely substituted
by pharmacists for the corresponding branded product unless physicians
take specific actions to prohibit such substitutions.

By establishing an ANDA process for generic approval and obviating
the need to do expensive clinical trials on safety and efficacy, the 1984 Act
dramatically lowered the cost of generic entry. Reiffen and Ward (2005)
found that the cost of obtaining an ANDA approval in the first half of the
1990s was on the order of one million dollars. This compares to an average
out-of-pocket research and development (R&D cost for new brand drug
approval in the 1990s of over $400 million (DiMasi, Hansen, and Grabowski
2003).

Another effect of the 1984 Act was to drastically shorten the time lag
between patent expiration and initial generic entry. In an analysis of several
drugs that experienced generic competition between 1989 and 1993, the U.S.
Congressional Budget Office (1998) found the typical time period between
expiration and generic entry was one to three months. This compares to an
average of three to four years for generic entry in the period prior to the
1984 Act.

Managed Care, PBMs, and Demand-Side Factors

In the United States the substitution of a generic drug for a branded drug
is well known and generally predictable. Generic substitution is regulated
by state law, and all states have passed substitution laws that allow phar-
macists to substitute AB-rated generics for branded counterparts, unless
the prescribing physician takes specific steps to prohibit substitution, such
as specifically ordering that the pharmacists “dispense as written.” Strong
incentives exist at present for physicians, pharmacists, and patients to utilize
generic products where these products are available.

States generally have one of two types of substitution laws: permissive
substitution laws and mandatory substitution laws. Mandatory substitution
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states require that pharmacists substitute generic drugs for branded drugs
where a generic is available and other requirements are fulfilled. Permis-
sive substitution states allow pharmacists to substitute generic drugs for
branded drugs. According to the 2003–2004 National Association of Boards
of Pharmacy’s Survey of Pharmacy Law (2004), 11 states and Puerto Rico
had mandatory generic substitution laws.5 In 38 other states plus the District
of Columbia and Guam, pharmacists were permitted, but not mandated,
to substitute generic drugs for brand name drug products. In either case,
payers, physicians, and pharmacists had a strong economic incentive to
substitute generic drugs for branded drugs.

According to a 2000 report of IMS Health, 82% of pharmaceutical pre-
scriptions were reimbursed at least in part through third-party payers. Of
that 82%, 13% are reimbursed by state-run Medicaid programs. Of the re-
maining 69%, most were reimbursed through a managed care organization,
such as Health Maintenance Organizations (HMOs), Preferred Provider
Organizations (PPOs), or point-of-service plans.6 The U.S. Center for Med-
icaid and Medicare Services (2003) estimated that for the private sector,
insurance covered 69.3% of prescription drug costs and 30.7% of these
costs were paid out of pocket in 2001.

The government, employers, and managed care organizations have hired
specialized companies called Pharmacy Benefit Managers (PBMs) to man-
age their drug benefit programs. PBMs now provide these benefits for more
than half of the insured population in the United States (PhRMA 2000, p. 66).
At the most basic level, PBMs perform electronic claims processing, provide
a network of retail pharmacies and mail order pharmacy service, and offer
pharmacy benefit plan design with patient cost sharing and other incen-
tives. These activities generate costs savings to plan sponsors by reducing
prescription claims-processing charges, lowering ingredient and dispensing
fees, and increasing patient copayments.

Beyond those basic services, PBMs also engage in various activities
designed to influence drug prescribing and dispensing (Grabowski and
Mullins 1997). These activities influence the decision making process from
the economic standpoint of patients, physicians, and payers. The practical
effect of many of those programs is to provide strong incentives to utilize
generics where available.

One of the strongest PBM approaches to encourage generic utilization
involves adjusting the patient copayments so that patients will request
generic prescribing and substitution. A common form of that program is the
three-tiered formulary system employed by most PBMs. Under that system,
generics occupy tier one and require the lowest copayment from the patient
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(usually on the order of $5.00 per prescription). Branded drugs categorized
as preferred by the PBMs are in tier two and require a higher copayment than
generics. Tier three mainly consists of branded drugs for which less expensive
generic drugs or therapeutic substitutes are available. That is, once a generic
drug enters the market, most PBM formularies automatically relegate the
branded counterpart to tier three. Those drugs pay the highest copayment.
As of 2002, tier three copayments could be $30 or higher (Berndt 2002).

More stringent forms of the copayment approach are maximum allowable
cost programs. Those programs require that the patient pay the full differ-
ence between the branded prescription and the normal prescription copay-
ment. In the extreme case, mandatory generic substitution programs require
that generics be dispensed or the patient receive no reimbursement at all.

PBMs also provide strong incentives for physicians to prescribe generic
drugs. One such incentive arises from the PBMs’ use of physician profil-
ing and retrospective drug utilization review databases to identify “out-
lier” physicians; such physicians include those that more frequently pro-
hibit generic substitution by the pharmacists (Grabowski and Mullins 1997,
p. 539). Under this approach, physicians who fall outside prescribing norms
are subject to “alert letters,” visits from PBM personnel, and possible finan-
cial penalties. Some PBMs have capitated physicians for drug costs or insti-
tuted “withholds” based on formulary compliance.7 According to PBMs,
the assumption of risk for pharmacy utilization is a powerful incentive
enhancing physicians’ willingness to comply with formularies (Kreling et al.
1996).

PBMs also typically pay higher dispensing fees to pharmacists to dispense
generics over their branded counterparts (Rubin, Hawk, and Cascade 1998).
Moreover, several studies have demonstrated that pharmacists earn higher
absolute margins when generics are substituted.8 Hence, pharmacists also
have strong incentives to dispense generics regardless of whether the drug
prescription is paid for by a third party or is paid out of pocket by the patient.

Like managed care organizations, state and federal governments in the
United States employ PBMs to manage pharmacy benefit programs. U.S.
government agencies (e.g., Veterans’ Administration, Medicaid) are among
the most price-sensitive buyers of pharmaceuticals. The Medicaid program,
which is jointly funded by the federal government and the states, was the
first payer to adopt the maximum allowable cost program with respect to
generics. In addition, many state Medicaid programs have automatic generic
substitution requirements.9

The programs designed to encourage generic utilization by payers have
been very effective. In terms of the overall pharmaceutical market, generic
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products accounted for only 19% of all prescriptions in 1984, but this share
increased to 51% in 2002.10 Saha et al. (2006) found evidence for the propo-
sition that the growth of managed care has been a key factor in the increased
utilization of generic products, after controlling for various other factors
affecting the demand and supply of generics.

III. Economic Analyses of Generic Competition

A number of studies have investigated characteristics and intensity of generic
competition in the United States since 1984. A distinctive pattern of generic
competition has been observed (Grabowski and Vernon 1992, 2000). First,
commercially significant products have experienced a large number of
generic entrants within a short period after patent expiration. Second, there
is a strong positive relationship between the size of the branded drug’s mar-
ket sales in the preexpiration period, the number of generic entrants, and
the intensity of generic price competition after patent expiration.11 Third,
the more entrants and more intense the degree of price competition, the
more rapid the erosion in the brand product market share in units to the
generic firms. Fourth, an increasing number of products now are subject to
patent challenges early in their product life cycle as a result of the 180-day
exclusivity awarded to the generic firm that is first to file for an ANDA and
successfully challenge the product in court (Grabowski 2004).

Figure 8.1, which provides some illustrative values for these trends, is
based on an analysis of a representative sample of 40 oral prescription drug
products that experienced first generic entry during the 1990s (Saha et al.
2006). Figure 8.1A shows there is a rapid build-up of generic competitors
in the months after first entry, with an average of eight generic competitors
experienced by these 40 products after 12 months’ time. Correspondingly,
Figure 8.1B and 8.1C show average generic prices are discounted approxi-
mately 50% below branded prices, and average generic unit shares are more
than half of the unit sales (in grams) for the molecule after 12 months.
The number of generics, generic discounts, and generic shares continue to
increase as markets tend toward commodity status over the three-year time
frame shown in Figure 8.1. A simultaneous regression model of these three
variables demonstrates that the preentry market sale of the molecule is a key
variable in how rapidly markets converge to their long-term equilibrium
values. In addition, as discussed, the growth of third-party insurance for
pharmaceuticals is an important factor in increasing the overall speed of
generic penetration during the 1990s (Saha et al. 2006).
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Figure 8.1C. Average generic share in gram sales. Source: Saha et al. (2006).
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Data from the most recent launches show that, in the case of the top-
selling drugs, generics are capturing most of the market within weeks of
their launch. In this regard, I have examined data on the three top-selling
drug products experiencing their first generic competition in 2000 and 2001
(Grabowski 2004). These products are Vasotec (enalapril), Zestril/Prinivil
(lisinopril), and Prozac (fluoxetine), all of which had annual sales greater
than $1 billion. These data show that the launch of generic enalapril in
August 2000 resulted in the generics obtaining 66.4% of new prescriptions
just four weeks after generic launch. Generic lisinopril, launched in May
2001, acquired 84.0% of new prescriptions in four weeks. Generic fluoxetine,
launched in August 2001, acquired 74.9% of new prescriptions in four weeks.

Scott Morton (1999) examined the entry decisions of generic firms. She
showed that firms are more likely to enter markets in which they have some
experience, for example, in form, therapy, or ingredient, and to enter markets
for chronic conditions with large sales. Scott Morton (2000) found that
generic entry is positively related to brand revenue and price elasticity, and
negatively affected by FDA regulations. She found no evidence that brand
advertising is a deterrent to generic entry.

A number of investigators dating back to Caves, Whinston, and Hurwitz
(1991) have considered the response of brand firms to generic entry, and
whether branded firms have pursued entry-deterring strategies. There is lit-
tle evidence to support the hypothesis of entry deterrence utilizing pricing
or promotional strategies. First, with respect to promotional activities, the
prevalent strategy is for branded firms to curtail most of their expenditures,
usually beginning in the preentry period (Ellison and Ellison 2000). Sec-
ond, evidence is scant on the brand firms matching generic prices, except
for selective discounts to their large institutional customers (U.S. Congres-
sional Budget Office 1998, p. 38). Most studies have found that brand firms
continue to raise their prices after generic entry, but there is some disagree-
ment in the literature about whether the impact of generics on the rate of
change in prices is positive or negative.12

As the rate of sales losses for branded firms has intensified after generic
entry, many brand firms have turned to the “authorized generic” strat-
egy. This strategy authorizes a generic partner or subsidiary to rely on the
branded firm’s approved new drug application, and to enter at a point
in time prior to or simultaneous with the first “outside” generic entrant.
This strategy is particularly prevalent where the rival generic firm enjoys
a 180-day exclusivity period as the result of a successful patent challenge
(Siegel 2004). There are first-mover advantages to being an early entrant
in the generic market (Grabowski and Vernon 1992). The authorization of
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a generic entrant allows branded firms to capture some of the short-term
rents associated with early entry into the market, usually in partnership with
a leading generic firm.

During the 180-day exclusivity period, the presence of an authorized
generic as a second generic entrant works to intensify price competition.
However, an interesting policy issue is whether there are situations where
an authorized generic from the branded manufacturer adversely affects the
total number of generic competitors in equilibrium. (Reiffen and Ward
2006). This is an issue currently under consideration at the U.S. Federal
Trade Commission.

Branded firms have employed a variety of “life cycle management” strate-
gies, such as the introduction of new formulations and combination prod-
ucts and shifting a prescription product to over-the-counter (OTC) status
as a means of retaining patients and preserving sales revenues in the face of
patent expiration and imminent generic entry. Some firms have also tried
to use provisions of the 1984 Act in patent challenges to erect legal or regu-
latory barriers to entry. The strategic uses of provisions of the 1984 Act by
brand and generic firms are considered in the last section of the chapter.

IV. Effects of Generic Competition on Total Expenditures
for Prescription Drugs

As the number of generic competitors increase for a particular prescription
drug, several studies show that prices fall toward marginal cost (Reiffen and
Ward 2005). In particular, generic prices can drop to less than one-third of
the brand prices with 20 or more generic competitors in the market. Even for
cases with significantly fewer generic competitors, generic prices typically
decline to less than half the brand price within a year or more of initial
generic entry (Saha et al. 2006).

Given these lower prices of generic products and the rising share of over-
all prescriptions, they are a source of significant savings. In this regard, the
U.S. Congressional Budget Office (CBO 1998) estimated that purchasers
of prescription drugs saved between $8 billion and $10 billion dollars in
the mid-1990s. The CBO utilized a straightforward approach in computing
these cost savings. In particular, it multiplied the price difference between
brand and generic drugs times the number of units dispensed generically.
It utilized a representative sample of multiple source pharmaceuticals, and
projected their estimates to the overall market. While this approach is sub-
ject to various qualifications, it demonstrates that the overall savings from
generic products are substantial.13 Furthermore, the share of prescriptions
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dispensed generically has grown significantly since the mid-1990s; thus more
recent estimates of savings would be much greater.

The beneficiaries of these large cost savings, at least in the first instance,
are the payers for prescription drugs. Since most drugs are covered by third
parties, this list includes health insurers, PBMs, employers, and the govern-
ment, along with some consumers who pay out of pocket. Most employer-
based prescription drug plans have a tiered system of copayments. Given
the fact that almost all plans have generics in the lowest tier of copayments
with a nominal copayment, some of the savings are passed on directly to
plan participants when they purchase pharmaceuticals. Furthermore, to the
extent that the overall health insurance market is competitive and health
care costs are ultimately borne by employees, economists argue that the cost
savings will also be reflected in lower premiums and higher wages to the plan
participants (Pauly 1998). Because most privately insured employer-based
plans integrate drug coverage with other forms of health care services, it is
difficult, however, to isolate the distributional effects of generic savings.

V. Generic Competition from an International Perspective

Danzon and Chao (2000) examined the effects of generic competition on
pharmaceutical prices in countries with alternative regulatory regimes. In
particular, to analyze this issue, they utilize comprehensive data on out-
patient drug sales in 1992 for seven countries (Canada, France, Germany,
Italy, Japan, the United Kingdom, and the United States). These countries
were selected to provide a spectrum of price regulation and competition. In
particular, the United States had virtually free pricing of prescription drug
products. By contrast, France, Italy, and Japan were characterized by strong
systems of price regulation on a product-by-product basis (as well as sharply
declining trends in overall drug prices). The United Kingdom, Germany, and
Canada were intermediate cases with considerable discretion to price new
drug products, but they were also subject to either profit constraints (the
United Kingdom), price caps adjusted for inflation (Canada), or a reference
pricing reimbursement system (Germany).

A key finding was that the price sensitivity with respect to the number of
generic competitors was greatest in the case of the United States (with a price
elasticity of −0.50).14 Danzon and Chao also found that the United States
had more generic entrants, more generic price competition, and higher
returns to later entrants than in the more regulated price environments.15

Germany, the United Kingdom, and Canada also exhibited significant price
sensitivities to generic competitors. Germany, in particular, with its reference
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price system had an effect on prices of generic competition that was most
similar to that of the United States.

Little association was found between drug prices and the number of
generic competitors in Japan, France, or Italy. Their price regulatory plans
apparently undermined generic competition. In the case of France and Italy,
products were typically introduced with prices well below those of other
major pharmaceutical markets. There was also little possibility for inflation
adjustments, so real product prices exhibited a down spiral over time. Con-
sequently, firms have little incentive to introduce multisource drugs, and
when they do, they are frequently new forms of old molecules to obtain a
higher regulated price. Generic competition was also undermined in France
and Italy by the regulation of retail pharmacy. Pharmacists were paid a reg-
ulated dispensing margin based on product price, and the requirement to
dispense unit packs reduced the potential for volume discounts. In the case
of Japan, physicians dispensed drugs directly and were strongly motivated
to prescribe drugs with the highest margin between the reimbursed price
and the acquisition price.

A relevant issue is whether the regulatory pressures on prices over the
product life cycle in countries with stringent price regulation like Japan,
France, and Italy achieve similar effects to generic competition in less regu-
lated markets like the United States, the United Kingdom, or Germany. The
net welfare effects are not comparable in the two contexts. First, the strin-
gent price regulatory policies followed in countries such as Italy, France,
and Japan have had a deleterious effect on drug innovation incentives in
these countries (Grabowski and Wang 2006). Second, the lack of a competi-
tive retail pharmacy system in France and Italy means that pharmacists and
wholesalers capture part of the potential savings from lower prices in these
countries (as do physicians in Japan from dispensing drugs with the highest
margins).

One lesson from this multicountry study is that a reference-based price
system of reimbursement can produce powerful incentives for generic com-
petition and lower drug prices for a particular molecule. This is significant
because several other countries such as Denmark, Norway, and the Nether-
lands have adopted reference pricing and have experienced rising levels of
generic competition in recent periods. In the case of the United Kingdom,
the incentives for generic usage have emanated from physicians. In par-
ticular, the British National Health Service (NHS) allows holding general
practioners who underspend their budgets to reinvest the savings in their
practice. Baines, Tally, and Whynes (1997) found the main impact of the
fund-holding program was to encourage more generic prescribing.
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VI. Effective Patent Life and Drug Innovation

In designing a patent system or set of intellectual property rights, the key
policy challenge is setting the optimal balance between short-term bene-
fits from greater price competition and longer-term benefits from greater
incentives for innovation. This balance is particularly important in the case
of an innovative industry like pharmaceuticals in which there are high social
returns to innovation (see, e.g., Cutler and McClellan 2001a; Murphy and
Topel 2003; Hsieh et al., Chapter 13).

Patents are considered critically important to research-oriented phar-
maceutical firms in obtaining positive returns from innovations. This has
been demonstrated in several economic studies.16 In cross-industry anal-
yses, Levin et al. (1987) and Cohen, Nelson, and Walsh (2002) found that
the pharmaceutical industry placed the highest importance on patents. By
contrast, many other research-intensive industries, such as computers and
semiconductors, placed greater stress on factors like lead time and efficien-
cies in the production of new products accruing to first movers.

The critical importance of patents to research-intensive pharmaceuti-
cal firms follows directly from the characteristics of the drug innovation
process. In essence, imitation costs in pharmaceuticals are extremely low
compared to the innovators’ costs of discovery and development. Pharma-
ceutical R&D is a complex, costly, risky, and time-consuming process. It
has been estimated that the mean out-of-pocket R&D costs incurred by
firms for a U.S. new drug approval is in excess of $400 million (DiMasi,
Hansen, and Grabowski 2003). By contrast, the cost of a generic firm to
obtain an ANDA has been estimated to be only about $1 million. Hence,
absent patent protection or some equivalent barrier to entry, imitators could
free ride on the innovators’ FDA approval and duplicate the compound for
a small fraction of the innovator’s cost of discovering and developing a new
drug.

Given the high costs of drug innovation relative to imitation, effective
patent life (EPL), defined as the patent life remaining after a product is
approved by the FDA, is an important factor in drug company decisions
to undertake an R&D project. Companies typically file their key patent
application prior to the start of clinical testing. Because of the long clinical
trial period and regulatory review periods that occur in pharmaceuticals,
much of the nominal patent life of 20 years is lost prior to FDA approval. At
the time of the passage of the Hatch-Waxman Act in 1984, effective patent
life for the representative new drug compound was less than 10 years and
exhibited a declining trend (Grabowski and Vernon 2000).
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Figure 8.2. Frequency distribution of EPL 1993–1995 introductions.

In the Hatch-Waxman Act, Congress attempted to balance the incentives
for innovative and imitative competition. Title II of the law provided for
partial restoration of the patent time lost during the clinical and regula-
tory periods. In particular, new drugs were eligible for a Hatch-Waxman
extension in patent life equal to the sum of the NDA regulatory review time
plus one-half of the IND testing time. The law also constrained extensions
to a maximum effective patent lifetime of 14 years and capped extensions
at five years. In addition, Title I of the law involving ANDAs and generic
competition provided for a five-year data exclusivity period. In essence, no
generic firm could submit an ANDA and rely on the safety and efficacy data
of the innovating firm until five years after FDA approval.

John Vernon and I (2000) examined the effect of Hatch-Waxman Act
on effective patent life for 1990–1995 new chemical entities (NCEs). We
found that the mean effective patent life was 11.7 years, with patent term
extension contributing 2.3 years to this EPL. This EPL also included a 0.4-
year average extension from the passage of GATT, which harmonized global
IP rules. Subsequently, some of these NCEs also earned additional six-month
exclusivity for doing further clinical trials to establish a pediatric dose under
the Prescription Drug User Fee Act of 1994.

While the average effective patent life for new drugs was about 12 years,
there was also considerable heterogeneity in the effective patent life across
NCEs. Figure 8.2 shows the frequency distribution for the 62 NCEs approved
over the last three years of our sample (1993–1995). The mode of the
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distribution is the 12–14 year EPL interval. A little over 70% of the NCEs in
the sample had EPLs in excess of 10 years. At the bottom of the spectrum,
15% of the NCEs in the sample were relying on the five-year data exclusivity
as their main form of IP protection (Grabowski and Vernon 2000, p. 110).
A new paper by Grabowski and Kyle (2006) found that actual market exclu-
sivity times, defined as the period between brand launch and the entry of
the first generic, exhibit a similar distribution. This analysis focused on the
sample of new molecular entities that experienced their first generic entry
between 1995 and 2005. One interesting finding is the large number of drugs
with small market size (i.e., below $100 million in the preentry period) that
now have generic competitors. Generic firms appear to be broadening their
portfolios to include even niche products with small sales in more recent
time periods.

The U.S. Congressional Budget Office (1998) has conducted an analysis
of the economic effects of the Act. As discussed in Section IV, they estimated
the increased generic competition fostered by the Act has resulted in annual
savings of $8–10 billion to consumers by the mid-1990s. From the perspec-
tive of R&D returns, however, the CBO (1998, p. 38) estimated a negative
effect in the after-tax profits to innovators. The framework the CBO uti-
lized is illustrated in Figure 8.3.17 Utilizing data from an analysis of R&D
returns on pharmaceuticals in the 1980s combined with other information,
the CBO estimated that the present value of cash flows from a represen-
tative new drug introduction declined by an average of 12% as a result of
increased generic competition facilitated by the 1984 Act. In essence, the
much more rapid loss of sales after generic entry (Fig. 8.3) has outweighed
any patent term extensions provided by the Act. This can result in partic-
ularly adverse consequences for compounds of above-average riskiness, or
those with shorter-than-average effective life.

Despite these negative estimated effects of the Act on innovative returns,
pharmaceutical R&D has continued to grow at a substantial rate since the
passage of the 1984 Act (Scherer 2001). Grabowski and Wang (2006) also
have found an upward trend since 1983 in the number of high-quality or
important drug introductions (as measured by the number of first-in-class
and new drugs introduced in a majority of leading drug markets). This
underscores the importance of examining both partial equilibrium effects
as well as system-wide performance influences in considering the impact
of new policy measures. This is especially important given the fact that
the pharmaceutical industry now appears to have entered a more difficult
period in terms of its R&D costs and returns and is experiencing generic
challenges to innovators’ patents much earlier in the product life cycle than
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Figure 8.3. Conceptual framework for evaluating effects of the 1984 Act on R&D returns.

was previously the case (Grabowski 2004; Scherer 2001). Hence, effects of
generic competition on drug innovation now may reinforce rather than
counter other industry developments and be more pronounced in nature.
This issue is considered in the next section of the paper, along with various
policy options.

VII. Strategic Responses of Brand and Generic Firms
to the 1984 Act

Life Cycle Management Strategies of Brand Firms

Given the large decline in expected sales that typically occur where generics
enter the market, brand firms begin planning a strategic response to this
entry well in advance of the patent expiration of a commercially impor-
tant product. These responses are typically referred to as life cycle man-
agement strategies. Among the options available to brand firms are (1) the
introduction of a new class of therapeutics for the same indication; (2) the
introduction of a new formulation (e.g., a new delivery system or a combi-
nation product) that has improved therapeutic benefits in terms of patient
tolerance, compliance, safety or efficacy; and (3) the introduction of an
over-the-counter version of the product. Each of these strategies has been
employed on a selective basis with some success by brand firms.

Arguably, the most effective life cycle management strategy is the intro-
duction of a new class of therapies. Competition evolves in pharmaceuticals
by the introduction of new classes of entities with superior therapeutic
properties to prior generations of products. Firms that have a commercially
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important product subject to patent expiration will frequently be conduct-
ing R&D on new therapeutic approaches for the same indication. However,
there are no guarantees in this regard because the candidates for the next
advance in therapeutics often span a large spectrum. Furthermore, the R&D
process is subject to many technical, regulatory, and competitive uncertain-
ties with long time durations.

Another life cycle management option for the brand firm is the intro-
duction of a product line extension such as a new delivery system. Under
the Hatch-Waxman Act, a new formulation involving additional clinical tri-
als is eligible for a three-year exclusivity period. Moreover, a new delivery
mechanism or formulation may be covered by a new patent. One of the
most successful cases in this regard was the introduction by Pfizer of Pro-
cardia XL, a once-a-day formulation of a leading calcium channel blocker
for hypertension. The extended release version of Procardia improved the
tolerability and the side-effects profile associated with the active ingredient.
As a consequence, Procardia XL turned out to be a much larger commercial
success than the earlier formulation of Procardia. This life cycle manage-
ment strategy has been employed in several other situations with somewhat
mixed success. The weekly formulation of Prozac, for example, has enjoyed
only very limited success. The degree of therapeutic improvement is a key
factor in the success of this life cycle management strategy.18

A third basic option available in the case of some therapeutic categories is
to develop an over-the-counter version of a product subject to patent expi-
ration. The strategy has been employed for example for anti-inflammatory
pain relievers such as Motrin and Naprosyn, anti-ulcer therapies such as the
H2 blockers Tagamet and Zantac, proton pump inhibitors such as Prilosec,
and in several other therapeutic categories. However, a shift to OTC status
requires approval by the FDA that the drug is safe for self-medication (Juhl
2000; McCarran 1991; Schweitzer 1997). A company will normally need to
submit new clinical trial evidence to that effect. If approved by the FDA,
the company receives a three-year exclusivity period for its OTC product in
recognition for the new clinical trial work.

A key driver of success in the OTC market is the ability to capitalize
on the brand loyalty enjoyed by the prescription product. The number of
category shifts to OTC status approved by the FDA has grown over time.
At the same time, there are many therapeutic categories where this is not
as viable strategy because they would not meet the FDA’s requirement on
safety for self-medication (e.g., mental health and cancer drugs). The FDA
has also declined several product requests for shifts to OTC status, such as
anticholesterol drug agents.
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Patent Challenges and the Strategic Use of the Hatch-Waxman
Act by Brand Firms

The Hatch-Waxman Act includes a marketing exclusivity provision that
rewards generic firms for successfully challenging a patent in court on the
basis of invalidity or noninfringement. To initiate the process, the generic
firm files an ANDA with the FDA asserting the patent is invalid or nonin-
fringed (a so-called Paragraph IV filing). The branded firm has 45 days to
file an infringement suit. The law also provides for a stay of up to 30 months
on approval of the ANDA while the patent infringement suit is ongoing.
The first generic to file and prevail on a patent challenge obtains a 180-day
marketing exclusivity.

Some practices utilized by brand firms to delay generic competition have
been the target of recent FTC and legislative actions. One concern was the
practice of listing several new patents late in the product life cycle in an appar-
ent effort to trigger successive 30-month stays to delay generic competition.
To prevent this practice, the Medicare Prescription Drug, Improvement, and
Modernization Act of 2003 limited each branded product to one 30-month
stay (Padden and Jenkins 2004).

The generic entrant with first-to-file exclusivity rights and the brand man-
ufacturer has sometimes entered into an agreement whereby the generic firm
receives compensation from the branded firm for not entering the market.
Where there is uncertainty about the outcome of the patent case, this may
be an attractive economic outcome to both parties. However, payers and
consumers generally lose when price competition is delayed through such
agreements. This practice has been subject to successful antitrust prosecu-
tion and class action suits, and is also further constrained under the Medicare
Prescription Drug Act.19

Patent Challenges and Strategic Uses of the 1984 Act
by Generic Firms

While potential anticompetitive abuses of the 30-month stay have been
addressed by recent litigation, the 180-day exclusivity provision for suc-
cessful generic challenges remains in effect. In effect, this provision is an
invitation to the generic firms to trigger a lawsuit. Even if the odds of win-
ning are low, the payoff to successfully challenging a blockbuster patent is
large. Since the 180-day exclusivity goes to the first firm filing and success-
fully challenging the patent, there is now a race to obtain exclusivity status of
commercially significant projects. The FDA accepts a Paragraph IV ANDA
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Figure 8.4. Average number of Paragraph IV ANDA filings per year. Source: U.S. Federal
Trade Commission, Bear Stearns.

filing four years after approval of the pioneering product in recognition of
the five-year data exclusivity. Generic marketing can begin as soon as the
courts have resolved the suits or the 30-month stay has expired. This creates
a range on exclusivity times of between five and seven and a half years.

Multiple lawsuits involving infringement have become the rule for the
commercially important drugs early in the brand product’s life cycle. The
number of Paragraph IV ANDA filings has increased from three per year in
the years 1984–1991 to 13 per year in 1992–2000 to 32 per year in 2001–2002
(Fig. 8.4). If a substantial fraction of these early-stage patent challenges are
overturned by the courts, this would likely have significant adverse effects
on the long-term expectations regarding R&D returns in this industry. As of
June 2002, generic firms had won the vast majority of the suits, but most of
these cases with outcomes to date involve late-stage patent challenges (Bear
Stearns 2002; U.S. Federal Trade Commission 2002).

A patent can be challenged on the grounds of obviousness, prior art, or
double patenting. A court may determine, for example, that a drug invention
was “obvious,” allowing the generic challenger to enter if the five-year data
exclusivity period has expired. The issue of patent type is also relevant from
a policy standpoint. Process, method-of-use, and formulation patents have
less breadth than product patents and may be more vulnerable to challenge,
although each situation must be evaluated on a case-by-case basis. It is worth
noting that many important drug products such as the first AIDS therapy
AZT (Zidovudine) relied on formulation or method-of-use patents because
their product patents had already expired.20
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From a strategic perspective, generic firms are prospecting in patent suits.
They are spending millions of dollars in filing and litigation fees with their
portfolio of patent challenges for the rights to obtain a very large payoff
from the 180-day exclusivity period if they win a few of these suits. However,
this wave of lawsuits crowds the courts and creates uncertainty around the
commercial viability of the innovator’s product. Furthermore, this uncer-
tainty adversely affects market valuations of research-oriented pharmaceu-
tical firms. It can cause firms to abandon R&D projects on future drug
candidates with uncertain patent prospects. In addition, early patent chal-
lenges with uncertain outcomes can have a chilling effect on development
of new indications and formulations. In particular, there may be no way
to prevent cheaper generics from being used for the new indication after
they enter the market even if they do not have an approved label for that
indication.21

The five-year NCE data exclusivity was put into the Hatch-Waxman Act to
incentivize innovators faced with little or no patent exclusivity time. How-
ever, this exclusivity period as currently constituted in the United States is
not sufficient to sustain a high level of R&D activity. Since the 1984 Act
was enacted, R&D costs have more than doubled in real terms (DiMasi,
Hansen, and Grabowski 2003). At the same time, generic competition has
become more intense. As discussed, generic patent challenges are occur-
ring very early in the product life cycle. The NCE data exclusivity affords
branded products a floor of effective exclusivity, depending on how long
courts take to resolve in infringement suits. This is insufficient time for most
new drugs to recoup the upfront R&D costs and earn a positive return on this
investment.

In the European Union, new drugs receiving approval by the European
Agency for the Evaluation of Medicinal Products (EMEA) or by individual
EU countries receive a 10-year data exclusivity period. In particular, generic
firms can file an abridged market application after eight years from the
date of first EU authorization and begin the process of development and
license application. However, the license may not be effective until 10 years
of exclusivity from licensing has expired. This is commonly called the “eight
plus two” policy.22

This is a policy option that U.S. policy makers should consider as a means
for preserving R&D incentives under the Hatch-Waxman Act. A 10-year
NCE data exclusivity period recognizes the high R&D costs of drug inno-
vation and operates to discourage patent challenges early in the product
life cycle. This would defer early patent challenges because few imitators
are likely to incur the high cost of a new drug application (i.e., repeating
safety and efficacy trials, a process that also raises ethical issues) that would
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be necessary to enter before the expiration of the 10-year data exclusivity
period.

In terms of the objective of the 1984 Act to encourage innovation, a 10-year
data exclusivity is more closely aligned with the minimum time necessary for
the typical new chemical entity to earn a positive return on the large, upfront
R&D investment now required for FDA approval (Grabowski and Vernon
2000). On these grounds, it would be a reasonable reform policy for policy
makers to consider in the face of the explosion in patent challenges that
has occurred in recent years. These challenges have led to higher litigation
expenses and potential disincentives for R&D investments in new drugs and
new indications for recently launched drugs.

VIII. Summary and Conclusions

The 1984 Hatch-Waxman Act has maintained a reasonable balance between
generic competition and innovation incentives. Under the patent restoration
provisions of the Act, branded products typically enjoy an exclusivity period
of 10–14 years. After patents expire and generic entry occurs, prices for the
molecule typically decline markedly. Prices approach marginal costs when a
large number of generics are present in the market. Generics now account for
over 50% of U.S. prescriptions; thus the savings to the payers and consumers
of drug products have been substantial (U.S. Congressional Budget Office
1998).

Both brand and generic firms have responded to the law with strate-
gies designed to create competitive advantages. Brand firms have utilized
a variety of life cycle management strategies. These include new product
formulations, shifts of the brand to OTC status, and authorized generics.
These strategies are all legal and generally procompetitive, although they
are limited in applicability to particular situations and therapeutic classes.
At the same time, the U.S. Congress has recently acted to prohibit some
life cycle management strategies that are not typically procompetitive such
as agreements between generics and branded firms or the use of multiple
30-month stays to deter entry.

One aspect of the law that needs further scrutiny by policy makers is
the 180-day exclusivity period that is awarded to the first generic firm that
successfully challenges a patent. As generic competition has intensified, the
strategic advantage to generic firms of the 180-day exclusivity period has
become more valuable. Accordingly, they are devoting increasing resources
to gaining core competencies in the art of patent challenges. This has led to
a race to litigate as generics file challenges to the patents of commercially
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important products as soon as legally possible. Left unchecked, this wave
of litigation early in the product life cycle could upset the delicate bal-
ance between price competition and innovation that has existed in the two
decades since the 1984 Act was passed.

Another issue that warrants policy consideration is the question of generic
or follow-on biologicals. New biological entities are regulated by a different
division of the FDA. Follow-on biologicals are not covered by the Hatch-
Waxman Act. A few of the older biologicals, such as human growth hormone,
have multiple suppliers, but they are branded products that have performed
additional safety and efficacy trials to gain FDA approval. The process for
developing and manufacturing a new biological is more complex than in
the case of new chemical entities. There are scientific, regulatory, and eco-
nomic issues that need to be examined in the case of follow-on biologicals
(Grabowski, Cockburn, and Long 2006). Congress and the FDA are cur-
rently considering whether regulatory procedures for follow-on biologicals
should be changed. Given that a number of commercially important bio-
logicals are scheduled to experience patent expiration in the next five years,
this will also continue to be an important issue for further research and
attention by policy makers.

Outside the United States, generic competition has had a significant effect
on prices in countries that encourage generics through reference pricing-
based reimbursement systems (e.g., Germany) as well as countries that create
significant incentive programs for physicians to prescribe generically (the
United Kingdom). By contrast, countries like France and Italy, which have
stringent price regulation of new product launches and declining prices over
time, along with competitive barriers in their pharmacy distribution system,
have experienced negligible benefits or savings from generic competition.
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The United States’ Experience with

Direct-to-Consumer Advertising of

Prescription Drugs

What Have We Learned?

Ernst R. Berndt

I. Introduction

Economists have long emphasized that in health care, identification of the
consumer is ambiguous. Is it the patient, the physician acting as a pro-
fessional agent on behalf of the patient, or is it the third-party payer? In
most but not all countries, pharmaceutical manufacturer sales represen-
tatives, called “detailers,” are permitted to visit physicians in their offices
and provide them with promotional material.1 Representatives from phar-
maceutical manufacturers also interact with public-sector payers such as
ministries of health, as well as with private-sector payers, such as insurers
and self-insured employers in the United States.

Currently only two countries, the United States and New Zealand, per-
mit pharmaceutical manufacturers to market directly to consumers, where
consumers are defined as potential ordinary patients and not as health care
providers. The United States also now permits direct-to-consumer adver-
tising (DTCA) for prescribed medical devices.2 Whether DTCA should be
permitted at all, permitted but only with much more stringent regulation,
or replaced with public health announcements, are issues on which much
has been written and continue to be controversial in the United States and in
New Zealand.3 There is also a considerable literature surveying consumers’
and physicians’ perceptions of DTCA.4

Rather than revisiting the various debates, controversies, and survey find-
ings, I summarize the accumulated empirical evidence in this chapter: What
have we learned to date about the composition, overall size, and impacts
of DTCA in the United States? More specifically, in assessing the United
States’ experience with DTCA, I consider four sets of empirical issues:
(1) What is the magnitude of DTCA relative to other forms of pharmaceutical

174
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promotion, and relative to sales? (2) Is DTCA widespread, or is it targeted
to certain therapeutic areas? More generally, what are the determinants of
DTCA targets? (3) What are the effects of DTCA on therapeutic class sales,
and on individual product market shares within therapeutic classes? And
(4), What have we learned to date regarding the impact of DTCA on patient
quality of care, or surrogates for quality of care? Finally, I will also comment
briefly on the experience of New Zealand with DTCA and make several
comparisons between the United States and New Zealand.

In sum, these are the major empirical findings to date. Although DTCA
has grown rapidly in the United States, it is a relatively modest component
of total prescription drug promotion spending, 13–15% between 2000 and
2003, and a much smaller proportion of sales, 2%. DTCA is relatively tar-
geted to conditions for which one would expect the elasticity of sales with
respect to marketing efforts to be substantial. The evidence to date generally
suggests that when DTCA has an impact, it is primarily on overall sales at the
level of a therapeutic class rather than on individual brand market shares
within a class. Finally, there is evidence that DTCA simultaneously miti-
gates underdiagnosis and undertreatment of depressive disorders, but also
encourages ambiguous utilization for patients with marginal illness sever-
ity; there is limited evidence that DTCA is associated with greater patient
adherence to recommended treatment.

II. Historical Background

Prior to the passage of the U.S. Federal Food, Drug and Cosmetic Act in
1938 that legitimized physicians as “learned intermediaries” and required a
physician’s prescription for a pharmacist to dispense a drug to a consumer,
DTCA was the overwhelming communications vehicle for promotion.5 Fol-
lowing passage of the 1938 legislation, DTCA declined sharply. The 1962
Kefauver-Harris Amendments to the Federal Food, Drug, and Cosmetic
Act shifted regulatory jurisdiction from the U.S. Federal Trade Commission
(FTC) to the U.S. Food and Drug Administration (FDA), which to this day
has responsibilities for regulating prescription drug promotional materials,
both for physician- and consumer-oriented promotions.6

The 1962 amendments outlined basic requirements for acceptable pre-
scription drug marketing: Prescription drug promotional materials cannot
be false or misleading; they must provide a “fair balance” coverage of risks
and benefits of using the drug; they must provide a “brief summary” of con-
traindications, side effects, and effectiveness; and they must meet specific
guidelines for readability and size of print. After some controversy involving
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the DTCA of an anti-arthritic drug in 1982,7 the FDA asked industry to
comply with a “voluntary” moratorium during which time the FDA would
assess the impact of DTCA on public health. In 1985 the FDA announced that
the combination of current regulations and the Kefauver-Harris Amend-
ments was sufficient to enable it to adequately regulate DTCA so as to pro-
tect public health, and that hereafter DTCA would be required to meet the
same standards and criteria as promotional material aimed at health care
professionals.

For a number of years, the FDA interpreted the “brief summary” provision
as requiring the advertiser to provide the detailed information contained in
the drug’s FDA-approved product labeling, thereby confining it to print
form, typically in small print. However, under FDA regulatory precedents,
there were two conditions under which firms could avoid the “brief sum-
mary” in TV advertising: first, if the advertisement were “help-seeking” in
that only disease symptoms were mentioned, but no name of any drug was
given, and the other was when only the name of the drug was mentioned
without specifying its indicated use.8

As DTCA began to grow in the mid-1990s, the FDA’s regulatory discretion
was tested, and thus in 1997 the FDA felt obliged to clarify its regulation
of prescription drug advertising, particularly for television ads. According
to the FDA’s 1997 guideline clarifications, instead of requiring the lengthy
“brief summary” taken from the product label insert, advertisements now
needed only to include “major statements” of the risks and benefits of the
drug, along with directions to information sources in addition to a physician,
such as a toll-free phone number or a Web site.

The level of DTCA has increased considerably since 1994 (Fig. 9.1). The
growth trend has been quite steady, and in particular there appears to be no
material change in the slope of the trend line following FDA publication of
the 1997 clarifying guidelines. After leveling off in 2002, by 2003 total DTCA
spending increased to about $3.2 billion and to $4.1 billion by 2004, with
most of the growth consisting of television advertising.9

III. Perspectives from Economic Theory

The theoretical foundations underlying the economics of advertising in
general (not just in health care markets) rely in large part on Dorfman
and Steiner (1954), who showed that for a profit-maximizing monopolist
facing a downward sloping linear demand curve, the optimal advertising
expenditure to dollar sales ratio equaled the ratio of two elasticities:

$Advertising/$Sales =∈QA / ∈QP (9.1)



P1: JZP
0521874904c09 CUNY749B/Sloan 0 521 87490 4 March 20, 2007 7:27

0

50
0

1,
00

0

1,
50

0

2,
00

0

2,
50

0

3,
00

0

3,
50

0

4,
00

0

4,
50

0

19
94

19
95

19
96

19
97

19
98

19
99

20
00

20
01

20
02

20
03

20
04

Y
e

ar

Current dollars, millions

Fi
gu

re
9.

1.
Tr

en
d

in
di

re
ct

-t
o-

co
n

su
m

er
ad

ve
rt

is
in

g
sp

en
di

n
g,

19
94

–2
00

4.
So

ur
ce

:I
M

S
H

ea
lt

h
an

d
C

om
pe

ti
ti

ve
M

ed
ia

R
ep

or
ts

.

177



P1: JZP
0521874904c09 CUNY749B/Sloan 0 521 87490 4 March 20, 2007 7:27

178 Ernst R. Berndt

where εQA is the elasticity of quantity demanded with respect to advertising
efforts, and εQP is the elasticity of quantity demanded with respect to price
(in absolute value). The advertising sales ratio is therefore particularly large
when demand is not very price elastic, and when the advertising elasticity is
substantial. When there are several marketing instruments and constant unit
promotion costs, under reasonable conditions the optimal ratio of expen-
ditures for any two promotional types (e.g., DTCA and medical journal
advertising) equals the ratio of their marketing elasticities.10

The effects of advertising on the welfare of individuals have long been
discussed. One strand of literature considers whether marketing is more
“persuasive” than “informative,” although the distinction between the two
is ambiguous, particularly to those of us who find scientific information to
be persuasive.11 The authors of a widely read industrial organization text
summarize this literature by stating that “the welfare effects of advertising
are complex and depend on the type of product and type of advertising,
and therefore are generally ambiguous.”12 Advertising can provide infor-
mation to consumers about the availability of products to treat medical
conditions, but can also lead to unnecessary and possibly risky utilization of
medicines. Further, while brand loyalty may reduce price responsiveness of
demand, it can also reduce consumers’ search costs and provide assurance
of quality.13

IV. DTCA Spending Relative to Other Forms of Drug Promotion

DTCA spending appears to have increased considerably in recent years, but
so too have sales. It is also useful to examine DTCA spending relative to
other promotional efforts.

In applying the Dorfman-Steiner theorem, it is important to consider that
there is likely considerable measurement error in both the numerator and
the denominator of equation (9.1). In the numerator, there are at least two
potentially offsetting measurement errors. First, in the United States free
samples are frequently given physicians by the manufacturers’ sales repre-
sentatives. Such samples accounted for over half of promotional expendi-
tures during 1996–2003 (Table 9.1). In recent years these free samples have
increased substantially as a share of total promotion, from about 54% in
1996 to about 63% in 2003.14 However, the free samples are valued here at
their approximate retail price (more specifically, by a list price called average
wholesale price [AWP] which industry observers call “Ain’t What’s Paid”);
the value of free samples in these promotional figures thus likely consider-
ably overstates their manufacturers’ marginal production costs. Second, a
common U.S. industry practice is to sponsor postlaunch studies that
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Table 9.1. Composition of prescription drug promotion expenditures

1996 2001 2002 2003

Physician office detailing 26.8% 25.2% 25.1% 17.2%
Hospital detailing 6.0 3.7 4.1 3.2
Retail value of free samples 53.5 54.9 56.2 63.4
Medical journal advertising 5.0 2.2 2.1 1.7
Direct-to-consumer advertising 8.6 14.1 12.5 14.5
Total 99.9 100.1 100.0 100.0
Total promotion expenditures $9,764 $18,617 $20,379 $24,460

(in millions, mid-2000)

monitor actual market utilization of approved products; these expendi-
tures are not included in estimates of pharmaceutical marketing spending,
although it could be argued that at least in part they represent marketing
research expenditures.

The denominator, dollar sales, also presents serious measurement chal-
lenges. What one would want would likely be sales of branded drugs, since
generic drugs are marketed very differently from branded drugs. Data on
sales of branded drugs by manufacturers are not easily available, in part
because a number of firms have both generic and branded products. The
U.S. sales data that the Pharmaceutical Research and Manufacturers Asso-
ciation (PhRMA) reports in its annual reports only include sales for its
members, and it is not known whether these data include the generic sales
of PhRMA member brand companies who have generic subsidiaries (e.g.,
Novartis with Sandoz). Moreover, while in some cases a pharmaceutical
company and a biotechnology company in which it holds a major stake are
both members of PhRMA (e.g., Roche in Genentech), other biotechnol-
ogy companies with approved products on the market are not members of
PhRMA (e.g., Vertex, Chiron), but instead belong to another trade orga-
nization, the Biotechnology Industry Organization (BIO).15 Sales of such
biotech companies are not included in the PhRMA sales figures. Hence, the
denominator of the promotion-to-sales ratio likely understates manufac-
turers’ sales of branded pharmaceutical and biotechnology therapies, but
does include some generic sales.

With these caveats in mind, I now briefly examine various ratios (Table
9.2). Rosenthal et al. (2002) report that while DTCA increased from 1.2% of
total revenues in 1996 to 2.2% in 2000, over this same time period, hospital-
based promotion and medical journal advertising decreased from 1.6% to
1.1% of total revenues. Although the DTCA-to-sales ratio fell slightly in 2001
and 2002, by 2003, at 2.2%, its value is the same as in 2000. These numbers,
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Table 9.2. Promotion as percentage of sales, 1996–2003

1996 1997 1998 1999 2000 2001 2002 2003

Physician promotion 12.9% 13.8% 13.7% 11.9% 11.4% 12.5% 13.3% 14.9%
Consumer promotion 1.2 1.5 1.6 1.8 2.2 2.1 1.9 2.2
Total promotion/sales 14.2 15.3 15.3 13.7 14.0 14.6 15.2 17.1

ratio

Sources: IMS Health and PhRMA; sales are PhRMA members only.

together with those in Table 9.1, imply that the ratio of hospital-based pro-
motion and medical journal advertising to sales has declined considerably,
from 11.0% in 2000 to 4.9% in 2003.16 Thus, to some extent DTCA appears
to be substituting for hospital-based and medical journal advertising.

Finally, while total promotion expenditures over all types of promotional
efforts approximately doubled between 1996 and 2001 (Table 9.1), so too did
revenues, and thus total promotional intensity remained relatively constant.
The total promotion-to-sales dollar ratio has hovered between 14% and 16%
between 1996 and 2002, but it appears to have increased to17.1% in 2003.
This most recent increase may reflect the rising relative importance of free
samples provided physicians, which in large part (Table 9.1), as noted above,
are evaluated at their full retail prices rather than at marginal production
costs.17 The apparent increases might also simply reflect the effects of various
measurement errors.

V. Targeting DTCA: Particular Conditions and Drugs

A second empirical issue involves the extent to which DTCA is evenly diffused
across or instead is targeted to specific therapeutic classes and drugs. If DTCA
is evenly spread across therapeutic classes, this could reflect similar cross-
class marketing elasticities of demand. The data suggest quite clearly that
DTCA is highly targeted, and perhaps increasingly so. Using 1999 data for
391 major branded drugs, Neslin reported that almost all drugs (95%) were
detailed to physicians, but only 18% had positive expenditures on DTCA.18

Rosenthal et al. (2002) report that in 2000, the top 20 DTCA spenders made
up 58.8% of all DTCA spending; this proportion was roughly unchanged in
2001 at 56.4%, but increased to 61.5% in 2003, and to 65.1% in the first six
months of 2004.19

Using detailing and DTCA and sales data for drugs in five therapeutic
classes (antidepressants, antihistamines, antihyperlipidemics, nasal sprays,
and proton pump inhibitors), Rosenthal et al. (2002) found wide ranges in
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DTCA intensity across therapeutic classes: 0.5% of sales revenues in 1999
for antidepressants, 1.4% for proton pump inhibitors, 1.5% for antihyper-
lipidemics, 5.8% for antihistamines, and a high of 11.6% for nasal sprays.
The corresponding promotion spending-to-sales ratios for health care pro-
fessional promotion (excluding DTCA) were all much higher. Moreover,
considerable variation also occurred in DTCA intensity within each of the
therapeutic classes. For example, in 1999, among antidepressants, only Paxil
had some DTCA spending (2.2% of sales), while Celexa, Effexor, Prozac,
Serzone, and Zoloft had no DTCA spending; among antihistamines, while
Astelin and Semprex-D spent nothing on DTCA, for Claritin DTCA spend-
ing was 5.0% of sales, and for Zyrtec it was 10.4%.

Then why are some drugs chosen for DTCA promotion while others
are not? Based on a detailed assessment of factors affecting DTCA spending
across 169 drugs and 21 therapeutic classes during 1996–1999, Iizuka (2004)
found that about 15% of his drug-year observations contain positive DTCA
spending, suggesting relatively targeted DTCA spending, which is consistent
with Neslin’s (2001) findings. Consistent with Rosenthal et al. (2002), Iizuka
found that as drugs age, their DTCA spending declines. Within the context
of the Dorfman-Steiner theorem, this can be interpreted as an age-related
decline in the elasticity of sales with respect to advertising, which is plausibly
largest early on in the product’s life cycle and lower later on as it competes
with an increasing number of entrants.

Iizuka (2004) hypothesized that, holding other factors constant, higher-
quality drugs would be more likely to be targets for DTCA spending. To
measure drug quality, Iizuka employed the FDA’s priority rating of a drug
at the time of the FDA’s initial approval (before 1991) or when the sponsor
initially filed for approval (after 1991). Notably, Iizuka reported a positive
and statistically significant impact of drug quality on DTCA spending, espe-
cially when the high-quality drug was also the first or second drug in the
therapeutic class. This finding is consistent with literature suggesting adver-
tising elasticities are greater for higher-quality products, thereby increasing
their advertising-to-sales ratios.20

A particularly interesting analysis involves Iizuka’s evaluation of the effect
of potential (as opposed to actual) market size on a drug’s DTCA spend-
ing. Using data from the U.S. National Health Interview Survey on preva-
lence rates for selected chronic conditions based on annual household and
other surveys, Iizuka related potential market size to the primary treatment
indication for each drug. This potential market size was the sum of treated
plus untreated individuals.

Using a variety of model specifications and estimation methods, Iizuka
consistently found that while the current treatment population size does not
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affect DTCA spending by drug, the potential market size has a significantly
positive impact on DTCA spending. He interpreted this as suggesting that
DTCA spending focuses on conditions for which there is undertreatment
and unmet needs. This is consistent as well with the notion that when there
are significant unmet needs, the advertising elasticity is likely to be larger.

Iizuka also found that DTCA spending is much lower when a generic com-
petitor to the brand is on the market. Consistent with the Dorfman-Steiner
(1954) theorem, Iizuka interpreted the lack of DTCA spending in such sit-
uations as reflecting the inability of branded drugs to recoup benefits from
DTCA spending when generic competition exists. With mandatory generic
substitution policies and the availability of lower-priced generics, generic
rather than brand manufacturers would benefit from such advertising, and
thus, in such cases, the advertising elasticity is very small for the branded
firm.

VI. Effects of DTCA on Demand

A third issue involves empirical evidence on the effects of DTCA spending
on the demand for drugs at the level of the entire therapeutic class, and at
the level of individual product market shares within each class.21

Economists are ultimately interested in the impacts of regulatory poli-
cies and firm behavior on consumers’ welfare. Given the assumption of
consumers rationally acting in their self-interest conditional on available
information, there is a widespread belief among economists that, in most
markets, if advertising increases the size of the overall market but does not
affect any particular product’s market share, such advertising is unlikely to be
harmful but rather enhances consumer welfare. Advertising must be provid-
ing new information that facilitates consumers taking actions on heretofore
unmet needs.

However, this sanguine view may not necessarily hold for health care
markets in which information is typically incomplete and/or there is asym-
metric information between buyers and sellers. While some consumers’
medical conditions may be undertreated and may thus benefit from DTCA
that focuses on providing information regarding unmet needs, for other con-
sumers DTCA may lead to inappropriate, unnecessary, and perhaps more
costly treatments. Hence, if DTCA results in increasing the size of the market
being served, in health care DTCA may or may not be welfare-enhancing.
There is a substantial literature on this issue (see, e.g., Kravitz et al. 2005).

On the other hand, if advertising affects only market share but not overall
market size, then it is frequently viewed as possibly being less benign and
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perhaps even welfare-reducing; the literature has categorized such adver-
tising as “persuasive” or “business stealing.” Yet, again there is ambiguity;
if such persuasive advertising results in a lower-priced product of similar
quality capturing market share, or in better matches between the product
and the consumer (here, the drug and the patient), then DTCA can be
welfare improving.22 In sum, the effects of advertising on consumer wel-
fare are ambiguous, perhaps even more so in health care than in other
contexts.

FDA regulatory efforts attempt to ensure that the content of DTCA is
informative and understandable to consumers. Thus, of particular interest
is whether the empirical evidence supports market size–enhancing impacts
of DTCA spending and/or market share “rivalrous” or “business stealing”
impacts. To date, the empirical evidence is reasonably consistent: When
DTCA spending has any impact, the primary impact is via increasing market
size, rather than affecting individual market shares.

Using aggregate national monthly data on DTCA, retail value of free sam-
ples, and detailing and retail sales for five therapeutic classes, Rosenthal et al.
(2003) report that at the level of the therapeutic class, DTCA spending has
a statistically significant positive effect on sales, with an average elasticity of
around 10%. By comparison, the elasticity of class sales with respect to class
level detailing, while statistically significant, is much smaller, about 0.03.
However, within each therapeutic class, neither detailing nor DTCA spend-
ing affected the market share of individual products. They cautioned, how-
ever, that “absence of evidence is not evidence of absence,” in part because
marketing researchers have long recognized that the impacts of advertising
are long-lived and challenging to identify and estimate reliably.23 Moreover,
during 1996–2000, drug manufacturers experimented in targeting thera-
peutic classes, and in developing DTCA content and copy. Undoubtedly
mistakes were made, and DTC advertisers learned from them.24

Wosinska (2002) examined individual prescription claims data for 1996–
1999 from Blue Shield of California medical plans. Focusing on cholesterol-
reducing drugs (statins), she found that while DTCA may affect demand for
an individual brand positively, it does so only if that brand has a favorable
status on the third-party payer’s formulary. She also found that the marginal
impact of DTCA on prescription choice is significantly smaller than the
marginal impact of detailing, suggesting that the primary role of DTCA lies
in market size expansion.

Calfee, Winston, and Stempski (2002), using national U.S. monthly
data on retail prescriptions, as well as for cholesterol-reducing drugs, in
1995–2000, found little if any impact from DTCA on the pattern of statin
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prescriptions dispensed, although they report some evidence suggesting that
television advertising reinforced patient compliance with drug therapy.25

Augmenting national data on detailing and DTCA with individual data
from the 1994–2000 National Ambulatory Medical Care Survey (NAMCS),
Iizuka and Jin (2005a) began by classifying each physician office visit as an
Rx visit of class k if it resulted in any prescription in class k; they then classify
an office visit as an OTC visit in class k if it resulted in no prescription
drug but at least one over-the-counter drug in class k. Combining these
categories, they then defined a drug visit as the sum of Rx and OTC visits; if
a visit involved a diagnosis but no treatment or a nondrug treatment, it was
categorized as a nondrug visit.

Initially examining drug (prescription plus OTC) visits, Iizuka and Jin
(2005a) find that DTCA had significantly positive impacts on drug visits,
with this effect being about twice as large in years after 1997 than before,
which they interpret as implying that DTCA became more effective in gen-
erating drug visits after the FDA issued its 1997 clarifying guidelines.26 Their
estimates imply that, after 1997, each $28 increase in DTCA spending yielded
one more drug visit within 12 months. Since a single prescription at a retail
pharmacy typically costs much more than $28, and for chronic illnesses is
refilled indefinitely, this DTCA represents a substantial return on investment.
By contrast, while DTCA spending has a positive and significant impact on
the number of nondrug visits, there was no statistically significant differ-
ence before and after 1997. When Iizuka and Jin (2005a) disaggregated drug
visits into their Rx and OTC components, they found that DTCA influ-
ences demand for prescription drug products, but does not affect OTC
demand.

Iizuka and Jin (2005b) examined the impact of DTCA spending on choice
of drug, that is, on changing market shares within one particular class,
namely, the nonsedating antihistamines.27 Consistent with Rosenthal et al.
(2003) and Wosinska (2002, 2004), Iizuka and Jim (2005b) found that DTCA
has little if any impact on the choice of prescription drug within a thera-
peutic class. This contrasts with the impact of physician-oriented detailing
and medical journal advertising for which most studies have shown that
advertising affects demand for individual brands. Variations in the number
of free samples left physicians did not affect brand choice prescriptions.28

Iizuka and Jin (2005b) concluded that the two forms of marketing, detail-
ing and DTCA, play very different roles. DTCA is effective in increasing
aggregate demand or category sales and has “public good” spillovers for
other products in the same therapeutic class, while detailing and medical
journal promotions are more effective at affecting brand choice.
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In sum, studies covering a number of different therapeutic classes suggest
that DTCA encourages patients to seek medical help, but these DTCA efforts
do not meaningfully interfere with the patient-physician relationship. In
spite of considerable DTCA spending, prescription choice is still determined
primarily by physicians, once patients come to visit their offices.

Two other recent studies examined DTCA for a specific therapeutic class –
antidepressant drugs, but with very different methodologies. Donohue and
Berndt (2004) utilized large employers’ retrospective medical claims data on
25,716 individuals who filled prescriptions for antidepressants covered by
drug benefit plans, combined with national DTCA and physician detailing
data, for 1997–2000. Using an analytical framework that allows for dif-
ferential substitutability among the four SSRIs, an SNRI (serotonin nore-
pinephrine reuptake inhibitor), and an SARI (serotonin antagonist and
reuptake inhibitor), Donohue and Berndt found no statistically significant
effect of DTCA on choice among these six antidepressants, except for indi-
viduals diagnosed with anxiety disorders. The authors reported that the
effects of DTCA on medication choice were much smaller than those of
detailing, which were positively associated with drug choice.

They concluded that the principal impact of DTCA is on motivating
individuals to visit their physicians. Even though DTCA may increase the
number of persons who visit their doctor and receive medication treatment
for chronic conditions such as depression, apparently it has little impact on
the choice of medication.

The analyses reviewed thus far are all observational studies using econo-
metric procedures. In contrast, Kravitz et al. (2005) examined prescribing
behavior of antidepressant drugs in a randomized controlled trial setting.
Mostly professional actors, middle-aged, white, nonobese women, called
“standardized patients,” were trained to depict to physicians two types of
patients with differing severity of symptoms: one with symptoms of major
depression of moderate severity, and the other having an adjustment disor-
der with depressed mood.

These two patient types were chosen to represent different levels of ill-
ness severity. Clinical treatment guidelines recommend quite clearly that the
first type of patient presenting with moderate major depression symptoms
receive treatment (psychotherapy, antidepressant drugs, or some combina-
tion), but for the second type of patient presenting with less severe symptoms
the appropriate treatment is equivocal and ambiguous.29

Their experimental design crossed these two patient types presenting to
their physician with three types of request by the patient: (1) A patient
mentioning a specific brand, saying, “I saw this ad on TV the other night. It
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was about Paxil. Some things about the ad really struck me. I was wondering
if you thought Paxil might help.” (2) A patient making a general rather than
brand-specific request for a medication, saying, “I was watching this TV
program about depression the other night. It really got me thinking. I was
wondering if you thought a medicine might help me.” And (3) A patient
making no medication request and no mention of seeing a TV ad.30

Primary care physicians were recruited in four physician networks by
mail with telephone follow-up, and were told only that the study would
involve seeing two standardized patients several months apart, that each
patient would present with a combination of common symptoms, and that
the purpose of the study was to assess social influences on practice and the
competing demands of primary care. The physician visits were surrepti-
tiously audiotaped. Eighteen standardized patients completed a total of 149
encounters presenting with major depressive disorder, and another 149 with
adjustment disorder, with each split approximately evenly among the three
patient request types.31

The authors found that physicians prescribed antidepressants in 54% of
visits in which standardized patients portrayed major depression – 76%
in which they made general requests for medication, 53% in which they
made brand-specific requests linked to DTCA, and 31% in which they
made no explicit medication request. Only in 11% of major depressive
disorder encounters did the physician prescribe Paxil. Hence, for standard-
ized patients presenting with major depressive disorder, general rather than
brand-specific DTCA resulted in the greatest proportion receiving an antide-
pressant prescription. But, if no mention was made of DTCA, only 31%
presenting with major depressive disorders received antidepressant ther-
apy, 19% received a mental health referral recommendation, and 25% were
advised to return for primary care follow-up within two weeks. Altogether,
for those patients presenting with symptoms of major depressive disor-
der but not mentioning any DTCA, 56% received some form of minimally
acceptable initial care (any combination of an antidepressant, mental health
referral, or follow-up visit within two weeks), 44% did not. By contrast,
among those presenting with symptoms of major depressive disorder, 98%
making a general request, and 90% making a brand-specific request, received
some form of minimally acceptable initial care. Thus, the experimental
evidence indicates that DTCA mitigates undertreatment for standardized
patients presenting with major depressive disorder.

Antidepressant prescribing was less common (34%) when standardized
patients presented with adjustment disorder symptoms. However, here the
role of brand-specific DTCA was more powerful. Physicians prescribed an
antidepressant for 55% of patient encounters involving a brand-specific
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request, in 39% of cases in which a general request was made, and only in 10%
of cases in which no explicit medication request was made. In about 15% of
the adjustment disorder encounters, the physician prescribed Paxil. Hence
the experimental evidence also reveals that DTCA encourages medically
ambiguous and questionable utilization of antidepressant drugs for patients
presenting with adjustment disorder.

Using a different set of statistical procedures, Kravitz et al. (2005) found
that prescribing an antidepressant drug was 2.92 times more likely when
a standardized patient presented with major depressive rather than adjust-
ment disorder symptoms, and 8.50 and 10.3 times more likely when the
patient made a brand-specific or a general medication request, relative to
no specific medication request, respectively. Physicians varied systematically
in their propensity to prescribe an antidepressant, regardless of the type of
patient presenting. But none of the standardized patients was systematically
more or less likely than other patients to receive an antidepressant drug
prescription.

Several conclusions emerge from this study. First, while patients can be
active agents in influencing the treatment they receive, physicians differ
systematically in their propensity to prescribe an antidepressant. In this
sense, the experimental and nonexperimental findings on DTCA affecting
overall therapeutic class sales, but not shares within the class, are consistent.

Second, for standardized patients presenting with a brand-specific request
for information and either major depressive or adjustment disorder, essen-
tially the same proportion (53% vs. 55%) were prescribed an antidepressant.
But when requesting information about antidepressants in general, about
twice as many patients presenting with major depressive disorders than those
with adjustment disorders were prescribed an antidepressant. This could be
interpreted as supporting the notion that brand-specific DTCA contributes
to some overtreatment or possibly inappropriate treatment. General disease
awareness information presented on television also contributed to marginal
treatments, though to a lesser extent than brand-specific DTCA.

Third, only 31% of those patients presenting with major depressive dis-
order symptoms but making no medication-related request were prescribed
an antidepressant, and only 56% received some form of minimally accept-
able care, whereas minimally acceptable treatment was received by 90%
making a brand-specific request, and 98% a general request, which sup-
ports the notion that DTCA mitigates undertreatment of major depressive
disorder.

In sum, the experimental evidence leads one to the conclusion that both
undertreatment of depression (in the case of those presenting with major
depressive disorder) and overtreatment with antidepressants (for those
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presenting with adjustment disorder, where, as the authors argue, the pre-
scription of antidepressants “is at the margin of clinical appropriateness”),32

are likely. DTCA simultaneously mitigates undertreatment of serious ill-
nesses and results in some inappropriate treatment. One caveat, however,
is that issues of long-term follow-up and adherence to guideline treatment
recommendations were not investigated in this study.

In another study, Weissman et al. (2004) surveyed a national sample of
632 physicians on events associated with “DTCA visits” – recent office visits
during which patients initiated discussion about a prescription drug they
had seen advertised on broadcast media. Similar to that found in other
studies, the authors found that DTCA visits were a relatively small portion
of all physician visits (3.1%), but most physicians had participated in at least
one DTCA visit in the past week. They summarized their findings as follows:

Physicians reported mixed feelings about the impact of DTCA on their patients and
practices. . . . More than 70 percent felt that DTCA helped educate patients about
available treatments; 67% felt that DTCA helped them have better discussions with
their patients. However, four out of five doctors believed that DTCA did not provide
information in a balanced manner, and a similar number felt that it encouraged
patients to seek treatments they did not need. Physicians as a group were more
equivocal about other impacts of DTCA, with 46 percent agreeing that it increased
patients’ compliance and 32 percent that it made patients less confident in their
doctors’ judgment. Overall, 40 percent felt that DTCA had a positive effect on their
patients and their practices, 30% felt it had a negative effect, and 30% felt that it had
no effect.33

In 39% of DTCA visits, the physician prescribed the advertised drug, and
in 46% of these cases physicians believed it was the most effective drug for
the patient, while in 48% of cases, physicians believed it was as effective as
other drugs for the patient, but they wanted to accommodate the patient’s
request; in 5% of cases, other drugs or treatment options may have been
more effective for the patient’s condition or health problem. When physi-
cians prescribed a drug, most predicted it would result in positive patient
outcomes, including improved overall health (76.4%), relief of symptoms
(87.4%), reduced severity of illness (76.8%, and better compliance (74.5%).
Most DTCA visits (61%) did not result in a prescription for the adver-
tised drug, with the three most common reasons being a different drug was
more appropriate (29.3% of such visits), a less costly equally effective drug
was available (25.1%), or another course of nondrug treatment was more
appropriate (24.1%).

Finally, physicians reported that 25% of DTCA visits resulted in a new
diagnosis. Of these new diagnosis DTCA visits, the 10 most common are
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listed in Figure 9.2 Notice that this list includes both some conditions that
are likely to be identified and treated effectively thanks to DTCA advertising,
thereby mitigating undertreatment (e.g., depression, anxiety, hypertension,
and hyperlipidemia), as well as some conditions that have allegedly been
targeted for persuasive advertising of certain prescription drugs, even though
less expensive alternative treatments are available (e.g., heartburn, allergies,
and arthritis).34

VII. DTCA’s Effect on Quality of Care

Numerous surveys, for example, Calfee (2002) and Aikin (2003), have
reported that both patients and physicians perceive DTCA to improve adher-
ence to recommended treatment. Yet there is unfortunately relatively little
empirical evidence on the magnitude of this compliance effect. More impor-
tant are impacts of DTCA, if any, on patient outcomes. Two recent studies
have provided indirect evidence.

Donohue et al. (2004) examined treatment patterns of 30,521 depressed
individuals whose 1997–2000 insurance claims were included in a large ret-
rospective medical claims database. Two issues were addressed. What are the
impacts of DTCA and pharmaceutical promotion to physicians on the likeli-
hood that (1) an individual diagnosed with depression received antidepres-
sant medication, and (2) conditional on receiving antidepressant therapy,
the antidepressant medication was used for the appropriate duration.

After controlling for secular trends in the treatment of depression and
other factors, they observed a small positive and statistically significant effect
of DTCA spending on the probability that a person diagnosed with depres-
sion received antidepressant drug treatment. Individuals diagnosed with
depression during periods when class-level antidepressant DTCA spending
was in the top quartile had a 32% higher probability of initiating medication
therapy compared to those diagnosed during periods when DTCA spending
was in the bottom quartile. Individuals who initiated treatment following
periods when cumulative free sample units were in the top quartile were no
more likely to initiate antidepressant medication therapy than individuals
diagnosed during periods of low free sample spending. Individuals facing
a copayment of more than $15 for an antidepressant were 30% less likely
to initiate antidepressant drug therapy than were individuals facing a drug
copayment of $5 or less.

The authors’ measure of quality of care was based on the Depression
Guideline Panel (1993) recommendations and American Psychiatric Asso-
ciation (2003) guidelines. These state that if antidepressant medication is
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chosen, it should be provided until symptoms are alleviated (usually in 10–
12 weeks) and then continued for an additional period of 4–9 months to
prevent relapse. As a conservative measure, and allowing for the possibility
that the patient received a free sample (which would not be recorded in the
medical claims database), the authors considered the duration of therapy to
be appropriate if the patient filled prescriptions for at least four months of
treatment with the study drugs within the first six months of an episode.

Of the 11,306 episodes of treatment involving initiation of drug therapy,
60% filled at least four prescriptions for an antidepressant in the first six
months of the episode. Interestingly, DTCA spillovers were observed, not
on class sales as discussed above in Section VI, but on patients’ adherence
to recommended treatment, regardless of which drug treatment they were
receiving. Neither the detailing spending for the drug taken, nor the detailing
for other drugs in the class, had a statistically significant impact on the prob-
ability of receiving appropriate treatment duration. Copayment amount had
no statistically significant effect on whether the patient received appropriate
treatment duration, but patients seen by psychiatrists were more likely to
receive appropriate care than were patients seen by other physicians.35 The
authors conclude by noting that to the extent DTCA increases demand for
medications, it is important to understand what proportion of the expanded
use represents appropriate, medically questionable, or inappropriate pre-
scribing behavior. Their research only begins to address this issue.

Wosinska (2004) examined compliance issues by quantifying number of
days between 30-day prescriptions. Based on the Blue Shield of Califor-
nia data described earlier involving patients who began their cholesterol-
lowering statin therapy between 1996 and 1999, Wosinska’s final data sam-
ple consisted of 16,011 patients and 123,736 gaps between prescriptions.
Although treatment recommendations typically involve indefinite daily uti-
lization of the hyperlipidemic medication, Wosinska found that, on average,
the number of days between two 30-day prescriptions was 43, corresponding
to 13 missed days per cycle.

Defining nonadherence to recommended treatment as the number of
missed therapy days, Wosinska (2004) estimated a variety of models using
several different estimation methods, which tended to yield qualitatively
similar findings. She found that, while DTCA for a single product at initi-
ation of treatment had no statistically significant impact on patient adher-
ence, category DTCA had a significant beneficial impact. While statistically
significant, these effects were relatively small in magnitude.

A most interesting finding occurred when Wosinska examined brand-
specific DTCA spending. She found that while DTCA efforts by Zocor and
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Pravachol appeared to increase adherence, Lipitor’s DTCA efforts appear
to have had a negative impact. Further analysis suggested that the unex-
pected finding for Lipitor stemmed from the FDA’s requirement that DTCA
television advertisements must mention the most common side effects. She
reasoned that television advertisements make side effects more salient than
does print advertising. Professional actors in the first television ads for
Lipitor prominently mentioned side effects of possible liver problems and
muscular pain, a task that is usually carried out less prominently and is
reserved for unobserved narrators. Discussions Wosinska had with industry
analysts suggested that the prominent side effects mentioned in the Lipitor
ads may have made patients more anxious, and that it may have affected their
adherence.

As evidence, Wosinska reported that past television DTCA spending by
Lipitor, but not more recent current DTCA Lipitor spending, had reduced
adherence. Because past advertising was defined as the level of expenditure
in 30 to 60 days prior to the prescription, her findings are consistent with
a side-effects hypothesis: if patients react to the side-effect warnings with
a temporary suspension of therapy of at least a few days, then the level of
advertising in the prior (rather than the current) month would have had an
impact on adherence.

The issues raised by Wosinska (2004) regarding prominence of side-effects
warnings in television DTCA and their impact on patient adherence to
guideline treatment are complex and undoubtedly of concern not only to
advertisers and regulators, but also to patients and their physicians. Her
findings are best viewed as preliminary, but clearly worthy of additional
research.

Finally, the consistency across various studies in the finding of spillovers
of DTCA to other brands with little or no impact on own-brand is striking.
As advertisers learn from their mistakes and become more sophisticated,
the results for own-brand DTCA may change. Controversies on whether
DTCA and, for that matter, other forms of advertising are informative and
market-expanding versus persuasive and market share stealing are likely to
continue for some time.

VIII. New Zealand’s Experience with DTCA

The legislative history of DTCA in New Zealand is very different from that
of the United States. When New Zealand enacted statutes concerning the
content of promotional material in its 1981 Medicines Act and its 1984
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Medicines Regulation, it did not even consider the possibility of consumer-
directed promotions, but only envisaged rather technical information pro-
motions to health care providers and payers.36 Thus, since it seemed to be
impossible, DTCA was not explicitly prohibited in New Zealand.

The apparent success of DTCA in the United States is likely to be one
reason why pharmaceutical firms pursued DTCA in New Zealand, partic-
ularly since it was not explicitly forbidden there. Also contributing to the
introduction of DTCA in New Zealand was passage of its Bill of Rights Act in
1990, which explicitly protected freedom of speech, including commercial
free speech. Pharmaceutical companies were quick to perceive this statute
as being analogous to the First Amendment of the U.S. Constitution, which
has been interpreted as generally protecting commercial free speech.37

A major difference between the United States and New Zealand regula-
tory environment is that in New Zealand, DTCA is self-regulated through
the Therapeutic Advertising Prevetting System (TAPS) and its Advertising
Standards Complaint Board (ASCB). The ACSB consists of four public rep-
resentatives and four members from the advertising industry. It investigates
advertising content of both prescription and over-the-counter medications
when triggered by a formal written complaint. Although the ACSB is not
empowered to impose punitive measures on errant advertisers, decisions
have achieved almost total compliance since the media refuse to accept any
advertisement the ASCB has ruled errant.38

DTCA advertising began in New Zealand in the early 1990s, and by the end
of the decade it became widespread.39 Not surprisingly, DTCA has generated
considerable controversy in New Zealand, with many of the arguments and
issues being similar to those in the United States.40

Complaints have been voiced in New Zealand about the industry’s failing
to regulate itself adequately. While both New Zealand and U.S. regulations
require provision of specific information, the absence of a comparable “fair
balance” criterion in New Zealand has meant that advertisements in New
Zealand have tended to emphasize a product’s benefits, devoting less time
and space to risks and side effects. Critics point to comparisons between con-
sumer survey responses in the United States and New Zealand as indicative
of inadequate self-regulation and lack of fair balance in New Zealand.41

Although various self-regulating and legislative efforts to control or even
ban DTCA have been considered since the late 1990s, matters became more
complicated when in December 2003, as part of a broader initiative to har-
monize trade, New Zealand and Australia signed a treaty to establish a
single binational agency to regulate medical therapeutic products, the Joint
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Therapeutics Agency. As of 2005, Australia did not allow DTCA, although it
permitted disease state awareness advertisements in which no brand name is
mentioned.42 Thus, there is conflicting policy in Australia and New Zealand
that needs to be reconciled at the binational Joint Therapeutics Agency.

Although Annette King, New Zealand Labour Party’s Minister of Health,
publicly stated her opposition to DTCA and used the argument that such
a policy would ensure harmonized practices between Australia and New
Zealand, at that time the New Zealand government was a minority govern-
ment, relying for support from a “Greens” party to continue to rule. Because
the binational Joint Therapeutics Agency would regulate complementary
medicines (e.g., herbal remedies) that were previously largely unregulated
in New Zealand, the Greens declined to support the proposed legislation,
leaving the government without the majority required to pass the bill into
law.43 As of late 2005, the future of DTCA in New Zealand was unclear.

IX. Concluding Remarks

Even though advertising has long been controversial in many industries,
commercial advertising in the context of health care goods and services has
been particularly contentious, and even more so when it is directed at con-
sumers rather than at health care providers or insurers. In this chapter I have
summarized the accumulated empirical evidence on the size, composition,
and impacts of DTCA in the United States. I have also briefly discussed New
Zealand’s experience with DTCA.

In terms of size, in the United States DTCA has grown rapidly, but as
a share of the total promotional arsenal, it is still relatively small, 13–15%
during 2000–2003; as a percentage of sales, it was even smaller (2%). DTCA
was also relatively concentrated, and apparently increasingly so, with the top
20 drugs in terms of DTCA expenditures accounting for about 65% of all
DTCA spending in the first half of 2004. The evidence suggests that DTCA
is targeted particularly at those conditions for which the potential market
is large relative to the actual market, and at “high-quality” drugs, that is,
drugs to which the FDA assigned a “priority” status.

Both nonexperimental and experimental studies reveal that while DTCA
increases the size of the overall sales of a particular therapeutic class, brand-
specific DTCA does not appear to have a statistically significant impact on
the share of any particular brand within the therapeutic class. By increasing
the size of therapeutic class sales but not affecting shares within the class,
DTCA has ambiguous effects on consumer welfare. In particular, there is
some experimental evidence suggesting that in the case of antidepressants,
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DTCA mitigates undertreatment of the condition, but it also appears to
encourage marginal and possibly inappropriate treatment. Which of these
effects dominates is at this point unclear, but it is reasonable to assume that
the direction and size of the net impact varies across therapeutic classes and
drugs. There is also some preliminary nonexperimental evidence suggesting
that consumers’ adherence to treatment is affected considerably by perceived
safety risks, particularly when emphasized in television advertisements.

Finally, New Zealand’s experience with DTCA is in some respects similar
to that of the United States, but the self-regulatory environment in New
Zealand that to this point has not required “fair balance” in advertisements
as is required by the FDA in the United States has resulted in ads that compare
favorably with the United States in terms of communicating benefits of
drugs, but rather unfavorably when communicating risks and information
on who should not be taking the medicines. Whether DTCA will continue
or be banned in New Zealand is currently unclear.

In sum, the evidence to date suggests that as an instrument promoting
public health, DTCA has considerable potential, particularly in mitigating
undertreatment of important illnesses, for example, major depressive disor-
der. It can also result in questionable and inappropriate utilization, not only
possibly exposing patients to health risks, but also contributing to increased
health care costs. As with other forms of advertising, DTCA both informs
and persuades. Its effects on consumer welfare are complex and ambigu-
ous. Regulating the communication content of advertisements and other
promotions that attempt to balance information on risks and benefits is
inherently very difficult and challenging.
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PART FOUR

PUBLIC EVALUATION OF THE BENEFITS AND COSTS

OF INNOVATION
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TEN

Measures of Costs and Benefits for Drugs

in Cost-Effectiveness Analysis

Mark V. Pauly

I. Introduction

To decide on the allocation of public and private resources, some form
of cost-effectiveness analysis is used in many countries, large and small
(Drummond, Chapter 11). The single most common type of medical care
to which this method is applied is the use of pharmaceutical products.
Sometimes the decision involves new uses for existing products developed
and produced in the country making the decision, and sometimes it involves
products imported from abroad. Sometimes as well the decision involves
the potential allocation of resources to a new product if brought to market,
and often public funds play a role in such innovation.

In this chapter I criticize existing cost-effectiveness studies of pharma-
ceuticals, many of which, given their stated perspective, use an incorrect
measure of cost and consequently, if the results were followed, would lead
to inefficient resource allocation decisions, distort the mix of funds for
research, and reduce population health. Although I acknowledge there is
no single answer to the question of the right cost figure to use, I indicate
that deciding which conceptual setting matches the decision in question is
often not easy and often made incorrectly. Some consequences of using the
conceptually correct methods may raise some difficult political questions,
but those questions will yield better answers if there is agreement in advance
on what framework and measures to use and how decisions are to be based
on this information.

I develop a general argument about correct measurement. I illustrate its
differential implications by describing application of this argument in two
settings: large high-income country U, which invents and produces most of
its pharmaceutical products and which buys the major share of these prod-
ucts produced worldwide, and smaller moderate-income country T, which

199
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produces about a third of the drug products it consumes, importing the
remainder, but which would like to expand its capability to innovate in the
pharmaceutical sector both for home-country consumption and for export.

An important initial decision for any cost-effectiveness analysis is the
specification of perspective, because the choice of perspective may dramat-
ically affect the kinds of measures that should be used.1 Typically analyses
are done from either a payer or from a societal perspective. In both coun-
tries U and T, most spending is covered by pubic payers, who arguably
should take a societal perspective. I assume that decision makers at public
insurance programs prefer to take a societal perspective to the extent that
they can. Authoritative policy sources (Gold et al. 1996) advise that analysts
always conduct a study from a societal perspective even if they also con-
duct it from another perspective; and generally, analysis to inform public-
sector decisions in a democracy should adopt a societal perspective (Beutels
et al. 2002). However, not all public decision makers endorse this view; in an
important dissent, the National Institute for Clinical Excellence (NICE) in
the United Kingdom takes the perspective of “costs to the National Health
Service.” One consequence is that any payment that results in higher profits
for British drug companies, higher wages for nurses, or higher net incomes
for hospitals is treated as a cost; by contrast, a true societal perspective would
count these as transfers rather than costs.

My claim is that, because virtually all analyses of drugs from a societal
perspective use a cost that is too high (relative to the appropriate one),
more pharmaceuticals may be cost effective than is generally concluded
under current measurement methods. The usual methods can, with some
modifications, be made to more closely approximate the correct analysis.

Moreover, there are some potential problems for a practical government
or society trying to follow the theoretically correct cost-effectiveness rule
of thumb (“Undertake all cost-effective interventions”) in the case of phar-
maceuticals, and some deeper societal decision making may be called for.
Decisions about regulation, about administered pricing by public insurers
on a budget, and about patent protection come into play. The treatment
of drug costs is also dependent on whether the research, development, and
production of drugs are domestic or foreign, and whether the welfare per-
spective is limited to own-country or is global.

II. Development and Production Process for Drugs

The easiest case involves the use of drugs obtained from another country.
Here the relevant measure is the net acquisition cost. If that cost is negotiated
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directly by the public insurance, it is the negotiated price. If it is obtained by
private agents (e.g., a pharmaceutical benefits management firm), it is that
firm’s acquisition costs.

Analysis of products that are invented and/or produced domestically, in
either country U or T, is much more complex and is the focus of my attention
here.

There are two distinct phases in the process that eventually results in the
availability of a new domestic product, and the proper measure of cost from
a societal perspective depends on the phase in which one is in. To be suc-
cessfully offered, a product must first go through several phases of research,
development, and clinical testing culminating in regulatory approval. Once
regulatory approval is achieved, firms then incur additional costs to market,
produce, distribute, and transport the product.

Research, development, and regulatory approval costs are fixed costs that
do not depend directly on the quantity expected to be furnished; such costs
must be incurred before any positive amount of the product can be sold.
As a rough approximation, they are also independent of the amount that is
intended to be sold if positive amounts are planned to be sold. In contrast, the
marketing, manufacturing, and distribution costs do vary with output. As
a result, the marginal cost of supplying different quantities of the product
(greater than one) is positive but much less than the average cost, which
includes research, development, and regulatory costs. That is, once the costs
for a product to be invented, developed, tested, and approved are incurred,
additional costs associated with larger volumes of output are often relatively
small.

The other important characteristic of prescription drugs that distin-
guishes them from many other products and a fairly large number of
other medical goods and services is that they are frequently protected by
government-enforced patents for an extended period of time. This protec-
tion of intellectual property confers monopoly power on the seller as long as
the patent is in force. While other sellers may and often do “invent around”
patents, and while patents secured in one country are not always respected in
others, patents do give sellers of patented products potential market power
in the sense that, if the product were to be offered in voluntary private
competitive markets, the firm’s demand curve for the product would be
negatively sloped.

How one should think of a situation in which the private seller of a
patented product is negotiating with a large public insurance system is less
clear. Presumably the public insurance system has a demand or marginal
benefit curve in mind (since that is the marginal effectiveness part of the
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cost-effectiveness analysis) and a budget constraint, but exactly how any
price or payment might be set is more difficult to model.

When firms have freedom to set prices based on market demand, the
resulting monopoly price is usually in excess of the marginal cost of pro-
duction and sometimes (how often is a matter of debate) in excess of the
average cost so that, at least for some products, firms earn monopoly rents.
Whether such rents average out to a positive value when calculated based on
economy-wide research and development (R&D) investment (i.e., whether
the set of firms investing in developing patented drugs earn rates of return
averaged over success and failures in excess of the market-wide rate of return
for other firms in similar risk classes) is less well settled. Nevertheless, it is
at least possible that prices exceed average costs.

III. First Copy Costs versus New Uses for Existing Products:
The Literature

The treatment of the appropriate concepts for choosing this crucial figure
of cost is quite brief in the standard reference works on cost-effectiveness
analysis in health care. The discussion in Gold et al. (1996, pp. 193–195) also
seems brief relative to the coverage of other topics. The appropriate distinc-
tion is made between the marginal cost of bringing the first unit of a product
to market, so-called first copy costs, and marginal costs of units beyond the
first. First copy costs are relevant if the decision is whether to “provide the
intervention at all,” or, more precisely, whether to undertake the R&D
expense that will result in a new product. If the technology has already
been developed (so the research and development costs are sunk), then the
cost would be the “incremental production, distribution, and provision
costs.”

This cost to be used for already-developed drugs is then discussed no
further. For new or potential products, one suggestion to analysts is to try to
back out the R&D costs from the price and use that for sensitivity analysis.
But since “the level of effort [to do this] is beyond the resources available
for analysis . . . prevailing transactions prices will usually act in a serviceable
way to value consumption of drugs” (p. 195). The reason for this conclusion
is the assertion that “the class of drugs must break even – have revenues
large enough to cover R&D, production, and distribution costs” (p. 195).
One might contrast this kind of discussion with the treatment of prices for
hospital inpatient care, where readers are told that charges are rarely good
measures of costs, not even “serviceable” ones, and that it is very important



P1: JZP
0521874904c10 CUNY749B/Sloan 0 521 87490 4 March 19, 2007 14:53

Measures of Costs and Benefits for Drugs 203

to obtain measures of marginal cost. Since the deviation between price and
marginal cost is almost surely as high for drugs as for hospital care, this
advice seems biased.

The suggestion to use prevailing transaction prices is also less straight-
forward than it seems for new products. In country U, analysts would need
to estimate what the price for the new product would be. Not only is this
difficult, but it is virtually certain that the price will depend on the public
insurer’s reimbursement policy if patients covered by the public insurer are
to be major users of the new product. In country T, where prices are negoti-
ated, the advice to use average price obviously presents a complex problem
of simultaneous decision making. The public insurer cannot decide whether
to reimburse the new product until it knows its price, but that price will be
highly dependent on what the reimbursement is.

IV. The Usual Practice in Cost-Effectiveness Analysis of Drugs
from a Societal Perspective

The most common practice in cost-effectiveness analysis involving a drug
is to use average wholesale price (AWP) as the measure of “cost” from
a societal perspective. Here is a classic example. The well-regarded Gold
et al. (1996) book on methods for cost-effectiveness analysis presents some
“worked examples” of analysis done from a societal perspective. One is
the study by Stinnett et al. (1996) on the cost effectiveness of dietary and
pharmacologic therapy for cholesterol reduction. The authors stated that
they use a societal perspective.

The medication costs in this study are for branded Lovastatin and generic
niacin. For niacin, the cost was taken to be Medicaid’s reimbursement for
multiple-source drugs. The actual measure was slightly below the aver-
age wholesale price but was above the lowest wholesale prices quoted. For
Lovastatin, costs were estimated using the 1994 average wholesale price.

The authors noted that the price of Lovastatin may have exceeded its
marginal cost because the drug is still under patent, but that prices would
probably fall when the drug went off patent, a development that actu-
ally occurred in the mid-1990s. Sensitivity analysis was performed using
a Lovastatin estimate at half its 1994 AWP and a fivefold increase in the cost
of niacin. This reduced the estimated incremental cost in dollars per QALY
for treatment with Lovastatin by a large percentage, but not by enough
to reduce the cost to the “acceptable” ($50,000) range for most of the
patient subgroups studied. It did reduce the incremental cost per QALY
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Table 10.1. Cost measures used in 28 cost-effectiveness studies

Cost measure New drugs Old drugs

AWP 5 4
Marginal cost 0 0
Market price 5 6
Insurer acquisition or official tariff 3 5

for moderate-risk women for stepped care using Lovastatin from $156,000
to $48,000. In 2005 the selling price for generic Lovastatin 20 mg was about
$1 per pill; the price used in the study, adjusted for economy-wide inflation,
was about $2.50; adjusted using the prescription drug component of the
U.S. Consumer Price Index it would be about $3. Thus, a 50% cut probably
left the estimated cost still well above marginal cost for a typical nonbiotech
drug product.

In this example, using marginal cost rather than AWP would make a
difference for an important population subgroup. More importantly, there
is no discussion in the article of why AWP was used for the reference case,
or why a factor of 50% (which seems to have been too low) was used in the
sensitivity analysis.

I analyzed recent articles providing cost-effectiveness analyses of drugs
from an explicitly stated societal perspective. Articles were extracted from
MEDLINE, ScienceDirect, and Blackwell Synergy, along with a direct inspec-
tion of recent issues of Value in Health and PharmacoEconomics. I selected
a sample of 28 papers, 13 analyzing what appeared to be new drugs (at least
in that country’s setting) and 15 dealing with new uses of old drugs. None
of the studies used marginal cost, even when the drug clearly represented
an extended use of an existing drug (Table 10.1). AWP was most commonly
mentioned in connection with studies whose setting was in the United States;
the distinction between “market” (e.g., pharmacy) price and official tariff
was not always precise.

I also reviewed the literature on the empirical relationship between the
AWP for patented drugs and long-run marginal cost including investment
in production facilities. For conventional drugs, the estimates are in the
range of 20–30%; for biologicals they are higher, at about 50%. These esti-
mates usually do not include selling costs as part of marginal cost; if they
were included, the ratio of long-run marginal cost to AWP for drugs would
approximately double.
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Thus, it appears that the current practice by analysts to use AWP results
in a value for the “cost” of a drug that is substantially in excess of marginal
cost. If the estimated incremental cost per quality-adjusted life year (QALY)
using AWP is very low or very high relative to benchmarks of acceptable
ratios, or if drug therapy is dominated by another comparator, treatment
of cost would not matter in the decision about whether to cover a drug
under an insurance plan or include it on the formulary. But over a sizeable
range of values reasonably close to the benchmark, the cost estimate used
should affect the decision about acceptability of the product. So it seems
appropriate to explore the conceptual framework that should be used for
such analysis in more detail.

V. Toward a More Appropriate Measure of Cost: Issues
to Be Considered

I will discuss five unresolved issues in this section. Two concern methods
that in principle could be implemented but in practice are usually not: (1)
what to do about profits or rents, in the case in which a class of drugs or
drugs in general more than break even, and (2) what to do in analyses of
interventions involving new or extended uses for already marketed but still
patent-protected products. The three new topics are (1) the treatment of
first copy costs in a model intended to integrate cost-effectiveness analysis
with decisions about R&D resource allocation, (2) the implications of the
treatment of drug costs for measures of benefit and cost offsets; and (3)
the appropriate treatment of costs of domestically developed and produced
drugs versus drugs bought from abroad.

The key issue underlying all of these problems is this: Since the decision
to invest in a new drug depends on a comparison of the expected R&D
costs with the revenues in excess of the cost of production (multiplied by
the probability of success), the prices that actually will be paid and the
quantities that will be bought, either of which might be affected by the cost-
effectiveness analysis, become crucial to the R&D investment decision. A
decision to pay a particular amount for a new product, and the quantity to
be bought, both affect whether that product will actually come into existence.
Cost-effectiveness analysis then affects not only expenditures and product
use but also whether a given product will be supplied (and potentially the
supply of other products as well). This is important for country U, which
has benefited from its pharmaceutical industry, but it is most important
for country T, which would like to encourage pharmaceutical R&D and
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manufacturing of pharmaceutical and biotech products in its own country.
Low domestic drug spending may be incompatible with high profits and
high rates of innovation in both U and T.

Traditional cost-effectiveness analysis of general interventions, assuming
there exists “the” incremental cost of various inputs, assumes perfectly elastic
long-run supply curves. That is, the product can be acquired at the same
price, regardless of the quality of the product purchased. While this may
be a reasonable approximation for such services as hospital care, perhaps
physician services, and some non-research-intensive materials and devices,
this is not a proper assumption for patent-protected drugs.

There is good reason not to use AWP in country U. Suppose that drug
firms in some country are able to earn above-normal rates of return on new
products, year in and year out.2 If monopoly rents are built into AWP there,
they should surely be backed out if the analysis is to be done from a true
societal perspective. The argument in Gold et al. (1996) that prices must be
at least high enough for firms to break even does not preclude the possibility
that most ventures do much better than just break even.

It is less clear what the policy has been or should be in country T. One
can say only that if reimbursements for new products have been set to yield
above-normal profits, those profits should be subtracted or debited in the
analysis of a new product.3

Removing profit would lead to the right conclusion, analytically, but what
advice does it give decision makers? If economic profits are indeed positive,
but the decision on whether or not to permit firms to develop and introduce
a new product is based on AWP less above-normal profits, more products
will be judged to be effective than if AWP had been used. But if firms are in
fact reimbursed at AWP, their expected profit from investment in R&D will
rise. The products firms are thus induced to develop because of the excess
profits may not be efficient, and, from the standpoint of economic efficiency,
they should not be produced. Yet the price signals will be telling firms to
invest. Some method will need to be found to resolve this conflict. Efficient
decisions based on correct cost-effectiveness analysis may well conflict with
the price signals that may follow for implementation of those decisions. This
is an issue for both country U and country T.

Another rather straightforward case, that of the cost of an already-
developed drug, raises much the same issue. Suppose, for example, that
one evaluates an already-developed and patented drug for treating autoim-
mune disease for a new use. The relevant price measure from a societal per-
spective is much below AWP. If programs for additional use are approved
based on this measure, but firms continue to be paid AWP, firm profits will
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Figure 10.1. Drug quality and quantity conditional on producing the drug.

balloon, and there is an incentive for excess investment in R&D. Of course,
in making the initial investment decision, the firm might have considered
both the most immediate use for the new product and the prospect that
additional uses will develop over time; thus, this influence may have already
been taken into account. As noted above, almost no studies use the proper
societal perspective in this case; instead, they use AWP, which is much too
high. The error from rejecting efficient new uses of old products by over-
stating the true incremental cost may well more than offset any incentives
for excessive development of new products.

A more serious and difficult question is that of evaluating of new prod-
ucts not yet developed and marketed. What would be the first best optimal
benchmark? Figure 10.1 illustrates the case of a typical new product with
marginal benefit curve D and marginal cost of production assumed constant
at MC. The rule for optimal societal resource allocation says that a product
should be produced as long as the consumers’ surplus above production
costs, area ADB, is greater in expected present discounted value terms than
the cost of R&D. If this condition holds, the optimal quantity is positive,
and it is Q∗, the quantity where marginal benefit equals marginal cost. In
the case of a cost-effectiveness study using QALYs to measure effectiveness,
marginal benefit (in monetary terms) is equal to marginal QALYs times the
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cutoff or threshold ratio V for cost per QALY at which a program would be
cost effective.

I have also drawn in a long-run average cost curve (LAC) that incorporates
an assumed level of the present discounted value of R&D costs. Suppose that
the marginal benefit curve is also the patent-holding firm’s market demand
curve. Then the nondiscriminating monopoly firm just breaks even at point
R; so it is efficient to produce the product. Under the assumption of free
entry into the process of inventing and offering new drugs, at the margin,
a firm charging the monopoly price in this example just breaks even. Most
of my analysis need only assume that the LAC curve touches or crosses the
demand curve at some point.

One could solve for the average cost (or average breakeven wholesale
price) at Q∗ by drawing in the long-run average cost curve as indicated, but
using this measure of cost in one’s analysis will not usually lead to a societally
efficient decisions. On the one hand, the quantity at which marginal benefit
equals LAC at Q∗ is less than Q∗. Since LAC varies with Q, there is no
unique value of “price” or “cost” to which marginal benefit should be set
equal. However, it would also be wrong to calculate the cost as simply cost
of production; that could lead to offering products with negative consumer
surplus once the costs of R&D are taken into account.

The problems of proper costing of drugs also extend to situations in which
the intervention is not a drug but in which there are impacts on the volume
of drug use. If a better method of testing might permit some set of patients
to avoid using drugs, the savings from a societal perspective are likely to be
much smaller (at a cost of MC) than average wholesale price.

VI. Beyond the Benchmark: Incentives and Behavior
in a Decentralized Economy

The model of economic organization that fits best with cost-effectiveness
analysis is a wholly centrally planned economy, in which government either
owns or can control all resource allocation. In the benchmark model, this all-
powerful government would use the analysis to order scientists to conduct
research on possible efficient new products and would order organizations
producing the product to produce Q∗. But even in economies such as country
T where the government is a major payer for drugs (when there is a sin-
gle publicly owned or controlled universal national health insurance plan),
government does not usually direct all R&D or produce most new drugs.
Instead, private for-profit firms undertake a large share of R&D (though
governments typically support some basic research with tax funding and
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make knowledge discovered available to all at a zero price), private firms
produce and distribute almost all products, and often private physicians
advise patients on which drugs to get and sometimes dispense them. Also,
in many countries some of the demand for drugs comes directly from con-
sumers or from private insurers they choose. So how does the benchmark
model translate into actual decisions by payers, consumers, and firms?

The answer obviously depends on the organization of demand and
the organization of supply. I assume that supply is provided by profit-
maximizing firms with patent protection, and consider three alternative
“demand” regimes: (1) unregulated nondiscriminating monopoly, (2) reg-
ulated partially discriminating monopoly (Ramsey prices), and (3) govern-
ment procurement.

Unregulated Nondiscriminating Monopoly

This case is most relevant to country U. In Figure 10.1 the profit-maximizing
monopoly price would be Pm if the marginal benefit curve corresponded
to the demand curve and the supplier faced a set of buyers, none of whom
had market power. If buyers respond to this price, either directly because
they are paying out of pocket or indirectly because their private insurer uses
managed care to set quantity limits, the equilibrium quantity would fall
short of the optimum. Less obviously, if the LAC curve were to the right
of the one drawn in Figure 10.1, it might still be efficient to supply the
product at quantity Q∗, but no positive supply would be forthcoming in a
decentralized market economy, even if patents were present.

If the social planner, having determined that it is optimal to produce the
product in quantity Q∗, then subsidized private demand to get to that level
when the AWP remained at Pm, it is clear that the profit signals to firms would
be distorted. New products would look highly profitable, and perhaps too
many of them would be supplied. Whether the effect of overpayment more
or less completely offsets the inability to price discriminate is hard to tell.

Regulated Partially Discriminating Monopoly

A second possibility is that government, as in country T and in the United
Kingdom, regulates the prices charged by domestic drug companies but
also permits or even assists firms in price discrimination. The price-
discriminating monopolist would charge higher prices to people with less
elastic demands; a common assumption (Danzon 2002) is that the elasticity
is inversely correlated with income. Some such characteristics might provide
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the basis for price discrimination, but the resulting set of feasible Ramsey
prices would not represent perfect price discrimination.

This situation would represent an improvement over the preceding case.
More products that are efficient to introduce would be introduced, and
the overall rate of use would increase close to Q∗ (Reinhardt, Chapter 2).
Since overall expected profits would be set at the breakeven level, there
should be less of an incentive for firms to overinvest in them. However, it
would be unlikely that things would turn out exactly right.

Government Procurement

An appropriate strategy with government procurement is one suggested by
Michael Kremer (1998) and recently discussed in connection with vaccine
procurement in the United States (McGuire 2003). The government as a
single buyer would first estimate the marginal benefit curve and the marginal
cost curve for some hypothetical new product, and then offer to pay the
consumers’ surplus, or some fraction of it, to any firm that successfully
discovered an effective product. In terms of Figure 10.1, if any potential
inventor of the product were offered a contract for Q∗ units that paid 0
DBQ∗, then any firm that expected its R&D costs to be less than R would
invest in and discover the product.

This plan does not require the government to estimate what the R&D
costs are, but it still places a heavy informational and organizational burden
on it. It would have to know the demand or marginal benefit curve, as well
as the marginal cost curve. If it provided the product, it would have to be
able to be sure that only the demanders up to Q∗ got access to it, not those
from Q∗ to the x-intercept who have positive but small marginal benefits.

VII. From Theory to Practice

How would performing cost-effectiveness analysis in the way I have sug-
gested differ from what is done (or is supposed to be done) in settings where
such analysis is now used to make actual decisions on resources and quan-
tity? Take the example of the advice given by National Institute of Clinical
Effectiveness (NICE) to the British National Health Service (NHS), were
NICE to use a societal perspective rather than an NHS budget perspective
(see Drummond, Chapter 11). In the case of the product in Figure 10.1,
what would it suggest? Given the LAC as drawn, this would be a product
with a relatively low ratio of benefits to cost. If the overall NHS budget had
been set based on attaching a monetary value to a QALY that represents
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consumer valuation introduced in the D curve, the product would be one
that just met the cutoff test; it would be the last product approved (or the
first product disapproved).

VIII. What Difference Does It Make?

This approach to defining cost therefore proposes a three-step procedure for
the evaluation of new pharmaceutical products. Assume that there is some
threshold value V for cost per QALY that appropriately governs resource
allocation.

Step 1: Determine the optimal rate of use of the product, conditional on
positive use, by comparing QALYs times V with marginal cost.

Step 2: Calculate total QALYs and total cost (R&D cost, plus total cost of
production at that level), and calculate the average value of QALYs per
dollar.

Step 3: Undertake the development of the new product if this average
value exceeds 1/V.

Compare this to the procedure that would be followed if cost were assumed
to be measured by AWP. That procedure would determine the optimal size
or rate of use of the program by comparing QALYs and AWP.

There are two possibilities here: (1) AWP is greater than average cost at
that quantity. Then a socially efficient program might be rejected because
the estimated “cost” is too high. (2) AWP is equal to average cost at that
quantity. Then an efficient program might be rejected because the quantity
is too low.

How would the optimal decision differ from that if AWP was used for the
“societal cost” measure for a new product? Without any elaboration, we can
definitely say that if the size of the program or the quantity of the new product
(as well as its existence) was a dimension of the analysis, the level that would
be set using AWP would fall short of the optimum. As already noted, further
discussion is complicated because there is no uniform price or cost for a
new drug (since average cost rises with quantity) and because there is no
necessary connection between any market demand curve that determines
the price and the effectiveness schedule that the planner is looking at. I
therefore assume that the value used by the planner for a QALY is the same
value used by demanders in the market, who would be either consumers
or managed care insurers on their behalf. Assuming that the price is set
at the monopoly profit-maximizing level and the quantity therefore set at
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the monopoly quantity, despite suboptimal volume, any new product that
would meet the cost-effectiveness test using AWP will truly be efficient; there
will be no undersupply. Such a product will be profitable for the monopolist
to offer. What is more likely, however, is that some products that would have
been socially efficient will fail to be supplied. This is obviously the case if
there is no price at which one seller can cover both fixed research costs and
operating costs, and yet total consumers’ surplus is positive.

This is more likely to be a problem for country U, which is assumed to
still rely on market-based pricing of patented products, than for country T,
which sets prices. However, country T has a heavier burden in setting those
initial prices and, in the interests of economizing on the social insurance
budget, may be tempted to set the price too low.

IX. Innovation, Incentives, and the Global Economy

Thus far I have assumed that all of the benefits and all of the costs are incurred
within a given economy. The analysis accounts for the introduction of new
products as well as the optimal use of existing products.

This would be a breathtaking change even within a large country like
country U. For the Asian Pacific countries, such as country T, consideration
would need to be given both to health effects on own population (Hsieh
et al., Chapter 13) and to possible sales to or purchases from abroad. For
products developed within its own country, the profits from foreign sales of
new products should be added to the measure of benefits from improving
own-population health. This would imply a very different role for cost-
effectiveness analysis than the traditional public health model. It would
need to take economic development goals into account as well, and it may
prove difficult to help domestic and export markets separate.

X. Pharmaceutical Innovation and Local Markets

Can this separation be made? Is there any connection between the use of a
price for pharmaceutical products in a given country and the level of R&D in
that country? For a country like country U whose purchases constitute a very
large share of the world drug market, the connection is obvious: the buying
decisions of a major player obviously affect local drug companies as well as
those elsewhere. For a smaller country, like country T, the connection is less
obvious: R&D often would be undertaken based on expected global sales,
primarily in other countries, and the level of local sales need not appreciably
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affect R&D in small countries. In the pure theory of international trade,
especially for a product of high value relative to its transportation cost, both
research and production should occur in those countries with a comparative
advantage in doing it, regardless of how much their citizens actually buy of
the product, or whether they buy it at all. Research findings can be transferred
to other countries, and final products can be exported.

In practice, however, for reasons not well understood, it seems to be more
effective and more likely for research and production to be undertaken where
the product will be sold and used. Perhaps familiarity with the local market
produces a more subtle feel for local demand or local regulatory processes.
It appears that high local volume materially assists local R&D. But if this is
not true, if a country is indifferent between “invent-it-here” or “invent-it-
there,” then the preceding considerations do not apply, and global AWP will
be a good price measure for small countries like country T.

XI. From Economics to Politics: Of Geese and Golden Eggs

The literal interpretation of a societal approach instructs health care decision
makers to pay attention to the effect of current reimbursement policies
on the development of new products. Too high a price, and there is too
much of a good thing – too many beneficial new products. Too low a price,
and the bonanza may dry up, with harm to health, to investment, and to
employment.

In practical settings, real government buyers are more likely to gravi-
tate toward lower prices than toward higher ones. One could argue that a
country’s policy toward the development of new products in general should
be separated from the more technical decision of whether and how to use
existing and individual new products. As noted, the outcome of a cost-
effectiveness analysis is a decision about the use of a product, not its price.
But it is clear that price or payment will have to be set in some fashion in
a decentralized economy, and that the level of that price will, at a mini-
mum, be important in determining whether the optimal program can be
carried out. Also, unless there is some other source of funding for and
management of research and development activities, policies for the pric-
ing of existing products will influence the level of this activity, both in
terms of signaling the returns to be expected from a new product and
(somewhat contrary to theoretical economic models) in terms of gener-
ating internal capital that can fund the research and development of new
products.
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XII. Conclusion

Measures of cost used in existing cost-effectiveness analysis of drugs done
from a societal perspective are wrong. But we do not know how to reconcile
theoretically correct analysis with proper and practical pricing and payment
policies.

Short of conversion to a full central planning and funding system, the ana-
lytical system needs to be concerned about incentives to develop new prod-
ucts. But if, as is commonplace, the decision-making authority is located
fairly far down the bureaucratic chain, in a health insurance or health bud-
get authority, the natural and, in many ways, appropriate inclination of the
managers of those budgets will be to try to get as much health care as they
can out of a given budget, by trying, other things equal, to pay low prices
for low amounts of drugs and other goods and services. That is, it may be
difficult to create incentives at this level for encouragement of new products.
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ELEVEN

Using Economic Evaluation in Reimbursement

Decisions for Health Technologies

Lessons from International Experience

Michael Drummond

I. Introduction

Economic evaluation compares costs and consequences of alternative health
care treatments or programs (Drummond et al. 2005). In one form of eco-
nomic evaluation, cost-benefit analysis, all costs and consequences are val-
ued in monetary terms. However, in health care it is much more common
to use cost-effectiveness analysis, where the difference in cost between alter-
natives is compared with the difference in outcomes measured in units such
as life years gained or quality-adjusted life years (QALYs) gained.

Since Australia led the way in 1992, economic evaluation has become a for-
mal component of reimbursement decisions, or the development of national
guidance for health technologies, in more than 10 other jurisdictions. These
include eight countries of the European Union (Belgium, Finland, Hungary,
Ireland, the Netherlands, Portugal, Sweden, and the United Kingdom), plus
Canada, New Zealand, and Norway.

The precise role of economic evaluation varies among countries. In the
vast majority of jurisdictions the role is confined to decisions about phar-
maceuticals only, although the National Institute for Health and Clinical
Excellence (NICE) in the United Kingdom also considers devices, medical
procedures, and public health interventions. Even among those countries
considering only pharmaceuticals, there are variations in policy. In some,
all new pharmaceuticals are considered, whereas in others only those drugs
having a premium price, or likely to have a major impact on the health care
system, are evaluated.

The extent of regulatory control also varies. In some countries a formal
decision to list (or not list) the drug for reimbursement on the national or
provincial formulary is made. In others, evidence-based guidance on the

215
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use of health technologies is issued, and health professionals are encouraged
to follow it.

Given more than 10 years international experience with using economic
evaluation, this chapter’s objective is to assess what has been learned and
to identify the key methodological and practical issues that have emerged.
The chapter ends with some conclusions and recommendations for other
jurisdictions considering a more formal role for economic evaluation.

II. General Lessons Learned to Date

First and foremost, a decision-making process embodying the formal use
of economic evaluation is workable. Although it would be wrong to suggest
that the introduction of economic evaluation has been problem-free, none
of the jurisdictions adopting economic evaluation has thus far sought to
abandon it.

Second, despite the increased emphasis on cost effectiveness, the demon-
stration of clinically important benefits is still paramount, as in the decision
by NICE in the United Kingdom on the use of Zanamivir, a treatment for
influenza. The Institute considered that the clinical benefits of Zanamivir
in otherwise healthy individuals (a reduction in the median length of an
episode of the disease from six days to five days) was not substantial enough
(NICE 2000).

More generally, the presence or absence of good clinical data imposes
limits on the economic evaluations that can be conducted. It is usually
easier to undertake economic evaluations of drug therapies, where there
are usually some reasonable clinical data, as compared with medical devices
or procedures. However, even for drugs, the data from standard Phase 3
clinical trials are far from ideal. These trials are usually conducted under
conditions that are atypical of normal practice. In addition, they are often
of short duration and often fail to compare the most relevant alternatives for
economic evaluation. This means that decision-analytic modeling is usually
required as a supplement to, or alternative to, economic analysis alongside
trials.

Third, economic data are more important when there is substantial bud-
getary impact. In some jurisdictions, technologies are selected for appraisal
only if they have a substantial impact on the (national) health service (e.g.,
in the United Kingdom), or if the manufacturer wants a premium price over
other drugs to treat the given health condition (e.g., in the Netherlands). In
addition, in several countries the authorities require an estimation of overall
budgetary impact as well as the incremental cost-effectiveness ratio.
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Fourth, total refusal of reimbursement of new technologies is rare, restric-
tions in use are much more common. In several countries the authorities
seek to restrict the use of new drugs to certain subgroups of patients in
whom their use would be particularly cost effective. Alternatively, they seek
to ensure that new drugs are used second or third line, after cheaper treat-
ments have failed.

Fifth, when total refusal is advised, political will is sometimes tested. The
best example from the United Kingdom concerns beta interferon for mul-
tiple sclerosis: NICE twice advised against its use on grounds of lack of cost
effectiveness. Faced with a potential political backlash, the ministry devised
a risk-sharing plan under which patients were to be monitored over time. If
the long-term outcome for patients is not as good as the manufacturers sug-
gest, they may have to refund some of their sales revenues (U.K. Department
of Health 2002).

Finally, cost effectiveness can change over time if new clinical data become
available or clinicians find more efficient ways to use a particular treatment
technology (e.g., by adjusting dosage without losing clinical effect). There-
fore, it is important to review the recommendations of reimbursement agen-
cies from time to time. In the United Kingdom, NICE seeks to review its
recommendations every three years or more often if necessary.

III. Methodological Issues

If decisions are to be based on the results of economic evaluations, it is impor-
tant that the studies be as reliable and relevant as possible. In settings where a
formal requirement for economic evaluation has been implemented, several
difficulties have arisen. For example, in a review of 326 submissions made to
the Pharmaceutical Benefits Advisory Committee (PBAC) in Australia, Hill,
Mitchell, and Henry (2000) found that 218 (67%) had significant method-
ological problems and 31 had more than one problem. Although the authors
were initially surprised by the number of submissions with methodological
problems, they concluded that this situation was not unexpected given the
nature of the process. They also concluded that their analysis revealed no
basic intention to deceive. Similarly, Anis and Gagnon (2000) found that
74% of submissions did not comply with the methodological guidelines pre-
scribed by the authorities, and, of the drugs featuring in the noncompliant
submissions, 80% were not approved for listing.

In some countries, such as the United Kingdom, decision makers com-
mission their own independent analyses to avoid relying too heavily on
company submissions. However, even here problems can exist because of
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deficiencies in data or methods. Reviewing common methodological flaws in
economic evaluations, Drummond and Sculpher (2005) argued that reim-
bursement decisions are usually made at a time when only imperfect infor-
mation is available. Therefore, the appropriate way to judge these studies is
not whether they embody some ultimate “truth,” but whether they lead to
a better decision than would have been made in their absence. Neverthe-
less, there are several important methodological issues that merit further
examination, to which we will now turn.

Making Indirect Clinical Comparisons

At the time of a reimbursement decision, it is highly unlikely that there will be
head-to-head clinical trials of the therapies concerned. Such trials are costly
and time consuming to undertake, or it is not possible to undertake a trial
comparing two investigational therapies. Whatever the reason for the lack of
head-to-head studies, an economic evaluation seeking to provide relevant
information to a reimbursement agency must incorporate an estimate of
treatment effect that is based on indirect comparisons.

Indirect comparisons are potentially subject to methodological flaws,
mainly because, outside the confines of a single randomized controlled
clinical trial, one cannot be sure that the patients enrolled in the various
trials are equivalent in terms of baseline risk, the settings for the trials are
comparable, and that endpoints are measured in the same way. Therefore,
an apparent superiority for one therapy over another, in an indirect com-
parison, may be as much due to differences in the trials as to differences
between the therapies themselves.

The use of estimates of treatment effect based on indirect comparisons
when there is a common comparator has recently been shown on many
occasions to agree with the results of head-to-head clinical trials (Song
et al. 2003). Clearly a more challenging situation exists where there is not
a common parameter, for example, in a recent study of the relative cost
effectiveness of newer drugs for treatment of epilepsy (Wilby et al. 2003). In
this study, Bayesian Markov chain Monte Carlo models for multiparameter
synthesis were used (Ades 2003). Here, complex models were used to analyze
a set of clinical studies involving a series of clinical alternatives, including
the two alternatives of interest.

Extrapolating beyond the Period Observed in Clinical Studies

The issue of extrapolation is probably the most debated point in economic
submissions to reimbursement agencies, because only in a minority of cases
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(e.g., studies of antibiotic drugs) are the full benefits (and harms) of therapy
observed during the period of the clinical trial. The need for extrapolation
is sometimes immediately apparent, such as in diseases like diabetes, where
the major consequences occur in the long term. Here the validity of extrap-
olation rests on the quality of the epidemiological data, linking risk factors
that can be modified by therapy to the long-term outcomes. It would not
be possible to wait 20 or 30 years for the definitive clinical trial demonstrat-
ing that modification of the risk factor led to a superior outcome. In other
cases, a longer-term clinical trial would, in principle, be possible (e.g., for
the newer drugs for rheumatoid arthritis). However, such trials would be
difficult and costly to conduct, so it may be more convenient to extrapolate
beyond the trial by using a model (Kobelt et al. 2003).

There are many different approaches to the projection of benefit beyond
the trial. The most conservative would be the so-called stop-and-drop
approach, where no benefit is assumed beyond that observed. This may
be appropriate for some diseases, such as chronic renal failure, where cessa-
tion of therapy is likely to result in death, but it is probably inappropriate for
most chronic diseases. Here the most likely possibility is a gradual decline in
effect over time. In some cases, there may also be a “catch-up” effect when
the patient discontinues therapy.

Another study by Caro et al. (1997) illustrates the difficulties of even
defining the within-trial period. Their study was an economic evaluation of
primary prevention with pravastatin for people with elevated cholesterol.
Although the trial lasted for a considerable period of time (with an average
follow-up of about five years), only 10% of the benefit (in life years gained)
used in the cost-effectiveness estimates was actually observed during the
period of the trial. Most of the benefit was extrapolated from events that
occurred during the trial period (e.g., unstable angina), but whose con-
sequences would mainly manifest themselves in the future. The approach
taken by Caro et al. was a within-trial analysis in some aspects, since it con-
sidered only the costs and events occurring during the period of the trial.
However, the benefits attributable to some of these events were projected
into the future.

Such uncertainty about the future is a major reason why agencies such as
NICE determine a future point in time when their guidance will be reviewed
and specify the additional research they would like to see during the interven-
ing period. From a methodological standpoint, analysts should not present
just one set of cost-effectiveness estimates using a single method of extrap-
olation. Rather, a series of scenarios should be presented based on different
extrapolation techniques. This will provide an indication of how robust the
cost-effectiveness results are to the extrapolation approach.
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IV. Practical Issues

Aside from the methodological issues discussed in the previous section,
international experience suggests that jurisdictions introducing economic
evaluation for reimbursement decisions face several practical issues. Of
course, the ways in which these are resolved depend greatly on the local
context. Nevertheless, it is worth mentioning several so that countries con-
templating use of economic evaluation can consider how they might be
resolved in their countries.

Setting Priorities for Economic Evaluation

Within the pharmaceutical field, some countries, such as Australia and
Canada, evaluate every new drug individually. In the Netherlands, the deci-
sion whether or not to evaluate a given drug depends on whether the manu-
facturer wants a premium price, over and above drugs in the same reference
group or “cluster.”

In the United Kingdom, the Department of Health asks NICE to evaluate
health technologies that have a major impact on the National Health Service.
Although not formally based on efficiency considerations, this approach is
more consistent with obtaining the best value for money from the use of
resources on economic evaluation. More recently, methods involving the
estimation of the expected value of perfect information have been used in
a pilot study to inform research priorities in the United Kingdom (Claxton
et al. 2004).

Accepting Economic Data from Other Countries

In interpreting economic evaluation results, decision makers need to form a
view on whether the results apply in their own setting. Some scientific data
are clearly transferable. For example, the clinical effect of a patient taking
a given medicine is likely to be similar in the United States and Canada.
However, the same may not be true of the same operation performed by dif-
ferent surgeons. Also, in some cases the clinical endpoints may not be totally
independent of the health care setting. For example, the EPIC trial of a new
drug in cardiology (EPIC Investigators 1994) used a combined endpoint
of death, nonfatal myocardial infarction, unplanned surgical revasculariza-
tion, unplanned repeat angioplasty, unplanned insertion of an intra-aortic
balloon pump for refractory ischaemia, and unplanned implantation of a
coronary stent. For these reasons, the applicability of economic evaluation
results from one setting to another has been widely debated and is an issue
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both within and between countries (Drummond and Pang 2001; Sculpher
et al. 2004).

There are a number of other reasons why economic data may not be
easily transferable. These include differences in the availability of alternative
treatments, in clinical practice patterns, in relative prices, and in incentives
of health care professionals and organizations. An analyst seeking to adapt
economic evaluation results from one setting to another could be faced with
one of three situations. First, only clinical data may have been collected in
clinical trials, and there is a need to produce economic evaluations for more
than one country or setting. Here the appropriate option is likely to be to
undertake a modeling study, where the clinical data are combined with cost
(and possibly quality-of-life) data from a number of sources (for example,
routinely available statistics or free-standing cost studies). For example,
Palmer et al. (2005) used a decision-analytic model to estimate the cost
effectiveness of glycoprotein IIb/IIIa antagonists (GPAs) in the management
of non-ST-elevation acute coronary syndromes (ACSs). The clinical trials of
GPAs had been undertaken largely or wholly outside the United Kingdom.
In the model, Palmer et al. used local data to make adjustments for the fact
that (1) the use of GPAs in the trials did not reflect their use in routine U.K.
practice and (2) the baseline event rates in the trials were not relevant to
practice in the United Kingdom.

Second, economic data (e.g., quantities of resource use) may have been
collected alongside a clinical trial undertaken in one country, but economic
evaluations are required for other settings. Here, a modeling study using only
the clinical data could be undertaken, as above. Alternatively, the resource-
use data could be adapted in some way to make them relevant to another
setting. For example, Menzin et al. (1996) adapted the results of a study of
a new drug for cystic fibrosis. The clinical trial, which was undertaken in
the United States, included the collection of data on hospital admissions
and resource use for the treatment of respiratory tract infections (RTIs).
However, whereas the reduction in the number of RTIs was considered to be
generalizable, the authors felt that (1) the probability of hospital admission
and (2) the length of hospital stay would be different in France and Italy.
Therefore, local data were collected, and adjustments to the trial results were
made to reflect local practice.

Third, economic data may have been collected together with a multi-
national clinical trial, and economic evaluations are required for all the
countries enrolling patients in the trial. Here the analyst has a number of
options for analyzing the resource-use data.

One option is that the data could be pooled, as is common for clinical
data, and priced separately for each country. Another is that the resource-use
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data for patients from each country could be allowed to vary in the analysis
and then priced for each country as above. In this case, the analysts could also
calculate cost-effectiveness ratios for each country using the pooled clinical
results or using the individual clinical results for each country. Another
option would be to estimate cost effectiveness for each country, but for this
to be based on a combination of data from the country of interest and those
from other countries. This approach has recently been pursued through the
use of multilevel modeling (Manca et al. 2004; Willan et al. 2005).

Applying Cost-Effectiveness Thresholds

A major issue in studies of NICE and other public decision-making bodies is
whether they apply a threshold cost-effectiveness ratio in their decision mak-
ing and, if so, what the ratio is. In a study of the PBAC in Australia, George,
Harris, and Mitchell (2001) concluded that the committee was unlikely to
recommend a drug for listing if the additional cost per life year exceeded
$AU76,000 (1998–1999 values) and unlikely to reject a drug for which the
additional cost per life year was less than $AU42,000. However, the cost-
effectiveness ratio was not the only factor determining the reimbursement
decision. Other factors included the scientific rigor and relevance of the
evidence for comparative safety, efficacy and cost effectiveness, the lack, or
inadequacy, of alternative treatments currently in use, the perceived need
in the community, whether the drug is likely only to be used in a hospital
setting, and the seriousness of the intended indication (health condition).

There are several objections to the specification of a cost-effectiveness
threshold. First, the outcome measure used (i.e., the QALY) may not capture
all the relevant benefits of health care programs. Second, most comparisons
include studies from a range of settings, and economic data may not be
transferable from one setting to another. Third, the adoption of a thresh-
old implies a “shadow price” for a QALY. Although the shadow price may
represent society’s willingness to pay for a QALY, Gafni and Birch (1993)
argued that it is unlikely that the shadow price would be independent of
the size of the health program being considered. That is, the program’s
true opportunity cost can be assessed only by examining what is forgone in
terms of other health care programs (given a fixed health care budget), or
in other sectors (e.g., education) if the health care budget were increased.
Thus, in addition to the cost measurement issues raised by Pauly in the
previous chapter, a single cost per QALY threshold is meaningless and may
be a recipe for unconstrained growth of health care expenditures. There-
fore, several authors (Donaldson, Currie, and Mitton 2002; Birch and Gafni



P1: JZP
0521874904c11 CUNY749B/Sloan 0 521 87490 4 March 19, 2007 14:49

Economic Evaluation in Reimbursement Decisions 223

2002) have argued that there should be less focus on cost-effectiveness ratios
and more on the true opportunity cost of adopting the program concerned.

Rawlins and Culyer (2004), the Chair and Deputy Chair of NICE, argued
that NICE rejects the use of an absolute threshold for judging the level of
acceptability of a technology in the NHS for four reasons: (1) there is no
empirical basis for deciding at what value a threshold should be set, (2) there
may be circumstances in which NICE would want to ignore a threshold,
(3) to set a threshold would imply that efficiency has absolute priority over
other objectives (particularly fairness), and (4) many of the technology
supply industries are monopolies, and a threshold would discourage price
competition.

The authors further argued that, rather than apply an arbitrary threshold,
NICE makes its decisions on a case-by-case basis. Therefore, in practice,
there is a range of cost effectiveness within which NICE operates. NICE
would be unlikely to reject a technology with a ratio in the range £5000–
15,000 per QALY solely on the grounds of cost ineffectiveness, but would
need special reasons for accepting technologies with ratios over £25,000–
35,000 as cost effective. The main considerations in making judgments about
cost effectiveness for ratios of £25,000–35,000 per QALY are (1) the degree
of uncertainty surrounding the estimate, (2) the particular features of the
condition and population using the technology, (3) the innovative nature
of the technology, (4) when appropriate, the wider social costs and benefits,
and (5) when appropriate, reference to previous appraisals.

The guide to the methods of technology appraisal issued by NICE also
acknowledges that given the fixed budget of the NHS, the appropriate thresh-
old is that of the opportunity cost of programs displaced by new, more costly,
technologies. However, it goes on to argue that, in the absence of the infor-
mation required to calculate this threshold,

comparisons of the most plausible incremental cost-effectiveness ratio (ICER) of a
particular technology compared with other programmes that are currently funded
are possible and are a legitimate reference (for the Committee). Such comparisons
are helpful when the technology has an ICER that is lower than programmes that are
widely regarded as cost-effective, substantially higher than other currently funded
programmes, or higher than programmes previously rejected as not cost effective
(by the Committee). (NICE 2004, p. 33)

Linking Evidence-Based Reimbursement to Other Policies
for Health Technologies

No health policy is applied in isolation; thus, it is important to consider how
reimbursement linked to economic evaluation relates to other policies that
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might be applied in a given health care system. In the majority of countries,
as expected, introducing economic evaluation for the reimbursement of
pharmaceuticals are ones where there is a substantial government (or other
third-party-payer) payment for drugs.

In countries with substantial patient copayments, for example, the United
States, one might not expect a substantial role for economic evaluation,
except where there is public coverage for the elderly or poor. In some man-
aged care settings, where decisions are made about which tier the drug
is placed on the formulary, there is a potential role for economic evalua-
tion. However, Neumann (2004) outlined a number of reasons why cost-
effectiveness analysis is not widely used in the United States. Although some
managed care groups have expressed an interest, a widespread application
of economic evaluation seems some way off.

Even in health care systems with a substantial level of public payment
and control, evidence-based reimbursement sometimes coexists with poli-
cies encouraging generic or therapeutic substitution and reference-based
pricing. In the latter case, a payment level is set for all drugs in the same
therapeutic cluster. In these situations one might expect economic evalua-
tion to have a role in determining which substitutions and/or clusters make
sense. However, there seems to be little evidence of the application of eco-
nomic evaluation in practice. Rather, in countries such as the Netherlands,
economic evaluation is reserved for pharmaceuticals that are considered to
be outside the reference price system. In the United Kingdom, NICE would
potentially consider a generic product with a new, expensive, branded one
as part of a technology appraisal.

V. Conclusion

What guidance can be offered to those jurisdictions in which there is a
prima facie case for using economic evaluation in reimbursement decisions
for health technologies? First, although studies do not need to be perfect to
be useful in decision making, they should be as good as possible given the
current limitations in methods and data. Some of the main methodologi-
cal challenges were discussed in Section III. Whether relying primarily on
company submissions or commissioning their own studies, decision mak-
ers should follow an explicit set of methodological guidelines. These already
exist in many jurisdictions. Those issued by NICE in the United Kingdom
are reasonably up-to-date and comprehensive (NICE 2004).

Second, much can be learned from other countries. Countries contem-
plating the formal use of economic evaluations should review the procedures
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currently operating elsewhere to assess which best fit their own settings. In
particular, decisions have to be made about whether all new technologies
(e.g., drugs) will be assessed, or just a few. In the latter, priorities for eval-
uation need to be set. Also, decision makers need to decide whether they
intend to rely primarily on submissions prepared by industry, or whether
they intend to commission independent evaluations. The latter strategy is
likely to be more transparent, and free from bias. Its major drawbacks are the
time and expense required. It may also be possible to learn something from
the results of studies in other jurisdictions. But it is likely that the results will
need some adaptation. Some advice on how this might be done was given
in Section IV.

Third, adequate resources should be made available for reviewing industry
submissions and/or for undertaking new evaluations. Since the availability
of skilled personnel is limited in some countries, the priority should be on
adapting studies from other locations, unless the decision in question has
very large resource consequences.

Fourth, the criteria for decision making should be discussed and, if
possible, made transparent. In particular, when determining the cost-
effectiveness threshold, or societal willingness-to-pay for health technolo-
gies, a number of factors may need to be taken into account. Therefore, it
makes more sense to think in terms of a range of acceptable cost effective-
ness, rather than a single threshold. If these issues are carefully considered,
it is likely that a process involving the formal use of economic evaluation, in
making reimbursement decisions for health technologies, will prove work-
able in most countries.
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Pharmaceutical Spending and Health Outcomes

Pierre-Yves Cremieux, Denise Jarvinen, Genia Long,
and Phil Merrigan

I. Introduction

In this chapter we review the current state of the literature on the value of
pharmaceuticals and provide estimates of the value of pharmaceuticals in
Canada following the Murphy and Topel (2005) methodology.

Because this literature has become so vast and has morphed in so many
different ways, we focus on a subset. Specifically, we review three types of
studies. First, we review evidence based on comparisons of spending and
outcomes across Organization for Economic Cooperation and Develop-
ment (OECD) countries. Second, we describe a number of studies focusing
on specific countries (namely, the United States and Canada). These stud-
ies have examined the impact of pharmaceutical spending levels on health
outcomes using variation across administrative units and over time within
individual countries. Finally, we introduce the growing literature examining
the value of pharmaceuticals relative to specific disease areas.

All the studies reviewed rely on health care or pharmaceutical spending
rather than on health or pharmaceutical output as a proxy for health care
received by consumers. One unintended interpretation of a positive relation-
ship between dollars spent and outcomes would be that health care price
increases alone could extend life. In reality, of course, increased spending
reflects a combination of increased quantity, increased quality, and increased
price of pharmaceuticals. Since these three factors cannot be separated and
since pharmaceutical prices are increasing even after controlling for qual-
ity, the relationship between spending and health outcome will understate
the true underlying relationship between spending and the combination of
quality and quantity increases.

Following the review of the literature, we use results from Murphy
and Topel (2005) to calculate the value of pharmaceutical spending in

226
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Canada, not in terms of increased life expectancy, but in terms of dol-
lars. We find, as have previous studies, that pharmaceutical spending is a
worthwhile investment with high rates of return, and that to restrict access
to new pharmacological treatment would deny the next generation valuable
increases in health outcomes.

II. Trends in Life Expectancy

The most important determinants of health typically are identified as
income, hygiene, lifestyle, physician care, and access to nutritious food,
with pharmaceuticals often an afterthought. Frank and Mustard (1998)
attributed a 1953 United Nations report with identifying improvements in
public health, health care, hygiene, and living standards as the four pillars of
increased modern life expectancy. These factors may still apply today, par-
ticularly in many developing countries, where fulfilling basic human needs
may well provide greater health benefits than sophisticated health services.

Twenty-five years after the U.N. report, the influential Black Report (Black
et al. 1982) concluded that socioeconomic factors were at least as important
determinants of health outcomes as were improvements in health care. This
finding, based on a review of health outcomes in the United Kingdom, is
surprising given important pharmaceutical discoveries, particularly anti-
infectious agents, between 1940 and 1960. In Your Money or Your Life,
David Cutler (2004) reminds us that from 1800 to 1940 improvements in
life expectancy resulted largely from decreased infant mortality, which, in
turn, resulted from improved hygiene, better nutrition, and public health
improvements. From 1930 to 1960, further improvements resulted largely
from successful inroads in the fight against infection with the discovery of
sulfa drugs and penicillin. However, Cutler also notes that at the beginning
of the 1960s, given their success in combating infectious disease, particularly
with the advent of penicillin, many in the health care community began to
doubt the possibility of further increase in life expectancy. Having under-
stood the microbial origin of many diseases and developed effective ways of
combating infectious disease particularly, they believed the ability of drugs
to provide any further gain in life expectancy seemed limited. Over the last
40 years, however, increasing trends in life expectancy have been quite sta-
ble across time, countries, and gender. Between 1960 and 2002, mean life
expectancy in the OECD member countries increased by eight years for men
and by close to nine years for women (OECD 2004). These gains averaged
roughly three months per year, although for men they are substantially lower
in the early years.
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Table 12.1. Mean number of months in life expectancy gain
per year

1960–1970 1970–1980 1980–1990 1990–2000

Men 1.2 2.4 2.6 3.0
Women 2.4 3.1 2.5 2.2

Source: Organization for Economic Cooperation and Development (2004)

Despite the well-publicized and very significant gains that occurred in
the first half of the century, substantial additional gains have also been
realized since 1960, with the trend continuing strongly in the 1980s and
1990s (Table 12.1). This sustained trend suggests that additional gains may
well be realized in the coming decades, contrary to the expectations of those
who decry the era of “me-too” drugs and anticipate fewer gains in the years
to come. Also, we noted that all the countries selected seem to be following
similar paths with similar growth rates for men and women but a significant
gap between the two genders.

The stable increasing trends in life expectancy over the last century mask
some significant shifts between the early part of that century and the last
20 years. These differences provide a useful context to the role of pharma-
ceuticals. Up to 1950, life expectancy for individuals who reached the age of
50 did not increase; decreases in infant mortality fueled much of the increase
in life expectancy during that period. However, since 1950, and particularly
since the 1970s, progress has been generated disproportionately by increases
in life expectancy conditional on reaching age 50 (Murphy and Topel 2005).
Presumably, differences in income, nutrition, and public health would affect
all age cohorts. The remarkable shift in gains to older age cohorts suggests
that pharmaceutical intervention and improvements in health care may well
underlie this striking shift.

The demographic shifts in life expectancy gains further complicate any
analysis of the sources of longer life. To identify the specific role of pharma-
ceuticals in this remarkable trend, we focus on empirical research based
on data from the last 20–30 years. The role of pharmaceutical prod-
ucts is not obvious, however, because of simultaneously increased average
income, decreased poverty, greater and faster access to medical facili-
ties, and improved training for health professionals, all of which combine
with access to new and improved pharmaceutical products to yield longer
life.
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III. Impact of Pharmaceuticals on Life Expectancy

Early studies on determinants of health outcomes (Cochrane, St. Leger, and
Moore 1978; Poikolainen and Eskola 1988; Mackenbach 1991; Skinner and
Wennberg 2000) found no relationship between health spending or health
provision and health outcomes, much less any relationship between phar-
maceutical spending and health outcomes (Babazono and Hillman 1994).
This was distressing given the increasing percentage of gross domestic prod-
uct being devoted to health care expenditures in general and drug spend-
ing in particular. Given that later findings demonstrated a statistically sig-
nificant relationship between health care spending and health outcomes
(Cremieux, Ouellette, and Pilon 1999), it is likely that this absence of evi-
dence resulted largely from methodological limitations, heterogeneity in
international studies (described below), and lack of available data to iden-
tify this complex relationship.

The paper by Cochrane, St. Leger, and Moore (1978) typifies the issues
associated with many early studies. Specifically, they relied on cross sections
with multiple countries and often limited the analysis to simple correla-
tions. Because determinants of life expectancy are multifactorial, national
studies are more likely to detect differences than international studies. It
is also critically important to include adequate control variables. In fact,
a later study (Cremieux, Ouellette, and Meilleur 1999) based on exten-
sive national data suggests that a 10% increase in health care spending
reduces infant mortality by 0.5% for males and 0.4% for females while
increasing life expectancy by half a year for males and three months for
females. The current study uses similar modeling and data; hence, results
on the effect of pharmaceuticals reported below can be put in perspec-
tive relative to the overall effect of health care spending from that earlier
research.

Quantifying the relationship between pharmaceutical innovation and
health outcomes is challenging because of the many other determinants
of health outcomes and the difficulty of quantifying pharmaceutical inno-
vation. Since the mid-1980s, researchers have approached this challenge in
several ways. Some have relied on variations in international pharmaceuti-
cal spending levels and health outcomes to tease out a possible relationship
between the two. Other researchers have focused on variations in health out-
comes and pharmaceutical spending at the national level. A third research
approach has focused on the impact of pharmaceutical spending on specific
disease states.
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Each of these approaches presents both advantages and disadvantages.
Analyses based on international comparisons provide insights into the merit
of aggregate spending levels and the likely marginal impact of increased
spending on health outcomes based on the experience of other countries.
But the substantial heterogeneity of lifestyles, differences in underlying data,
different measures of pharmaceutical spending (e.g., with over-the-counter
expenditures or without, including hospital drug spending or not), and lim-
ited set of control variables present major obstacles for these studies. Further,
these analyses may not be equally meaningful across audiences. Analyses
based on national data are more relevant to national authorities and policy
makers, as they tend to be based on more homogenous populations, often
with higher-quality data. However, such studies provide no insights to for-
mulary committees concerned with specific drug reimbursement decisions.
They are also less relevant in the United States, where national health care is
limited to seniors. Finally, disease or compound specific analyses are helpful
to formulary committees but provide no guidance for national budgetary
purposes.

International Studies

The early focus on pharmaceuticals as major determinants of gains in life
expectancy was based on a comparison of OECD countries. As with studies
analyzing the relationship between health outcomes and health care expen-
ditures, those based on international data require an extensive panel of
data both longitudinally and cross-sectionally to discern any relationship.
Babazono and Hillman (1994), using a single cross section of 21 countries,
found no relationship between pharmaceutical spending and health out-
comes. However, Frech and Miller (1999), using a similar cross section of
21 OECD countries but including a larger set of control variables (alco-
hol consumption, fat intake, smoking rates, income, and non-health care
expenditures), found that higher pharmaceutical spending is associated with
increased life expectancy at ages 40–60. Higher pharmaceutical spending was
also associated with longer life expectancy at birth in the European subset of
OECD countries. There was no association between pharmaceutical spend-
ing and infant mortality rates. This later study also suffered from major
methodological limitations, including significant unobserved heterogene-
ity across countries and a limited sample size.

In their updated 2004 study, Miller and Frech used more recent data
to conduct a similar cross-sectional analysis with some additional control
variables (e.g., obesity rates) and found very similar results on life expectancy
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with a doubling of spending leading to a 4% increase in life expectancy at
age 60. Additional results using disability-adjusted life expectancy (DALE)
suggested that pharmaceutical spending was significantly associated with
DALE at birth and at 60.

Shaw, Horrace, and Vogel (2005) reported results similar to those of
Frech and Miller. Analyzing a pooled database across OECD countries, the
authors found that increases in spending on pharmaceuticals would result
in substantial increases in life expectancy. Specifically, a 113% increase in
per capita pharmaceutical spending among OECD countries would yield
one year of increased life expectancy for men at age 60. For 60-year-old
women, a 93% increase in per capita pharmaceutical spending yields one
year of extended life. Shaw et al. (2005) also demonstrated that international
studies that are not gender- and age-specific suffer from omitted variable bias
and result in an underestimation of the effect of pharmaceutical spending
on life expectancy.

National Studies

In parallel with the research conducted by Frech and Miller on international
data, a number of researchers have used variation within specific countries to
link pharmaceutical spending to both innovation and health outcomes. This
approach reduced unobserved heterogeneity and, therefore, increased the
likelihood of measuring a relationship with greater precision. This research
took two different paths. Some studies examined the relationship between
the level of pharmaceutical spending in general and outcomes observed in
different regions; Lichtenberg (e.g., Lichtenberg 2003a) and others focused
on a narrower issue, the role of new drug introduction on health outcomes
(e.g., Hsieh et al., Chapter 13).

Using data on health care and pharmaceutical expenditures in the United
States as well as various state-level sociodemographic measures (income,
poverty, and ethnic distribution), Cremieux et al. (2001) found a signif-
icant association between pharmaceutical spending and infant mortality.
Methodologically, the analysis was similar to that of Frech and Miller (1999);
however, instead of cross-sectional data on a small number of countries, the
data used in this paper include 17 years of data from 50 states, resulting in
a sample size 20 times larger than that of Frech and Miller.

In a later similar study, Cremieux et al. (2005) used Canadian data
to examine the relationship between pharmaceutical spending and infant
mortality.1 This study examined determinants of life expectancy as well.
The explanatory variables included food intake, alcohol and tobacco
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consumption, and standard sociodemographic controls. After controlling
for nonpharmaceutical health care spending and other factors, pharma-
ceutical spending was found to increase life expectancy and reduce infant
mortality during the 1981–1998 periods. Specifically, the findings suggested
that if all Canadian provinces had maintained public and private drug expen-
ditures at 1981 levels, 372 additional infant deaths would have resulted, and
life expectancy at birth would have been an average of 11.7 and 7.9 months
shorter for males and females, respectively. By 1998 Canadian men had
gained nearly 22 months of increased life expectancy attributable to phar-
maceutical utilization, while Canadian women had gained 14 months. Fur-
thermore, life expectancy at age 65 would have been an average of 4.5 months
shorter for males and 2.1 months shorter for females over the period at 1981
pharmaceutical spending levels. The results are very similar to those in Shaw,
Horrace, and Vogel (2005) based on OECD data. The Canadian analysis
implies that doubling pharmaceutical spending in 1998 in Canada would
yield 0.84 years of increased life expectancy for men and 0.73 for women.

Using a somewhat different approach, Lichtenberg and Virabhak (2002)
focused on a specific aspect of the relationship between pharmaceutical
products and health outcomes associated with innovation. They relied on
survey data from nearly 35,000 individuals interviewed in the 1997 Medical
Expenditure Panel Survey (MEPS), relating various health outcomes mea-
sures with prescription drugs of various vintages. The health outcome mea-
sures were based on answers to inquiries on the responders’ ability to perform
specific tasks and general cognitive or physical limitations. Drug vintage was
directly observed, although with some left censoring because of data lim-
itations for older drugs, from National Drug Codes and ICD-9 diagnoses
provided by the responder. While newer vintage drugs were more expen-
sive, they also were associated with better health outcomes for seven of the
nine health indicators. The results for health indicators were always robust,
but overall they suggested that newer vintage drugs resulted in better health
outcomes. Furthermore, newer vintage drugs were associated with a higher
probability of survival. Lichtenberg (2005b) confirmed these results based
on IMS health drug launch data and World Health Organization mortality
data covering 52 countries over two decades.

Lichtenberg (1996) compiled data on hospital deaths and pharma-
ceutical innovation based on the National Ambulatory Medical Care
Survey (NAMCS). For a number of specific disease states, he constructed
a measure of pharmaceutical innovation using the dissimilarity between
drugs prescribed to the early 1980 cohort in a given disease category, and
drugs prescribed in the later 1991 cohort. A greater dissimilarity between



P1: JZP
0521874904c12 CUNY749B/Sloan 0 521 87490 4 March 20, 2007 7:30

Pharmaceutical Spending and Health Outcomes 233

drugs prescribed implied a greater level of innovation. Using the variability
in dissimilarity across ICD-9 diagnoses, Lichtenberg found that greater
dissimilarity was associated with lower mortality but that the relationship
was applicable only to mortality in hospital, and with no link to mean age of
death. While the results were based on a small data set (< 100 observations)
and only two cross sections (1980 and 1991–1992), they were among the
first to suggest that the relationship between pharmaceutical innovation
and death rates could be established at an aggregate level.

In a later study, Lichtenberg (2003a) further investigated the relation-
ship between pharmaceutical innovation and life expectancy. Specifically,
he examined the relationship between the number of life years lost and
the degree of pharmaceutical innovation using the dissimilarity in drugs
prescribed over time across different diseases. The data on pharmaceu-
tical prescriptions, U.S. Food and Drug Administration pharmaceutical
approval dates, and premature mortality by ICD-9 codes provided informa-
tion needed to assess the relationship between relative reductions in life years
lost prior to attaining age 75 and the ratio of new drugs to total drugs pre-
scribed. This ratio was derived from prescriptions reported in the NAMCS
and National Hospital Ambulatory Medical Care Survey (NHAMCS) in
1970 and 1991 across approximately 75 aggregated disease classifications
(ICD-9). Lichtenberg’s hypothesis was that a greater reduction in prema-
ture mortality should be observed in years when newly introduced com-
pounds represented a greater share of total pharmaceuticals prescribed. He
found that 18,800 life years were generated per new drug approval. Using
an assumed annual value of $25,000 per year, Lichtenberg calculated eco-
nomic benefits per new drug approval of $470 million compared to new drug
development costs of $697 million. If, however, Lichtenberg’s results were to
be updated by using the more common value of a life year of $100,000, the
economic benefits per new drug approval would jump to at least $1.8 billion
dollars against development costs of $697 million for a ratio of over 2.5 to 1.

Disease-Specific Analyses

Much of the disease-specific analysis on the impact of treatment on life
expectancy in other than experimental settings has focused on cardiovascu-
lar disease, largely because of the large gains in life expectancy resulting from
innovative pharmacological treatment of this disease. In fact, according to
Cutler and Kadiyala (2003), the two-thirds decrease in death from cardio-
vascular disease was largely responsible for the overall decrease in mortality
while death rates for other major conditions such as cancer, infections,
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accidents, homicides, suicides, and chronic obstructive pulmonary disease
(COPD) remained stable between 1950 and 2000. Based on their own
empirical research and existing literature, they attributed one-third of the
reduction in cardiovascular disease mortality to nonpharmaceutical medical
intervention, another third to pharmaceuticals, and the remaining third to
lifestyle modification including healthier diet and reduced smoking. Using
a value of life of $100,000 per year, Cutler and Kadiyala calculated the value
of medically reduced mortality from cardiovascular disease to be $120,000
compared with average pharmaceutical and nonpharmaceutical medical
costs of $30,000. Without examining benefits to costs for pharmaceutical
products separately, the value of behaviorally induced mortality reduction is
$30,000, compared with costs of research, education, and behavioral change
of $1,000.

Lichtenberg (2001b) examined rare diseases (treated with orphan drugs)
and HIV/AIDS as case studies to illustrate the impact of new therapies on life
expectancy. His focus on rare diseases and HIV/AIDS is particularly inter-
esting because these areas provide national experiments of two very different
sorts (also, see Lichtenberg, Chapter 7, and Sloan and Eesley, Chapter 6).

The Orphan Drug Act (ODA), which was passed by the U.S. Congress in
1983, provided additional financial incentives for pharmaceutical compa-
nies to develop products in areas where often life-threatening diseases affect
a population so small that recouping R&D costs would require unusually
high per patient pricing. The ODA provided an immediate incentive for
pharmaceutical companies to embark in new, previously unprofitable areas
of research. During the early 1980s, the fear of a pandemic associated with
the HIV virus also led to an unusual focus of research efforts to develop
effective treatment.

Lichtenberg found that following the ODA, mortality from rare diseases
grew more slowly than mortality from other diseases. Prior to the Act, the
mortality trend across rare and other types of diseases had been roughly
equal. The results suggested that each additional drug developed to treat
rare diseases saved 211 lives in the year following the drug’s introduction.
Using an alternative specification, he estimated that, in total, 499 lives were
saved. Analyzing data on the well-known and sudden decline in HIV-related
deaths starting in 1995, Lichtenberg also found a strong relationship between
the number of anti-AIDS drugs approved and a decline in the death rate
during the same period. He estimated that each new approval resulted in
5,986 fewer deaths in the following year and 33,819 overall. These analyses
cannot be generalized to other areas because they relate to first-generation
drugs for new diseases (HIV).
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IV. Monetary Value of Life Expectancy Gains

Cutler and Kadiyala’s (2003) estimates of life expectancy benefits associated
with improved cardiovascular treatment suggest a high value of pharma-
ceutical products relative to costs. An analysis at the national level would
provide confirmation that the value of pharmaceuticals is not limited to car-
diovascular disease. Here we performed such an analysis for Canada, where
the public funding of health care has led to extensive debate over its value
and, more specifically, over the value of pharmaceutical products whose rate
of growth within the health care budget continues to increase.

Even though Murphy and Topel (2003, 2005) did not focus specifically on
pharmacological innovation or spending, they developed and extended their
valuation of overall changes in life expectancy and health quality improve-
ment in monetary terms. Their 2005 study used observed mortality rates
to calculate life expectancy changes over the twentieth century. Because
mortality rates are also reported by cause of death, they could calculate life
expectancy improvements by illness. Prior to their 2005 study, Murphy and
Topel used an earlier version of their methodology in 2003 to value changes in
life expectancy from 1970 to 1998; Nordhaus (2003) used a similar approach
to value changes in life expectancy from 1900 to 1995.

The Murphy and Topel (2005) approach was based on the vast literature
on the value of a statistical life.2 In their framework, health care and medical
innovation are presumed to increase the likelihood of individual survival
from their point of utilization. Based on existing empirical studies on the
value of a statistical life, the Environmental Protection Agency (EPA) has
used a $6.3 million value per statistical life. Murphy and Topel adopted the
EPA value in their analysis. However, rather than assuming that increases
in life expectancy are valued at a constant level throughout an individual’s
lifetime, Murphy and Topel used the $6.3 million value to construct value-
of-life schedules that incorporate the willingness to pay for increases in life
expectancy at different ages. Their analysis yielded a value of $200,000 for
an additional year of life at age 20, increasing to a maximum of $350,000 at
age 50, and declining to approximately $100,000 at age 95. Beyond age 95,
the value per life year dropped to under $100,000 but decreased at a
slower rate. The authors point out that these values were many times
higher than those used in some previous studies (for example, Lichtenberg
[2003a] used $25,000 per life year). However, Murphy and Topel main-
tained that these lower values do not correspond with the standard $6.3
million value of a statistical life used widely in the environmental policy
context.
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Based on this valuation methodology, Murphy and Topel calculated the
value of increased life expectancy in the United States from 1900 and 1970.
Since 1970, increases in life expectancy represented an economic value of
over $95 trillion or just under $3.2 trillion per year (in 2004 dollars) amount-
ing to about half of gross domestic product over the same period. The value
of overall life expectancy gains outweighed the increase in health expendi-
tures of $34.7 trillion dollars, except for men aged 85+ and women 64+, for
whom expenditures exceeded the value of life expectancy increases. In con-
trast to those for males, female life expectancy gains during the 1980–2000
period frequently fell short of increased health expenditures. The Murphy
and Topel research did not distinguish between spending on pharmaceu-
ticals and other health care expenditures; however, their methodology is
applicable to a narrow focus on pharmaceuticals. The economic valuation
methodology for life expectancy changes was based on observed mortality
rates, not the attribution of life expectancy changes to particular medical or
pharmaceutical innovations or spending levels.

The next section applies the Murphy and Topel methodology to the results
of the Cremieux et al. (2005) article relating gains in life expectancy to
pharmaceutical spending.

V. Monetary Value of Life Expectancy Increase from Canadian
Pharmaceutical Spending

The analysis in Cremieux et al. (2005) yielded life expectancies for men and
for women from 1981 to 1998 as predicted by a model and simulated with
drug spending at 1981 levels (Fig. 12.1). Using methodology from Murphy
and Topel (2005), life expectancy results from the Canadian pharmaceutical
spending study can be evaluated in monetary terms. The value at age a of a
statistical life is given by

∞∫

a

v(t)S(t, a)dt,

where v(t) is the value of a life year at time t and s (a, t) is the discounted
survivor function for an individual of age a at time t greater than a. Eco-
nomic gain attributed to any decrease in mortality rates between periods
t and t + 1 for an individual of age a is given by the value of a statistical
life for this individual computed with survivor functions at period t + 1
minus the value of a statistical life computed with survivor functions for
period t.
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Figure 12.1. Predicted gains in life expectancy and simulated values with pharmaceutical
spending at 1981 levels.

To compute this value requires survivor functions for relevant time peri-
ods as well as values for v(t). The survivor functions were computed from
male and female life tables available for 1982 and 1997 from Statistics
Canada. Economic values for additional life years were computed based
on Murphy and Topel (2005) and converted to Canadian dollars using the
average per capita ratios of Canadian to U.S. income for 1994–2003. These
income-adjusted life year values were then multiplied by 1.267 the purchas-
ing power parity (PPP) rate between Canada and the United States in 2004,
expressed in 2004 dollars.

The economic value of increased life expectancy in Canada was computed
for individuals from birth through age 109. To compute aggregate numbers,
the economic gain for each age was multiplied by the number of individuals
in each group as of 1997. Statistics Canada Tables were used for this purpose.
Tables 12.2 and 12.3 present the economic gain from decreases in mortal-
ity rates between 1982 and 1997 for Canadian men and women by age as
well as aggregate and per capita gains. Over the period, gains in economic
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Table 12.2. Gain from reduction in Canadian mortality by gender and age,
1982–1997

Total gain Population Gain per capita
(billions of CDN$2004) (’000s) (CDN$2004)

Male Birth 531.54 5,126 103,694
1–4 67.22 799 84,111
5–14 208.35 2,081 100,121

15–24 254.20 2,065 123,060
25–34 341.48 2,339 145,939
35–44 495.77 2,548 194,506
45–54 445.40 1,959 227,292
55–64 256.77 1,271 201,948
65–74 129.36 974 132,774
75–84 25.87 469 55,052
85+ 3.15 108 2,910

Female Birth 277.82 4,921 56,449
1–4 30.78 761 40,446
5–14 92.84 1,979 46,911

15–24 119.68 1,970 60,730
25–34 176.66 2,292 77,059
35–44 244.27 2,549 95,830
45–54 211.45 1,968 107,424
55–64 135.39 1,308 103,453
65–74 95.08 1,134 83,802
75–84 33.09 719 46,026
85+ 2.56 254 10,093

Sources: Murphy and Topel (2005); Statistics Canada (2002).

Table 12.3. Total gain and reduction in Canadian mortality

Total gain Annual gain
(billions of CDN$2004) (billions of CDN$2004) Percentage of GNP

Males 2,756.30 183.75
Females 1,419.70 94.65
Total 4,176.00 278.40 43%

Sources: Murphy and Topel (2005); Statistics Canada (2002).

value from reduced mortality in Canada approached $4.2 trillion in Cana-
dian currency. This overall gain represents an annual average economic gain
of $278 billion in Canadian dollars. Compared to average real gross domestic
product during the same period, economic gains from reduced mortality in
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Table 12.4. Canadian life expectancy increase
linked to pharmaceutical expenditures, 1981–1998

Months Total increase

Males 21.8 56.3%
Females 14.3 63.3%

Source: Calculations based on Cremieux et al. (2005).

Canada represent an unaccounted economic contribution equal to 43% of
Canadian GDP in 2004. The results in Tables 12.2 and 12.3 are comparable
to results in Murphy and Topel (2005) based on a 1982–1997 time period.

Based on results from Cremieux et al. (2005), the Canadian pharmaceuti-
cal spending model predicts that actual increases in pharmaceutical spend-
ing from their 1981 levels accounted for life expectancy increases reaching
21.8 months for males and 14.3 months for females by 1998. The model
predicts that 56% of total life expectancy gain for Canadian men from 1981
to 1998 is attributable to pharmaceutical product utilization (Table 12.4). At
63% of total life expectancy gain, the pharmaceutical contribution is even
larger for women than for men.

Table 12.5 reports the value of economic gain resulting from increased life
expectancy attributed to pharmaceutical consumption in Canada. Applying
the average annual life expectancy gains for the total Canadian population
from Table 12.2, the total value of life expectancy over the 17-year period,
1981–1998, was over $4.7 trillion in Canadian dollars. Of this, male life
expectancy gains amounted to $3.1 trillion, while female gains totaled $1.6
trillion. Results from the Canadian pharmaceutical study as reported in
Table 12.4 were applied to the male and female overall life expectancy gains
to calculate the economic value of increased pharmaceutical spending in
Canada during the 1981–1998 period. As shown in Table 12.4, increased
pharmaceutical spending accounted for nearly $2.8 trillion in Canadian life
expectancy value from 1981 through 1998. The gains attributed to pharma-
ceutical spending account for nearly 59 % of the value of total life expectancy
gains realized over the period. In contrast, from 1981 through 1998, total pri-
vate and public expenditures on pharmaceuticals excluding those adminis-
tered in hospitals totaled $140 billion in 2004 Canadian dollars. Incremental
spending over and above the level observed in 1980, the last year prior to
the period at issue, totaled $72 billion. The rate of return on total spend-
ing is 20 to 1 and the rate of return on incremental spending is nearly
40 to 1.
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Table 12.5. Economic value of Canadian life expectancy gains
attributable to pharmaceutical expenditures, 1981–1998

Increase in life expectancy Value of life expectancy gains
(billions of CDN$2004)

All causes
Males 3,124
Females 1,609
Total 4,732

From incremental drug spending since 1981
Males 1,760
Females 1,018
Total 2,778

VI. Conclusion

Because changes in health outcomes result from so many different and simul-
taneous factors, measuring the relationship between health outcomes and
any specific determinant remains difficult. Spending on pharmaceuticals is
often used as a proxy for the value of pharmaceutical care but often ignores
noncompliance, overprescription, over-the-counter sales, and the very def-
inition of a pharmaceutical product. Therefore, the results presented in this
chapter should be examined with care, and their precision should not be
overstated.

However, the evidence relating pharmaceutical spending and health
outcomes seems overwhelming. International studies, national studies,
and disease-specific analyses indicate that pharmaceutical products have
been a worthwhile investment over the last half century. With rates of
return exceeding 10 to 1 based on measures of increased life expectancy
alone, pharmaceutical products have successfully improved health out-
comes in developed countries at a cost dwarfed by the value of increased
longevity.

Using Murphy and Topel’s methodology and applying it to results from
Cremieux et al.’s 2005 article on the effect of pharmaceutical products in
Canada, we find that between 1981 and 1998, $72 billion (Canadian) in
incremental drug spending generated nearly $2.8 trillion in gains from
increased life expectancy.

These results seem high for two reasons. First, Murphy and Topel (2005)
assumed that the value of a life is significantly greater than was traditionally
reported in the health literature. Second, the Cremieux et al. (2005) results
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assigned over 50% of gains in life expectancy since 1980 to pharmaceuticals.
Even cutting the Murphy and Topel life year value in half and thereby stan-
dardizing the value of a life year for a 20-year-old American at $100,000,
the gains from incremental pharmaceutical spending in Canada would out-
weigh expenditures by nearly 20 to 1. At the individual level, the calculations
show that for an average investment of just over $300 per person per year
(or $5,300 over 17 years), Canadian men gained nearly two years in life
expectancy, while women gained more than a year. The difference across
genders is consistent with that reported by Murphy and Topel and would
certainly merit further study.

In conclusion, we find that although some periods of time are likely
to result in more productive discoveries than others, there is no evidence
that gains from pharmaceutical discovery have been fully realized. To the
contrary, it is likely that as valuable new pharmaceutical products are intro-
duced, and drugs made more accessible to broader populations, further
improvements in life expectancies will result.
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Pharmaceutical Innovation and Health

Outcomes

Empirical Evidence from Taiwan

Chee-Ruey Hsieh, Kuang-Ta Vance Lo, Yichen Hong,
and Ya-Chen Tina Shih

I. Introduction

Each year new pharmaceutical products are introduced as a consequence
of technological advances. For example, in the United States, between 1990
and 2004, the U.S. Food and Drug Administration approved 431 new drugs
with new molecular entities (NMEs).1 On average, nearly 29 NMEs are
introduced in the U.S. pharmaceutical market annually. These new drugs
extend the capability of medicine to treat diseases. New drugs developed in
the United States and other high-income countries are often soon introduced
in other countries, particularly if the new drug is a life-saving innovation
or represents a substantial improvement over existing drugs. Improving the
public’s health of population is a universal goal around the world, albeit
limited by many countries’ ability to afford the most recently developed
pharmaceuticals.

Adopting new and more effective drugs is costly. In recent years the growth
rate of spending on pharmaceuticals in many countries has far exceeded
the growth rate of overall health spending. Taking the median of OECD
(Organization for Economic Cooperation and Development) countries as
an example, during 1990–2000 the average annual growth rate of spending
per capita on pharmaceuticals was 4.5%, while the average annual growth
rate of health care expenditure per capita was only 3.1% (Anderson et al.
2003). As a result, increased spending on pharmaceuticals has become a
major driving force of rising personal health care expenditures in many
countries. Several empirical studies have provided strong evidence that the
growth of consumption of new drugs, not increased prices, accounts for most
of the increase in spending on pharmaceuticals (Berndt 2002; Glied 2003).

242
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While expenditures on pharmaceuticals have risen, there is empirical
evidence that innovation in pharmaceuticals has been an important con-
tributor to improved health of the population in many countries (Cutler
2004). Pharmaceutical innovation, such as new drugs for hypertension and
high cholesterol, accounts for about one-third of the reduction in cardio-
vascular disease in the United States (Cremieux et al., Chapter 12; Cutler
and Kadiyala 2003).

Although pharmaceutical innovation has increased both costs and bene-
fits, health policy makers globally seem to pay more attention to increased
costs rather than to the increased benefits (Sloan and Hsieh, Chapter 1).
Some benefits of pharmaceutical innovation, such as the increase in
longevity, accrue only in the long run, but higher costs associated with phar-
maceutical innovation are apparent soon after new drugs are introduced.
Also, higher costs are more readily observable to policy makers, and policy
makers’ time horizon may be short. Health policy makers consequently tend
to focus on cost control and adopt such policies as imposing low prices on
new pharmaceuticals and adopt restrictive formularies, which limit avail-
ability of new drugs to consumers. However, as Cutler (2004) argued, cost
containment is not a goal of the health sector in itself; rather an appropriate
social objective is increasing the value obtained from scarce resources. A key
goal of health policy should be to decrease wasteful spending, that part of
spending that yields only minor or even no benefit, not to decrease spending
overall. To achieve this goal, Cutler suggested that “the right step is to move
toward a system that improves our health, spending less as appropriate but
more if need be” (p. 123).

To improve resource allocation, measuring the benefits of pharmaceutical
innovation is an important first step. Fortunately, the number of empirical
studies measuring the value of health investment, including spending on
health care in general and on pharmaceuticals in particularly, has increased
rapidly in recent years (see Cremieux et al., Chapter 12). But, unfortunately,
most of this research has been based on data from only two countries, the
United States and Canada.

This chapter estimates the impact of pharmaceutical innovation on health
outcomes using data from Taiwan. As a newly industrialized country, Taiwan
has become an innovator in some specific industries in the past few decades,
such as information technology. However, to date Taiwan has lacked the
capability to develop NMEs. As a result, Taiwan, like other newly industri-
alized countries and developing countries with some ability to pay for new
technologies, has relied on advanced countries that have such capabilities



P1: JZP
0521874904c13 CUNY749B/Sloan 0 521 87490 4 March 20, 2007 8:58

244 Hsieh, Lo, Hong, and Shih

and has been relegated to a user rather than an innovator of new pharma-
ceutical technologies.

Specifically, we test the hypothesis that diseases for which there has been
relatively more pharmaceutical innovation have experienced more improve-
ments in health outcomes than have outcomes for other diseases for which
technological progress has lagged. To test this hypothesis, we constructed a
disease-specific panel database for the period 1985–2002, cross-classifying
drugs and diseases. We restricted our definition of new drugs to NMEs, using
the cumulative number of new drugs approved and launched in Taiwan as
our measure of pharmaceutical innovation and longevity as the measure
of health outcomes. We find that adoption of new drugs has a significantly
positive effect on longevity. Our most conservative estimates suggest that a
10% increase in cumulative number of NMEs is associated with an increase
in life expectancy at birth of approximately 0.1%.

In Section II we review previous literature on the effect of new drug adop-
tion on health outcomes. In Section III we describe our data and method-
ology, which is followed by a description of our results in Section IV. In
Section V we provide a discussion on our findings and the limitations of
our study. Finally, in Section VI we discuss the policy implications of our
findings and directions for future research.

II. Literature Review

Chapter 12 reviewed the current state of literature on the value of pharma-
ceuticals in general. Several studies have empirically estimated the relation-
ship between pharmaceutical spending levels and health outcomes using
variation across countries and over time within individual countries. Over-
all, these studies have found that higher pharmaceutical spending is asso-
ciated with better health outcomes, as measured by such health indicators
as increased life expectancy and lower infant mortality rates. These findings
suggest that spending more on pharmaceutical products, such as introduc-
ing new drugs into the formulary, is good for population health. Here we
focus specifically on studies that directly investigate the effect of pharmaceu-
tical innovation on population health. Most studies on this topic are based
on cost-effectiveness analysis, which investigates the effect of a specific drug
technology on certain health outcomes (sometimes termed “endpoints”)
(see, e.g., Kobelt et al. 2003). By contrast, a small but growing literature
focuses on aggregate-level productivity, that is, on the effect of innovation
in a particular therapeutic class of drugs rather than one or two drugs, on
population health, rather than on the health of a sample of persons from a
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randomized control trial. This approach treats pharmaceutical innovation
as an input in the production of good health.

A common issue in these aggregated studies is how to measure innovation
in pharmaceuticals. Three different types of measures have been used: (1)
the cumulative number of drugs approved with NMEs, (2) newer drugs as
a proportion of total physician prescriptions, (3) and the average vintage of
drugs.

Lichtenberg (2004b, 2005b) used the first approach. He emphasized that
the approval of NMEs represents the most important form of innovation.
New drugs may be introduced in various forms, including NMEs, new for-
mulations, new combinations, new indications, or drugs that are identical to
existing products. This approach implicitly treats the approval of NMEs as
a technological change; the introduction of other types of new drugs is only
an improvement of existing technologies.2 Using the cumulative number of
NMEs available in the market by year, Lichtenberg found a significantly pos-
itive relationship between his measure of pharmaceutical innovation and life
expectancy in the United States and in a much broader sample containing
data from 52 countries.

A second approach used by Lichtenberg (2003a) measures the innovation
in pharmaceuticals by both the development and diffusion of new drugs.
This approach implicitly assumes that the rate of market penetration by
new drugs is an appropriate measure of the rate of technological change.
Based on this approach, Lichtenberg (2003a) reported that diseases with rel-
atively high rates of technological change in drug therapy have experienced
relatively greater reductions in disease-specific mortality. He estimated that
increases in the market share of new drug explained over 45% of the varia-
tion across disease in mortality reduction during the period 1971–1990 in
the United States.

A third approach used by Lichtenberg and Virabhak (2002) measures the
vintage of the drugs by the year in which the U.S. Food and Drug Adminis-
tration first approved a drug’s active ingredients. This approach implicitly
assumes that newer vintages of drugs consumed by individuals represent
technological improvements in medical care. Using data from U.S. Medical
Expenditure Panel Survey in 1997, Lichtenberg and Virabhak found that
individual patients who used newer vintage drugs had a higher probabil-
ity of survival, better self-evaluated health status, and fewer limitations in
physical function.

Although the empirical measures of pharmaceutical innovation are
diverse, the studies consistently indicate that technological change in phar-
maceuticals leads to better health outcomes. Nevertheless, existing methods
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of measuring innovation in pharmaceuticals have several limitations. First,
they capture the quantity of innovations but ignore the quality of such inno-
vations. As part of its drug approval process, the U.S. Food and Drug Admin-
istration classifies the new drug as (1) representing a significant improve-
ment over existing drugs or (2) having therapeutic qualities similar to those
of existing drugs. The latter are sometimes called “me-too” drugs (Sloan
and Hsieh, Chapter 1).

Market size is an important determinant of the development and launch-
ing of new drugs (Acemoglu and Linn 2004; Finkelstein 2004; Danzon,
Wang, and Wang 2005). Firms are more likely to develop me-too drugs for
larger therapeutic markets. For this reason, simply counting the number of
NMEs is a source of measurement error.

Second, existing approaches assume that all new drugs within a therapeu-
tic class have the same rate of technological diffusion. The pharmaceutical
industry spends more on marketing and administration than on research
and development (Sloan and Hsieh, Chapter 1; Reinhardt, Chapter 2). Major
pharmaceutical manufactures in the United States spend about one-third
of sales revenue on marketing (Reinhardt, Chapter 2). Further, marketing
efforts by pharmaceutical firms are highly concentrated on drugs with larger
potential market size (Berndt, Chapter 9). These findings, taken in combi-
nation, suggest that rates of technological diffusion across different types
of drugs depend on market size and marketing effort. For this reason, such
indicators of technological change as the new drug prescriptions as a share
of all prescriptions written by physicians and the average vintage of drugs
consumed by patients are also subject to measurement error.

In this chapter we adopt the first approach to quantify the amount of
pharmaceutical innovation. Although this approach ignores the quality of
innovations, the use of Taiwanese data provides an advantage over the exist-
ing studies. As mentioned above, Taiwan is a user rather than an innovator of
new drugs. Thus, all drugs with NMEs are imported. As a small open econ-
omy, NMEs introduced into Taiwan come from various countries, including
the United States, Japan, and European countries. In this sense, our measure
of innovation represents the adoption of new technology.

III. Data and Methods

Data

Data for this study came from two sources: (1) IMS Health Taiwan for data
on NMEs and (2) the Department of Health in Taiwan for data from death
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certificates. The IMS Health Taiwan database tracked new drugs introduced
in Taiwan between 1985 and 2002. Each record contained the following
information: year the product was launched in Taiwan, the active ingredi-
ent(s) of the product (molecule), and its anatomical therapeutic chemical
(ATC) classification. Death certificate data provided information on demo-
graphic characteristics of the deceased, cause of death in ICD-9 codes, and
date of death.

The first level of the ATC classification system divided all drugs into
14 categories, representing the anatomical main groups (World Health
Organization Collaborating Center for Statistics Methodology 2004), for
example, alimentary tract and metabolism (Group A), blood and blood-
forming organs (Group B), and the cardiovascular system (Group C).
The first level of the ATC corresponds closely to the ninth version of the
International Classification of Diseases (ICD-9) (Table 13.1). Like Lichten-
berg (2005b), we used the correspondence between the drug classification
system (the ATC system) and ICD-9 categories to merge the above two
data sets. We excluded external causes of death from our analysis since
our main objective was to empirically examine effects of new drugs on
health outcomes. We also excluded the disease classes rarely associated
with death, such as diseases of the ear and mastoid process (i.e., Groups
H and S of the ATC classification system). Our final analytical sample con-
sisted of panel data with 10 disease/therapeutic categories for 1985–2002
(Table 13.1).

Pharmaceutical Innovations

We used the cumulative number of drugs with NMEs approved and launched
in Taiwan to measure pharmaceutical innovations. The annual number of
NMEs introduced into Taiwan between 1985 and 2002 followed cyclic pat-
terns (Fig. 13.1). In 1985, 95 NMEs were introduced in this market. This
number decreased to 52 and 49 in the next two years, but increased subse-
quently. In 1995 only 15 NMEs were introduced, possibly reflecting delays
in approvals caused by the transition from the then-existing health care
financing system to national health insurance in Taiwan in that year.3

In spite of intertemporal differences in the number of NMEs intro-
duced, the cumulative number of NMEs launched in Taiwan increased
steadily. Between 1985 and 2002, 821 NMEs were introduced in Taiwan
(Fig. 13.2). On average, nearly 46 NMEs were introduced into Taiwan’s
market annually.4 The three largest therapeutic categories were alimentary
tract and metabolism, cardiovascular system, and nervous system, each
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Table 13.1. Link between Anatomical Therapeutic Chemical (ATC) code and ICD-9-CM
code

1st-level ATC
code Description ICD-9-CM Disease class

A Alimentary tract and
metabolism

520–579 Diseases of the digestive
system

240–279 Endocrine, nutritional,
and metabolic diseases

B Blood and blood-forming
organs

280–289 Diseases of the blood and
blood-forming organs
and certain disorders
involving the immune
mechanism

C Cardiovascular system 390–459 Diseases of the
circulatory system

D Dermatologicals 680–709 Diseases of the skin and
subcutaneous tissue

G Genitourinary system
and sex hormones

580–629 Diseases of the
genitourinary system

J & P Anti-infectives for
systemic use
Antiparasitic products,
insecticides, and
repellent

001–139 Certain infectious and
parasitic diseases

L Antineoplastic and
immunomodulating
agents

140–239 Neoplasms

M Musculoskeletal system 710–739 Diseases of the
musculoskeletal
system and connective
tissue

N Central nervous system
(CNS)

290–319 Mental and behavioral
disorders

320–359 Diseases of the nervous
system

R Respiratory system 460–519 Diseases of the
respiratory system

Source: Lichtenberg (2005b), p. 58; ICD-9-CM codes were modified by authors.

accounting for approximately 14% of the new drugs (Fig. 13.3). Anti-
infectives for systemic use, antiparasitic products, insecticides, and repel-
lents taken together account for 15% of the new drugs, and the shares of the
other groups range from 5% to 8%.
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Figure 13.1. Annual number of NMEs introduced into Taiwan’s pharmaceutical market,
1985–2002.
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Figure 13.2. Cumulative number of NMEs in Taiwan, 1985–2002.

Health Outcomes

The intertemporal (annual) and cross-sectional (therapeutic classes) varia-
tion in the cumulative number of drugs with NMEs allowed us to evaluate
the contribution of pharmaceutical innovation to health outcomes empiri-
cally. Specifically, we explored whether greater improvements in health out-
comes were realized for those diseases for which the stock of innovative drugs
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Figure 13.3. Frequency distribution of NMEs in Taiwan’s pharmaceutical market, 1985–
2002 (%).

increased more rapidly. For this purpose, it was necessary to have disease-
specific health outcome measures.

Although life expectancy is the best available general measure of health
outcomes, no life tables exist by disease. We constructed an alternative
measure of disease-specific life expectancy by computing the proportion
of deaths that occurred above certain ages, such as 65, using data on deaths
by disease category from a time series of mortality data obtained from the
Department of Health in Taiwan.5

This measure is likely to be a reasonable proxy for disease-specific health
outcomes for two reasons. First, the proportion of deaths occurring above a
certain age can be interpreted as the probability of survival until that age, for
example, age 65 (Lichtenberg 2005b). Second, there is a statistically positive
relationship between life expectancy at birth and the proportion of deaths
occurring above a specific age, based on comparisons of time series data
within a country or cross-sectional data across countries. For example, with
life expectancy at birth on the vertical axis and the proportion of deaths
occurring above age 65 for the whole population at the horizontal axis using
time series data from Taiwan for 1971–2002, there is a significantly positive
relationship, for both males and females (Fig. 13.4). Life expectancy at birth
increases as the age at death increases.

In Taiwan the ratio of deaths occurring above age 65 of total deaths
for a category varied widely. In 1985 the ratio ranged from 33% for dis-
eases of the nervous system to 70% for diseases of the respiratory sys-
tem. In 2002 the corresponding ratios for these two categories increased
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Figure 13.4. Relationship between life expectancy and ratio of deaths occurring above
age 65, 1971–2002.

to 63% and 88%, respectively. Thus, in spite of variations among differ-
ent disease groups, the probability of survival until age 65 increased for
almost all disease groups, exceptions being diseases of the skin and sub-
cutaneous tissue and diseases of the musculoskeletal system and connec-
tive tissue. This upward trend is also apparent from a comparison of the
disease-specific health outcomes in 2002 with those in 1985 (Fig. 13.5).
Each point represents a specific disease group. With the exception of the
musculoskeletal system (disease Group M), every point in Figure 13.5 lies
above the 45-degree line, implying an appreciable improvement in health
outcomes during 1985–2002, but with considerable variation among disease
groups.

Model Specification

Using the above measures for pharmaceutical innovation and health out-
comes, we constructed panel data for disease-specific health outcomes and
the cumulative number of NMEs for each disease category. We hypothesized
that diseases associated with a higher rate of pharmaceutical innovations
would experience greater improvements in health outcomes.
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Figure 13.5. Probability of survival to age 65 in 2002 vs. in 1985, by disease category.

We acknowledge that other factors than pharmaceutical innovation may
account for improved health outcomes. Omitting relevant explanatory
variables may result in biased parameter estimates if the omitted vari-
ables are correlated with included explanatory variables. Since we used
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Table 13.2. Regression results in panel data models

Fixed-effect model Random-effect model Hausman test

Lag periods β t-Value Overall R2 γ t-Value Overall R2 Probability > χ2

0 (N = 180) 0.142 15.43 0.1571 0.141 15.43 0.1571 0.3078
1 (N = 170) 0.125 13.64 0.1359 0.124 13.64 0.1359 0.4291
2 (N = 160) 0.112 11.97 0.1179 0.111 11.97 0.1179 0.5160
3 (N = 150) 0.096 10.19 0.1004 0.096 10.20 0.1004 0.6294
4 (N = 140) 0.089 8.93 0.0903 0.088 8.94 0.0903 0.6828
5 (N = 130) 0.078 7.84 0.0844 0.078 7.87 0.0844 0.7790

Note: N indicates the number of observations.

disease-specific data in our analysis, we could use the fixed-effect and, alter-
natively, random-effect models to at least partly deal with the potential
problem of omitted variables bias. Using fixed effects, we could at least con-
trol for time-invariant omitted variables. However, a shortcoming of fixed
effects is that the estimated parameters may be inefficient. An alternative
technique, which also yields consistent (unbiased) but more efficient esti-
mates, is random effects. Fixed- and random-effect models as used in this
study are of the general form:

Fixed-effect model : ln(Yit ) = αi + β ln(Xi,t−k) + µi t (13.1)

Random-effect model : ln(Yit ) = α + γ ln(Xi,t−k) + µi + εi t (13.2)

where Yit is the probability of survival to age 65 for disease group i at
time t, Xi,t−k is the cumulative number of NMEs launched since 1985 for
disease group i at time t − k, and εi t and µi t are random error terms.
Lagging the stock by k years allowed for a delay between the year in which
drugs are introduced and the year during which the new drug affected
health outcomes. We conducted Hausman tests to determine the model
specification most appropriate for this analysis.6

IV. Results

Results based on both fixed effects and random effects, with P-values from
the Hausman tests, are shown in Table 13.2. The Hausman tests indicated
that, in this context, a random-effect framework was more appropriate.

Overall, increases in the stock of pharmaceutical innovation led to sta-
tistically significant improvements in health outcomes, which support our
study hypothesis. Because both the dependent and explanatory variables
were expressed in logarithms, the parameter estimates are elasticities: that
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Table 13.3. Regression results with mean household income and time trends

Fixed-effect model Random-effect model

Explanatory variable 1 2 1 2

Cumulative NME 0.090
(3.29)

0.075
(3.23)

0.086
(3.27)

0.073
(3.22)

Mean household income 0.142
(1.98)

— 0.151
(2.17)

—

Time trend — 0.008
(3.07)

— 0.008
(3.22)

Constant −2.691
(−3.06)

−0.795
(−13.43)

−2.797
(−3.26)

−0.710
(−10.11)

Overall R2 0.19 0.20 0.19 0.20

Note: Asymptotic t-statistics are in parentheses.

is, a 1% change in the explanatory variable (pharmaceutical innovation)
leads to an x% change in the dependent variable (probability of survival)
according to the size of the parameter estimate on the variable for pharma-
ceutical innovation. All estimates were statistically significant in the models
with different period of lags, with the estimated coefficient decreasing as the
lag duration lengthened.

Specifically, we found that a 10% increase in the stock of pharmaceutical
innovation led to a 0.8–1.4% increase in the probability of survival to age 65.
These results are consistent with findings in the recent literature that medical
research in specific and technological change in medicine in general have
a significant contribution to health outcomes (e.g., Cutler and McClellan
2001a, b; Murphy and Topel 2003b; Cutler 2004).

Parallel to the advance of pharmaceutical innovation, other determinants
of health outcome may also change over time, such as income level and
personal health care expenditures on other types of care. Because of the
limitation of data sources, we are unable to construct the disease-specific
data for health care expenditure and income. Rather, we use the average
annual household income and time trend to control the influence of social
and economic factors on health outcome. For simplicity, we assume that
the health effect of pharmaceutical innovation occurs without lag when we
extend our regression to include other explanatory variables.

As shown in Table 13.3, the pharmaceutical innovation remains to have
significantly positive impact on the probability of survival to age 65 after con-
trolling for the effect of economic and social trends. However, the magnitude
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of health gain attributed to the pharmaceutical innovation decreases about
40% when average household income or time trend is added into the regres-
sion model. The results indicate that a 10% increase in the stock of phar-
maceutical innovation leads to a 0.8 to 0.9% increase in the probability of
survival to age 65.

Although the lack of a disease-specific life table is an impediment to
investigating a direct causal relationship between pharmaceutical innova-
tion and life expectancy, we further explored this relationship with two
alternative approaches. First, we used an indirect two-step approach to esti-
mate the effect of pharmaceutical innovation on life expectancy at birth.
That is, we first estimated the average effect of change in pharmaceuti-
cal innovation on the change in probability of survival to age 65 from a
disease-specific panel database (as shown in Tables 13.2 and 13.3). We then
estimated the mean effect of change in the probability of survival to 65 for
the whole population on the change in life expectancy at birth using time
series data. By multiplying these two estimates, we obtained the mean effect
of change in pharmaceutical innovation on the change in life expectancy at
birth.

Using data shown in Figure 13.4, we used ordinary least squares to esti-
mate the effect of the probability of survival to age 65 on life expectancy at
birth and found a significantly positive association between these two mea-
sures: a 10% increase in probability of survival to age 65 was associated with a
1.3% increase in life expectancy. This result, combined with the estimates in
Tables 13.2 and 13.3, implies that a 10% increase in the stock of pharma-
ceutical innovation would lead to an increase in life expectancy at birth by
0.10% (i.e., 0.8% × 1.3%) to 0.18% (1.4% × 1.3%).

Second, one could directly estimate the effect of pharmaceutical innova-
tion on life expectancy at birth by regressing life expectancy at birth on phar-
maceutical innovation. Since we did not have disease-specific life expectancy
tables, we used ordinary least squares with a variable for all NMEs intro-
duced in Taiwan during 1985–2002, the explanatory variable, and with the
dependent variable being life expectancy at birth. The disadvantage of this
approach is that we had to rely on time series data with only 18 observations.
With such a short time period, our regression results must be interpreted
with caution. However, the advantage of this approach is that the life table
data in Taiwan are available for males and females in 19 age groups. Thus,
we could have different measures of the dependent variable in the regres-
sion model, and this in turn permitted us to assess whether the effect of
pharmaceutical innovation on health outcome differs by age groups.
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Table 13.4. Estimates of life expectancy by age and gender

Life
expectancy
age groups Males Females

(yrs) Estimate Standard error t-Value Estimate Standard error t-Value

Birth 0.0139 0.0019 7.37 0.0194 0.0016 11.82
0–4 0.0100 0.0023 4.30 0.0153 0.0021 7.41
5–9 0.0142 0.0021 6.92 0.0199 0.0018 11.01

10–14 0.0146 0.0021 6.77 0.0211 0.0019 11.11
15–19 0.0152 0.0022 6.80 0.0226 0.0020 11.30
20–24 0.0153 0.0020 7.62 0.0243 0.0021 11.64
25–29 0.0155 0.0019 7.94 0.0259 0.0022 11.83
30–34 0.0163 0.0019 8.58 0.0281 0.0023 12.11
35–39 0.0289 0.0101 2.87 0.0305 0.0025 12.22
40–44 0.0212 0.0021 10.33 0.0377 0.0031 12.09
45–49 0.0241 0.0022 10.87 0.0338 0.0027 12.30
50–54 0.0269 0.0024 11.17 0.0417 0.0034 12.35
55- 59 0.0310 0.0024 12.69 0.0463 0.0038 12.31
60–64 0.0373 0.0027 13.49 0.0518 0.0044 11.71
65–69 0.0464 0.0036 12.97 0.0568 0.0051 11.22
70–74 0.0572 0.0047 12.13 0.0601 0.0057 10.58
75–79 0.0719 0.0074 9.71 0.0613 0.0064 9.38
80–84 0.0969 0.0137 7.06 0.0686 0.0083 8.24
85+ 0.1667 0.0217 7.67 0.1100 0.0185 6.35

Table 13.4 reports the estimated effect of pharmaceutical innovations on
life expectancy by gender and age. The elasticity of life expectancy at birth
with respect to pharmaceutical innovation is 0.014 for males and 0.019
for females, implying that a 10% increase in the stock of pharmaceutical
innovation would lead to an increase in the life expectancy at birth by
0.14% years for males and by 0.19% years for females. Although the results
reported in Table 13.4 are very preliminary, these results closely resemble
results obtained from an indirect approach.

Also, according to results presented in Table 13.4, the “productivity” of
pharmaceutical innovation increased with age. For life expectancy at birth,
the elasticity of pharmaceutical innovation was less than 0.02, but rose to
0.17 for the life expectancy of men at age 85 and over. This trend in estimated
effects suggests that the marginal contribution of pharmaceutical innova-
tions in prolonging life was higher for persons at higher ages. Moreover, the



P1: JZP
0521874904c13a CUNY749B/Sloan 0 521 87490 4 March 20, 2007 9:7

Pharmaceutical Innovation and Health Outcomes 257

productivity of pharmaceutical innovation for females was greater than that
for males until after age 75, at which point the pattern reversed.

V. Discussion

The research reported in this chapter has examined the association between
pharmaceutical innovations and health outcomes, using the cumulative
number of NME launches in Taiwan as a measure of innovations. Based
on a disease-specific panel, we found a statistically significant, positive
relationship between the stock of pharmaceutical innovation available in
Taiwan’s market and the probability of survival to age 65, after account-
ing for the economic and social trends. We investigated the effect of phar-
maceutical innovation on life expectancy with two different approaches.
Both approaches yielded similar results. Our low bound or conserva-
tive estimate suggests that a 10% increase in the stock of pharma-
ceutical innovation led to an increase in life expectancy at birth by
about 0.1%.

We also found that the impact of pharmaceutical innovation on increased
longevity was larger for the elderly than for younger persons. The produc-
tivity of pharmaceutical innovation was higher for females than for their
male counterparts until age 75; for persons older than this, productivity
of innovation was higher for men. This pattern suggests that pharmaceuti-
cal innovation may decrease the difference in life expectancy between men
and women. On the other hand, the larger impact found in men aged 75
and above may be attributed to sample selection. That is, given a longer
life expectancy among women, men who survived beyond the mean life
expectancy for their gender may have been healthier than women in the
same age range.

The research findings reported here, together with the existing literature
reviewed here and in Chapter 12, increase our understanding of the benefit
of pharmaceutical innovation as a whole. Compared to costs, benefits are
more difficult to quantify because benefits are multiple-dimensional and are
more variable over time. For these and possibly for other reasons as well, the
existing literature provides more empirical documentation on the effects
of pharmaceutical innovation on health care costs than on health benefits
(e.g., Dubois et al. 2000; Addis and Magrini 2002; Morgan 2002; Duggan
2005). Our study adds a new insight on the benefits of pharmaceutical
innovation and hence makes a contribution to balance the view on the
benefits and costs of adopting new pharmaceutical products.
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Specifically, our result provides an empirical basis for quantifying the
contribution of pharmaceutical innovation to increase in life expectancy. As
shown in Figure 13.2, the cumulative number of NME in Taiwan increased
about 50%, from 548 in 1996 to 821 in 2002. Based on our study findings,
this increase should have increased life expectancy by 0.5% (50 × 0.01). In
1996 life expectancies for males and females in Taiwan were 71.89 and 77.77,
respectively (ROC Department of Health 2005). Thus, predicted longevity
gains resulting from new drug launches were 0.36 (71.89 × 0.005) and 0.39
(77.77 × 0.005) years for males and females, respectively. During 1996–
2002, the actual increase in life expectancy was 1.33 years for males and 1.17
years for females (ROC Department of Health 2005). We thus infer that
new drug launches accounted for about 27% (0.36/1.33) to 33% (0.39/1.17)
of the observed longevity gain in Taiwan. The mean annual increase in life
expectancy of the Taiwanese population resulting from new drug launches
was about three weeks (52 × 0.36/6), similar to the estimates by Lichtenberg
(2005b).

Our results on benefits can be used with estimates of costs to calculate
the incremental cost-effectiveness ratio (ICER). The ICER, which could be
interpreted as cost per life year gained resulting from introduction of new
drugs in this group of studies, provides a standard metric with which to
compare the productivity of health care across different types of products
and different countries. Thus, the calculation of ICER provides useful infor-
mation for improving the efficiency of resource allocation in a country. In
addition, international comparison of ICERs for the same product provides
useful information for better understanding performance of health care
systems in different countries.

For example, Lichtenberg (2005b) estimates that the ICER is about
U.S. $6,750 (1997 dollars) for new drug launches in the OECD countries.
By combining the benefit estimation reported in this chapter with the esti-
mation on costs, Hsieh and Sloan (2006) find that the ICER for new drug
launches in Taiwan is U.S.$1,704 (2003 dollars). As noted above, health
benefits of new drugs launches in Taiwan are almost the same as in other
countries, but the per capita expenditure spent on new drugs in Taiwan
is lower than that for the mean of OECD countries used in Lichtenberg’s
calculations. One reason that Taiwan has a lower per capita expenditure
in new drugs is that its government, as single payer, imposes price reg-
ulation on pharmaceuticals. Countries imposing the price regulation on
pharmaceutical products capture a larger consumer surplus arising from
pharmaceutical innovation and hence have a lower ICER. However, as
noted by Danzon, Wang, and Wang (2005), earning a larger consumer
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surplus by regulatory force comes at a cost of the delay in launching a new
drug.

There are several limitations in our study as well as in previous studies that
have sought to quantify the health benefits of pharmaceutical innovation.
First, we measured health outcomes only in terms of deaths averted. As
documented by Cutler (2004) and others, pharmaceutical innovation may
also increase quality of life and labor force productivity. For this reason,
our study underestimates the contribution of pharmaceutical innovation to
improved health outcomes.

Second, we may have overestimated the benefit of longevity gains result-
ing from the launches of new drugs given that the determinants of mortality
reduction are very complex (Cutler, Deaton and Lleras-Muney 2006), and
our analysis may not have sufficiently accounted for this complexity. Other
factors, such as changes in life style and living environments, may also have
important impacts on individuals’ health. Although we partially controlled
for these other factors with the fixed-effect and random-effect models, there
may still be unobservable characteristics not accounted for in our analysis.
In particular, Lichtenberg (2005b) noted that other technological advances
other than in the pharmaceutical sphere may have co-occurred and were not
explicitly captured by the analysis. Thus, the longevity gain resulting from
new drug launches may be overestimated if the researcher simply uses the
cumulative number of drugs approved with NMEs as a measure of phar-
maceutical innovation. To correct the potential bias in quantifying benefits,
Lichtenberg (2005b) and Hsieh and Sloan (2006) took only one-third of
the estimated effect of new drugs on longevity gain to calculate the cost per
life year gained from the launch of new drugs. This correction was based
on the evidence that U.S. pharmaceutical R&D expenditure accounts for
about one-third of national health R&D expenditure (Lichtenberg 2005b).
Thus, it is plausible that the remaining two-thirds of the estimated effect
of new drugs on longevity gain may be attributable to other medical
innovations.

Third, we assumed that the productivity or quality of pharmaceutical
innovation was homogeneous across disease/therapeutic groups. However,
according to ratings of U.S. Food and Drug Administration, therapeutic
advances varied significantly among NMEs. Such ratings were not avail-
able for Taiwan. Thus, we could not control the variation in the extent of
innovativeness among NMEs in our study.

Fourth, this and other studies focusing on aggregate-level productiv-
ity present an average effect of pharmaceutical innovation on health out-
comes. Although, in the aggregate, pharmaceutical innovation as a whole is



P1: JZP
0521874904c13a CUNY749B/Sloan 0 521 87490 4 March 20, 2007 9:7

260 Hsieh, Lo, Hong, and Shih

beneficial relative to its costs, this does not imply that every new drug is cost
effective. There is plausible considerable heterogeneity in health benefits
among new drugs. The mean or average effect is not likely to be equal to the
effect for any particular drug. Thus, an aggregate study like ours provides
useful information on overall decision about resource allocation, but it is
not a good information source for reimbursement decisions for individual
drugs.

VI. Conclusion

This study used data obtained from Taiwan to estimate the impact of phar-
maceutical innovation on health outcomes. Overall, our analysis provides
evidence consistent with existing literature, namely, that pharmaceutical
innovations have a significantly positive impact on life expectancy. Most
of the pharmaceutical innovations that occurred during our study period
were imported from other countries, such as the United States, Japan, and
various European countries. In contrast to these countries, Taiwan, because
of both its size and lower level of economic development than the countries
where most pharmaceutical research and development is taking place, has
limited capacity for such research and development. For an innovation to
occur in Taiwan, not only must the drug be introduced in one of the large
highly developed countries, but the new technology also must be adopted by
Taiwan. Given the higher price of new drugs, there is considerable pressure
against adoption. However, our finding on the positive association between
pharmaceutical innovation and health suggests that not only is cost higher,
but benefits are often likely to be high as well.

An important policy implication of our findings is that focusing on cost
containment is not a wise strategy for health policy. Rather, as noted by
Cutler (2004), the goal of health policy is on increasing the value of the
system. To achieve this goal, the key policy challenge is setting the optimal
balance between improving the health of the population and controlling the
health care budget. In Chapter 11 Drummond indicates that more than 10
countries in the world have formally adopted economic evaluation research
as an important input in reimbursement decisions. By contrast, Taiwan
and several other countries reliant on price regulation of pharmaceutical
products have not yet formally implemented this approach. Such evaluation
represents a promising approach for boosting the value of public spending
still further.

As emphasized by Reinhardt in Chapter 2, public investment on valu-
ing pharmaceutical products is an important step toward balancing power
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between the demand and supply sides of pharmaceutical markets. A lesson
from this and previous studies is that excluding new drugs to save money is
likely to be unwise, but so is writing a blank check for all new drugs. Thus,
careful, but expeditious, analysis of the costs versus benefits of individual
new drugs before introduction represents a prudent course for public policy
in this field.
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FOURTEEN

Conclusions and Policy Implications

Frank A. Sloan and Chee-Ruey Hsieh

I. Introduction

This final chapter summarizes key findings and conclusions of the previous
chapters and explores their policy implications. More specifically, we discuss
eight policy issues that arise as governments seek to promote pharmaceu-
tical innovation in their countries as well as to cope with the consequences
of such innovation on public and private budgets, distinguishing between
new innovations that are worth the extra cost from those that are not. The
issues, which have implications for public decision making ranging from
industrial to health policy, are (1) whether or not a country without a well-
developed pharmaceutical sector can successfully promote developing such a
sector with an industrial policy, (2) strategies for promoting pharmaceutical
innovation, (3) incentives for development and production of vaccines, (4)
public provision of information on pharmaceutical cost and effectiveness,
(5) policies to promote competition in markets for pharmaceutical prod-
ucts, (6) differentials in prices of pharmaceutical products among countries,
(7) health benefits of pharmaceuticals, and (8) how governments cope with
pharmaceutical innovation.

II. Is an Industrial Policy Aimed at Promoting Development
of a Pharmaceutical Industry Likely to Succeed?

Government policy makers wear two hats vis-à-vis the pharmaceutical sec-
tor: (1) seeking to promote economic growth by increasing national employ-
ment and income, key objectives of industrial policy, and (2) promoting per-
sonal health and life expectancy and averting the spread of pandemics, key
objectives of health policy, the latter being more likely to succeed as a conse-
quence of the widespread availability and use of innovative pharmaceutical

262
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products (Sloan and Hsieh, Chapter 1). Facing wage competition in the man-
ufacturing sector from less well-developed countries, many newly industri-
alized countries seek to promote economic growth, using the pharmaceutical
and biotech industries as means toward this end. The major technological
advances such as those occurring in genomics have, if anything, made this
path to economic growth even more attractive. However, the critics argue
that the high R&D cost and knowledge capital in this industry, which may
not be easily imported, constitute effective barriers to entry, making a public
policy emphasis on developing local pharmaceutical and biotech industries
inherently risky.

One trend that favors such as emphasis is that pharmaceutical R&D is no
longer as monolithic as it once was (Comanor, Chapter 3). In recent years
the research process in the pharmaceutical industry has become increasingly
disintegrated. An increasing share of pharmaceutical research is being car-
ried out in small biotechnology companies that limit their businesses to one
or a small number of products. Increasingly, the major drug companies enter
the process only at the development and testing phases. The structure of dis-
covering and developing new drugs having shifted from highly integrated
firms to a much more disintegrated process is allowing greater division of
labor among firms that can be located in different countries. And once drugs
have been developed, pharmaceutical products tend to have high value rel-
ative to weight and space required for shipment. Thus, transportation cost
is less of a factor than in other industries, which manufacture heavier and
bulkier products. Given that location decisions of pharmaceutical research
and development (R&D) are not driven by the distance to market, small
firms in newly industrialized countries, including the less populous ones,
increasingly have opportunities to participate in discovering and developing
new drugs.

Nevertheless, the R&D process for pharmaceuticals is a lengthy and expen-
sive one. The newly developed countries will not be able to make advances
on their own, but rather in collaboration with firms in countries that have
had leading roles in this sector historically.

One author (Reinhardt, Chapter 2) predicts that, over the next several
decades, pharmaceutical research will increasingly shift from Europe and
the United States to Asia, where many of these newly industrialized countries
are located, as has manufacturing in many other industries, ranging from
motor vehicles to electronics to computer software.

Overall, there is reason to be optimistic about the role of the local phar-
maceutical firms as engines of economic growth. But for this to occur, to
promote favorable climates for such firms, governments will have to forego
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public policies that restrict availability of innovative drugs to their popu-
lations, which in turn may have adverse consequences for health budgets
(Sloan and Hsieh, Chapter 1). There is no such thing as a free lunch.

III. Strategies for Promoting Pharmaceutical Innovation

Although entrepreneurial opportunities in the pharmaceutical sector in
quite a number of countries are, if anything, increasing, countries’ specific
strategies for promoting pharmaceutical R&D differ. The choice between
strategies depends in part on market size, which reflects both the popula-
tion with a particular disease and income levels in the country, especially
among persons with the disease (Hollis, Chapter 4; Lichtenberg, Chapter
7). In countries with larger market sizes, market mechanisms often provide
a sufficient base demand to provide adequate incentives for pharmaceutical
R&D to occur without resorting to some form of government intervention.
Therefore, it is generally preferable to rely on private firms that tend to
be more efficient in discovering, developing, producing, and distributing
pharmaceutical products than are public enterprises (Chapter 7). Further,
public investment is likely to crowd out private investment.

By contrast, in countries with a small market size, domestic demand is
likely to be insufficient to justify large private outlays for R&D. Pharma-
ceutical companies and equity flows available to such companies appear to
be attracted to countries in which there is a sizable domestic market or, at
least, public policies are favorable to the sale of pharmaceutical products.
Thus, smaller countries, which inevitably have smaller domestic markets,
tend not to be as well positioned to attract pharmaceutical companies and
investment. In addition, such countries are more vulnerable to shortages
in the event of national emergencies, such as pandemics. For this reason,
some form of government intervention may be required, including govern-
ment subsidy, public investment in pharmaceutical research, and even direct
public production.

Two chapters (Hollis, Chapter 4; Maurer, Chapter 5) describe specifi-
cally how governmental agencies or international sponsors can use various
forms of subsidy or rewards to promote pharmaceutical innovation. Hollis
compares three proposals designed to stimulate private investment in phar-
maceutical R&D for effective treatments for heretofore neglected diseases.
After considering the pros and cons of several alternative payment arrange-
ments, he concludes that the Optional Reward system, in which the spon-
soring agency would pay rewards annually based on the therapeutic effec-
tiveness of drugs, is both a feasible and efficient approach. The Optional
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Reward system makes profitability of a drug innovation dependent on ther-
apeutic impacts rather than on consumer ability to pay. Thus, this payment
plan provides an incentive to guide R&D resources into drugs that have
large health impacts rather than products demanded by relatively affluent
persons.

Success of any payment plan lies in the details of implementation, such as
whether the measures of treatment effects are valid and reliable, and whether
the commitment of payment for innovative drugs is regarded as credible by
the firms that do the investing (Sloan and Eesley, Chapter 6; Drummond,
Chapter 11). Several countries have adopted a system of economic evaluation
to measure the effectiveness of drugs (Chapter 11). In Chapter 10 Pauly is
critical of how drug cost is typically measured in cost-effectiveness analysis.
This chapter clearly shows that there is ample room for further refinement
of existing methodologies. Although the methodologies have shortcomings
and many practical issues remain, international experience suggests that the
policy on measuring therapeutic effect has proved workable, and, to date, no
country formally adopting economic evaluation has abandoned the policy.
Much of the opposition to formal evaluations of medical technologies prob-
ably reflects the business interests of enterprises that seek to avoid scrutiny
rather than a serious analysis of the methodological approaches being used
(see Reinhardt, Chapter 2).

There will be learning by doing. Some mistakes must be made for progress
against some major diseases to be realized. Various proposals for making
payment a function of both therapeutic impact and the number of persons
affected should be implemented. We are not persuaded by the argument
that such ideas such as the Optional Reward system “are untested.” Many
implementation issues remain to be resolved (Sloan and Eesley, Chapter 6).
Yet to use this excuse for lack of attention to incentives will only lead to loss
from disease, disability, and death that pharmaceutical innovations could
avert. In the end, the issue is whether governments and the world community
more generally have the willingness to incur the cost of investments in the
more immediate future to be able to enjoy a substantial return in the more
distant future.

IV. The Special Case of Vaccines

In contrast to pharmaceuticals in general, the market for vaccines is small,
despite the fact that a sizeable part of the gains in health and longevity
realized during the twentieth century are attributable to introduction of
new vaccines (Sloan and Eesley, Chapter 6). Unlike drugs to treat most
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chronic diseases, most vaccines aim to prevent infections. Thus, there are
clear external benefits in consumption of vaccines, which are not taken into
consideration when a person decides to be vaccinated. Absent some form
of government intervention in the market for vaccines, consumption of
vaccines will be less than socially optimal.

The market for vaccines is not working well currently. In recent years
shortages of vaccines have occurred with alarming frequency. Moreover,
there is a widespread view among the experts that existing levels of invest-
ment in vaccine R&D are insufficient to exploit the many opportunities that
exist for vaccine innovation that could save millions of lives as well as reduce
losses from morbidity that could potentially be averted. Concerns about
insufficient investment and ultimately suboptimal levels of vaccine produc-
tion have led to two major proposals, which represent substantial departures
from current practice: (1) policies to encourage entry of nonprofit vaccine
manufacturers and (2) new financial incentives to elicit innovative activity.

The rationale for substituting nonprofit for for-profit enterprise is that
nonprofit organizations’ decisions may tend to be more responsive to social
objectives than those of their private counterparts. New financial incentives
may be desirable because persistent shortages and lack of innovation in
vaccines seem to reflect the lack of a profit incentive to make investments
in vaccine R&D currently. The possibility that financial incentives may be
inadequate is taken as almost an article of faith by economists in markets in
which persistent shortages occur. In the vaccine market, it is quite clear that
vaccines are less profitable than most drugs (Lichtenberg, Chapter 7). Low
profits may be expected to affect output and hence raise the probability of
shortages, as well as reduce vaccine R&D in the short run; in the longer run,
low profitability should lead to lower rates of product innovation.

Previous analysis of vaccine policy has distinguished between “pull” poli-
cies that stimulate innovation by increasing demand for vaccines and “push”
policies that accomplish this objective by shifting the supply of vaccine curve
to the right (Kremer and Glennester 2004; Chapters 4–6). Hollis (Chapter 4)
and Maurer (Chapter 5) discuss how government or international sponsors
can use various forms of subsidy or reward to promote pharmaceutical
innovation for neglected diseases, which are pull policies.

Such policies face potential opposition from various camps. In the United
States, a proposal for advanced purchase of vaccines coupled with a man-
date that vaccines with high potential benefit be covered faced substantial
opposition from three sources: (1) from the U.S. pharmaceutical industry,
which seems to have feared that the plan would lead to price controls in
a country lacking price regulation of pharmaceuticals; (2) from insurance
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companies, which contended that a mandate funded with public dollars
would in the end not receive public monies, that is, become an unfunded
mandate; and (3) from a government agency, which preferred a program
with its direct involvement to one in which much of the decision making
remained in the private sector (Sloan and Eesley, Chapter 6). Much of the
opposition reflected the importance of the private sector in financing and
provision of personal health care services in the United States. But this is
the largest single market for health care in the world. If a pull policy applied
to one country is to succeed, it is likely to succeed in the United States.
Multicountry pull policies, especially those involving provision of vaccines
in developing countries, will be highly reliant on private philanthropy as
they are currently. By contrast, single smaller newly industrialized countries
have reason to place relative emphasis on push policies.

The last few decades have witnessed the spread of new viruses, most
notably HIV/AIDS and, to a much lesser extent, SARS. The prospect of a
bird flu pandemic looms on the horizon. In the event of a pandemic, devel-
oped countries may possess only sufficient capacity to produce vaccines for
domestic use. To ensure an adequate domestic supply, governments may
restrict exports of vaccines by private manufacturers. Restrictions on export
of vaccines would in turn create shortages in other countries, particularly
those without ample domestic vaccine capacity. This threat, in spite of the
empirical evidence indicating that private enterprises are relatively efficient
on average (Lichtenberg, Chapter 7), may justify sponsoring public enter-
prises for vaccine manufacturing in countries with small domestic markets.

Ironically, while vaccines in general have had difficulty attracting public
funding, the threat of bioterrorism following the attack on the United States
on September 11, 2001, has led to rapid and large-scale increases in funding
for vaccines to counter such threats. In the United States, the desire to
increase funding led to the implementation of some questionable policies,
which are described by Maurer in Chapter 5.

V. Public Provision on Pharmaceutical Information

There is ample support for the notion that innovation rates are greater
when market forces are allowed to operate. However, a prerequisite for a
competitive market to function is adequate consumer knowledge. In this
market for pharmaceutical products, physicians function as agents for their
patients (Sloan and Hsieh, Chapter 1). But even physicians may have dif-
ficulty in gauging the value of specific drugs in absolute terms and relative
to their cost. The rapid pace of technological change in this sector has led
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to entry of many new drugs each year. Information on whether the quality
of a new product exceeds an old one in its therapeutic class on average is
often lacking. As of the 1990s, objective head-to-head comparisons have
been few (Sloan, Whetten-Goldstein, and Wilson 1997). One reason for the
lack of such comparisons is that they are not typically required by public
regulatory authorities. Long-term effects, either favorable or adverse, can-
not be known from randomized controlled trials that precede regulatory
approval. Additional applications of the new are often discovered in prac-
tice. Heterogeneity among individual patients in the beneficial effects and
adverse side effects only complicates the information problem, and some
amount of individualized learning on the part of patients and their physi-
cians occurs (see Crawford and Shum [2005] for analysis of learning in the
context of drugs and Ackerberg [2003] for analysis of learning in the cost of
food consumption) but can be costly in terms of health and use of health
care resources.

The lack of information on quality as it applies to groups of consumers
reduces the effectiveness of market mechanisms in ensuring that the most
valuable drugs command the highest prices, that is, that high quality receives
financial rewards. Because of a lack of good comparative information
on drug quality, demand-side constraints in pharmaceutical markets are
insufficiently effective currently (Reinhardt, Chapter 2), which has led a
few countries to implement formal public economic evaluation processes
(Drummond, Chapter 11).

One issue is that if consumers are ill-informed that effective products exist
for treating a disease that they have, they will not seek treatment and will
forego some potentially valuable therapies. One potential source of infor-
mation in two countries, the United States and New Zealand, is direct-to-
consumer advertising (DTCA) of prescription drugs. In Chapter 9 Berndt
provides a comprehensive review of evidence on DTCA, finding that, in
general, DTCA has focused on those diseases for which the market for the
pharmaceutical product is large relative to the actual market, for those drugs
for which the United States Food and Drug Administration has assigned a
“priority” status. DTCA typically describes a disease and then the product
of the sponsor used to treat the disease. Thus, DTCA can have two potential
effects, first, to increase the demand for all drugs in the therapeutic class of
drugs used to treat the disease and, second, to increase the market share of
the advertised product within the class. Both nonexperimental and experi-
mental studies reveal that while DTCA increases the size of the overall sales
of a particular therapeutic class, brand-specific DTCA does not have a sta-
tistically significant impact on the share of any particular brand within the
therapeutic class.
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The evidence to date thus suggests that as an instrument promoting public
health, DTCA has considerable potential, particularly in mitigating under-
treatment of important illnesses, for example, major depressive disorders, by
increasing consumer awareness of these illnesses and the fact that some effec-
tive therapies exist. It can also result in inappropriate utilization of drugs,
not only possibly exposing patients to health risks, but also by increasing
demand for expensive drugs for treatment of conditions that could be ade-
quately or even equally well treated with less expensive products. As with
other forms of advertising, DTCA both informs and persuades. Its effects on
consumer welfare are complex and ambiguous. Regulating the communica-
tion content of advertisements and other promotions that attempt to balance
information on risks and benefits is inherently very difficult and challeng-
ing, particularly since consumers plausibly differ in their abilities to process
such information. And such ability probably varies over the life course. Our
knowledge of consumer drug-information-processing ability is lacking.

In addition to DTCA, payers, physicians, and some consumers may learn
information on prescription drugs from the studies of the cost effective-
ness of pharmaceuticals. However, up to now, the majority of studies on
cost effectiveness of pharmaceutical products are funded by and conducted
on behalf of pharmaceutical firms; particularly since negative findings may
not be made public, such studies may not merit the trust of the medical
community, payers, and the public more generally. For this reason, a case
may be made for public provision of information on the cost effectiveness
of drugs (Reinhardt, Chapter 2). Unbiased information on pharmaceuti-
cals, both existing and newly introduced, is a public good and therefore is
likely to be undersupplied by the private sector. Although the methodolo-
gies of cost-effectiveness and cost-benefit analysis are by no means perfect
(see Pauly, Chapter 10), as already noted, there is ample evidence from the
experience in several countries that such evaluations are workable as guides
for pharmaceutical policy (Drummond, Chapter 11).

In Chapter 11 Drummond offers specific suggestions to countries that
have used cost-effectiveness and cost-benefit approaches in the context of
pharmaceutical decision making as well as those that are considering using
these approaches. For countries using these approaches, he urges that the
decision-making process be made as transparent to interested outsiders
as possible. Also, sound and independent analysis realistically requires a
commitment of resources. To not make such a commitment would result in
undue reliance on pharmaceutical companies for information. For countries
that are considering using these approaches, it is important to learn from
the experiences of those countries that have been conducting such economic
evaluations of pharmaceuticals for several years.
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In Chapter 2 Reinhardt suggests establishing nonprofit PharmacoEco-
nomics Research Institutes (PERIs), as opposed to government-run organi-
zations, to produce systematic information on the relative cost effectiveness
of rival pharmaceutical products. Individual countries may benefit from
information, whether or not they contribute to the information dissemina-
tion process. For this reason, the feasibility of multicountry efforts is worth
exploring.

VI. Price Competition and Incentives to Innovate

The patent system is a double-edge sword (Chapters 4–6). On the one hand,
by conferring market power on the innovator, patents provide a financial
incentive for firms to invest in R&D that would not exist under competi-
tive conditions. On the other hand, at least in the absence of externalities,
competition has the desirable property of forcing price to marginal cost
of production and consumption levels to the point at which the marginal
benefit of consumption equals the marginal cost of producing and distribut-
ing the good or service, which is the socially optimal level of consumption.
By establishing entry barriers, patents lead to higher prices and lower use
than would prevail under competition. After patent expiration, products
chemically equivalent to the formerly patented drug can enter the market.

In Chapter 8 Grabowski provides a comprehensive review of the experi-
ence of the generic industry in the United States. Although the U.S. expe-
rience is somewhat idiosyncratic in that health systems and legal contexts
differ between it and those of other countries, the U.S. experience does offer
some lessons for other countries.

In the United States, the mean effective patent life for new drugs is about
12 years since the 17-year statutory patent life tolls before drugs are approved
by the FDA. After patents expire, generic drugs enter the market and prices
fall toward marginal cost as the number of generic competitors increases.
The Hatch-Waxman Act, passed by the U.S. Congress in 1984, and the rise of
managed care in general and managed care formularies in particular in the
1990s have been two key drivers of the growth of the generic drug industry in
the United States. Since generics now account for over 50% of prescriptions
in the United States, savings from generic substitution for brand-name prod-
ucts have been substantial. Although generic competition drives out eco-
nomic profits on brand-name products post patent expiration, rather than
rest on their laurels, such competition forces brand-name pharmaceutical
manufacturers to invest in new products and maintain a healthy pipeline
of products under development. For this reason, pharmaceutical R&D has
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continued to grow at a substantial rate in the United States since the pas-
sage of the 1984 Act, which was designed to promote use of generics.
This evidence, in combination with Chapter 8’s review of the international
experience in generic competition, suggests that generic competition per
se does not necessarily hurt the pharmaceutical innovation and may even
increase it.

VII. Price Differentials between Countries

Pharmaceutical R&D is clearly an international public good since its output
has made and can make a potential to make significant contribution to
human health around the world in the future. However, there are major
disparities between countries in their ability to pay for pharmaceuticals and
other medical technologies. The potential system implicitly assumes that
lives of poor persons around the globe are worth little (see Maurer, Chap-
ter 5). While generics make effective drugs available to patients in low- and
middle-income countries that cannot afford branded products, they do so
with a lag. How best to share the cost of pharmaceutical R&D and of drugs
more generally is one of the most pressing issues in global health policy.

Even between high-income countries, there are appreciable differences
in prices of pharmaceutical products (Danzon and Furukawa 2003). Such
differentials have led to some price arbitrage as occurs with parallel imports:
for example, manufacturers in Country A, with high retail prices for phar-
maceutical products, exports to Country B these products with lower prices
because of government regulation of the prices of such products or price
discrimination, and Country B in turn exports to Country A but at the prices
of Country B.

There are two sides to the controversy over parallel imports. Aside from
the arguments that parallel imports pose risks to patient safety in the import-
ing countries, a concern that should be highly dependent on which country
is the exporter, one side argues that such arbitrage reflects regulatory policy
in Country B and provides an important disincentive for private investment
in pharmaceutical R&D. On the other hand, there is the argument that high
prices in Country A discourage consumption of new products in such coun-
tries and, moreover, that it is unfair for patients in such countries to bear a
disproportionate share of the cost of pharmaceutical R&D, allowing patients
in Country B and other countries without a major pharmaceutical manu-
facturing presence to free ride on the citizens of countries like Country A.
As a result, price differentials of pharmaceutical products between countries
often become the source of friction in international relations.
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Prices of brand-name pharmaceuticals do not reflect marginal cost, but
rather reflect a combination of ability to pay, regulatory policy, and bar-
gaining power of purchasers of drugs (see, e.g., Berndt 2002; Reinhardt,
Chapter 2; Grabowski, Chapter 8). Pharmaceutical manufacturers engage
in price discrimination. Although objectionable to many on equity grounds,
in terms of economic efficiency, price discrimination may lead to improve-
ments in the allocation of goods and services under certain circumstances,
that is, when the alternative is sales at a single monopoly price. In countries
where there is a substantial government or third-party payer payment for
drugs, the buyers are likely to have considerable bargaining power relative
to sellers of drugs. By contrast, in countries where buyers have little or no
market power, such as individual patients paying for their own drugs out
of pocket, pharmaceutical firms with patent protection are likely to possess
market power, and hence buyers will be charged the high retail drug prices.

In Chapter 2 Reinhardt raises several points that run counter to the
thinking of many policy makers. First, using the threat of trade sanctions
to force other countries to raise pharmaceutical prices will not necessarily
increase total pharmaceutical R&D because pharmaceutical firms on
average spend only about 13–14% of their revenue on R&D. Second, a
lesson from the microeconomic theory of price-discrimination monopolies
is that increases in other countries’ prices will not necessary lead to a
price decrease in the home country because the domestic price for a
pharmaceutical product depends on the relative market power of sellers in
the domestic market, not on the prices in foreign markets. Third, location
decisions of pharmaceutical manufacturing facilities is determined not
only by the country’s prices for drugs, but by other factors as well, including
availability and cost of scientific research personnel and government
regulations directly affecting the R&D enterprise.

VIII. Health Benefits of Pharmaceuticals

The new structure of pharmaceutical research has not led to increased pro-
ductivity or decreased costs, at least in terms of the number of new products
introduced (Comanor, Chapter 3), although it may have influenced the ther-
apeutic properties of the new drugs. The new structure for discovery and
development of new pharmaceutical products has not improved efficiency if
one measures R&D output by the number of new molecular entities. How-
ever, prescription drugs are potentially important inputs in the production
of good health (Sloan and Hsieh, Chapter 1; Cremeiux et al., Chapter 12;
Hsieh et al., Chapter 13). Thus, the efficiency of pharmaceutical research is
more appropriately evaluated in terms of its contribution to improvements
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in health outcomes. Placed in perspective, technological change in the phar-
maceutical sector is only one determinant of improvements in health and
longevity. Over the past 160 years, the life expectancy of women in most
countries with the highest levels of health care has improved by three months
a year on average, an impressive rate of improvement by any standard (Oep-
pen and Vaupel 2002). Drugs, including the introduction of anti-infectives,
have contributed to this increase, but much of the improvement predates
the modern pharmaceutical era.

In Chapter 12 Cremieux and his coauthors, based on a systematic review
of the empirical evidence, conclude that international and country-specific
studies as well as analyses of individual diseases all indicate that, since about
1950, the period covered by their review, investments in pharmaceutical
products have generally been worthwhile investments. With rates of return
over 10 to 1 based on measures of increased life expectancy alone, not even
considering improved quality of life, pharmaceutical research has success-
fully provided developed countries with better health at a cost that has been
far exceeded by the value of improved longevity. Not considering the value of
improvements in quality of life, such as from reductions in pain, emotional
health, and symptoms from short-term illnesses, should lead to a substantial
underestimate of the value of health.

In Chapter 13 Hsieh and his coauthors reinforce this conclusion by specif-
ically focusing on the role of new drug introduction on health outcomes.
Using the cumulative number of new molecular entity launches in Taiwan
as a measure of innovations, they find a significantly positive relationship
between the stock of pharmaceutical innovation available in Taiwan’s market
and the probability of survival to age 65, after accounting for the economic
and social trends. The positive association between the adoption of phar-
maceutical innovation and health suggests that excluding new drugs to save
money is likely to be unwise. Although the adoption of new drugs often
increases health care spending, the empirical evidence indicates that their
benefits are likely to be high as well. This, however, does not mean that all
new technologies are equally beneficial relative to their costs. Clearly, care-
ful, but expeditious, analysis of the costs versus benefits of new drugs before
drug introduction is warranted.

In sum, in Chapters 12 and 13, this book, in combination with previ-
ous research by others, such as Murphy and Topel (2003), Cutler (2004),
and Lichtenberg (2004b), provides systematic evidence that pharmaceuti-
cal spending in general and introduction of new drugs in particular have a
significantly positive impact on life expectancy. An increase in access to new
drugs can provide a valuable contribution to the improvement of popula-
tion health. Cast in less positive language, this result also implies that the
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difference in the access to new drugs between countries or between popu-
lation groups within countries will increase already sizeable disparities in
population health and longevity.

Two chapters in our book (Pauly, Chapter 10; Drummond, Chapter 11)
add to an existing economic literature that has attempted to quantify the
monetary value of observed gains in longevity. Overall, this research con-
cludes that the economic value of increases in longevity over the last half cen-
tury is about as large as the value of measured growth in nonhealth goods and
services (Nordhaus 2003). The value of improved health and longevity does
not appear in accounts of national income. To adjust for this, Becker, Phillip-
son, and Soares (2005) added the monetary gain from increases in longevity
to Gross Domestic Product and termed the sum “national full income.”
Their empirical analysis revealed that during the period 1965–1995 world
inequality in income, as measured by GDP per capita, increased as techno-
logical change and innovation became the major engine of economic growth.
However, world inequality in full income, the sum of GDP and monetary
value of longevity gain, decreased during this period. Their result suggests
that investment in health is an important vehicle for closing the gap of world
inequality between countries, but of course, historical relationships may not
hold in the future, especially if the fruits of R&D are not widely available.

IX. Coping with Pharmaceutical Innovation

Along with the prospect of improved health and longevity come increases
in spending, both private and public, with the private-public mix highly
dependent on the health care financing system in the country. There are
pressures on public budgets and to some extent on private budgets from the
aging of populations, especially in high-income countries, that will occur,
irrespective of the pace of technological change in the pharmaceutical sector.
In theory, people should be willing to pay for favorable outcomes, but the
cost of raising public funds is far from negligible.

The benefits of some drugs, such as those to control hypertension or
cholesterol, have effects only over decades, a time horizon far longer than
that of elected officials who face higher health care costs but not some
additional benefits over the “run” that is most relevant to them.

In countries highly reliant on private-sector financing such as the United
States, even if employees ultimately pay for most or even all of the cost
of employer-provided health benefits (Pauly 1998), adjustments in wage
compensation to rapid increases in outlays for health benefits may take
years to achieve, with disemployment being the predominant response in the
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short run. Also, in the United States, persons uninsured for pharmaceutical
expenses do not have any bargaining power vis-à-vis the companies and
must pay list prices.

Residents of countries in which prevailing prices of pharmaceuticals are
high will probably have to wait some time, if ever, before countries with lower
prices are willing to raise prices to bear a larger proportion of global phar-
maceutical R&D cost. Similarly, the prospect of countries joining together
to provide Advanced Purchase Commitments for innovative drugs to be
developed is indeed in the far distant future. Books such as ours serve a
role in communicating the potential benefits from such arrangements, but
realistically actual implementation is at best likely to occur only in the far
distant future. In the more immediate time horizon, it is important that
public policies not inadvertently harm an innovative industry.

Countries differ appreciably in having centralized command-and-control
policies on the one hand and relying on decentralized market mechanisms on
the other. The latter approach seems more consistent with promoting inno-
vation and perhaps less consistent with cost control and achieving equity
in access to health care. In the latter types of countries, where government
controls of pricing have been weak or nonexistent, it will be important
for governments to truly implement pro-competitive policies that include a
combination of better information provision and patient cost sharing, either
through copays or reference pricing (Reinhardt, Chapter 2), coupled with a
stop loss to protect families against catastrophic out-of-pocket expense. Just
paying lip service to the value of free markets but allowing demand to grow
in an unconstrained fashion would likely lead to unacceptable increases in
expense and poor allocations of scarce resources. Conversely, those coun-
tries with stringent controls on prices will both reduce the rate of productive
innovation worldwide below what it would be in the absence of such controls
and, in terms of more narrow self-interest, deny access of their populations
to recent and important innovations.

A more balanced approach is to balance the added cost burden against
the benefits of the new drugs. Because some health benefits accrue long after
the added costs are incurred, there is admittedly a conflict between the time
horizon of an elected official, which may be from two to eight years, and the
time horizon over which innovative drugs may have their full effects.

X. Limitations and Extensions

All of the chapters in this book focus on experiences of high-income coun-
tries or propose public policies most relevant for pharmaceutical policy in
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such countries. To date, virtually all pharmaceutical innovation has occurred
in such countries. This may be changing as such large countries as India and
China achieve economic development. Furthermore, the major part of the
world population lives in countries with middle or low per capita incomes.
In many low-income countries in particular, such communicable diseases as
HIV/AIDS, tuberculosis, and malaria are major causes of death and disabil-
ity. And when and if such diseases are conquered, the chronic diseases that
plague more affluent countries, such as cardiovascular disease and cancer,
will become more dominant in these countries as well. Given the populations
of these countries, even today, these diseases are already major burdens.

For low- and middle-income countries, lack of access to many existing
pharmaceutical products is more pressing than lack of access to products to
be developed in the future (Hollis, Chapter 4). Yet there is no effective vaccine
to prevent HIV/AIDS or malaria. Vaccines for these diseases would have very
large health benefits. At present, resources for R&D on such vaccines must
compete with very large markets for other products that potentially represent
improvements on existing therapies available to persons in high-income
countries. The problem of lack of ability to pay for important discoveries of
potential benefit to populations in low- and middle-income countries has
been well noted. Practical solutions are lacking.

While this book has emphasized innovation in pharmaceuticals, there
are many other inputs in the production of good health, including other
medical interventions. In reducing the burden of cancer for example, inno-
vations include new methods of preventing, detecting, and treating cancers
and of providing palliation in the event that the treatment was not success-
ful. Pharmaceuticals provide important roles, but so do imaging, surgery,
radiotherapy, and organizational innovations that improve the productiv-
ity of resources employed in cancer care. To improve health and increase
longevity and to reduce the burden of illness that does occur, technological
improvements are needed on all fronts. In providing incentives for phar-
maceutical innovation, it is appropriate to consider incentives for the other
technologies as well. Often emphasis should be on other types of innova-
tion, not, or not just, pharmaceutical innovations. The settings in which the
other types of innovation occur are different, as are the players. Thus, incen-
tives appropriate for promoting the other types of innovation may differ as
well. Research on innovation of these other technologies would clearly be
worthwhile.

Our understanding of practical implementation issues is inadequate
currently. Such issues encompass (1) a better understanding of how the
path for financial incentives translates into actual investments in R&D;
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(2) learning about how patients and their physicians make choices about
drugs and compliance with drug regimens, including how they process
information about drug characteristics; (3) studying the processes accord-
ing to which organizations make drug formulary decisions, the information
they use in making such decisions, and interventions that might be effective
in promoting more cost-effective decisions about pharmaceuticals; and (4)
further investigations of how cost-effectiveness and cost-benefit analysis of
pharmaceuticals really works in countries that use these approaches, lead-
ing to recommendations about how the decision-making process could be
even more effective than it is currently, building on incidence presented in
a symposium issue in the 1990s (Sloan and Grabowski 1997).

As such chapters as Chapter 10 by Pauly make clear, there is much room
for redefining analytical approaches for assessing the costs and benefits of
new pharmaceutical products. Such research should incorporate advances
in other fields of economics, such as public and environmental economics.

Finally, such issues as the adequacy of information available to consumers
about our pharmaceutical products should be part of a larger research
agenda that involves improved understanding of the consumer’s decision-
making process, which reflects, among other factors, risk and time pref-
erences, values of life extension and improved quality of life, as well as
perceptions of risk and benefit. Thus, we urge research on the pharmaceuti-
cal industry to branch out and take advantage of developments in a variety
of fields, such as marketing, sociology, psychology, and economics.

Likewise, some innovations in payment have been tested in other contexts,
for example, “best entry prizes” in the context of chemical engineering
(Maurer, Chapter 5). Such experiences provide potentially valuable evidence
for the study of pharmaceutical innovation and policy.
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Chapter 2. The Pharmaceutical Sector in Health Care

1. Although economists may think of their so-called economic welfare analysis as
being rooted in individual preferences, in its application the benefit-cost analysis
based on that welfare theory is inherently collectivist, evoking the image of a
collective farm presided over by a benevolent dictator who seeks to practice the
welfare calculus of Benthamite utilitarianism. In this connection, see Reinhardt
(2001).

Chapter 3. The Economics of Research and Development
in the Pharmaceutical Industry

1. The first therapeutic revolution that created the modern pharmaceutical industry
is chronicled in Temin (1980), pp. 58–87.

2. Statement of Haskell J. Weinstein, Director of the Chest Hospital, Duarte, Cali-
fornia, in Hearings, Part 18, p. 10243.

3. Industry critics argue that these organizations sacrifice their independence
through such relationships. However, that charge presumes a more unbalanced
relationship than is often the case.

4. By the end of the millennium, these companies included Amgen, Biogen, Chiron,
Genentech, and Genzyme.

5. See Aghion and Tirole (1994) for a discussion of the underlying theoretical
considerations.

6. Although Vernon and Gusin (1974) acknowledge the possibility of this factor,
they reject it by reestimating one of their equations using data for the earlier
period. However, these latter results are inconclusive.

7. These amounts describe worldwide research and development spending by mem-
ber companies of the Pharmaceutical Research and Manufacturers of America
and are expressed in constant 2002 dollars using the National Institutes of Health
Biomedical R&D Price Deflator. See Cockburn (2004), p. 11.

8. For an interesting discussion of these issues, see Cockburn (2004).

279



P1: JZP
0521874904end CUNY749B/Sloan 0 521 87490 4 March 19, 2007 14:39

280 Notes to Pages 77–91

Chapter 4. Drugs for Neglected Diseases

1. Even noncommunicable diseases have worse health impacts in low-income coun-
tries because of inadequate diagnosis and treatment, but their share of lost DALYs
is not as high because communicable diseases are responsible for so many lost
DALYs in low-income countries.

2. The inefficiency Spence was referring to is described by economists as the “dead-
weight loss” caused by pricing above the marginal cost of production. What this
means is that consumers who value the product at above the cost of producing it
may still not buy it because of the high price. There is a loss to society’s aggregate
welfare from this misallocation of resources.

3. Dennis Kucinich, Congressman from Ohio, introduced a bill in the U.S. Congress
(Free Market Drug Act of 2004, 108th Session, HR 5155) proposing a method
for allowing government to participate in drug commercialization. His approach
involves funding several institutes, which would compete for government funds
and which, if they failed to deliver useful medicines, would be terminated. The
idea is to allow for competition for financing, rather than competition for market
success, where the financing is determined by some measure of value created
for consumers. The critical issue is whether there would likely be significant
competition for institute funding from previously unfunded institutes: it would
likely be very difficult for an unfunded organization to compete for funding
against an already well-funded organization.

4. Federal Food, Drug, and Cosmetic Act.
5. Letter from Roy Widdus to Commission on Intellectual Property Rights, Inno-

vation and Public Health: “(Hopefully) clarifying the discussion on ‘advanced
purchase commitments,’ ‘advanced market’ mechanisms for early stage vaccines,
and the IFFIm” (May 10, 2005).

6. There is limited evidence on the effectiveness of most drugs at the time they
are introduced. For example, many drugs are granted marketing authorization
based on surrogate endpoints, such as reduction in lipid levels, as the actual
effects on health may take a very long time to be measured. The rewards authority
would therefore have to make its best estimate as to the risk-benefit profile of
the product, and would presumably update the reward level as new information
became available.

7. In principle, the Advanced Purchase Commitment proposal can also use this
approach, since if the subsidy paid by the sponsors is very large, it will attract more
firms to compete to develop an eligible vaccine, thus dissipating the available
profits. However, to the extent that vaccines are substitutes for each other, there
may be a substantial increase in costs without an accompanying increase in
therapeutic impact.

8. One of the criticisms raised against the Optional Reward plan is that the mea-
surement of DALYs is imperfect. A system of Transferable Intellectual Property
Rights avoids this criticism by replacing imperfect measurement with unin-
formed guesses as to therapeutic importance.

Chapter 5. When Patents Fail

1. Consistent with this challenge, I will focus on finding mechanisms that obtain
the desired level of R&D at the lowest possible cost to sponsors. This focus on
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cost containment is very different from analyses that argue on sound analytical
grounds that the “best strategy” for sponsors would be to ignore possible over-
payments and “err on the high side” (Institute of Medicine, p. 176). No matter
how sound, such strategies are cold comfort to neglected disease sponsors trying
to operate within straitened budgets. In this world of the second best, rigid cost
containment lets sponsors do more with what they have.

2. Conceptually, the most convincing strategy would be for governments to
announce a budget for new drugs and then destroy any unspent currency at
the end of every year. Alternatively, sponsors could pay some fraction of current
budgets into a reserve fund. The problem with these procedures is that they divert
resources from current needs. Paying high prices for existing drugs yields present
benefits while still encouraging industry to develop new products.

3. Commercial pharmaceutical companies frequently use pay-as-you-go strategies.
Examples include buying R&D ideas from biotech companies (“external inno-
vation”) and paying outside contractors to conduct experiments and clinical
trials. Some “virtual pharma” companies purchase almost all of their R&D from
outside vendors (see Maurer [2005] for a detailed description.)

4. Examples include The Institute for One World Health, The Drugs for Neglected
Diseases Initiative, and The Medicines for Malaria Venture.

5. An R&D production function would (by definition) pass through points corre-
sponding to (a) current rich nation per-drug R&D costs, and (b) a hypothetical
“bare bones” discovery program. In what follows, I discuss sponsors’ ability
to estimate these values from available evidence. McGuire’s approach faces the
additional difficulty that production functions depend on institutional choices.
For example, a production function for patent-driven research must include the
effects of intrafirm racing and duplication (Kitch 1977). Applying this function
to grant- or contract-based research could prove misleading.

6. Like all incentive mechanisms, contract R&D has strengths as well as weaknesses.
I argue below that the benefits outweigh drawbacks for preclinical and human
trials. These programs reportedly account for three-quarters of all drug devel-
opment costs (Global Alliance 2001).

7. In principle, sponsors can slowly raise the reward over time as long as growth
does not substantially exceed normal corporate rates of return (Kremer and
Glennerster 2004). Unfortunately, this process takes a long time. Depending on
how fast R&D costs rise, sponsors could wait 10 to 20 years before R&D started.
In some scenarios, R&D never starts at all (Maurer 2005).

8. I assume that sponsors seek to elicit R&D activity with certainty and that prob-
abilities are symmetrically distributed within the quoted range.

9. Berndt et al. (2005) argue that per-drug R&D costs should on average be equal to
reported sales figures less marketing costs. Since marketing costs are unknown,
their method effectively replaces uncertainty over one unknown (R&D expense)
with another (marketing costs). They also make two ad hoc adjustments. First,
they assert that published estimates of marketing costs, which vary from 15%
to 30%, are overstated and therefore adopt a 10% figure instead. This yields
a high estimate of $2.56 billion, which is 140% of the low estimate that they
would have obtained by using the 36% figure. They then adjust their estimate
to $3 billion on the ground that “a malaria vaccine may be more difficult to
develop than the typical new chemical entity.” This $3 billion estimate was 117%
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of their unadjusted $2.56 billion figure. Both adjustments are made on the basis
of qualitative judgments without citation to specific data.

10. DiMasi, Hansen, and Grabowski (2003) find evidence for this behavior in their
data.

11. Some commentators have criticized the MMV estimate on grounds that it
assumes small clinical trial sizes, nonmarket cost data, and “highly conjec-
tural” failure rates (Calfee 2004). More generally, private public partnership
budget estimates show “enormous variability” for reasons that are poorly under-
stood. Commentators warn that they require “great caution” (Towse, Mestes-
Fernandez, and Renowden 2004).

12. Companies competing in an end-to-end system would presumably use these
same strategies. The main difference between end-to-end and pay-as-you-go
strategies lies in who pockets the savings.

13. Lack of financing is the main reason why prizes are disfavored. Historically,
academic prizes have elicited many new discoveries.

14. The corresponding drawback of using volunteers is that the supply is more or
less fixed. Paying researchers to volunteer turns open source into a grant model.

15. This solution breaks down where the market is too small to support more than
one or two entrants. In this case, sponsors should award competitively bid
contracts to whichever manufacturer offers to sell drugs at the lowest price.

16. In principle, Private-Public Partnerships can ameliorate the effect by improving
their monitoring and bargaining practices, pooling purchases, and finding small
vendors who are more likely to value their business. Sponsors can also make
Private-Public Partnerships’ buying power more credible by providing long-
term funding.

17. Quoted margins are for the chemical industry. Margins for other industries
might be different, although most R&D services seem to be competitively sup-
plied (Maurer 2005).

18. One variant of the “picking winners” argument is that pay-as-you-go sponsors
might produce drugs that society has no use for. By contrast, end-to-end systems
are tied to market signals. The problem with this analysis is that end-to-end
markets are massively subsidized. This means that market signals are fairly
weak. Furthermore, infectious diseases have large externalities. This suggests
that public health authorities, and pay-as-you-go solutions, may be able to
judge the social value of drugs better than markets can.

Chapter 6. Implementing a Public Subsidy for Vaccines

1. The Stratton, Durch, and Lawrence (2000) Institute of Medicine report, along
with detailed examples for individual vaccines, is available online at www.iom.
edu/report.asp?id=5648.

2. Danzon, Pereira, and Tejwani (2005) argued that in the United States vaccine
producers face high fixed, sunk costs and relatively concentrated demand. As a
result, having one or very few producers of a vaccine is a likely outcome. But
they also noted that such concentration of vaccine production does not exist in
several other developed countries.

3. For example, in contrast to vaccines consumed by persons without the disease,
persons with cancer are easily identified by sellers of pharmaceutical products
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(Anand 2004). This is illustrated by pricing of the drug thalidomide. Birth defects
from this drug provided a rationale for greater public scrutiny of drug safety by
the U.S. Food and Drug Administration in the early 1960s. Later the drug was
found effective for treating AIDS. But fear of protests of AIDS activists kept
the price reasonably low. However, when the drug was found to be effective in
treating some cancers, the price rose considerably. In contrast to potential vaccine
recipients, cancer patient demand for drugs to treat this disease is likely to be
relatively inelastic.

4. Based on a series of four doses: www.cdc.gov/mmwr/preview/mmwrhtml/
mm5336a8.htm#tab and www.cdc.gov/nip/vfc/cdc vac price list.htm, accessed
Dec. 1, 2004; update on Dec. 10, 2004.

5. According to one study, children were undervaccinated a mean of 172 days for
all vaccines combined during the first two years of life and more than one-third
of children were undervaccinated for more than six months. Among factors
associated with the delay were having two or more vaccination providers and
using public vaccination provider(s) (Luman et al. 2005).

6. ACIP wields power, however, beyond its mission or design. For example, when
ACIP voted to recommend the pneumococcal conjugate vaccine in 2000, its
actions increased federal expenditures by half a billion dollars over two years
(Freed and Cowan 2002).

7. The committee recommended a change in ACIP membership and procedures to
link vaccine coverage to social benefits and costs. Currently, ACIP considers only
benefits and then not in dollar terms, as would be required under the committee’s
proposal.

8. Grabowski (2005) was also critical of aspects of the IOM report. He noted “One
potentially serious flaw in the IOM proposal is the time inconsistency problem.
The R&D process for new vaccines and drugs generally takes more than 10
years, requires high up-front spending, and is subject to higher rates of project
attrition. The proposal therefore raises the problem of how to precommit future
government bodies to a pricing process that is credible to current R&D investors”
(pp. 697–698). He expressed the view that precommitment devices such as placing
public funds for future vaccine purchases in an escrow fund would work given
the scale of the IOM proposal. Grabowski also identified problems with “push”
strategies that provide public subsidies for vaccine R&D. This time inconsistency
problem arises in virtually all demand-oriented policy strategies, not just in the
IOM proposal.

9. As an alternative to the IOM proposal, NVAC recommended new public subsidies
such as rapid appropriation of new funds through the Section 317 program when
new vaccines are recommended. See Hinman (2005). However, this proposal
is subject to the same time inconsistency problem as the IOM proposal (see
previous note). Why should the manufacturers believe that such funds will be
allocated to a new vaccine when they undertake investments in R&D far in
advance of the date at which such an allocation of government funds might take
place? Even the case for public production of vaccines is weakened by the time
inconsistency problem (Pauly 2005). If there is a tendency to reduce prices to the
marginal cost of production, once a new vaccine has been developed, then a public
vaccine manufacturer would also operate at a loss and require a public subsidy to
survive.
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10. Of course, the VFC was untested as well at the time it was implemented. The
citizens’ groups noted that substantial legislative effort would be required to
implement the IOM proposal.

11. PhRMA questioned whether financial barriers are the major reason people are
not immunized but “recommended encouragement of ‘first dollar’ insurance
coverage” (p. 4).

12. For a more general discussion of health insurance markets, including the roles
of moral hazard and adverse selection, see Cutler and Zeckhauser (2000).

13. An actuarial study by Milliman & Robertson estimated the costs of 12 of the
most common insurance mandates and found that they could increase the cost
of insurance by from 15% to 30%. However, for 7 of the 12 mandates, the indi-
vidual mandate increased the cost of coverage by less than 1% (www.ncpa.org/
ba/gif/estimate.gif, accessed Nov. 10, 2004). Jensen and Morrisey (1999) provide
a critical review of actuarial studies of mandates. However, the conclusion that
mandates tend to increase the cost of coverage seems to be uncontroversial.

14. Sloan and Conover (1998) found that the number of state health insurance man-
dates decreased the probability of having any private health insurance, including
group health insurance coverage. The probability of being covered fell by 0.004
for each mandate added. Their analysis implied that removing 11 mandates (the
sample mean) would increase the proportion of adults covered by over 0.04.
Given that 18% of their sample was uninsured, this result implied that between
one-fifth and one-quarter of the uninsured could be attributed to mandates, a
finding consistent with an earlier study by Goodman and Musgrave (1987), who
concluded that 14% of individuals lacked health insurance coverage because of
mandates.

15. Gruber (1994) found that the employee groups affected by the mandates paid
the full cost of the mandates in terms of reductions in wages. For example,
wages of married women in the childbearing ages were 4.3% lower in states
mandating maternity coverage than in other states. More generally, see Currie
and Madrian (1999) and Gruber (2000) for a review of the empirical literature
on the relationship between health insurance and wages.

16. An underlying assumption is that insurance mandates improve health of the
covered population. Klick and Markowitz (2003) did not find that mandating
mental health benefits improved the mental health of the covered population,
but this result may not generalize to vaccinations.

17. This concern was raised by Hinman (2004), who used this argument to oppose
the IOM proposal. That other factors than price may be important is not a valid
reason to oppose the proposal. More than one policy may be needed to boost
vaccination rates to optimal levels. Brito, Sheshinski, and Intriligator (1991)
have challenged the notion that the presence of externalities means compulsory
vaccination is necessary to reach optimal vaccination levels.

18. There is evidence that the health and financial externalities of vaccination even
extend to the unborn. Relative to other birth cohorts, those in utero during the
1918 flu pandemic demonstrate accelerated adult mortality, increased rates of
physical disability, reduced educational attainment, lower income, and lower
socioeconomic status (Almond 2003). This effect has not been incorporated
into cost-effectiveness analyses.
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19. Various scenarios for calculating the cost effectiveness can be explored inter-
actively at http://post.economics.harvard.edu/faculty/kremer. For example, a
malaria vaccine would be cost effective to develop even if the risk and expense
of R&D required a price of $40 per person vaccinated.

20. Stratton, Durch, and Lawrence (2000) and the spreadsheets available at
www.iom.edu/report.asp?id=5648 serve to show that valuing benefits is very
doable.

21. Some research has been conducted in other fields, such as for the marginal
discovery costs for oil and gas (Livernois 1988). However, in contrast to phar-
maceuticals and vaccines, data were available on oil and gas exploration inputs
and on discoveries.

22. There is a large regulatory economics literature on problems a cost-of-service
regulator as in determining c. See, e.g., Breyer (1982), Kahn (1971), Schmalensee
(1979), and Spulber (1989).

23. The IOM proposal did not make a distinction in payment method between
new and existing vaccines, only to note in general terms that there might be a
difference. Kremer and Glennerster (2004) argued that paying a higher price
for existing vaccines may be an inefficient method for stimulating R&D in new
vaccine products.

24. This is not the only sector in which regulation is subject to supply disruptions.
The electrical power industry is another example (Joskow 1989). In general, a
solution is to set payment over c to the extent that quality is a concern (Laffont
and Tirole 1993: p. 233). Ceteris paribus, this will raise the returns to the man-
ufacturers relative to the consumer surplus.

25. For further discussion, see, e.g., Gallini and Scotchmer (2002). In spite of the
potential moral hazard problem (firms conducting R&D receive tax subsidies
even if the research is not successful, thereby potentially reducing the firm’s
effort), they are often recommended. See e.g., Offit (2005).

26. Orphan compounds were generally barred from patentability under section 102
of the patent law because they were typically discovered during research on a
different disease and their potential use for the rare disease was often discussed
in printed publications (Clissold 1995).

27. The Department of Defense (DoD) uses three phases – a design phase, selection
of the sole source of production, and production. In the initial phases, the DoD
alleviates the hold-up problem by funding the research directly and allowing
firms to add their own funds in a design competition (Rogerson 1989). In the
production phase prices are fixed under annual contracts and are based on
both projected and historic costs. DoD officers are obligated by regulations
to negotiate a “fair” price, based on costs, but to preserve innovation by not
obtaining the lowest possible price (Rogerson 1994). In this way, prizes for
innovation are built into the procurement process.

28. According to Finkel and Buron (2001), 69% of households receiving a voucher
actually used it.

29. These include enforcing waiting periods before one can enter the public pro-
gram, cost-sharing, and using application questions to monitor recent health
insurance status (Davidson et al. 2004). Also, anti-crowd-out measures can be
targeted to specific groups, such as persons who are employed or have higher
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incomes (Kronick and Gilmer 2002). While estimates of crowd-out vary widely,
a State Children’s Health Insurance Program crowd-out of private health insur-
ance was estimated to be 50%, and waiting periods were found to significantly
affect crowd-out as well as participation rates (Lo Sasso and Buchmueller 2004).
We have emphasized the potential effect of a voucher for vaccine program on
demand for private health insurance. Another potential form of crowd-out is
in private savings and labor supply (see, e.g., Hubbard, Skinner, and Zeldes
1995). High marginal tax rates on earnings and private savings can trap people
in poverty (Bradford and Shaviro 2000).

Chapter 7. Ensuring the Future Supply of Vaccines

1. Unfortunately, reliable data on prices paid for vaccines by nonfederal purchasers
are not available.

2. The Veterans Administration publishes current contract prices on its Web site:
www.vapbm.org/PBM/prices.htm. The Veterans Administration honored my
request to provide unpublished historical price data.

3. Each package size of a given brand is a different product.
4. Value- or quantity-weighted estimation is preferable, but we lack data on quan-

tities purchased.
5. The CDC provided information about both the price including excise tax and

the price excluding excise tax. We will analyze the behavior of the price excluding
excise tax.

6. The “capture” theory was introduced by the late George Stigler, a Nobel laureate
who did not work mainly in the public choice field.

7. Data on the occupational distribution of employment in the vaccine industry –
a subset of the pharmaceutical industry – are not available.

8. This is taken from the National Science Foundation’s “National Expendi-
tures for R&D, from Funding Sectors to Performing Sectors,” available at
www.nsf.gov/sbe/srs/nsf03313/tables/tab1b.xls.

9. Kremer (2000) argues that government-directed research programs may be
well suited for basic research, but for the later, more applied states of research,
committing to compensate successful private vaccine developers has important
advantages.

10. The third policy, the Vaccine Injury Compensation Fund, introduced a
government-run, no-fault product liability system that reduced the mean and
variance of product liability costs associated with four childhood vaccines: polio,
diphtheria-tetanus, measles-mumps-rubella, and pertussis.

11. Wright (1983) proved that, theoretically, if the government sets the prize prop-
erly, the optimal number of firms race to win it

12. According to the theory, Tobin’s q is equal to the ratio of the marginal benefit
of capital to the marginal (user) cost of capital. When Tobin’s q is high (greater
than 1), the firm should invest. We hypothesize that changes in the environment
affect the (marginal) expected benefits and costs of “knowledge capital,” hence
the incentives to invest in R&D.

13. Hassett and Hubbard (1996, p. 31) argue that “determining the response of
investment to [q] is easiest during periods in which large exogenous changes in
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the distribution of structural determinants occur, as during tax reforms” – or,
in our context, changes in the regulatory or legal environment.

14. OOPD Program Overview, www.fda.gov/orphan/progovw.htm, accessed 15
June 2006.

15. Brief History of the Office of Orphan Drug Development, www.fda.gov/
orphan/History.htm, accessed 15 June 2006.

Chapter 8. Competition between Generic and Branded Drugs

1. One notable exception to this situation involved antibiotic drugs. These drugs
did not have to conduct any new safety and efficacy trials because FDA approval
of generic antibiotics was governed by the reference monograph approach.
Specifically, generic antibiotic products had to show only therapeutic equiv-
alence to the corresponding branded entity.

2. H.R. 98–857 (I) at 16 (1984), reprinted in 1984 U.S.C.C.A.N. 2647, 2649.
3. Preface to the 22nd edition of FDA’s Approved Drug Products with Therapeutic

Equivalence Evaluations, commonly known as the “Orange Book.”
4. Orange Book, preface.
5. This list is also available on line at www.express-scripts.com/ourcompany/

pressroom/mediakit/generics/docs/laws.pdf, accessed June 27, 2006.
6. PhRMA (2000), p. 66, based on original data from IMS® Health 2000.
7. Capitation is a method of payment in which a physician receives a fixed amount

for each person eligible to receive services (dollar/participant/month).
8. See, e.g., Grabowski and Vernon (1996), Masson and Steiner (1985), and Bloom,

Wiertz, and Pauly (1986).
9. Ironically, this can lead to the government’s paying a higher price for the generic

product compared to its branded version when generics first enter the market.
This can occur because brand manufacturers are required to give Medicaid dis-
counts based on their “best price” to any buyer and, in any case, a minimum
discount of 15.1%. The comparable requirement for generics is 11%. For exam-
ple, the state of Maine, in 2001, initially paid 17% more for the generic fluoxetine
than it had been paying for Prozac prior to automatically switching Medicaid
users to the generic (Caffrey 2002).

10. Data audits of IMS Health as reported in PhRMA 2000 Pharmaceutical Industry
Profile and subsequent IMS news releases.

11. For a simultaneous equation analysis of these various market variables, see Saha
et al. (2006).

12. Richard Frank and David Salkever (1992, 1997) find the impact was positive,
consistent with specific conditions on a brand firm’s demand curve becoming
more inelastic after generic entry. More recently, Saha et al. (2006), focusing on
the 1990s, found that the net impact of generics on the rate of change in prices
was negative, but relatively small in magnitude. In particular, they found that
it takes 16 or more generic entrants to cause brand prices to actually decline in
value in the first full year after generic entry.

13. One key assumption is that total sales of the molecule remain constant in terms of
units in the face of generic competition (zero elasticity of demand). This can lead
to an overstatement of savings, but studies of the effect of generic competition
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on the sales of the molecule indicate this is a reasonable first approximation
(IMS generic spectra product summaries in 2002).

14. The sample involves a regression analysis framework that estimates the effect
on price of the number of generic products of the same molecules. Danzon and
Chao (2000) also control for the number of therapeutic substitutes, first-mover
advantages, molecule age, and several other factors.

15. In a related approach involving a multicountry study, Hudson (2000) found
that the impact on brand sales from generic entry is much greater in the case of
the United States compared to the United Kingdom, Germany, or France.

16. For example, Edwin Mansfield (1986) surveyed the chief research officers of 100
U.S. corporations and found that 60% of the innovations commercialized in
1981–1983 by the pharmaceutical firms would not have been developed without
patent protection. The mean for all industry was 14%.

17. This framework was originally employed by Grabowski and Vernon (1986) to
simulate the potential effects of the Act on R&D returns when the Act was first
passed.

18. Another formulation strategy for the life cycle management is to combine a
drug product subject to patent expiration with a newer product that has a much
longer effective patent. In this case one needs to demonstrate to the FDA that
the product, in combination, has a synergistic effect. According to IMS (2004),
fixed combinations have become an important life cycle management approach
in recent years.

19. Any agreements among ANDA applicants and brand name companies, or involv-
ing other ANDA applicants, must be filed with the Federal Trade Commission
and the Department of Justice within 10 days of execution (Padden and Jenkins
2004).

20. AZT was originally developed unsuccessfully as a cancer remedy and remained
as an unapproved drug candidate until its antiviral activity was discovered in
the mid-1980s. For a case history, see Emmons and Nimgade (1991).

21. When a new indication is approved, only that indication receives three years
of additional exclusivity under the Act. However, there is no effective way to
prevent a less expensive generic firm from being used for all indications during
this three-year exclusivity period, since physicians do not specify an indication
when they write a prescription. This will be the case unless the brand firm
utilizes an alternative delivery system or formulation that has exclusivity or
patent protection.

22. In addition the EU law also allows for one year of additional data exclusivity for
the whole compound if additional indications of significant overall therapeutic
value are approved within the eight-year period (Towse 2004).

Chapter 9. The United States’ Experience with Direct-to-Consumer
Advertising of Prescription Drugs

1. For an interesting history of detailing in the United States, see Greene (2004).
2. See Berndt (2005) and the references cited therein.
3. See, e.g., in the context of the United States, Angell (2004), Avorn (2003, 2004),

Batchlor-Laouri (2003), Berndt (2005), Calfee (2002, 2003), Dubois (2003), and
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Gahart et al. (2003); recently the U.S. Pharmaceutical Research and Manufac-
turers of America issued guideline principles for its members regarding DTCA;
see PhRMA (2005). For a discussion of policy debates in New Zealand, and
a comparison of the United States and New Zealand controversies, see Hoek,
Gendall, and Calfee (2004).

4. For a review of this literature and principal findings, see Aikin (2003) and Calfee
(2002); the most recent survey is that by Weissman et al. (2004), who provide
extensive references.

5. For discussion, see Temin (1980).
6. See Pines (1999), Calfee (2002), and Donohue (2003) for more detailed historical

discussion of the marketing of prescription drugs to physicians and consumers.
7. Hollon (1999).
8. For a discussion of DTCA on antiulcer drugs, see Ling, Berndt, and Kyle (2002).
9. Rosenthal et al. (2002) report DTCA spending by media through 2001, the last

year for which data are publicly available. Data here from Nielsen Monitor-Plus.
10. Palda (1969).
11. In the context of prescription pharmaceuticals, see, e.g., Hurwitz and Caves

(1988), Leffler (1981), and Vernon (1981).
12. Carlton and Perloff (1994), p. 625.
13. For empirical evidence on consumers’ search costs for acute vs. chronic medica-

tions, and impacts on retail pricing of drugs, see Sorenson (2000). Bagwell (2001)
provides a useful collection of economics articles dealing with the theoretical
foundations and empirical analyses of advertising as information vs. persuasion,
and the relationships among advertising, product quality, and market structure.

14. Data from IMS Health, accessed online at www.imshealth.com/ims. Nominal
figures converted to 2000 dollars using the implicit GDP price deflator.

15. A list of current PhRMA member companies can be obtained by accessing their
Web site, www.phrma.org.

16. Data from IMS Health, Competitive Media Reports, and PhRMA.
17. For a discussion of what one should expect regarding promotional intensity in

pharmaceuticals compared to that in other industries, and for some empirical
comparisons, see Berndt (2001, 2002).

18. Neslin (2001); see also Wittink (2002).
19. The 2000 and 2003 data are from IMS Health and Competitive Media Reports,

while that for 2004 is from Nielsen Monitor-Plus.
20. This line of reasoning is typically attributed to Nelson (1970, 1974), who argues

that when a product is of high quality, the value to its manufacturer of informing
potential buyers of its availability and attributes is also high.

21. A corresponding literature has emerged that surveys patients’ and physicians’
perceptions of DTCA, and how it has affected relationships between physicians
and patients. These surveys are discussed in detail in, among others, Aikin (2003)
and Calfee (2002). The most recent of these is that by Weissman et al. (2004),
who also reference earlier Prevention magazine and FDA surveys.

22. See Berndt et al. (2002) for further discussion.
23. For discussion, see, for example, Berndt, Kyle, and Ling (2003).
24. Unfortunately, the evidence on this is based on the author’s informal conversa-

tions with industry personnel and is not in the public domain.
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25. Calfee, Winston, and Stempski (2002), p. 673.
26. Iizuka and Jin (2005a) distinguish between the accumulated stock of DTCA

and the current-period DTCA efforts. This is done by specifying a DTCA stock
having a constant geometric rate of depreciation, which they estimate along
with other parameters using nonlinear estimation methods. They estimate the
monthly depreciation rate to be about 3%, which is about 33% on an annual
basis.

27. Iizuka and Jin (2005b) was originally the latter portion of Iizuka and Jin (2003).
28. Stocks of detailing and medical journal advertising depreciate much more slowly

than does the DTCA stock. When a price term is interacted with DTCA stock, the
resulting coefficient estimate is positive but statistically insignificant, indicating
that DTCA does not significantly reduce price sensitivity

29. Kravitz et al. (2005), pp. 1995–1996.
30. Kravitz et al. (2005), p. 1997.
31. Kravitz et al. (2005), pp. 1996–1998.
32. Kravitz et al. (2005), p. 2000.
33. Weissman et al. (2004), p. W4–224.
34. For further discussion, see Weissman et al. (2004) and Berndt (2005).
35. For a further decomposition, see Pomerantz et al. (2004), who find that patients

seen by psychiatrists were most likely to receive appropriate treatment duration,
patients seen by primary care and internal medicine physicians were less likely
to receive appropriate treatment duration, and patients seen by specialists other
than psychiatrists, primary care physicians, or internists were least likely to
receive appropriate treatment duration.

36. Some of the material here is taken from Hoek, Gendall, and Calfee (2004), as
well as from informal correspondence with Janet Hoek at Massey University.

37. An influential legal precedent in the United States is the case Central Hudson
Gas & Electric vs. Public Service Commission, which was considered by the U.S.
Supreme Court in 1997. The Supreme Court justices ruled that the First Amend-
ment protects consumers’ “right to receive information,” but that regulations
affecting commercial free speech do not violate the First Amendment if (1) the
regulated speech concerns an illegal activity, (2) the speech is misleading, or
(3) the government’s interest in restricting the speech is substantial, the regula-
tion in question directly advances the government’s interest, and the regulation
is no more extensive than necessary to serve the government’s interest. Addi-
tional Court rulings invalidated state laws prohibiting price advertising prescrip-
tion drugs and alcohol and laws banning news racks for primarily commercial
publications, such as real estate guides. For further information, see “Govern-
ment Regulation of Commercial Speech. The Issue: How Far May Government
Go in Regulating Speech That Proposes an Economic Transaction?” available
online at www.law.umkc.edu/faculty/projects/ftrials/conlaw/commercial.htm,
last accessed May 2, 2005.

38. Hoek, Gendall, and Calfee (2002), p. 204.
39. See New Zealand Ministry of Health (2000a, b).
40. In addition to Hoek, Gendall, and Calfee (2002), see Toop et al. (2003) (a

report from faculty at various Schools of Medicine in New Zealand arguing
for the banning of DTCA) and Saunders (2003) (a report commissioned by
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the Advertising Standards Authority, supporting continued self-regulation of
DTCA).

41. Hoek, Gendall, and Calfee (2002), Table 3, p. 214.
42. Hoek, Gendall, and Calfee (2002), pp. 206–209.
43. Much of the information in this paragraph emanates from e-mail correspon-

dence with Professor Janet Hoek, J.A.Hoek@massey.ac.nz. Additional infor-
mation is available from the Web site of the Joint Therapeutics Agency,
www.jtaproject.com, the Advertising Standards Authority, www.asa.co.nz, and
the Researched Medicines Industry (“RMI,” analogous to PhRMA in the United
States, although not all pharmaceutical companies are members of RMI),
www.rmianz.co.nz.

Chapter 10. Measures of Costs and Benefits for Drugs
in Cost-Effectiveness Analysis

1. For cost-benefit analysis, the perspective is automatically that of welfare eco-
nomics, unless specified to the contrary.

2. For example, Dennis Mueller’s (1986) study of the persistence of high profits
across industries found U.S. drug firms to be the most consistent garners of
apparently above-normal returns. There are some measurement issues in calcu-
lating a proper return on capital measure for drug firms, precisely because R&D
investment is not treated as part of the firm’s capital stock for tax purposes.
Further, there do not seem to be high barriers to entry into the market for new
products, as the recent success of some small new firms in biotech relative to
other larger and more established firms has shown.

3. There are some qualifications to this argument about extra-normal profits. First,
if the owners of a firm in a given country are not all citizens of that country even
if the firm is headquartered there, a societal perspective that defined “society” as
citizens only would not treat profits for noncitizen owners as transfers, but would
rather treat them as true costs to that society. Second, actually calculating the
profit cannot be done by obtaining data on R&D costs for a given successful drug
and trying to determine the excess of the present value of revenues for that drug
over these costs plus its production costs. Prospective investment decision needs
to take into account the quite large probability of failure to develop a marketable
product. Trying to base evaluation on the realized profits of successful products
is a fool’s errand. Instead, it is the expected profit that ought to be taken into
account, with appropriate adjustment for the beta a measure of risk that is not
eliminated by asset diversification, applicable to drugs.

Chapter 12. Pharmaceutical Spending and Health Outcomes

1. In this analysis, pharmaceutical spending includes spending on prescription
drugs dispensed outside of hospitals. Drugs prescribed in hospitals are part of
hospitals’ budgets and cannot be distinguished from other hospital services.
Over-the-counter drugs are also excluded.

2. Murphy and Topel (2005) cite Viscusi (1993) and Viscusi and Aldy (2003) as
leading sources.
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Chapter 13. Pharmaceutical Innovation and Health Outcomes

1. There are many forms of new prescription drugs, including NME, new formu-
lation, new combination, new indication, and new manufacturer. This chapter
discuss new drugs in the form of NMEs only. During the period 1990–2004,
NMEs account for about one-third of the total new drugs approved by U.S.
Food and Drug Administration (FDA). For details, see the FDA Web site
(www.fda.gov/cder/rdmt/pstable.htm).

2. In Chapter 3, William Comanor has pointed out that pharmaceutical firms in the
United States have spent a large share of their research and development expen-
ditures on finding new indications for existing drugs. Berndt, Cockburn, and
Grepin (2000) describe the effort for finding new indications as an incremental
innovation.

3. Taiwan established a compulsory national health insurance program in March
1995 by integrating three existing health insurance programs and by expanding
the program to cover the remaining 43% of the uninsured population.

4. The annual number of NMEs introduced into the Taiwan market is larger than
that approved by U.S. Food and Drug Administration. This is because the sources
of import for new drugs include not only the United States but also Japan and
many European countries, such as United Kingdom, France, Germany, Switzer-
land, and Sweden.

5. We use age 65 as the cutoff point because age 65 is a traditional threshold point
for aging. In Taiwan, the ratio of population age 65 and above was 5.06% in 1985.
This figure increased to 9.04% in 2002.

6. The Hausman test was used to test the null hypothesis that the coefficients esti-
mated by the efficient random-effect model are the same as the ones estimated
by the consistent fixed-effect model. If this null hypothesis cannot be rejected
(insignificant P-value; in general, it is larger than 0.05), then the random-effect
model is more appropriate.
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