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## Preface

Some thirty years ago it was still possible, as Loève so ably demonstrated, to write a single book in probability theory containing practically everything worth knowing in the subject. The subsequent development has been explosive, and today a corresponding comprehensive coverage would require a whole library. Researchers and graduate students alike seem compelled to a rather extreme degree of specialization. As a result, the subject is threatened by disintegration into dozens or hundreds of subfields.

At the same time the interaction between the areas is livelier than ever, and there is a steadily growing core of key results and techniques that every probabilist needs to know, if only to read the literature in his or her own field. Thus, it seems essential that we all have at least a general overview of the whole area, and we should do what we can to keep the subject together. The present volume is an earnest attempt in that direction.

My original aim was to write a book about "everything." Various space and time constraints forced me to accept more modest and realistic goals for the project. Thus, "foundations" had to be understood in the narrower sense of the early 1970s, and there was no room for some of the more recent developments. I especially regret the omission of topics such as large deviations, Gibbs and Palm measures, interacting particle systems, stochastic differential geometry, Malliavin calculus, SPDEs, measure-valued diffusions, and branching and superprocesses. Clearly plenty of fundamental and intriguing material remains for a possible second volume.

Even with my more limited, revised ambitions, I had to be extremely selective in the choice of material. More importantly, it was necessary to look for the most economical approach to every result I did decide to include. In the latter respect, I was surprised to see how much could actually be done to simplify and streamline proofs, often handed down through generations of textbook writers. My general preference has been for results conveying some new idea or relationship, whereas many propositions of a more technical nature have been omitted. In the same vein, I have avoided technical or computational proofs that give little insight into the proven results. This conforms with my conviction that the logical structure is what matters most in mathematics, even when applications is the ultimate goal.

Though the book is primarily intended as a general reference, it should also be useful for graduate and seminar courses on different levels, ranging from elementary to advanced. Thus, a first-year graduate course in measuretheoretic probability could be based on the first ten or so chapters, while the rest of the book will readily provide material for more advanced courses on various topics. Though the treatment is formally self-contained, as far as measure theory and probability are concerned, the text is intended for a rather sophisticated reader with at least some rudimentary knowledge of subjects like topology, functional analysis, and complex variables.

My exposition is based on experiences from the numerous graduate and seminar courses I have been privileged to teach in Sweden and in the United States, ever since I was a graduate student myself. Over the years I have developed a personal approach to almost every topic, and even experts might find something of interest. Thus, many proofs may be new, and every chapter contains results that are not available in the standard textbook literature. It is my sincere hope that the book will convey some of the excitement I still feel for the subject, which is without a doubt (even apart from its utter usefulness) one of the richest and most beautiful areas of modern mathematics.

Notes and Acknowledgments: My first thanks are due to my numerous Swedish teachers, and especially to Peter Jagers, whose 1971 seminar opened my eyes to modern probability. The idea of this book was raised a few years later when the analysts at Gothenburg asked me to give a short lecture course on "probability for mathematicians." Although I objected to the title, the lectures were promptly delivered, and I became convinced of the project's feasibility. For many years afterward I had a faithful and enthusiastic audience in numerous courses on stochastic calculus, SDEs, and Markov processes. I am grateful for that learning opportunity and for the feedback and encouragement I received from colleagues and graduate students.

Inevitably I have benefited immensely from the heritage of countless authors, many of whom are not even listed in the bibliography. I have further been fortunate to know many prominent probabilists of our time, who have often inspired me through their scholarship and personal example. Two people, Klaus Matthes and Gopi Kallianpur, stand out as particularly important influences in connection with my numerous visits to Berlin and Chapel Hill, respectively.

The great Kai Lai Chung, my mentor and friend from recent years, offered penetrating comments on all aspects of the work: linguistic, historical, and mathematical. My colleague Ming Liao, always a stimulating partner for discussions, was kind enough to check my material on potential theory. Early versions of the manuscript were tested on several groups of graduate students, and Kamesh Casukhela, Davorin Dujmovic, and Hussain Talibi in particular were helpful in spotting misprints. Ulrich Albrecht and Ed Slaminka offered generous help with software problems. I am further grateful to John Kimmel, Karina Mikhli, and the Springer production team for their patience with my last-minute revisions and their truly professional handling of the project.

My greatest thanks go to my family, who is my constant source of happiness and inspiration. Without their love, encouragement, and understanding, this work would not have been possible.

## Contents

1. Elements of Measure Theory ..... 1
$\sigma$-fields and monotone classes
measurable functions
measures and integration
monotone and dominated convergence
transformation of integrals product measures and Fubini's theorem $L^{p}$-spaces and projection measure spaces and kernels
2. Processes, Distributions, and Independence ..... 22
random elements and processes
distributions and expectation
independence
zero-one laws
Borel-Cantelli lemma
Bernoulli sequences and existence moments and continuity of paths
3. Random Sequences, Series, and Averages ..... 39convergence in probability and in $L^{p}$uniform integrability and tightnessconvergence in distributionconvergence of random seriesstrong laws of large numbersPortmanteau theoremcontinuous mapping and approximationcoupling and measurability
4. Characteristic Functions and Classical Limit Theorems ..... 60
uniqueness and continuity theorem
Poisson convergence positive and symmetric terms Lindeberg's condition general Gaussian convergence weak laws of large numbers
domain of Gaussian attraction vague and weak compactness
5. Conditioning and Disintegration ..... 80
conditional expectations and probabilities regular conditional distributions
disintegration theorem
conditional independence
transfer and coupling
Daniell-Kolmogorov theorem
extension by conditioning
6. Martingales and Optional Times ..... 96
filtrations and optional timesrandom time-changemartingale propertyoptional stopping and samplingmaximum and upcrossing inequalitiesmartingale convergence, regularity, and closurelimits of conditional expectationsregularization of submartingales
7. Markov Processes and Discrete-Time Chains ..... 117
Markov property and transition kernels finite-dimensional distributions and existence space homogeneity and independence of increments strong Markov property and excursions invariant distributions and stationarity recurrence and transience ergodic behavior of irreducible chains mean recurrence times
8. Random Walks and Renewal Theory ..... 136
recurrence and transience
dependence on dimension general recurrence criteria symmetry and duality Wiener-Hopf factorization
ladder time and height distribution
stationary renewal process
renewal theorem
9. Stationary Processes and Ergodic Theory ..... 156
stationarity, invariance, and ergodicity mean and a.s. ergodic theorem continuous time and higher dimensions ergodic decomposition subadditive ergodic theorem products of random matrices exchangeable sequences and processes predictable sampling
10. Poisson and Pure Jump-Type Markov Processes ..... 176
existence and characterizations of Poisson processes Cox processes, randomization and thinning one-dimensional uniqueness criteria Markov transition and rate kernels embedded Markov chains and explosion compound and pseudo-Poisson processes Kolmogorov's backward equation ergodic behavior of irreducible chains
11. Gaussian Processes and Brownian Motion ..... 199symmetries of Gaussian distributionexistence and path properties of Brownian motionstrong Markov and reflection propertiesarcsine and uniform lawslaw of the iterated logarithmWiener integrals and isonormal Gaussian processesmultiple Wiener-Itô integralschaos expansion of Brownian functionals
12. Skorohod Embedding and Invariance Principles ..... 220
embedding of random variables approximation of random walks functional central limit theorem law of the iterated logarithm arcsine laws
approximation of renewal processes empirical distribution functions embedding and approximation of martingales
13. Independent Increments and Infinite Divisibility ..... 234
regularity and jump structure
Lévy representationindependent increments and infinite divisibilitystable processescharacteristics and convergence criteriaapproximation of Lévy processes and random walkslimit theorems for null arraysconvergence of extremes
14. Convergence of Random Processes, Measures, and Sets ..... 255
relative compactness and tightness
uniform topology on $C(K, S)$Skorohod's $J_{1}$-topology
equicontinuity and tightness
convergence of random measures
superposition and thinning
exchangeable sequences and processes
simple point processes and random closed sets

15. Stochastic Integrals and Quadratic Variation 275<br>continuous local martingales and semimartingales<br>quadratic variation and covariation<br>existence and basic properties of the integral<br>integration by parts and Itô's formula<br>Fisk-Stratonovich integral<br>approximation and uniqueness<br>random time-change<br>dependence on parameter

16. Continuous Martingales and Brownian Motion ..... 296
martingale characterization of Brownian motion random time-change of martingales isotropic local martingales
integral representations of martingales
iterated and multiple integrals change of measure and Girsanov's theorem Cameron-Martin theorem
Wald's identity and Novikov's condition
17. Feller Processes and Semigroups ..... 313
semigroups, resolvents, and generators closure and core Hille-Yosida theorem existence and regularization
strong Markov property
characteristic operator
diffusions and elliptic operators convergence and approximation
18. Stochastic Differential Equations and Martingale Problems335linear equations and Ornstein-Uhlenbeck processesstrong existence, uniqueness, and nonexplosion criteriaweak solutions and local martingale problemswell-posedness and measurabilitypathwise uniqueness and functional solutionweak existence and continuity
transformations of SDEs
strong Markov and Feller properties
19. Local Time, Excursions, and Additive Functior
Tanaka's formula and semimartingale local time
occupation density, continuity and approximation
regenerative sets and processes
excursion local time and Poisson process
Ray-Knight theorem
excessive functions and additive functionals
local time at regular point
additive functionals of Brownian motion
20. One-Dimensional SDEs and Diffusions 371
weak existence and uniqueness
pathwise uniqueness and comparison
scale function and speed measure
time-change representation
boundary classification
entrance boundaries and Feller properties
ratio ergodic theorem
recurrence and ergodicity
21. PDE-Connections and Potential Theory
backward equation and Feynman-Kac formula
uniqueness for SDEs from existence for PDEs
harmonic functions and Dirichlet's problem
Green functions as occupation densities
sweeping and equilibrium problems
dependence on conductor and domain
time reversal
capacities and random sets
22. Predictability, Compensation, and Excessive Functions 409
accessible and predictable times
natural and predictable processes
Doob-Meyer decomposition
quasi-left-continuity
compensation of random measures
excessive and superharmonic functions
additive functionals as compensators
Riesz decomposition
23. Semimartingales and General Stochastic Integration ..... 433
predictable covariation and $L^{2}$-integralsemimartingale integral and covariationgeneral substitution ruleDoléans' exponential and change of measurenorm and exponential inequalitiesmartingale integraldecomposition of semimartingalesquasi-martingales and stochastic integrators
Appendices ..... 455A1. Hard Results in Measure TheoryA2. Some Special Spaces
Historical and Bibliographical Notes ..... 464
Bibliography ..... 486
Indices ..... 509
AuthorsTerms and TopicsSymbols

## Chapter 1

## Elements of Measure Theory

> $\sigma$-fields and monotone classes; measurable functions; measures and integration; monotone and dominated convergence; transformation of integrals; product measures and Fubini's theorem; $L^{p}{ }^{\text {- }}$ spaces and projection; measure spaces and kernels

Modern probability theory is technically a branch of measure theory, and any systematic exposition of the subject must begin with some basic measuretheoretic facts. In this chapter we have collected some elementary ideas and results from measure theory that will be needed throughout this book. Though most of the quoted propositions may be found in any textbook in real analysis, our emphasis is often somewhat different and has been chosen to suit our special needs. Many readers may prefer to omit this chapter on their first encounter and return for reference when the need arises.

To fix our notation, we begin with some elementary notions from set theory. For subsets $A, A_{k}, B, \ldots$ of some abstract space $\Omega$, recall the definitions of union $A \cup B$ or $\cup_{k} A_{k}$, intersection $A \cap B$ or $\cap_{k} A_{k}$, complement $A^{c}$, and difference $A \backslash B=A \cap B^{c}$. The latter is said to be proper if $A \supset B$. The symmetric difference of $A$ and $B$ is given by $A \Delta B=(A \backslash B) \cup(B \backslash A)$. Among basic set relations, we note in particular the distributive laws

$$
A \cap \bigcup_{k} B_{k}=\bigcup_{k}\left(A \cap B_{k}\right), \quad A \cup \bigcap_{k} B_{k}=\bigcap_{k}\left(A \cup B_{k}\right),
$$

and de Morgan's laws

$$
\left\{\bigcup_{k} A_{k}\right\}^{c}=\bigcap_{k} A_{k}^{c}, \quad\left\{\bigcap_{k} A_{k}\right\}^{c}=\bigcup_{k} A_{k}^{c},
$$

valid for arbitrary (not necessarily countable) unions and intersections. The latter formulas allow us to convert any relation involving unions (intersections) into the dual formula for intersections (unions).

A $\sigma$-algebra or $\sigma$-field in $\Omega$ is defined as a nonempty collection $\mathcal{A}$ of subsets of $\Omega$ such that $\mathcal{A}$ is closed under countable unions and intersections as well as under complementation. Thus, if $A, A_{1}, A_{2}, \ldots \in \mathcal{A}$, then also $A^{c}, \cup_{k} A_{k}$, and $\cap_{k} A_{k}$ lie in $\mathcal{A}$. In particular, the whole space $\Omega$ and the empty set $\emptyset$ belong to every $\sigma$-field. In any space $\Omega$ there is a smallest $\sigma$-field $\{\emptyset, \Omega\}$ and a largest one $2^{\Omega}$, the class of all subsets of $\Omega$. Note that any $\sigma$-field $\mathcal{A}$ is closed under monotone limits. Thus, if $A_{1}, A_{2}, \ldots \in \mathcal{A}$ with $A_{n} \uparrow A$ or $A_{n} \downarrow A$, then also $A \in \mathcal{A}$. A measurable space is a pair $(\Omega, \mathcal{A})$, where $\Omega$ is a space and $\mathcal{A}$ is a $\sigma$-field in $\Omega$.

For any class of $\sigma$-fields in $\Omega$, the intersection (but usually not the union) is again a $\sigma$-field. If $\mathcal{C}$ is an arbitrary class of subsets of $\Omega$, there is a smallest $\sigma$-field in $\Omega$ containing $\mathcal{C}$, denoted by $\sigma(\mathcal{C})$ and called the $\sigma$-field generated or induced by $\mathcal{C}$. Note that $\sigma(\mathcal{C})$ can be obtained as the intersection of all $\sigma$-fields in $\Omega$ that contain $\mathcal{C}$. A metric or topological space $S$ will always be endowed with its Borel $\sigma$-field $\mathcal{B}(S)$ generated by the topology (class of open subsets) in $S$ unless a $\sigma$-field is otherwise specified. The elements of $\mathcal{B}(S)$ are called Borel sets. In the case of the real line $\mathbb{R}$, we shall often write $\mathcal{B}$ instead of $\mathcal{B}(\mathbb{R})$.

More primitive classes than $\sigma$-fields often arise in applications. A class $\mathcal{C}$ of subsets of some space $\Omega$ is called a $\pi$-system if it is closed under finite intersections, so that $A, B \in \mathcal{C}$ implies $A \cap B \in \mathcal{C}$. Furthermore, a class $\mathcal{D}$ is a $\lambda$-system if it contains $\Omega$ and is closed under proper differences and increasing limits. Thus, we require that $\Omega \in \mathcal{D}$, that $A, B \in \mathcal{D}$ with $A \supset B$ implies $A \backslash B \in \mathcal{D}$, and that $A_{1}, A_{2}, \ldots \in \mathcal{D}$ with $A_{n} \uparrow A$ implies $A \in \mathcal{D}$.

The following monotone class theorem is often useful to extend an established property or relation from a class $\mathcal{C}$ to the generated $\sigma$-field $\sigma(\mathcal{C})$. An application of this result is referred to as a monotone class argument.

Theorem 1.1 (monotone class theorem, Sierpiński) Let $\mathcal{C}$ be a $\pi$-system and $\mathcal{D}$ a $\lambda$-system in some space $\Omega$ such that $\mathcal{C} \subset \mathcal{D}$. Then $\sigma(\mathcal{C}) \subset \mathcal{D}$.

Proof: We may clearly assume that $\mathcal{D}=\lambda(\mathcal{C})$, the smallest $\lambda$-system containing $\mathcal{C}$. It suffices to show that $\mathcal{D}$ is a $\pi$-system, since it is then a $\sigma$ field containing $\mathcal{C}$ and therefore must contain the smallest $\sigma$-field $\sigma(\mathcal{C})$ with this property. Thus, we need to show that $A \cap B \in \mathcal{D}$ whenever $A, B \in \mathcal{D}$.

The relation $A \cap B \in \mathcal{D}$ is certainly true when $A, B \in \mathcal{C}$, since $\mathcal{C}$ is a $\pi$ system contained in $\mathcal{D}$. The result may now be extended in two steps. First we fix an arbitrary set $B \in \mathcal{C}$ and define $\mathcal{A}_{B}=\{A \subset \Omega ; A \cap B \in \mathcal{D}\}$. Then $\mathcal{A}_{B}$ is a $\lambda$-system containing $\mathcal{C}$, and so it contains the smallest $\lambda$-system $\mathcal{D}$ with this property. This shows that $A \cap B \in \mathcal{D}$ for any $A \in \mathcal{D}$ and $B \in \mathcal{C}$. Next fix an arbitrary set $A \in \mathcal{D}$, and define $\mathcal{B}_{A}=\{B \subset \Omega ; A \cap B \in \mathcal{D}\}$. As before, we note that even $\mathcal{B}_{A}$ contains $\mathcal{D}$, which yields the desired property.

For any family of spaces $\Omega_{t}, t \in T$, we define the Cartesian product $\mathrm{X}_{t \in T} \Omega_{t}$ as the class of all collections $\left(\omega_{t} ; t \in T\right)$, where $\omega_{t} \in \Omega_{t}$ for all $t$. When $T=\{1, \ldots, n\}$ or $T=\mathbb{N}=\{1,2, \ldots\}$, we shall often write the product space as $\Omega_{1} \times \cdots \times \Omega_{n}$ or $\Omega_{1} \times \Omega_{2} \times \cdots$, respectively, and if $\Omega_{t}=\Omega$ for all $t$, we shall use the notation $\Omega^{T}, \Omega^{n}$, or $\Omega^{\infty}$. In case of topological spaces $\Omega_{t}$, we endow $\mathrm{X}_{t} \Omega_{t}$ with the product topology unless a topology is otherwise specified.

Now assume that each space $\Omega_{t}$ is equipped with a $\sigma$-field $\mathcal{A}_{t}$. In $\mathrm{X}_{t} \Omega_{t}$ we may then introduce the product $\sigma$-field $\otimes_{t} \mathcal{A}_{t}$, generated by all onedimensional cylinder sets $A_{t} \times \mathrm{X}_{s \neq t} \Omega_{s}$, where $t \in T$ and $A_{t} \in \mathcal{A}_{t}$. (Note the analogy with the definition of product topologies.) As before, we shall write $\mathcal{A}_{1} \otimes \cdots \otimes \mathcal{A}_{n}, \mathcal{A}_{1} \otimes \mathcal{A}_{2} \otimes \cdots, \mathcal{A}^{T}$, $\mathcal{A}^{n}$, or $\mathcal{A}^{\infty}$ in the appropriate special cases.

Lemma 1.2 (product and Borel $\sigma$-fields) Let $S_{1}, S_{2}, \ldots$ be separable metric spaces. Then

$$
\mathcal{B}\left(S_{1} \times S_{2} \times \cdots\right)=\mathcal{B}\left(S_{1}\right) \otimes \mathcal{B}\left(S_{2}\right) \otimes \cdots
$$

Thus, for countable products of separable metric spaces, the product and Borel $\sigma$-fields agree. In particular, $\mathcal{B}\left(\mathbb{R}^{d}\right)=(\mathcal{B}(\mathbb{R}))^{d}=\mathcal{B}^{d}$, the $\sigma$-field generated by all rectangular boxes $I_{1} \times \cdots \times I_{d}$, where $I_{1}, \ldots, I_{d}$ are arbitrary real intervals.

Proof: The assertion may be written as $\sigma\left(\mathcal{C}_{1}\right)=\sigma\left(\mathcal{C}_{2}\right)$, and it suffices to show that $\mathcal{C}_{1} \subset \sigma\left(\mathcal{C}_{2}\right)$ and $\mathcal{C}_{2} \subset \sigma\left(\mathcal{C}_{1}\right)$. For $\mathcal{C}_{2}$ we may choose the class of all cylinder sets $G_{k} \times \mathrm{X}_{n \neq k} S_{n}$ with $k \in \mathbb{N}$ and $G_{k}$ open in $S_{k}$. Those sets generate the product topology in $S=\mathrm{X}_{n} S_{n}$, and so they belong to $\mathcal{B}(S)$.

Conversely, we note that $S=\mathrm{X}_{n} S_{n}$ is again separable. Thus, for any topological base $\mathcal{C}$ in $S$, the open subsets of $S$ are countable unions of sets in $\mathcal{C}$. In particular, we may choose $\mathcal{C}$ to consist of all finite intersections of cylinder sets $G_{k} \times \mathrm{X}_{n \neq k} S_{n}$ as above. It remains to note that the latter sets lie in $\bigotimes_{n} \mathcal{B}\left(S_{n}\right)$.

Every point mapping $f$ between two spaces $S$ and $T$ induces a set mapping $f^{-1}$ in the opposite direction, that is, from $2^{T}$ to $2^{S}$, given by

$$
f^{-1} B=\{s \in S ; f(s) \in B\}, \quad B \subset T
$$

Note that $f^{-1}$ preserves the basic set operations in the sense that for any subsets $B$ and $B_{k}$ of $T$,

$$
\begin{equation*}
f^{-1} B^{c}=\left(f^{-1} B\right)^{c}, \quad f^{-1} \bigcup_{k} B_{k}=\bigcup_{k} f^{-1} B_{k}, \quad f^{-1} \bigcap_{k} B_{k}=\bigcap_{k} f^{-1} B_{k} \tag{1}
\end{equation*}
$$

The next result shows that $f^{-1}$ also preserves $\sigma$-fields, in both directions. For convenience we write

$$
f^{-1} \mathcal{C}=\left\{f^{-1} B ; B \in \mathcal{C}\right\}, \quad \mathcal{C} \subset 2^{T} .
$$

Lemma 1.3 (induced $\sigma$-fields) Let $f$ be a mapping between two measurable spaces $(S, \mathcal{S})$ and $(T, \mathcal{T})$. Then $f^{-1} \mathcal{T}$ is a $\sigma$-field in $S$, whereas $\{B \subset T$; $\left.f^{-1} B \in \mathcal{S}\right\}$ is a $\sigma$-field in $T$.

Proof: Use (1).
Given two measurable spaces $(S, \mathcal{S})$ and $(T, \mathcal{T})$, a mapping $f: S \rightarrow T$ is said to be $\mathcal{S} / \mathcal{T}$-measurable or simply measurable if $f^{-1} \mathcal{T} \subset \mathcal{S}$, that is, if $f^{-1} B \in \mathcal{S}$ for every $B \in \mathcal{T}$. (Note the analogy with the definition of continuity in terms of topologies on $S$ and $T$.) By the next result, it is enough to verify the defining condition for a generating subclass.

Lemma 1.4 (measurable functions) Consider two measurable spaces $(S, \mathcal{S})$ and $(T, \mathcal{T})$, a class $\mathcal{C} \subset 2^{T}$ with $\sigma(\mathcal{C})=\mathcal{T}$, and a mapping $f: S \rightarrow T$. Then $f$ is $\mathcal{S} / \mathcal{T}$-measurable iff $f^{-1} \mathcal{C} \subset \mathcal{S}$.

Proof: Use the second assertion in Lemma 1.3.
Lemma 1.5 (continuity and measurability) Any continuous mapping between two topological spaces $S$ and $T$ is measurable with respect to the Borel $\sigma$-fields $\mathcal{B}(S)$ and $\mathcal{B}(T)$.

Proof: Use Lemma 1.4, with $\mathcal{C}$ equal to the topology in $T$.

Here we insert a result about subspace topologies and $\sigma$-fields, which will be needed in Chapter 14. Given a class $\mathcal{C}$ of subsets of $S$ and a set $A \subset S$, we define $A \cap \mathcal{C}=\{A \cap C ; C \in \mathcal{C}\}$.

Lemma 1.6 (subspaces) Fix a metric space $(S, \rho)$ with topology $\mathcal{T}$ and Borel $\sigma$-field $\mathcal{S}$, and let $A \subset S$. Then $(A, \rho)$ has topology $\mathcal{T}_{A}=A \cap \mathcal{T}$ and Borel $\sigma$-field $\mathcal{S}_{A}=A \cap \mathcal{S}$.

Proof: The natural embedding $I_{A}: A \rightarrow S$ is continuous and hence measurable, and so $A \cap \mathcal{T}=I_{A}^{-1} \mathcal{T} \subset \mathcal{T}_{A}$ and $A \cap \mathcal{S}=I_{A}^{-1} \mathcal{S} \subset \mathcal{S}_{A}$. Conversely, given any $B \in \mathcal{T}_{A}$, we may define $G=\left(B \cup A^{c}\right)^{\circ}$, where the complement and interior are with respect to $S$, and it is easy to verify that $B=A \cap G$. Hence, $\mathcal{T}_{A} \subset A \cap \mathcal{T}$, and therefore

$$
\mathcal{S}_{A}=\sigma\left(\mathcal{T}_{A}\right) \subset \sigma(A \cap \mathcal{T}) \subset \sigma(A \cap \mathcal{S})=A \cap \mathcal{S}
$$

where the operation $\sigma(\cdot)$ refers to the subspace $A$.
Next we note that measurability (like continuity) is preserved by composition. The proof is immediate from the definitions.

Lemma 1.7 (composition) For any measurable spaces $(S, \mathcal{S}),(T, \mathcal{T})$, and $(U, \mathcal{U})$, and measurable mappings $f: S \rightarrow T$ and $g: T \rightarrow U$, the composition $g \circ f: S \rightarrow U$ is again measurable.

To state the next result, we note that any collection of functions $f_{t}: \Omega \rightarrow$ $S_{t}, t \in T$, defines a mapping $f=\left(f_{t}\right)$ from $\Omega$ to $\mathbf{X}_{t} S_{t}$ given by

$$
\begin{equation*}
f(\omega)=\left(f_{t}(\omega) ; t \in T\right), \quad \omega \in \Omega \tag{2}
\end{equation*}
$$

It is often useful to relate the measurability of $f$ to that of the coordinate mappings $f_{t}$.

Lemma 1.8 (families of functions) For any measurable spaces $(\Omega, \mathcal{A})$ and $\left(S_{t}, \mathcal{S}_{t}\right), t \in T$, and for arbitrary mappings $f_{t}: \Omega \rightarrow S_{t}, t \in T$, the function $f=\left(f_{t}\right): \Omega \rightarrow \mathbf{X}_{t} S_{t}$ is measurable with respect to the product $\sigma$-field $\otimes_{t} \mathcal{S}_{t}$ iff $f_{t}$ is $\mathcal{S}_{t}$-measurable for every $t$.

Proof: Use Lemma 1.4, with $\mathcal{C}$ equal to the class of cylinder sets $A_{t} \times$ $\mathrm{X}_{s \neq t} S_{t}$ with $t \in T$ and $A_{t} \in \mathcal{S}_{t}$.

Changing our perspective, assume the $f_{t}$ in (2) to be mappings into some measurable spaces $\left(S_{t}, \mathcal{S}_{t}\right)$. In $\Omega$ we may then introduce the generated or induced $\sigma$-field $\sigma(f)=\sigma\left\{f_{t} ; t \in T\right\}$, defined as the smallest $\sigma$-field in $\Omega$ that makes all the $f_{t}$ measurable. In other words, $\sigma(f)$ is the intersection of all $\sigma$-fields $\mathcal{A}$ in $\Omega$ such that $f_{t}$ is $\mathcal{A} / \mathcal{S}_{t}$-measurable for every $t \in T$. In this notation, the functions $f_{t}$ are clearly measurable with respect to a $\sigma$-field $\mathcal{A}$ in $\Omega$ iff $\sigma(f) \subset \mathcal{A}$. It is further useful to note that $\sigma(f)$ agrees with the $\sigma$-field in $\Omega$ generated by the collection $\left\{f_{t}^{-1} \mathcal{S}_{t} ; t \in T\right\}$.

For real-valued functions, measurability is always understood to be with respect to the Borel $\sigma$-field $\mathcal{B}=\mathcal{B}(\mathbb{R})$. Thus, a function $f$ from a measurable space $(\Omega, \mathcal{A})$ into a real interval $I$ is measurable iff $\{\omega ; f(\omega) \leq x\} \in \mathcal{A}$ for all $x \in I$. The same convention applies to functions into the extended real line $\overline{\mathbb{R}}=[-\infty, \infty]$ or the extended half-line $\overline{\mathbb{R}}_{+}=[0, \infty]$, regarded as compactifications of $\mathbb{R}$ and $\mathbb{R}_{+}=[0, \infty)$, respectively. Note that $\mathcal{B}(\overline{\mathbb{R}})=$ $\sigma\{\mathcal{B}, \pm \infty\}$ and $\mathcal{B}\left(\overline{\mathbb{R}}_{+}\right)=\sigma\left\{\mathcal{B}\left(\mathbb{R}_{+}\right), \infty\right\}$.

For any set $A \subset \Omega$, we define the associated indicator function $1_{A}: \Omega \rightarrow \mathbb{R}$ to be equal to 1 on $A$ and to 0 on $A^{c}$. (The term characteristic function has a different meaning in probability theory.) For sets $A=\{\omega ; f(\omega) \in B\}$, it is often convenient to write $1\{\cdot\}$ instead of $1_{\{\cdot\}}$. Assuming $\mathcal{A}$ to be a $\sigma$-field in $\Omega$, we note that $1_{A}$ is $\mathcal{A}$-measurable iff $A \in \mathcal{A}$.

Linear combinations of indicator functions are called simple functions. Thus, a general simple function $f: \Omega \rightarrow \mathbb{R}$ is of the form

$$
f=c_{1} 1_{A_{1}}+\cdots+c_{n} 1_{A_{n}},
$$

where $n \in \mathbb{Z}_{+}=\{0,1, \ldots\}, c_{1}, \ldots, c_{n} \in \mathbb{R}$, and $A_{1}, \ldots, A_{n} \subset \Omega$. Here we may clearly take $c_{1}, \ldots, c_{n}$ to be the distinct nonzero values attained by $f$ and define $A_{k}=f^{-1}\left\{c_{k}\right\}, k=1, \ldots, n$. With this choice of representation, we note that $f$ is measurable with respect to a given $\sigma$-field $\mathcal{A}$ in $\Omega$ iff $A_{1}, \ldots, A_{n} \in \mathcal{A}$.

We proceed to show that the class of measurable functions is closed under the basic finite or countable operations occurring in analysis.

Lemma 1.9 (bounds and limits) Let $f_{1}, f_{2}, \ldots$ be measurable functions from some measurable space $(\Omega, \mathcal{A})$ into $\overline{\mathbb{R}}$. Then $\sup _{n} f_{n}, \inf _{n} f_{n}, \lim \sup _{n} f_{n}$, and $\liminf _{n} f_{n}$ are again measurable.

Proof: To see that $\sup _{n} f_{n}$ is measurable, write

$$
\left\{\omega ; \sup _{n} f_{n}(\omega) \leq t\right\}=\bigcap_{n}\left\{\omega ; f_{n}(\omega) \leq t\right\}=\bigcap_{n} f_{n}^{-1}[-\infty, t] \in \mathcal{A}
$$

and use Lemma 1.4. The measurability of the other three functions follows easily if we write $\inf _{n} f_{n}=-\sup _{n}\left(-f_{n}\right)$ and note that

$$
\limsup _{n \rightarrow \infty} f_{n}=\inf _{n} \sup _{k \geq n} f_{k}, \quad \liminf _{n \rightarrow \infty} f_{n}=\sup _{n} \inf _{k \geq n} f_{k} .
$$

From the last lemma we may easily deduce the measurability of limits and sets of convergence.

Lemma 1.10 (convergence and limits) Let $f_{1}, f_{2}, \ldots$ be measurable functions from a measurable space $(\Omega, \mathcal{A})$ into some metric space $(S, \rho)$. Then
(i) $\left\{\omega ; f_{n}(\omega)\right.$ converges $\} \in \mathcal{A}$ if $S$ is complete;
(ii) $f_{n} \rightarrow f$ on $\Omega$ implies that $f$ is measurable.

Proof: (i) Since $S$ is complete, the convergence of $f_{n}$ is equivalent to the Cauchy convergence

$$
\lim _{n \rightarrow \infty} \sup _{m \geq n} \rho\left(f_{m}, f_{n}\right)=0
$$

Here the left-hand side is measurable by Lemmas 1.5 and 1.9.
(ii) If $f_{n} \rightarrow f$, we have $g \circ f_{n} \rightarrow g \circ f$ for any continuous function $g: S \rightarrow \mathbb{R}$, and so $g \circ f$ is measurable by Lemmas 1.5 and 1.9. Fixing any open set $G \subset S$, we may choose some continuous functions $g_{1}, g_{2}, \ldots: S \rightarrow \mathbb{R}_{+}$with $g_{n} \uparrow 1_{G}$ and conclude from Lemma 1.9 that $1_{G} \circ f$ is measurable. Thus, $f^{-1} G \in \mathcal{A}$ for all $G$, and so $f$ is measurable by Lemma 1.4.

Many results in measure theory are proved by a simple approximation, based on the following observation.

Lemma 1.11 (approximation) For any measurable function $f:(\Omega, \mathcal{A}) \rightarrow$ $\mathbb{R}_{+}$, there exist some simple measurable functions $f_{1}, f_{2}, \ldots: \Omega \rightarrow \mathbb{R}_{+}$with $0 \leq f_{n} \uparrow f$.

Proof: We may define

$$
f_{n}(\omega)=2^{-n}\left[2^{n} f(\omega)\right] \wedge n, \quad \omega \in \Omega, n \in \mathbb{N}
$$

To illustrate the method, we may use the last lemma to prove the measurability of the basic arithmetic operations.

Lemma 1.12 (elementary operations) Fix any measurable functions $f, g$ : $(\Omega, \mathcal{A}) \rightarrow \mathbb{R}$ and constants $a, b \in \mathbb{R}$. Then $a f+b g$ and $f g$ are again measurable, and so is $f / g$ when $g \neq 0$ on $\Omega$.

Proof: By Lemma 1.11 applied to $f_{ \pm}=( \pm f) \vee 0$ and $g_{ \pm}=( \pm g) \vee 0$, we may approximate by simple measurable functions $f_{n} \rightarrow f$ and $g_{n} \rightarrow g$. Here $a f_{n}+b g_{n}$ and $f_{n} g_{n}$ are again simple measurable functions; since they converge to $a f+b g$ and $f g$, respectively, even the latter functions are measurable by Lemma 1.9. The same argument applies to the ratio $f / g$, provided we choose $g_{n} \neq 0$.

An alternative argument is to write $a f+b g, f g$, or $f / g$ as a composition $\psi \circ \varphi$, where $\varphi=(f, g): \Omega \rightarrow \mathbb{R}^{2}$, and $\psi(x, y)$ is defined as $a x+b y, x y$, or $x / y$, repectively. The desired measurability then follows by Lemmas 1.2,
1.5, and 1.8. In case of ratios, we are using the continuity of the mapping $(x, y) \mapsto x / y$ on $\mathbb{R} \times(\mathbb{R} \backslash\{0\})$.

For statements in measure theory and probability, it is often convenient first to give a proof for the real line and then to extend the result to more general spaces. In this context, it is useful to identify pairs of measurable spaces $S$ and $T$ that are Borel isomorphic, in the sense that there exists a bijection $f: S \rightarrow T$ such that both $f$ and $f^{-1}$ are measurable. A space $S$ that is Borel isomorphic to a Borel subset of $[0,1]$ is called a Borel space. In particular, any Polish space endowed with its Borel $\sigma$-field is known to be a Borel space (cf. Theorem A1.6). (A topological space is said to be Polish if it admits a separable and complete metrization.)

The next result gives a useful functional representation of measurable functions. Given any two functions $f$ and $g$ on the same space $\Omega$, we say that $f$ is $g$-measurable if the induced $\sigma$-fields are related by $\sigma(f) \subset \sigma(g)$.

Lemma 1.13 (functional representation, Doob) Fix two measurable functions $f$ and $g$ from a space $\Omega$ into some measurable spaces $(S, \mathcal{S})$ and $(T, \mathcal{T})$, where the former is Borel. Then $f$ is $g$-measurable iff there exists some measurable mapping $h: T \rightarrow S$ with $f=h \circ g$.

Proof: Since $S$ is Borel, we may assume that $S \in \mathcal{B}([0,1])$. By a suitable modification of $h$, we may further reduce to the case when $S=[0,1]$. If $f=1_{A}$ with a $g$-measurable $A \subset \Omega$, then by Lemma 1.3 there exists some set $B \in \mathcal{T}$ with $A=g^{-1} B$. In this case $f=1_{A}=1_{B} \circ g$, and we may choose $h=1_{B}$. The result extends by linearity to any simple $g$-measurable function $f$. In the general case, there exist by Lemma 1.11 some simple $g$-measurable functions $f_{1}, f_{2}, \ldots$ with $0 \leq f_{n} \uparrow f$, and we may choose associated $\mathcal{T}$ measurable functions $h_{1}, h_{2}, \ldots: T \rightarrow[0,1]$ with $f_{n}=h_{n} \circ g$. Then $h=$ $\sup _{n} h_{n}$ is again $\mathcal{T}$-measurable by Lemma 1.9, and we note that

$$
h \circ g=\left(\sup _{n} h_{n}\right) \circ g=\sup _{n}\left(h_{n} \circ g\right)=\sup _{n} f_{n}=f .
$$

Given any measurable space $(\Omega, \mathcal{A})$, a function $\mu: \mathcal{A} \rightarrow \overline{\mathbb{R}}_{+}$is said to be countably additive if

$$
\begin{equation*}
\mu \bigcup_{k \geq 1} A_{k}=\sum_{k \geq 1} \mu A_{k}, \quad A_{1}, A_{2}, \ldots \in \mathcal{A} \text { disjoint. } \tag{3}
\end{equation*}
$$

A measure on $(\Omega, \mathcal{A})$ is defined as a function $\mu: \mathcal{A} \rightarrow \overline{\mathbb{R}}_{+}$with $\mu \emptyset=0$ and satisfying (3). A triple $(\Omega, \mathcal{A}, \mu)$ as above, where $\mu$ is a measure, is called a measure space. From (3) we note that any measure is finitely additive and nondecreasing. This implies in turn the countable subadditivity

$$
\mu \bigcup_{k \geq 1} A_{k} \leq \sum_{k \geq 1} \mu A_{k}, \quad A_{1}, A_{2}, \ldots \in \mathcal{A}
$$

We note the following basic continuity properties.

Lemma 1.14 (continuity) Let $\mu$ be a measure on $(\Omega, \mathcal{A})$, and assume that $A_{1}, A_{2}, \ldots \in \mathcal{A}$. Then
(i) $A_{n} \uparrow A$ implies $\mu A_{n} \uparrow \mu A$;
(ii) $A_{n} \downarrow A$ with $\mu A_{1}<\infty$ implies $\mu A_{n} \downarrow \mu A$.

Proof: For (i) we may apply (3) to the differences $D_{n}=A_{n} \backslash A_{n-1}$ with $A_{0}=\emptyset$. To get (ii), apply (i) to the sets $B_{n}=A_{1} \backslash A_{n}$.

The class of measures on $(\Omega, \mathcal{A})$ is clearly closed under positive linear combinations. More generally, we note that for any measures $\mu_{1}, \mu_{2}, \ldots$ on $(\Omega, \mathcal{A})$ and constants $c_{1}, c_{2}, \ldots \geq 0$, the sum $\mu=\sum_{n} c_{n} \mu_{n}$ is again a measure. (For the proof, recall that we may change the order of summation in any double series with positive terms. An abstract version of this fact will appear as Theorem 1.27.) The quoted result may be restated in terms of monotone sequences.

Lemma 1.15 (monotone limits) Let $\mu_{1}, \mu_{2}, \ldots$ be measures on some measurable space $(\Omega, \mathcal{A})$ such that either $\mu_{n} \uparrow \mu$ or else $\mu_{n} \downarrow \mu$ with $\mu_{1}$ bounded. Then $\mu$ is again a measure on $(\Omega, \mathcal{A})$.

Proof: In the increasing case, we may use the elementary fact that, for series with positive terms, the summation commutes with increasing limits. (A general version of this result appears as Theorem 1.19.) For decreasing sequences, the previous case may be applied to the increasing measures $\mu_{1}-\mu_{n}$.

For any measure $\mu$ on $(\Omega, \mathcal{A})$ and set $B \in \mathcal{A}$, the function $\nu: A \mapsto \mu(A \cap B)$ is again a measure on $(\Omega, \mathcal{A})$, called the restriction of $\mu$ to $B$. Given any countable partition of $\Omega$ into disjoint sets $A_{1}, A_{2}, \ldots \in \mathcal{A}$, we note that $\mu=\sum_{n} \mu_{n}$, where $\mu_{n}$ denotes the restriction of $\mu$ to $A_{n}$. The measure $\mu$ is said to be $\sigma$-finite if the partition can be chosen such that $\mu A_{n}<\infty$ for all $n$. In that case the restrictions $\mu_{n}$ are clearly bounded.

We proceed to establish a simple approximation property.
Lemma 1.16 (regularity) Let $\mu$ be a $\sigma$-finite measure on some metric space $S$ with Borel $\sigma$-field $\mathcal{S}$. Then

$$
\mu B=\sup _{F \subset B} \mu F=\inf _{G \supset B} \mu G, \quad B \in \mathcal{S}
$$

with $F$ and $G$ restricted to the classes of closed and open subsets of $S$, respectively.

Proof: We may clearly assume that $\mu$ is bounded. For any open set $G$ there exist some closed sets $F_{n} \uparrow G$, and by Lemma 1.14 we get $\mu F_{n} \uparrow \mu G$. This proves the statement for $B$ belonging to the $\pi$-system $\mathcal{G}$ of all open sets.

Letting $\mathcal{D}$ denote the class of all sets $B$ with the stated property, we further note that $\mathcal{D}$ is a $\lambda$-system. Hence, Theorem 1.1 shows that $\mathcal{D} \supset \sigma(\mathcal{G})=\mathcal{S}$.

A measure $\mu$ on some topological space $S$ with Borel $\sigma$-field $\mathcal{S}$ is said to be locally finite if every point $s \in S$ has a neighborhood where $\mu$ is finite. A locally finite measure on a $\sigma$-compact space is clearly $\sigma$-finite. It is often useful to identify simple measure-determining classes $\mathcal{C} \subset \mathcal{S}$ such that a locally finite measure on $S$ is uniquely determined by its values on $\mathcal{C}$. For measures on a Euclidean space $\mathbb{R}^{d}$, we may take $\mathcal{C}=\mathcal{I}^{d}$, the class of all bounded rectangles.

Lemma 1.17 (uniqueness) A locally finite measure on $\mathbb{R}^{d}$ is determined by its values on $\mathcal{I}^{d}$.

Proof: Let $\mu$ and $\nu$ be two measures on $\mathbb{R}^{d}$ with $\mu I=\nu I<\infty$ for all $I \in \mathcal{I}^{d}$. To see that $\mu=\nu$, we may fix any $J \in \mathcal{I}^{d}$, put $\mathcal{C}=\mathcal{I}^{d} \cap J$, and let $\mathcal{D}$ denote the class of Borel sets $B \subset J$ with $\mu B=\nu B$. Then $\mathcal{C}$ is a $\pi$-system, $\mathcal{D}$ is a $\lambda$-system, and $\mathcal{C} \subset \mathcal{D}$ by hypothesis. By Theorem 1.1 and Lemma 1.2 , we get $\mathcal{B}(J)=\sigma(\mathcal{C}) \subset \mathcal{D}$, which means that $\mu B=\nu B$ for all $B \in \mathcal{B}(J)$. The last equality extends by the countable additivity of $\mu$ and $\nu$ to arbitrary Borel sets $B$.

The simplest measures that can be defined on a measurable space $(S, \mathcal{S})$ are the Dirac measures $\delta_{s}, s \in S$, given by $\delta_{s} A=1_{A}(s), A \in \mathcal{S}$. More generally, for any subset $M \subset S$ we may introduce the associated counting measure $\mu_{M}=\sum_{s \in M} \delta_{s}$ with values $\mu_{M} A=|M \cap A|, A \in \mathcal{S}$, where $|A|$ denotes the cardinality of the set $A$.

For any measure $\mu$ on a topological space $S$, the support $\operatorname{supp} \mu$ is defined as the smallest closed set $F \subset S$ with $\mu F^{c}=0$. If $|\operatorname{supp} \mu| \leq 1$, then $\mu$ is said to be degenerate, and we note that $\mu=c \delta_{s}$ for some $s \in S$ and $c \geq 0$. More generally, a measure $\mu$ is said to have an atom at $s \in S$ if $\{s\} \in \mathcal{S}$ and $\mu\{s\}>0$. For any locally finite measure $\mu$ on some $\sigma$-compact metric space $S$, the set $A=\{s \in S ; \mu\{s\}>0\}$ is clearly measurable, and we may define the atomic and diffuse components $\mu_{a}$ and $\mu_{d}$ of $\mu$ as the restrictions of $\mu$ to $A$ and its complement. We further say that $\mu$ is diffuse if $\mu_{a}=0$ and purely atomic if $\mu_{d}=0$.

In the important special case when $\mu$ is locally finite and integer valued, the set $A$ above is clearly locally finite and hence closed. By Lemma 1.14 we further have $\operatorname{supp} \mu \subset A$, and so $\mu$ must be purely atomic. Hence, in this case $\mu=\sum_{s \in A} c_{s} \delta_{s}$ for some integers $c_{s}$. In particular, $\mu$ is said to be simple if $c_{s}=1$ for all $s \in A$. In that case clearly $\mu$ agrees with the counting measure on its support $A$.

Any measurable mapping $f$ between two measurable spaces $(S, \mathcal{S})$ and $(T, \mathcal{T})$ induces a mapping of measures on $S$ into measures on $T$. More precisely, given any measure $\mu$ on $(S, \mathcal{S})$, we may define a measure $\mu \circ f^{-1}$ on
$(T, \mathcal{T})$ by

$$
\left(\mu \circ f^{-1}\right) B=\mu\left(f^{-1} B\right)=\mu\{s \in S ; f(s) \in B\}, \quad B \in \mathcal{T}
$$

Here the countable additivity of $\mu \circ f^{-1}$ follows from that for $\mu$ together with the fact that $f^{-1}$ preserves unions and intersections.

Our next aim is to define the integral

$$
\mu f=\int f d \mu=\int f(\omega) \mu(d \omega)
$$

of a real-valued, measurable function $f$ on some measure space $(\Omega, \mathcal{A}, \mu)$. First assume that $f$ is simple and nonnegative, hence of the form $c_{1} 1_{A_{1}}+$ $\cdots+c_{n} 1_{A_{n}}$ for some $n \in \mathbb{Z}_{+}, A_{1}, \ldots, A_{n} \in \mathcal{A}$, and $c_{1}, \ldots, c_{n} \in \mathbb{R}_{+}$, and define

$$
\mu f=c_{1} \mu A_{1}+\cdots+c_{n} \mu A_{n}
$$

(Throughout measure theory we are following the convention $0 \cdot \infty=0$.) Using the finite additivity of $\mu$, it is easy to verify that $\mu f$ is independent of the choice of representation of $f$. It is further clear that the mapping $f \mapsto \mu f$ is linear and nondecreasing, in the sense that

$$
\begin{aligned}
\mu(a f+b g) & =a \mu f+b \mu g, \quad a, b \geq 0 \\
f \leq g & \Rightarrow \quad \mu f \leq \mu g
\end{aligned}
$$

To extend the integral to any nonnegative measurable function $f$, we may choose as in Lemma 1.11 some simple measurable functions $f_{1}, f_{2}, \ldots$ with $0 \leq f_{n} \uparrow f$, and define $\mu f=\lim _{n} \mu f_{n}$. The following result shows that the limit is independent of the choice of approximating sequence $\left(f_{n}\right)$.

Lemma 1.18 (consistency) Fix any measurable function $f \geq 0$ on some measure space $(\Omega, \mathcal{A}, \mu)$, and let $f_{1}, f_{2}, \ldots$ and $g$ be simple measurable functions satisfying $0 \leq f_{n} \uparrow f$ and $0 \leq g \leq f$. Then $\lim _{n} \mu f_{n} \geq \mu g$.

Proof: By the linearity of $\mu$, it is enough to consider the case when $g=1_{A}$ for some $A \in \mathcal{A}$. Fix any $\varepsilon>0$, and define

$$
A_{n}=\left\{\omega \in A ; f_{n}(\omega) \geq 1-\varepsilon\right\}, \quad n \in \mathbb{N}
$$

Then $A_{n} \uparrow A$, and so

$$
\mu f_{n} \geq(1-\varepsilon) \mu A_{n} \uparrow(1-\varepsilon) \mu A=(1-\varepsilon) \mu g
$$

It remains to let $\varepsilon \rightarrow 0$.
The linearity and monotonicity properties extend immediately to arbitrary $f \geq 0$, since if $f_{n} \uparrow f$ and $g_{n} \uparrow g$, then $a f_{n}+b g_{n} \uparrow a f+b g$, and if $f \leq g$, then $f_{n} \leq\left(f_{n} \vee g_{n}\right) \uparrow g$. We are now ready to prove the basic continuity property of the integral.

Theorem 1.19 (monotone convergence, Levi) Let $f, f_{1}, f_{2} \ldots$ be measurable functions on $(\Omega, \mathcal{A}, \mu)$ with $0 \leq f_{n} \uparrow f$. Then $\mu f_{n} \uparrow \mu f$.

Proof: For each $n$ we may choose some simple measurable functions $g_{n k}$, with $0 \leq g_{n k} \uparrow f_{n}$ as $k \rightarrow \infty$. The functions $h_{n k}=g_{1 k} \vee \cdots \vee g_{n k}$ have the same properties and are further nondecreasing in both indices. Hence,

$$
f \geq \lim _{k \rightarrow \infty} h_{k k} \geq \lim _{k \rightarrow \infty} h_{n k}=f_{n} \uparrow f
$$

and so $0 \leq h_{k k} \uparrow f$. Using the definition and monotonicity of the integral, we obtain

$$
\mu f=\lim _{k \rightarrow \infty} \mu h_{k k} \leq \lim _{k \rightarrow \infty} \mu f_{k} \leq \mu f
$$

The last result leads to the following key inequality.
Lemma 1.20 (Fatou) For any measurable functions $f_{1}, f_{2}, \ldots \geq 0$ on $(\Omega$, $\mathcal{A}, \mu)$, we have

$$
\liminf _{n \rightarrow \infty} \mu f_{n} \geq \mu \liminf _{n \rightarrow \infty} f_{n} .
$$

Proof: Since $f_{m} \geq \inf _{k \geq n} f_{k}$ for all $m \geq n$, we have

$$
\inf _{k \geq n} \mu f_{k} \geq \mu \inf _{k \geq n} f_{k}, \quad n \in \mathbb{N}
$$

Letting $n \rightarrow \infty$, we get by Theorem 1.19

$$
\liminf _{k \rightarrow \infty} \mu f_{k} \geq \lim _{n \rightarrow \infty} \mu \inf _{k \geq n} f_{k}=\mu \liminf _{k \rightarrow \infty} f_{k}
$$

A measurable function $f$ on $(\Omega, \mathcal{A}, \mu)$ is said to be integrable if $\mu|f|<\infty$. In that case $f$ may be written as the difference of two nonnegative, integrable functions $g$ and $h$ (e.g., as $f_{+}-f_{-}$, where $f_{ \pm}=( \pm f) \vee 0$ ), and we may define $\mu f$ as $\mu g-\mu h$. It is easy to check that the extended integral is independent of the choice of representation $f=g-h$ and that $\mu f$ satisfies the basic linearity and monotonicity properties (the former with arbitrary real coefficients).

We are now ready to state the basic condition that allows us to take limits under the integral sign. For $g_{n} \equiv g$ the result reduces to Lebesgue's dominated convergence theorem, a key result in analysis.

Theorem 1.21 (dominated convergence, Lebesgue) Let $f, f_{1}, f_{2}, \ldots$ and $g$, $g_{1}, g_{2}, \ldots$ be measurable functions on $(\Omega, \mathcal{A}, \mu)$ with $\left|f_{n}\right| \leq g_{n}$ for all $n$, and such that $f_{n} \rightarrow f, g_{n} \rightarrow g$, and $\mu g_{n} \rightarrow \mu g<\infty$. Then $\mu f_{n} \rightarrow \mu f$.

Proof: Applying Fatou's lemma to the functions $g_{n} \pm f_{n} \geq 0$, we get

$$
\mu g+\liminf _{n \rightarrow \infty}\left( \pm \mu f_{n}\right)=\liminf _{n \rightarrow \infty} \mu\left(g_{n} \pm f_{n}\right) \geq \mu(g \pm f)=\mu g \pm \mu f
$$

Subtracting $\mu g<\infty$ from each side, we obtain

$$
\mu f \leq \liminf _{n \rightarrow \infty} \mu f_{n} \leq \limsup _{n \rightarrow \infty} \mu f_{n} \leq \mu f
$$

The next result shows how integrals are transformed by measurable mappings.

Lemma 1.22 (substitution) Fix a measure space $(\Omega, \mathcal{A}, \mu)$, a measurable space $(S, \mathcal{S})$, and two measurable mappings $f: \Omega \rightarrow S$ and $g: S \rightarrow \mathbb{R}$. Then

$$
\begin{equation*}
\mu(g \circ f)=\left(\mu \circ f^{-1}\right) g \tag{4}
\end{equation*}
$$

whenever either side exists. (Thus, if one side exists, then so does the other and the two are equal.)

Proof: If $g$ is an indicator function, then (4) reduces to the definition of $\mu \circ f^{-1}$. From here on we may extend by linearity and monotone convergence to any measurable function $g \geq 0$. For general $g$ it follows that $\mu|g \circ f|=\left(\mu \circ f^{-1}\right)|g|$, and so the integrals in (4) exist at the same time. When they do, we get (4) by taking differences on both sides.

Turning to the other basic transformation of measures and integrals, fix any measurable function $f \geq 0$ on some measure space $(\Omega, \mathcal{A}, \mu)$, and define a function $f \cdot \mu$ on $\mathcal{A}$ by

$$
(f \cdot \mu) A=\mu\left(1_{A} f\right)=\int_{A} f d \mu, \quad A \in \mathcal{A}
$$

where the last relation defines the integral over a set $A$. It is easy to check that $\nu=f \cdot \mu$ is again a measure on $(\Omega, \mathcal{A})$. Here $f$ is referred to as the $\mu$-density of $\nu$. The corresponding transformation rule is as follows.

Lemma 1.23 (chain rule) Fix a measure space $(\Omega, \mathcal{A}, \mu)$ and some measurable functions $f: \Omega \rightarrow \mathbb{R}_{+}$and $g: \Omega \rightarrow \mathbb{R}$. Then

$$
\mu(f g)=(f \cdot \mu) g
$$

whenever either side exists.
Proof: As in the last proof, we may begin with the case when $g$ is an indicator function and then extend in steps to the general case.

Given a measure space $(\Omega, \mathcal{A}, \mu)$, a set $A \in \mathcal{A}$ is said to be $\mu$-null or simply null if $\mu A=0$. A relation between functions on $\Omega$ is said to hold almost everywhere with respect to $\mu$ (abbreviated as a.e. $\mu$ or $\mu$-a.e.) if it holds for all $\omega \in \Omega$ outside some $\mu$-null set. The following frequently used result explains the relevance of null sets.

Lemma 1.24 (null functions) For any measurable function $f \geq 0$ on some measure space $(\Omega, \mathcal{A}, \mu)$, we have $\mu f=0$ iff $f=0$ a.e. $\mu$.

Proof: The statement is obvious when $f$ is simple. In the general case, we may choose some simple measurable functions $f_{n}$ with $0 \leq f_{n} \uparrow f$, and note that $f=0$ a.e. iff $f_{n}=0$ a.e. for every $n$, that is, iff $\mu f_{n}=0$ for all $n$. Here the latter integrals converge to $\mu f$, and so the last condition is equivalent to $\mu f=0$.

The last result shows that two integrals agree when the integrands are a.e. equal. We may then allow integrands that are undefined on some $\mu$-null set. It is also clear that the basic convergence Theorems 1.19 and 1.21 remain valid if the hypotheses are only fulfilled outside some null set.

In the other direction, we note that if two $\sigma$-finite measures $\mu$ and $\nu$ are related by $\nu=f \cdot \mu$ for some density $f$, then the latter is $\mu$-a.e. unique, which justifies the notation $f=d \nu / d \mu$. It is further clear that any $\mu$-null set is also a null set for $\nu$. For measures $\mu$ and $\nu$ with the latter property, we say that $\nu$ is absolutely continuous with respect to $\mu$ and write $\nu \ll \mu$. The other extreme case is when $\mu$ and $\nu$ are mutually singular or orthogonal (written as $\mu \perp \nu$ ), in the sense that $\mu A=0$ and $\nu A^{c}=0$ for some set $A \in \mathcal{A}$.

Given any measure space $(\Omega, \mathcal{A}, \mu)$, we define the $\mu$-completion of $\mathcal{A}$ as the $\sigma$-field $\mathcal{A}^{\mu}=\sigma\left(\mathcal{A}, \mathcal{N}_{\mu}\right)$, where $\mathcal{N}_{\mu}$ denotes the class of all subsets of $\mu$-null sets in $\mathcal{A}$. The description of $\mathcal{A}^{\mu}$ can be made more explicit, as follows.

Lemma 1.25 (completion) Consider a measure space $(\Omega, \mathcal{A}, \mu)$ and a Borel space $(S, \mathcal{S})$. Then a function $f: \Omega \rightarrow S$ is $\mathcal{A}^{\mu}$-measurable iff there exists some $\mathcal{A}$-measurable function $g$ satisfying $f=g$ a.e. $\mu$.

Proof: With $\mathcal{N}_{\mu}$ as before, let $\mathcal{A}^{\prime}$ denote the class of all sets $A \cup N$ with $A \in \mathcal{A}$ and $N \in \mathcal{N}_{\mu}$. It is easily verified that $\mathcal{A}^{\prime}$ is a $\sigma$-field contained in $\mathcal{A}^{\mu}$. Since moreover $\mathcal{A} \cup \mathcal{N}_{\mu} \subset \mathcal{A}^{\prime}$, we conclude that $\mathcal{A}^{\prime}=\mathcal{A}^{\mu}$. Thus, for any $A \in \mathcal{A}^{\mu}$ there exists some $B \in \mathcal{A}$ with $A \Delta B \in \mathcal{N}_{\mu}$, which proves the statement for indicator functions $f$.

In the general case, we may clearly assume that $S=[0,1]$. For any $\mathcal{A}^{\mu}$-measurable function $f$, we may then choose some simple $\mathcal{A}^{\mu}$-measurable functions $f_{n}$ such that $0 \leq f_{n} \uparrow f$. By the result for indicator functions, we may next choose some simple $\mathcal{A}$-measurable functions $g_{n}$ such that $f_{n}=g_{n}$ a.e. for each $n$. Since a countable union of null sets is again a null set, the function $g=\limsup { }_{n} g_{n}$ has the desired property.

Any measure $\mu$ on $(\Omega, \mathcal{A})$ has a unique extension to the $\sigma$-field $\mathcal{A}^{\mu}$. Indeed, for any $A \in \mathcal{A}^{\mu}$ there exist by Lemma 1.25 some sets $A_{ \pm} \in \mathcal{A}$ with $A_{-} \subset$ $A \subset A_{+}$and $\mu\left(A_{+} \backslash A_{-}\right)=0$, and any extension must satisfy $\mu A=\mu A_{ \pm}$. With this choice, it is easy to check that $\mu$ remains a measure on $\mathcal{A}^{\mu}$.

Our next aims are to construct product measures and to establish the basic condition for changing the order of integration. This requires a preliminary technical lemma.

Lemma 1.26 (sections) Fix two measurable spaces $(S, \mathcal{S})$ and $(T, \mathcal{T})$, a measurable function $f: S \times T \rightarrow \mathbb{R}_{+}$, and a $\sigma$-finite measure $\mu$ on $S$. Then $f(s, t)$ is $\mathcal{S}$-measurable in $s \in S$ for each $t \in T$, and the function $t \mapsto \mu f(\cdot, t)$ is $\mathcal{T}$-measurable.

Proof: We may assume that $\mu$ is bounded. Both statements are obvious when $f=1_{A}$ with $A=B \times C$ for some $B \in \mathcal{S}$ and $C \in \mathcal{T}$, and they extend by a monotone class argument to any indicator functions of sets in $\mathcal{S} \otimes \mathcal{T}$. The general case follows by linearity and monotone convergence.

We are now ready to state the main result involving product measures, commonly referred to as Fubini's theorem.

Theorem 1.27 (product measures and iterated integrals, Lebesgue, Fubini, Tonelli) For any $\sigma$-finite measure spaces $(S, \mathcal{S}, \mu)$ and $(T, \mathcal{T}, \nu)$, there exists a unique measure $\mu \otimes \nu$ on $(S \times T, \mathcal{S} \otimes \mathcal{T})$ satisfying

$$
\begin{equation*}
(\mu \otimes \nu)(B \times C)=\mu B \cdot \nu C, \quad B \in \mathcal{S}, C \in \mathcal{T} \tag{5}
\end{equation*}
$$

Furthermore, for any measurable function $f: S \times T \rightarrow \mathbb{R}_{+}$,

$$
\begin{equation*}
(\mu \otimes \nu) f=\int \mu(d s) \int f(s, t) \nu(d t)=\int \nu(d t) \int f(s, t) \mu(d s) \tag{6}
\end{equation*}
$$

The last relation remains valid for any measurable function $f: S \times T \rightarrow \mathbb{R}$ with $(\mu \otimes \nu)|f|<\infty$.

Note that the iterated integrals in (6) are well defined by Lemma 1.26, although the inner integrals $\nu f(s, \cdot)$ and $\mu f(\cdot, t)$ may fail to exist on some null sets in $S$ and $T$, respectively.

Proof: By Lemma 1.26 we may define

$$
\begin{equation*}
(\mu \otimes \nu) A=\int \mu(d s) \int 1_{A}(s, t) \nu(d t), \quad A \in \mathcal{S} \otimes \mathcal{T} \tag{7}
\end{equation*}
$$

which is clearly a measure on $S \times T$ satisfying (5). By a monotone class argument there can be at most one such measure. In particular, (7) remains true with the order of integration reversed, which proves (6) for indicator functions $f$. The formula extends by linearity and monotone convergence to arbitrary measurable functions $f \geq 0$.

In the general case, we note that (6) holds with $f$ replaced by $|f|$. If $(\mu \otimes \nu)|f|<\infty$, it follows that $N_{S}=\{s \in S ; \nu|f(s, \cdot)|=\infty\}$ is a $\mu$-null set in $S$ whereas $N_{T}=\{t \in T ; \mu|f(\cdot, t)|=\infty\}$ is a $\nu$-null set in $T$. By Lemma 1.24 we may redefine $f(s, t)$ to be zero when $s \in N_{S}$ or $t \in N_{T}$. Then (6) follows for $f$ by subtraction of the formulas for $f_{+}$and $f_{-}$.

The measure $\mu \otimes \nu$ in Theorem 1.27 is called the product measure of $\mu$ and $\nu$. Iterating the construction in finitely many steps, we obtain product measures $\mu_{1} \otimes \ldots \otimes \mu_{n}=\bigotimes_{k} \mu_{k}$ satisfying higher-dimensional versions of (6). If $\mu_{k}=\mu$ for all $k$, we shall often write the product as $\mu^{\otimes n}$ or $\mu^{n}$.

By a measurable group we mean a group $G$ endowed with a $\sigma$-field $\mathcal{G}$ such that the group operations in $G$ are $\mathcal{G}$-measurable. If $\mu_{1}, \ldots, \mu_{n}$ are $\sigma$-finite measures on $G$, we may define the convolution $\mu_{1} * \cdots * \mu_{n}$ as the image of the product measure $\mu_{1} \otimes \cdots \otimes \mu_{n}$ on $G^{n}$ under the iterated group operation $\left(x_{1}, \ldots, x_{n}\right) \mapsto x_{1} \cdots x_{n}$. The convolution is said to be associative if $\left(\mu_{1} * \mu_{2}\right) * \mu_{3}=\mu_{1} *\left(\mu_{2} * \mu_{3}\right)$ whenever both $\mu_{1} * \mu_{2}$ and $\mu_{2} * \mu_{3}$ are $\sigma$-finite and commutative if $\mu_{1} * \mu_{2}=\mu_{2} * \mu_{1}$.

A measure $\mu$ on $G$ is said to be right or left invariant if $\mu \circ T_{g}^{-1}=\mu$ for all $g \in G$, where $T_{g}$ denotes the right or left shift $x \mapsto x g$ or $x \mapsto g x$. When $G$ is Abelian, the shift is called a translation. We may also consider spaces of the form $G \times S$, in which case translations are defined to be mappings of the form $T_{g}:(x, s) \mapsto(x+g, s)$.

Lemma 1.28 (convolution) The convolution of measures on a measurable group $(G, \mathcal{G})$ is associative, and it is also commutative when $G$ is Abelian. In the latter case,

$$
(\mu * \nu) B=\int \mu(B-s) \nu(d s)=\int \nu(B-s) \mu(d s), \quad B \in \mathcal{G} .
$$

If $\mu=f \cdot \lambda$ and $\nu=g \cdot \lambda$ for some invariant measure $\lambda$, then $\mu * \nu$ has the $\lambda$-density

$$
(f * g)(s)=\int f(s-t) g(t) \lambda(d t)=\int f(t) g(s-t) \lambda(d t), \quad s \in G
$$

Proof: Use Fubini's theorem.
On the real line there exists a unique measure $\lambda$, called the Lebesgue measure, such that $\lambda[a, b]=b-a$ for any numbers $a<b$ (cf. Corollary A1.2). The $d$-dimensional Lebesgue measure is defined as the product measure $\lambda^{d}$ on $\mathbb{R}^{d}$. The following result characterizes $\lambda^{d}$ up to a normalization by the property of translation invariance.

Lemma 1.29 (invariance and Lebesgue measure) Fix any measurable space $(S, \mathcal{S})$, and let $\mu$ be a measure on $\mathbb{R}^{d} \times S$ such that $\nu=\mu\left([0,1]^{d} \times \cdot\right)$ is $\sigma$-finite. Then $\mu$ is translation invariant iff $\mu=\lambda^{d} \otimes \nu$.

Proof: The invariance of $\lambda^{d}$ is obvious from Lemma 1.17, and it extends to $\lambda^{d} \otimes \nu$ by Theorem 1.27. Conversely, assume that $\mu$ is translation invariant. The stated relation then holds for all product sets $I_{1} \times \cdots \times I_{d} \times B$, where $I_{1}, \ldots, I_{d}$ are dyadic intervals and $B \in \mathcal{S}$, and it extends to the general case by a monotone class argument.

Given a measure space $(\Omega, \mathcal{A}, \mu)$ and some $p>0$, we write $L^{p}=L^{p}(\Omega, \mathcal{A}, \mu)$ for the class of all measurable functions $f: \Omega \rightarrow \mathbb{R}$ with

$$
\|f\|_{p} \equiv\left(\mu|f|^{p}\right)^{1 / p}<\infty
$$

Lemma 1.30 (norm inequalities, Hölder, Minkowski) For any measurable functions $f$ and $g$ on $\Omega$,

$$
\begin{equation*}
\|f g\|_{r} \leq\|f\|_{p}\|g\|_{q}, \quad p, q, r>0 \text { with } p^{-1}+q^{-1}=r^{-1} \tag{8}
\end{equation*}
$$

and

$$
\begin{equation*}
\|f+g\|_{p}^{p \wedge 1} \leq\|f\|_{p}^{p \wedge 1}+\|g\|_{p}^{p \wedge 1}, \quad p>0 \tag{9}
\end{equation*}
$$

Proof: To prove (8) it is clearly enough to take $r=1$ and $\|f\|_{p}=\|g\|_{q}=1$. The relation $p^{-1}+q^{-1}=1$ implies $(p-1)(q-1)=1$, and so the equations $y=x^{p-1}$ and $x=y^{q-1}$ are equivalent for $x, y \geq 0$. By calculus,

$$
|f g| \leq \int_{0}^{|f|} x^{p-1} d x+\int_{0}^{|g|} y^{q-1} d y=p^{-1}|f|^{p}+q^{-1}|g|^{q}
$$

and so

$$
\|f g\|_{1} \leq p^{-1} \int|f|^{p} d \mu+q^{-1} \int|g|^{q} d \mu=p^{-1}+q^{-1}=1
$$

Relation (9) holds for $p \leq 1$ by the concavity of $x^{p}$ on $\mathbb{R}_{+}$. For $p>1$, we get by (8) with $q=p /(1-p)$ and $r=1$

$$
\begin{aligned}
\|f+g\|_{p}^{p} & \leq \int|f||f+g|^{p-1} d \mu+\int|g||f+g|^{p-1} d \mu \\
& \leq\|f\|_{p}\|f+g\|_{p}^{p-1}+\|g\|_{p}\|f+g\|_{p}^{p-1}
\end{aligned}
$$

In particular, $\|\cdot\|_{p}$ becomes a norm for $p \geq 1$ if we identify functions that agree a.e. For any $p>0$ and $f, f_{1}, f_{2}, \ldots \in L^{p}$, we say that $f_{n} \rightarrow f$ in $L^{p}$ if $\left\|f_{n}-f\right\|_{p} \rightarrow 0$ and that $\left(f_{n}\right)$ is Cauchy in $L^{p}$ if $\left\|f_{m}-f_{n}\right\|_{p} \rightarrow 0$ as $m, n \rightarrow \infty$.

Lemma 1.31 (completeness) Let $\left(f_{n}\right)$ be a Cauchy sequence in $L^{p}$, where $p>0$. Then $\left\|f_{n}-f\right\|_{p} \rightarrow 0$ for some $f \in L^{p}$.

Proof: First choose a subsequence $\left(n_{k}\right) \subset \mathbb{N}$ with $\sum_{k}\left\|f_{n_{k+1}}-f_{n_{k}}\right\|_{p}^{p \wedge 1}<$ $\infty$. By Lemma 1.30 and monotone convergence we get $\left\|\sum_{k}\left|f_{n_{k+1}}-f_{n_{k}}\right|\right\|_{p}^{p \wedge 1}$ $<\infty$, and so $\sum_{k}\left|f_{n_{k+1}}-f_{n_{k}}\right|<\infty$ a.e. Hence, $\left(f_{n_{k}}\right)$ is a.e. Cauchy in $\mathbb{R}$, so Lemma 1.10 yields $f_{n_{k}} \rightarrow f$ a.e. for some measurable function $f$. By Fatou's lemma,

$$
\left\|f-f_{n}\right\|_{p} \leq \liminf _{k \rightarrow \infty}\left\|f_{n_{k}}-f_{n}\right\|_{p} \leq \sup _{m \geq n}\left\|f_{m}-f_{n}\right\|_{p} \rightarrow 0, \quad n \rightarrow \infty
$$

which shows that $f_{n} \rightarrow f$ in $L^{p}$.

The next result gives a useful criterion for convergence in $L^{p}$.

Lemma 1.32 ( $L^{p}$-convergence) For any $p>0$, let $f, f_{1}, f_{2}, \ldots \in L^{p}$ with $f_{n} \rightarrow f$ a.e. Then $f_{n} \rightarrow f$ in $L^{p}$ iff $\left\|f_{n}\right\|_{p} \rightarrow\|f\|_{p}$.

Proof: If $f_{n} \rightarrow f$ in $L^{p}$, we get by Lemma 1.30

$$
\left|\left\|f_{n}\right\|_{p}^{\mid \rho 1}-\|f\|_{p}^{p \wedge 1}\right| \leq\left\|f_{n}-f\right\|_{p}^{p \wedge 1} \rightarrow 0,
$$

and so $\left\|f_{n}\right\|_{p} \rightarrow\|f\|_{p}$. Now assume instead the latter condition, and define

$$
g_{n}=2^{p}\left(\left|f_{n}\right|^{p}+|f|^{p}\right), \quad g=2^{p+1}|f|^{p},
$$

Then $g_{n} \rightarrow g$ a.e. and $\mu g_{n} \rightarrow \mu g<\infty$ by hypotheses. Since also $\left|g_{n}\right| \geq$ $\left|f_{n}-f\right|^{p} \rightarrow 0$ a.e., Theorem 1.21 yields $\left\|f_{n}-f\right\|_{p}^{p}=\mu\left|f_{n}-f\right|^{p} \rightarrow 0$.

We proceed with a simple approximation property.
Lemma 1.33 (approximation) Given a metric space $S$ with Borel $\sigma$-field $\mathcal{S}$, a bounded measure $\mu$ on $(S, \mathcal{S})$, and a constant $p>0$, the set of bounded, continuous functions on $S$ is dense in $L^{p}(S, \mathcal{S}, \mu)$. Thus, for any $f \in L^{p}$ there exist some bounded, continuous functions $f_{1}, f_{2}, \ldots: S \rightarrow \mathbb{R}$ with $\left\|f_{n}-f\right\|_{p}$ $\rightarrow 0$.

Proof: If $f=1_{A}$ with $A \subset S$ open, we may choose some continuous functions $f_{n}$ with $0 \leq f_{n} \uparrow f$, and then $\left\|f_{n}-f\right\|_{p} \rightarrow 0$ by dominated convergence. By Lemma 1.16 the result remains true for arbitrary $A \in \mathcal{S}$. The further extension to simple measurable functions is immediate. For general $f \in L^{p}$ we may choose some simple measurable functions $f_{n} \rightarrow f$ with $\left|f_{n}\right| \leq|f|$. Since $\left|f_{n}-f\right|^{p} \leq 2^{p+1}|f|^{p}$, we get $\left\|f_{n}-f\right\|_{p} \rightarrow 0$ by dominated convergence.

Taking $p=q=2$ and $r=1$ in Hölder's inequality (8), we get the CauchyBuniakovsky inequality (often called Schwarz's inequality)

$$
\|f g\|_{1} \leq\|f\|_{2}\|g\|_{2} .
$$

In particular, we note that, for any $f, g \in L^{2}$, the inner product $\langle f, g\rangle=\mu(f g)$ exists and satisfies $|\langle f, g\rangle| \leq\|f\|_{2}\|g\|_{2}$. From the obvious bilinearity of the inner product, we get the parallelogram identity

$$
\begin{equation*}
\|f+g\|^{2}+\|f-g\|^{2}=2\|f\|^{2}+2\|g\|^{2}, \quad f, g \in L^{2} . \tag{10}
\end{equation*}
$$

Two functions $f, g \in L^{2}$ are said to be orthogonal (written as $f \perp g$ ) if $\langle f, g\rangle=0$. Orthogonality between two subsets $A, B \subset L^{2}$ means that $f \perp g$ for all $f \in A$ and $g \in B$. A subspace $M \subset L^{2}$ is said to be linear if $a f+b g \in M$ for any $f, g \in M$ and $a, b \in \mathbb{R}$, and closed if $f \in M$ whenever $f$ is the $L^{2}$-limit of a sequence in $M$.

Theorem 1.34 (orthogonal projection) Let $M$ be a closed linear subspace of $L^{2}$. Then any function $f \in L^{2}$ has an a.e. unique decomposition $f=g+h$ with $g \in M$ and $h \perp M$.

Proof: Fix any $f \in L^{2}$, and define $d=\inf \{\|f-g\| ; g \in M\}$. Choose $g_{1}, g_{2}, \ldots \in M$ with $\left\|f-g_{n}\right\| \rightarrow d$. Using the linearity of M , the definition of $d$, and (10), we get as $m, n \rightarrow \infty$,

$$
\begin{aligned}
4 d^{2}+\left\|g_{m}-g_{n}\right\|^{2} & \leq\left\|2 f-g_{m}-g_{n}\right\|^{2}+\left\|g_{m}-g_{n}\right\|^{2} \\
& =2\left\|f-g_{m}\right\|^{2}+2\left\|f-g_{n}\right\|^{2} \rightarrow 4 d^{2}
\end{aligned}
$$

Thus, $\left\|g_{m}-g_{n}\right\| \rightarrow 0$, and so the sequence $\left(g_{n}\right)$ is Cauchy in $L^{2}$. By Lemma 1.31 it converges toward some $g \in L^{2}$, and since $M$ is closed we have $g \in M$. Noting that $h=f-g$ has norm $d$, we get for any $l \in M$,

$$
d^{2} \leq\|h+t l\|^{2}=d^{2}+2 t\langle h, l\rangle+t^{2}\|l\|^{2}, \quad t \in \mathbb{R}
$$

which implies $\langle h, l\rangle=0$. Hence, $h \perp M$, as required.
To prove the uniqueness, let $g^{\prime}+h^{\prime}$ be another decomposition with the stated properties. Then $g-g^{\prime} \in M$ and also $g-g^{\prime}=h^{\prime}-h \perp M$, so $g-g^{\prime} \perp g-g^{\prime}$, which implies $\left\|g-g^{\prime}\right\|^{2}=\left\langle g-g^{\prime}, g-g^{\prime}\right\rangle=0$, and hence $g=g^{\prime}$ a.e.

For any measurable space $(S, \mathcal{S})$, we may introduce the class $\mathcal{M}(S)$ of $\sigma$ finite measures on $S$. The set $\mathcal{M}(S)$ becomes a measurable space in its own right when endowed with the $\sigma$-field induced by the mappings $\pi_{B}: \mu \mapsto \mu B$, $B \in \mathcal{S}$. Note in particular that the class $\mathcal{P}(S)$ of probability measures on $S$ is a measurable subset of $\mathcal{M}(S)$. In the next two lemmas we state some less obvious measurability properties, which will be needed in subsequent chapters.

Lemma 1.35 (measurability of products) For any measurable spaces $(S, \mathcal{S})$ and $(T, \mathcal{T})$, the mapping $(\mu, \nu) \mapsto \mu \otimes \nu$ is measurable from $\mathcal{P}(S) \times \mathcal{P}(T)$ to $\mathcal{P}(S \times T)$.

Proof: Note that $(\mu \otimes \nu) A$ is measurable whenever $A=B \times C$ with $B \in \mathcal{S}$ and $C \in \mathcal{T}$, and extend by a monotone class argument.

In the context of separable metric spaces $S$, we shall assume the measures $\mu \in \mathcal{M}(S)$ to be locally finite, in the sense that $\mu B<\infty$ for any bounded Borel set B.

Lemma 1.36 (diffuse and atomic parts) For any separable metric space $S$,
(i) the set $D \subset \mathcal{M}(S)$ of degenerate measures on $S$ is measurable;
(ii) the diffuse and purely atomic components $\mu_{d}$ and $\mu_{a}$ are measurable functions of $\mu \in \mathcal{M}(S)$.

Proof: (i) Choose a countable topological base $B_{1}, B_{2}, \ldots$ in $S$, and define $J=\left\{(i, j) ; B_{i} \cap B_{j}=\emptyset\right\}$. Then, clearly,

$$
D=\left\{\mu \in \mathcal{M}(S) ; \sum_{(i, j) \in J}\left(\mu B_{i}\right)\left(\mu B_{j}\right)=0\right\}
$$

(ii) Choose a nested sequence of countable partitions $\mathcal{B}_{n}$ of $S$ into Borel sets of diameter less than $n^{-1}$. Introduce for $\varepsilon>0$ and $n \in \mathbb{N}$ the sets $U_{n}^{\varepsilon}=$ $\bigcup\left\{B \in \mathcal{B}_{n} ; \mu B \geq \varepsilon\right\}, U^{\varepsilon}=\{s \in S ; \mu\{s\} \geq \varepsilon\}$, and $U=\{s \in S ; \mu\{s\}>0\}$. It is easily seen that $U_{n}^{\varepsilon} \downarrow U^{\varepsilon}$ as $n \rightarrow \infty$ and further that $U^{\varepsilon} \uparrow U$ as $\varepsilon \rightarrow 0$. By dominated convergence, the restrictions $\mu_{n}^{\varepsilon}=\mu\left(U_{n}^{\varepsilon} \cap \cdot\right)$ and $\mu^{\varepsilon}=\mu\left(U^{\varepsilon} \cap \cdot\right)$ satisfy locally $\mu_{n}^{\varepsilon} \downarrow \mu^{\varepsilon}$ and $\mu^{\varepsilon} \uparrow \mu_{a}$. Since $\mu_{n}^{\varepsilon}$ is clearly a measurable function of $\mu$, the asserted measurability of $\mu_{a}$ and $\mu_{d}$ now follows by Lemma 1.10.

Given two measurable spaces $(S, \mathcal{S})$ and $(T, \mathcal{T})$, a mapping $\mu: S \times \mathcal{T} \rightarrow \overline{\mathbb{R}}_{+}$ is called a (probability) kernel from $S$ to $T$ if the function $\mu_{s} B=\mu(s, B)$ is $\mathcal{S}$-measurable in $s \in S$ for fixed $B \in \mathcal{T}$ and a (probability) measure in $B \in \mathcal{T}$ for fixed $s \in S$. Any kernel $\mu$ determines an associated operator that maps suitable functions $f: T \rightarrow \mathbb{R}$ into their integrals $\mu f(s)=\int \mu(s, d t) f(t)$. Kernels play an important role in probability theory, where they may appear in the guises of random measures, conditional distributions, Markov transition functions, and potentials.

The following characterizations of the kernel property are often useful. For simplicity we are restricting our attention to probability kernels.

Lemma 1.37 (kernels) Fix two measurable spaces $(S, \mathcal{S})$ and $(T, \mathcal{T})$, a $\pi$ system $\mathcal{C}$ with $\sigma(\mathcal{C})=\mathcal{T}$, and a family $\mu=\left\{\mu_{s} ; s \in S\right\}$ of probability measures on $T$. Then these conditions are equivalent:
(i) $\mu$ is a probability kernel from $S$ to $T$;
(ii) $\mu$ is a measurable mapping from $S$ to $\mathcal{P}(T)$;
(iii) $s \mapsto \mu_{s} B$ is a measurable mapping from $S$ to $[0,1]$ for every $B \in \mathcal{C}$.

Proof: Since $\pi_{B}: \mu \mapsto \mu B$ is measurable on $\mathcal{P}(T)$ for every $B \in \mathcal{T}$, condition (ii) implies (iii) by Lemma 1.7. Furthermore, (iii) implies (i) by a straightforward application of Theorem 1.1. Finally, under (i) we have $\mu^{-1} \pi_{B}^{-1}[0, x] \in \mathcal{S}$ for all $B \in \mathcal{T}$ and $x \geq 0$, and (ii) follows by Lemma 1.4.

Let us now introduce a third measurable space $(U, \mathcal{U})$, and consider two kernels $\mu$ and $\nu$, one from $S$ to $T$ and the other from $S \times T$ to $U$. Imitating the construction of product measures, we may attempt to combine $\mu$ and $\nu$ into a kernel $\mu \otimes \nu$ from $S$ to $T \times U$ given by

$$
(\mu \otimes \nu)(s, B)=\int \mu(s, d t) \int \nu(s, t, d u) 1_{B}(t, u), \quad B \in \mathcal{T} \otimes \mathcal{U}
$$

The following lemma justifies the formula and provides some further useful information.

Lemma 1.38 (kernels and functions) Fix three measurable spaces $(S, \mathcal{S})$, $(T, \mathcal{T})$, and $(U, \mathcal{U})$. Let $\mu$ and $\nu$ be probability kernels from $S$ to $T$ and from $S \times T$ to $U$, respectively, and consider two measurable functions $f: S \times T \rightarrow$ $\mathbb{R}_{+}$and $g: S \times T \rightarrow U$. Then
(i) $\mu_{s} f(s, \cdot)$ is a measurable function of $s \in S$;
(ii) $\mu_{s} \circ(g(s, \cdot))^{-1}$ is a kernel from $S$ to $U$;
(iii) $\mu \otimes \nu$ is a kernel from $S$ to $T \times U$.

Proof: Assertion (i) is obvious when $f$ is the indicator function of a set $A=B \times C$ with $B \in \mathcal{S}$ and $C \in \mathcal{T}$. From here on, we may extend to general $A \in \mathcal{S} \otimes \mathcal{T}$ by a monotone class argument and then to arbitrary $f$ by linearity and monotone convergence. The statements in (ii) and (iii) are easy consequences.

For any measurable function $f \geq 0$ on $T \times U$, we get as in Theorem 1.27

$$
(\mu \otimes \nu)_{s} f=\int \mu(s, d t) \int \nu(s, t, d u) f(t, u), \quad s \in S
$$

or simply $(\mu \otimes \nu) f=\mu(\nu f)$. By iteration we may combine any kernels $\mu_{k}$ from $S_{0} \times \cdots \times S_{k-1}$ to $S_{k}, k=1, \ldots, n$, into a kernel $\mu_{1} \otimes \cdots \otimes \mu_{n}$ from $S_{0}$ to $S_{1} \times \cdots \times S_{n}$, given by

$$
\left(\mu_{1} \otimes \cdots \otimes \mu_{n}\right) f=\mu_{1}\left(\mu_{2}\left(\cdots\left(\mu_{n} f\right) \cdots\right)\right)
$$

for any measurable function $f \geq 0$ on $S_{1} \times \cdots \times S_{n}$.
In applications we may often encounter kernels $\mu_{k}$ from $S_{k-1}$ to $S_{k}, k=$ $1, \ldots, n$, in which case the composition $\mu_{1} \cdots \mu_{n}$ is defined as a kernel from $S_{0}$ to $S_{n}$ given for measurable $B \subset S_{n}$ by

$$
\begin{aligned}
\left(\mu_{1} \cdots \mu_{n}\right)_{s} B= & \left(\mu_{1} \otimes \cdots \otimes \mu_{n}\right)_{s}\left(S_{1} \times \cdots \times S_{n-1} \times B\right) \\
= & \int \mu_{1}\left(s, d s_{1}\right) \int \mu_{2}\left(s_{1}, d s_{2}\right) \cdots \\
& \cdots \int \mu_{n-1}\left(s_{n-2}, d s_{n-1}\right) \mu_{n}\left(s_{n-1}, B\right)
\end{aligned}
$$

## Exercises

1. Prove the triangle inequality $\mu(A \Delta C) \leq \mu(A \Delta B)+\mu(B \Delta C)$. (Hint: Note that $1_{A \Delta B}=\left|1_{A}-1_{B}\right|$.)
2. Show that Lemma 1.9 is false for uncountable index sets. (Hint: Show that every measurable set depends on countably many coordinates.)
3. For any space $S$, let $\mu A$ denote the cardinality of the set $A \subset S$. Show that $\mu$ is a measure on $\left(S, 2^{S}\right)$.
4. Let $\mathcal{K}$ be the class of compact subsets of some metric space $S$, and let $\mu$ be a bounded measure such that $\inf _{K \in \mathcal{K}} \mu K^{c}=0$. Show for any $B \in \mathcal{B}(S)$ that $\mu B=\sup _{K \in \mathcal{K} \cap B} \mu K$.
5. Show that any absolutely convergent series can be written as an integral with respect to counting measure on $\mathbb{N}$. State series versions of Fatou's lemma and the dominated convergence theorem, and give direct elementary proofs.
6. Give an example of integrable functions $f, f_{1}, f_{2}, \ldots$ on some probability space $(\Omega, \mathcal{A}, \mu)$ such that $f_{n} \rightarrow f$ but $\mu f_{n} \nrightarrow \mu f$.
7. Fix two $\sigma$-finite measures $\mu$ and $\nu$ on some measurable space $(\Omega, \mathcal{F})$ with sub- $\sigma$-field $\mathcal{G}$. Show that if $\mu \ll \nu$ holds on $\mathcal{F}$, it is also true on $\mathcal{G}$. Further show by an example that the converse may fail.
8. Fix two measurable spaces $(S, \mathcal{S})$ and $(T, \mathcal{T})$, a measurable function $f: S \rightarrow T$, and a measure $\mu$ on $S$ with image $\nu=\mu \circ f^{-1}$. Show that $f$ remains measurable w.r.t. the completions $\mathcal{S}^{\mu}$ and $\mathcal{T}^{\nu}$.
9. Fix a measure space $(S, \mathcal{S}, \mu)$ and a $\sigma$-field $\mathcal{T} \subset \mathcal{S}$, let $\mathcal{S}^{\mu}$ denote the $\mu$-completion of $\mathcal{S}$, and let $\mathcal{T}^{\mu}$ be the $\sigma$-field generated by $\mathcal{T}$ and the $\mu$-null sets of $\mathcal{S}^{\mu}$. Show that $A \in \mathcal{T}^{\mu}$ iff there exist some $B \in \mathcal{T}$ and $N \in \mathcal{S}^{\mu}$ with $A \Delta B \subset N$ and $\mu N=0$. Also, show by an example that $\mathcal{T}^{\mu}$ may be strictly greater than the $\mu$-completion of $\mathcal{T}$.
10. State Fubini's theorem for the case where $\mu$ is any $\sigma$-finite measure and $\nu$ is the counting measure on $\mathbb{N}$. Give a direct proof of this result.
11. Let $f_{1}, f_{2}, \ldots$ be $\mu$-integrable functions on some measurable space $S$ such that $g=\sum_{k} f_{k}$ exists a.e., and put $g_{n}=\sum_{k \leq n} f_{k}$. Restate the dominated convergence theorem for the integrals $\mu g_{n}$ in terms of the functions $f_{k}$, and compare with the result of the preceding exercise.
12. Extend Theorem 1.27 to the product of $n$ measures.
13. Show that Lebesgue measure on $\mathbb{R}^{d}$ is invariant under rotations. (Hint: Apply Lemma 1.29 in both directions.)
14. Fix a measurable Abelian group $G$ such that every $\sigma$-finite, invariant measure on $G$ is proportional to some measure $\lambda$. Extend Lemma 1.29 to this case.
15. Let $\lambda$ denote Lebesgue measure on $\mathbb{R}_{+}$, and fix any $p>0$. Show that the class of step functions with bounded support and finitely many jumps is dense in $L^{p}(\lambda)$. Generalize to $\mathbb{R}_{+}^{d}$.
16. Let $M \supset N$ be closed linear subspaces of $L^{2}$. Show that if $f \in L^{2}$ has projections $g$ onto $M$ and $h$ onto $N$, then $g$ has projection $h$ onto $N$.
17. Let $M$ be a closed linear subspace of $L^{2}$, and let $f, g \in L^{2}$ with $M$-projections $\hat{f}$ and $\hat{g}$. Show that $\langle\hat{f}, g\rangle=\langle f, \hat{g}\rangle=\langle\hat{f}, \hat{g}\rangle$.
18. Let $\mu_{1}, \mu_{2}, \ldots$ be kernels between two measurable spaces $S$ and $T$. Show that the function $\mu=\sum_{n} \mu_{n}$ is again a kernel.
19. Fix a function $f$ between two measurable spaces $S$ and $T$, and define $\mu(s, B)=1_{B} \circ f(s)$. Show that $\mu$ is a kernel iff $f$ is measurable.

## Chapter 2

# Processes, Distributions, and Independence 

Random elements and processes; distributions and expectation, independence; zero-one laws; Borel-Cantelli lemma; Bernoulli sequences and existence; moments and continuity of paths

Armed with the basic notions and results of measure theory from the previous chapter, we may now embark on our study of probability theory itself. The dual purpose of this chapter is to introduce the basic terminology and notation and to prove some fundamental results, many of which are used throughout the remainder of this book.

In modern probability theory it is customary to relate all objects of study to a basic probability space $(\Omega, \mathcal{A}, P)$, which is nothing more than a normalized measure space. Random variables may then be defined as measurable functions $\xi$ on $\Omega$, and their expected values as the integrals $E \xi=\int \xi d P$. Furthermore, independence between random quantities reduces to a kind of orthogonality between the induced sub- $\sigma$-fields. It should be noted, however, that the reference space $\Omega$ is introduced only for technical convenience, to provide a consistent mathematical framework. Indeed, the actual choice of $\Omega$ plays no role, and the interest focuses instead on the various induced distributions $P \circ \xi^{-1}$.

The notion of independence is fundamental for all areas of probability theory. Despite its simplicity, it has some truly remarkable consequences. A particularly striking result is Kolmogorov's zero-one law, which states that every tail event associated with a sequence of independent random elements has probability zero or one. As a consequence, any random variable that depends only on the "tail" of the sequence must be a.s. constant. This result and the related Hewitt-Savage zero-one law convey much of the flavor of modern probability: Although the individual elements of a random sequence are erratic and unpredictable, the long-term behavior may often conform to deterministic laws and patterns. Our main objective is to uncover the latter. Here the classical Borel-Cantelli lemma is a useful tool, among others.

To justify our study, we need to ensure the existence of the random objects under discussion. For most purposes, it suffices to use the Lebesgue unit interval $([0,1], \mathcal{B}, \lambda)$ as the basic probability space. In this chapter the existence will be proved only for independent random variables with prescribed
distributions; we postpone the more general discussion until Chapter 5. As a key step, we use the binary expansion of real numbers to construct a socalled Bernoulli sequence, consisting of independent random digits 0 or 1 with probabilities $1-p$ and $p$, respectively. Such sequences may be regarded as discrete-time counterparts of the fundamental Poisson process, to be introduced and studied in Chapter 10.

The distribution of a random process $X$ is determined by the finitedimensional distributions, and those are not affected if we change each value $X_{t}$ on a null set. It is then natural to look for versions of $X$ with suitable regularity properties. As another striking result, we shall provide a moment condition that ensures the existence of a continuous modification of the process. Regularizations of various kinds are important throughout modern probability theory, as they may enable us to deal with events depending on the values of a process at uncountably many times.

To begin our systematic exposition of the theory, we may fix an arbitrary probability space $(\Omega, \mathcal{A}, P)$, where $P$, the probability measure, has total mass 1. In the probabilistic context the sets $A \in \mathcal{A}$ are called events, and $P A=P(A)$ is called the probability of $A$. In addition to results valid for all measures, there are properties that depend on the boundedness or normalization of $P$, such as the relation $P A^{c}=1-P A$ and the fact that $A_{n} \downarrow A$ implies $P A_{n} \rightarrow P A$.

Some infinite set operations have special probabilistic significance. Thus, given any sequence of events $A_{1}, A_{2}, \ldots \in \mathcal{A}$, we may be interested in the sets $\left\{A_{n}\right.$ i.o. $\}$, where $A_{n}$ happens infinitely often, and $\left\{A_{n}\right.$ ult. $\}$, where $A_{n}$ happens ultimately (i.e., for all but finitely many $n$ ). Those occurrences are events in their own right, expressible in terms of the $A_{n}$ as

$$
\begin{align*}
& \left\{A_{n} \text { i.o. }\right\}=\left\{\sum_{n} 1_{A_{n}}=\infty\right\}=\bigcap_{n} \bigcup_{k \geq n} A_{k}  \tag{1}\\
& \left\{A_{n} \text { ult. }\right\}=\left\{\sum_{n} 1_{A_{n}^{c}}<\infty\right\}=\bigcup_{n} \bigcap_{k \geq n} A_{k} . \tag{2}
\end{align*}
$$

From here on, we are omitting the argument $\omega$ from our notation when there is no risk for confusion. For example, the expression $\left\{\sum_{n} 1_{A_{n}}=\infty\right\}$ is used as a convenient shorthand form of the unwieldy $\left\{\omega \in \Omega ; \sum_{n} 1_{A_{n}}(\omega)=\infty\right\}$.

The indicator functions of the events in (1) and (2) may be expressed as

$$
1\left\{A_{n} \text { i.o. }\right\}=\limsup _{n \rightarrow \infty} 1_{A_{n}}, \quad 1\left\{A_{n} \text { ult. }\right\}=\liminf _{n \rightarrow \infty} 1_{A_{n}}
$$

where, for typographical convenience, we write $1\{\cdot\}$ instead of $1_{\{\cdot\}}$. Applying Fatou's lemma to the functions $1_{A_{n}}$ and $1_{A_{n}^{c}}$, we get

$$
P\left\{A_{n} \text { i.o. }\right\} \geq \limsup _{n \rightarrow \infty} P A_{n}, \quad P\left\{A_{n} \text { ult. }\right\} \leq \liminf _{n \rightarrow \infty} P A_{n}
$$

Using the continuity and subadditivity of $P$, we further see from (1) that

$$
P\left\{A_{n} \text { i.o. }\right\}=\lim _{n \rightarrow \infty} P \bigcup_{k \geq n} A_{k} \leq \lim _{n \rightarrow \infty} \sum_{k \geq n} P A_{k}
$$

If $\sum_{n} P A_{n}<\infty$, we get zero on the right, and it follows that $P\left\{A_{n}\right.$ i.o. $\}=$ 0 . The resulting implication constitutes the easy part of the Borel-Cantelli lemma, to be reconsidered in Theorem 2.18.

Any measurable mapping $\xi$ of $\Omega$ into some measurable space $(S, \mathcal{S})$ is called a random element in $S$. If $B \in \mathcal{S}$, then $\{\xi \in B\}=\xi^{-1} B \in \mathcal{A}$, and we may consider the associated probabilities

$$
P\{\xi \in B\}=P\left(\xi^{-1} B\right)=\left(P \circ \xi^{-1}\right) B, \quad B \in \mathcal{S}
$$

The set function $P \circ \xi^{-1}$ is again a probability measure, defined on the range space $S$ and called the (probability) distribution of $\xi$. We shall also use the term distribution as synonomous to probability measure, even when no generating random element has been introduced.

Random elements are of interest in a wide variety of spaces. A random element in $S$ is called a random variable when $S=\mathbb{R}$, a random vector when $S=\mathbb{R}^{d}$, a random sequence when $S=\mathbb{R}^{\infty}$, a random or stochastic process when $S$ is a function space, and a random measure or set when $S$ is a class of measures or sets, respectively. A metric or topological space $S$ will be endowed with its Borel $\sigma$-field $\mathcal{B}(S)$ unless a $\sigma$-field is otherwise specified. For any separable metric space $S$, it is clear from Lemma 1.2 that $\xi=\left(\xi_{1}, \xi_{2}, \ldots\right)$ is a random element in $S^{\infty}$ iff $\xi_{1}, \xi_{2}, \ldots$ are random elements in $S$.

If $(S, \mathcal{S})$ is a measurable space, then any subset $A \subset S$ becomes a measurable space in its own right when endowed with the $\sigma$-field $A \cap \mathcal{S}=\{A \cap B$; $B \in \hat{\mathcal{S}}\}$. By Lemma 1.6 we note in particular that if $S$ is a metric space with Borel $\sigma$-field $\mathcal{S}$, then $A \cap \mathcal{S}$ is the Borel $\sigma$-field in $A$. Any random element in $(A, A \cap \mathcal{S})$ may clearly be regarded, alternatively, as a random element in $S$. Conversely, if $\xi$ is a random element in $S$ such that $\xi \in A$ a.s. (almost surely or with probability 1) for some $A \in \mathcal{S}$, then $\xi=\eta$ a.s. for some random element $\eta$ in $A$.

Fixing a measurable space $(S, \mathcal{S})$ and an abstract index set $T$, we shall write $S^{T}$ for the class of functions $f: T \rightarrow S$, and let $\mathcal{S}^{T}$ denote the $\sigma$-field in $S^{T}$ generated by all evaluation maps $\pi_{t}: S^{T} \rightarrow S, t \in T$, given by $\pi_{t} f=f(t)$. If $X: \Omega \rightarrow U \subset S^{T}$, then clearly $X_{t}=\pi_{t} \circ X$ maps $\Omega$ into $S$. Thus, $X$ may also be regarded as a function $X(t, \omega)=X_{t}(\omega)$ from $T \times \Omega$ to $S$.

Lemma 2.1 (measurability) Fix a measurable space $(S, \mathcal{S})$, an index set $T$, and a subset $U \subset S^{T}$. Then a function $X: \Omega \rightarrow U$ is $U \cap \mathcal{S}^{T}$-measurable iff $X_{t}: \Omega \rightarrow S$ is $\mathcal{S}$-measurable for every $t \in T$.

Proof: Since $X$ is $U$-valued, the $U \cap \mathcal{S}^{T}$-measurability is equivalent to measurability with respect to $\mathcal{S}^{T}$. The result now follows by Lemma 1.4 from the fact that $\mathcal{S}^{T}$ is generated by the mappings $\pi_{t}$.

A mapping $X$ with the properties in Lemma 2.1 is called an $S$-valued (random) process on $T$ with paths in $U$. By the lemma it is equivalent to regard $X$ as a collection of random elements $X_{t}$ in the state space $S$.

For any random elements $\xi$ and $\eta$ in a common measurable space, the equality $\xi \stackrel{d}{=} \eta$ means that $\xi$ and $\eta$ have the same distribution, or $P \circ \xi^{-1}=$ $P \circ \eta^{-1}$. If $X$ is a random process on some index set $T$, the associated finite-dimensional distributions are given by

$$
\mu_{t_{1}, \ldots, t_{n}}=P \circ\left(X_{t_{1}}, \ldots, X_{t_{n}}\right)^{-1}, \quad t_{1}, \ldots, t_{n} \in T, n \in \mathbb{N}
$$

The following result shows that the distribution of a process is determined by the set of finite-dimensional distributions.

Proposition 2.2 (finite-dimensional distributions) Fix any $S, T$, and $U$ as in Lemma 2.1, and let $X$ and $Y$ be processes on $T$ with paths in $U$. Then $X \stackrel{d}{=} Y$ iff

$$
\begin{equation*}
\left(X_{t_{1}}, \ldots, X_{t_{n}}\right) \stackrel{d}{=}\left(Y_{t_{1}}, \ldots, Y_{t_{n}}\right), \quad t_{1}, \ldots, t_{n} \in T, n \in \mathbb{N} . \tag{3}
\end{equation*}
$$

Proof: Assume (3). Let $\mathcal{D}$ denote the class of sets $A \in \mathcal{S}^{T}$ with $P\{X \in A\}$ $=P\{Y \in A\}$, and let $\mathcal{C}$ consist of all sets

$$
A=\left\{f \in S^{T} ;\left(f_{t_{1}}, \ldots, f_{t_{n}}\right) \in B\right\}, \quad t_{1}, \ldots, t_{n} \in T, B \in \mathcal{S}^{n}, n \in \mathbb{N}
$$

Then $\mathcal{C}$ is a $\pi$-system and $\mathcal{D}$ a $\lambda$-system, and furthermore $\mathcal{C} \subset \mathcal{D}$ by hypothesis. Hence, $\mathcal{S}^{T}=\sigma(\mathcal{C}) \subset \mathcal{D}$ by Theorem 1.1, which means that $X \stackrel{d}{=} Y$.

For any random vector $\xi=\left(\xi_{1}, \ldots, \xi_{d}\right)$ in $\mathbb{R}^{d}$, we define the associated distribution function $F$ by

$$
F\left(x_{1}, \ldots, x_{d}\right)=P \bigcap_{k \leq d}\left\{\xi_{k} \leq x_{k}\right\}, \quad x_{1}, \ldots, x_{d} \in \mathbb{R}
$$

The next result shows that $F$ determines the distribution of $\xi$.
Lemma 2.3 (distribution functions) Let $\xi$ and $\eta$ be random vectors in $\mathbb{R}^{d}$ with distribution functions $F$ and $G$. Then $\xi \stackrel{d}{=} \eta$ iff $F=G$.

Proof: Use Theorem 1.1.
The expected value, expectation, or mean of a random variable $\xi$ is defined as

$$
\begin{equation*}
E \xi=\int_{\Omega} \xi d P=\int_{\mathbb{R}} x\left(P \circ \xi^{-1}\right)(d x) \tag{4}
\end{equation*}
$$

whenever either integral exists. The last equality then holds by Lemma 1.22. By the same result we note that, for any random element $\xi$ in some measurable space $S$ and for an arbitrary measurable function $f: S \rightarrow \mathbb{R}$,

$$
\begin{align*}
E f(\xi) & =\int_{\Omega} f(\xi) d P=\int_{S} f(s)\left(P \circ \xi^{-1}\right)(d s) \\
& =\int_{\mathbb{R}} x\left(P \circ(f \circ \xi)^{-1}\right)(d x) \tag{5}
\end{align*}
$$

provided that at least one of the three integrals exists. Integrals over a measurable subset $A \subset \Omega$ are often denoted by

$$
E[\xi ; A]=E\left(\xi 1_{A}\right)=\int_{A} \xi d P, \quad A \in \mathcal{A}
$$

For any random variable $\xi$ and constant $p>0$, the integral $E|\xi|^{p}=\|\xi\|_{p}^{p}$ is called the $p$ th absolute moment of $\xi$. By Hölder's inequality (or by Jensen's inequality in Lemma 2.5) we have $\|\xi\|_{p} \leq\|\xi\|_{q}$ for $p \leq q$, so the corresponding $L^{p}$-spaces are nonincreasing in $p$. If $\xi \in L^{p}$ and either $p \in \mathbb{N}$ or $\xi \geq 0$, we may further define the $p$ th moment of $\xi$ as $E \xi^{p}$.

The following result gives a useful relationship between moments and tail probabilities.

Lemma 2.4 (moments and tails) For any random variable $\xi \geq 0$,

$$
E \xi^{p}=p \int_{0}^{\infty} P\{\xi>t\} t^{p-1} d t=p \int_{0}^{\infty} P\{\xi \geq t\} t^{p-1} d t, \quad p>0
$$

Proof: By elementary calculus and Fubini's theorem,

$$
\begin{aligned}
E \xi^{p} & =E \int_{0}^{\infty} 1\left\{\xi^{p}>s\right\} d s=E \int_{0}^{\infty} 1\left\{\xi>s^{1 / p}\right\} d s \\
& =p E \int_{0}^{\infty} 1\{\xi>t\} t^{p-1} d t=p \int_{0}^{\infty} P\{\xi>t\} t^{p-1} d t
\end{aligned}
$$

The proof of the second expression is similar.

A random vector $\xi=\left(\xi_{1}, \ldots, \xi_{d}\right)$ or process $X=\left(X_{t}\right)$ is said to be integrable if integrability holds for every component $\xi_{k}$ or value $X_{t}$, in which case we may write $E \xi=\left(E \xi_{1}, \ldots, E \xi_{d}\right)$ or $E X=\left(E X_{t}\right)$. Recall that a function $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ is said to be convex if

$$
\begin{equation*}
f(p x+(1-p) y) \leq p f(x)+(1-p) f(y), \quad x, y \in \mathbb{R}^{d}, p \in[0,1] . \tag{6}
\end{equation*}
$$

The relation may be written as $f(E \xi) \leq E f(\xi)$, where $\xi$ is a random vector in $\mathbb{R}^{d}$ with $P\{\xi=x\}=1-P\{\xi=y\}=p$. The following extension to arbitrary integrable random vectors is known as Jensen's inequality.

Lemma 2.5 (convex maps, Hölder, Jensen) Let $\xi$ be an integrable random vector in $\mathbb{R}^{d}$, and fix any convex function $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$. Then

$$
E f(\xi) \geq f(E \xi)
$$

Proof: By a version of the Hahn-Banach theorem, the convexity condition (6) is equivalent to the existence for every $s \in \mathbb{R}^{d}$ of a supporting affine function $h_{s}(x)=a x+b$ with $f \geq h_{s}$ and $f(s)=h_{s}(s)$. In particular, we get for $s=E \xi$,

$$
E f(\xi) \geq E h_{s}(\xi)=h_{s}(E \xi)=f(E \xi)
$$

The covariance of two random variables $\xi, \eta \in L^{2}$ is given by

$$
\operatorname{cov}(\xi, \eta)=E(\xi-E \xi)(\eta-E \eta)=E \xi \eta-E \xi \cdot E \eta
$$

It is clearly bilinear, in the sense that

$$
\operatorname{cov}\left\{\sum_{j \leq m} a_{j} \xi_{j}, \sum_{k \leq n} b_{k} \eta_{k}\right\}=\sum_{j \leq m} \sum_{k \leq n} a_{j} b_{k} \operatorname{cov}\left(\xi_{j}, \eta_{k}\right)
$$

We may further define the variance of a random variable $\xi \in L^{2}$ by

$$
\operatorname{var}(\xi)=\operatorname{cov}(\xi, \xi)=E(\xi-E \xi)^{2}=E \xi^{2}-(E \xi)^{2}
$$

and we note that, by the Cauchy-Buniakovsky inequality,

$$
|\operatorname{cov}(\xi, \eta)| \leq\{\operatorname{var}(\xi) \operatorname{var}(\eta)\}^{1 / 2}
$$

Two random variables $\xi$ and $\eta$ are said to be uncorrelated if $\operatorname{cov}(\xi, \eta)=0$.
For any collection of random variables $\xi_{t} \in L^{2}, t \in T$, we note that the associated covariance function $\rho_{s, t}=\operatorname{cov}\left(\xi_{s}, \xi_{t}\right), s, t \in T$, is nonnegative definite, in the sense that $\sum_{i j} a_{i} a_{j} \rho_{t_{i}, t_{j}} \geq 0$ for any $n \in \mathbb{N}, t_{1}, \ldots t_{n} \in T$, and $a_{1}, \ldots, a_{n} \in \mathbb{R}$. This is clear if we write

$$
\sum_{i, j} a_{i} a_{j} \rho_{t_{i}, t_{j}}=\sum_{i, j} a_{i} a_{j} \operatorname{cov}\left(\xi_{t_{i}}, \xi_{t_{j}}\right)=\operatorname{var}\left\{\sum_{i} a_{i} \xi_{t_{i}}\right\} \geq 0
$$

The events $A_{t} \in \mathcal{A}, t \in T$, are said to be (mutually) independent if, for any distinct indices $t_{1}, \ldots, t_{n} \in T$,

$$
\begin{equation*}
P \bigcap_{k \leq n} A_{t_{k}}=\prod_{k \leq n} P A_{t_{k}} \tag{7}
\end{equation*}
$$

The families $\mathcal{C}_{t} \subset \mathcal{A}, t \in T$, are said to be independent if independence holds between the events $A_{t}$ for arbitrary $A_{t} \in \mathcal{C}_{t}, t \in T$. Finally, the random elements $\xi_{t}, t \in T$, are said to be independent if independence holds between the generated $\sigma$-fields $\sigma\left(\xi_{t}\right), t \in T$. Pairwise independence between two objects $A$ and $B, \xi$ and $\eta$, or $\mathcal{B}$ and $\mathcal{C}$ is often denoted by $A \Perp B, \xi \Perp \eta$, or $\mathcal{B} \Perp \mathcal{C}$, respectively.

The following result is often useful to prove extensions of the independence property.

Lemma 2.6 (extension) If the $\pi$-systems $\mathcal{C}_{t}, t \in T$, are independent, then so are the $\sigma$-fields $\mathcal{F}_{t}=\sigma\left(\mathcal{C}_{t}\right), t \in T$.

Proof: We may clearly assume that $\mathcal{C}_{t} \neq \emptyset$ for all $t$. Fix any distinct indices $t_{1}, \ldots, t_{n} \in T$, and note that (7) holds for arbitrary $A_{t_{k}} \in \mathcal{C}_{t_{k}}, k=$ $1, \ldots, n$. Keeping $A_{t_{2}}, \ldots, A_{t_{n}}$ fixed, we define $\mathcal{D}$ as the class of sets $A_{t_{1}} \in \mathcal{A}$ satisfying (7). Then $\mathcal{D}$ is a $\lambda$-system containing $\mathcal{C}_{t_{1}}$, and so $\mathcal{D} \supset \sigma\left(\mathcal{C}_{t_{1}}\right)=\mathcal{F}_{t_{1}}$ by Theorem 1.1. Thus, (7) holds for arbitrary $A_{t_{1}} \in \mathcal{F}_{t_{1}}$ and $A_{t_{k}} \in \mathcal{C}_{t_{k}}$, $k=$ $2, \ldots, n$. Proceeding recursively in $n$ steps, we obtain the desired extension to arbitrary $A_{t_{k}} \in \mathcal{F}_{t_{k}}, k=1, \ldots, n$.

As an immediate consequence, we obtain the following basic grouping property. Here and in the sequel we shall often write $\mathcal{F} \vee \mathcal{G}=\sigma\{\mathcal{F}, \mathcal{G}\}$ and $\mathcal{F}_{S}=\bigvee_{t \in S} \mathcal{F}_{t}=\sigma\left\{\mathcal{F}_{t} ; t \in S\right\}$.

Corollary 2.7 (grouping) Let $\mathcal{F}_{t}, t \in T$, be independent $\sigma$-fields, and consider a disjoint partition $\mathcal{T}$ of $T$. Then the $\sigma$-fields $\mathcal{F}_{S}=\bigvee_{t \in S} \mathcal{F}_{t}, S \in \mathcal{T}$, are again independent.

Proof: For each $S \in \mathcal{T}$, let $\mathcal{C}_{S}$ denote the class of all finite intersections of sets in $\bigcup_{t \in S} \mathcal{F}_{t}$. Then the classes $\mathcal{C}_{S}$ are independent $\pi$-systems, and by Lemma 2.6 the independence extends to the generated $\sigma$-fields $\mathcal{F}_{S}$.

Though independence between more than two $\sigma$-fields is clearly stronger than pairwise independence, we shall see how the full independence may be reduced to the pairwise notion in various ways. Given any set $T$, a class $\mathcal{T} \subset 2^{T}$ is said to be separating if, for any $s \neq t$ in $T$, there exists some $S \in \mathcal{T}$ such that exactly one of the elements $s$ and $t$ lies in $S$.

## Lemma 2.8 (pairwise independence)

(i) The $\sigma$-fields $\mathcal{F}_{1}, \mathcal{F}_{2}, \ldots$ are independent iff $\bigvee_{k \leq n} \mathcal{F}_{k} \Perp \mathcal{F}_{n+1}$ for all $n$.
(ii) The $\sigma$-fields $\mathcal{F}_{t}, t \in T$, are independent iff $\mathcal{F}_{S} \Perp \mathcal{F}_{S^{c}}$ for all sets $S$ in some separating class $\mathcal{T} \subset 2^{T}$.

Proof: The necessity of the two conditions follows from Corollary 2.7. As for the sufficiency, we shall consider only part (ii), the proof for (i) being similar. Under the stated condition, we need to show for any finite subset $S \subset T$ that the $\sigma$-fields $\mathcal{F}_{s}, s \in S$, are independent. Let $|S|$ denote the cardinality of $S$, and assume the statement to be true for $|S| \leq n$. Proceeding to the case when $|S|=n+1$, we may choose $U \in \mathcal{T}$ such that $S^{\prime}=S \cap U$ and $S^{\prime \prime}=S \backslash U$ are nonempty. Since $\mathcal{F}_{S^{\prime}} \Perp \mathcal{F}_{S^{\prime \prime}}$, we get for any sets $A_{s} \in \mathcal{F}_{s}$, $s \in S$,

$$
P \bigcap_{s \in S} A_{s}=\left(P \bigcap_{s \in S^{\prime}} A_{s}\right)\left(P \bigcap_{s \in S^{\prime \prime}} A_{s}\right)=\prod_{s \in S} P A_{s},
$$

where the last relation follows from the induction hypothesis.
A $\sigma$-field $\mathcal{F}$ is said to be $P$-trivial if $P A=0$ or 1 for every $A \in \mathcal{F}$. We further say that a random element is a.s. degenerate if its distribution is a degenerate probability measure.

Lemma 2.9 (triviality and degeneracy) $A \sigma$-field $\mathcal{F}$ is $P$-trivial iff $\mathcal{F} \Perp \mathcal{F}$. In that case, any $\mathcal{F}$-measurable random element $\xi$ taking values in a separable metric space is a.s. degenerate.

Proof: If $\mathcal{F} \Perp \mathcal{F}$, then for any $A \in \mathcal{F}$ we have $P A=P(A \cap A)=(P A)^{2}$, and so $P A=0$ or 1 . Conversely, assume that $\mathcal{F}$ is $P$-trivial. Then for any
two sets $A, B \in \mathcal{F}$ we have $P(A \cap B)=P A \wedge P B=P A \cdot P B$, which means that $\mathcal{F} \Perp \mathcal{F}$.

Now assume that $\mathcal{F}$ is $P$-trivial, and let $\xi$ be as stated. For each $n$ we may partition $S$ into countably many disjoint Borel sets $B_{n j}$ of diameter $<n^{-1}$. Since $P\left\{\xi \in B_{n j}\right\}=0$ or 1 , we have $\xi \in B_{n j}$ a.s. for exactly one $j$, say for $j=j_{n}$. Hence, $\xi \in \bigcap_{n} B_{n, j_{n}}$ a.s. The latter set has diameter 0 , so it consists of exactly one point $s$, and we get $\xi=s$ a.s.

The next result gives the basic relation between independence and product measures.

Lemma 2.10 (product measures) Let $\xi_{1}, \ldots, \xi_{n}$ be random elements with distributions $\mu_{1}, \ldots, \mu_{n}$ in some measurable spaces $S_{1}, \ldots, S_{n}$. Then the $\xi_{k}$ are independent iff $\xi=\left(\xi_{1}, \ldots, \xi_{n}\right)$ has distribution $\mu_{1} \otimes \cdots \otimes \mu_{n}$.

Proof: Assuming the independence, we get for any measurable product set $B=B_{1} \times \cdots \times B_{n}$,

$$
P\{\xi \in B\}=\prod_{k \leq n} P\left\{\xi_{k} \in B_{k}\right\}=\prod_{k \leq n} \mu_{k} B_{k}=\bigotimes_{k \leq n} \mu_{k} B
$$

This extends by Theorem 1.1 to arbitrary sets in the product $\sigma$-field.
In conjunction with Fubini's theorem, the last result leads to a useful method of computing expected values.

Lemma 2.11 (conditioning) Let $\xi$ and $\eta$ be independent random elements in some measurable spaces $S$ and $T$, and let the function $f: S \times T \rightarrow \mathbb{R}$ be measurable with $E(E|f(s, \eta)|)_{s=\xi}<\infty$. Then $E f(\xi, \eta)=E(E f(s, \eta))_{s=\xi}$.

Proof: Let $\mu$ and $\nu$ denote the distributions of $\xi$ and $\eta$, respectively. Assuming that $f \geq 0$ and writing $g(s)=E f(s, \eta)$, we get, by Lemma 1.22 and Fubini's theorem,

$$
\begin{aligned}
E f(\xi, \eta) & =\int f(s, t)(\mu \otimes \nu)(d s d t) \\
& =\int \mu(d s) \int f(s, t) \nu(d t)=\int g(s) \mu(d s)=E g(\xi)
\end{aligned}
$$

For general $f$, this applies to the function $|f|$, and so $E|f(\xi, \eta)|<\infty$. The desired relation then follows as before.

In particular, for any independent random variables $\xi_{1}, \ldots, \xi_{n}$,

$$
E \prod_{k} \xi_{k}=\prod_{k} E \xi_{k}, \quad \operatorname{var} \sum_{k} \xi_{k}=\sum_{k} \operatorname{var} \xi_{k}
$$

whenever the expressions on the right exist.
If $\xi$ and $\eta$ are random elements in a measurable group $G$, then the product $\xi \eta$ is again a random element in $G$. The following result gives the connection between independence and the convolutions in Lemma 1.28.

Corollary 2.12 (convolution) Let $\xi$ and $\eta$ be independent random elements with distributions $\mu$ and $\nu$, respectively, in some measurable group $G$. Then the product $\xi \eta$ has distribution $\mu * \nu$.

Proof: For any measurable set $B \subset G$, we get by Lemma 2.10 and the definition of convolution,

$$
P\{\xi \eta \in B\}=(\mu \otimes \nu)\left\{(x, y) \in G^{2} ; x y \in B\right\}=(\mu * \nu) B
$$

Given any sequence of $\sigma$-fields $\mathcal{F}_{1}, \mathcal{F}_{2}, \ldots$, we may introduce the associated tail $\sigma$-field

$$
\mathcal{T}=\bigcap_{n} \bigvee_{k>n} \mathcal{F}_{k}=\bigcap_{n} \sigma\left\{\mathcal{F}_{k} ; k>n\right\}
$$

The following remarkable result shows that $\mathcal{T}$ is trivial whenever the $\mathcal{F}_{n}$ are independent. An extension appears in Corollary 6.25.

Theorem 2.13 (zero-one law, Kolmogorov) Let $\mathcal{F}_{1}, \mathcal{F}_{2}, \ldots$ be independent $\sigma$-fields. Then the tail $\sigma$-field $\mathcal{T}=\bigcap_{n} \bigvee_{k>n} \mathcal{F}_{k}$ is $P$-trivial.

Proof: For each $n \in \mathbb{N}$, define $\mathcal{T}_{n}=\bigvee_{k>n} \mathcal{F}_{k}$, and note that $\mathcal{F}_{1}, \ldots, \mathcal{F}_{n}, \mathcal{T}_{n}$ are independent by Corollary 2.7. Hence, so are the $\sigma$-fields $\mathcal{F}_{1}, \ldots, \mathcal{F}_{n}, \mathcal{T}$, and then also $\mathcal{F}_{1}, \mathcal{F}_{2}, \ldots, \mathcal{T}$. By the same theorem we obtain $\mathcal{T}_{0} \Perp \mathcal{T}$, and so $\mathcal{T} \Perp \mathcal{T}$. Thus, $\mathcal{T}$ is $P$-trivial by Lemma 2.9.

We shall consider some simple illustrations of the last theorem.
Corollary 2.14 (sums and averages) Let $\xi_{1}, \xi_{2}, \ldots$ be independent random variables, and put $S_{n}=\xi_{1}+\cdots+\xi_{n}$. Then each of the sequences $\left(S_{n}\right)$ and $\left(S_{n} / n\right)$ is either a.s. convergent or a.s. divergent. For the latter sequence, the possible limit is a.s. degenerate.

Proof: Define $\mathcal{F}_{n}=\sigma\left\{\xi_{n}\right\}, n \in \mathbb{N}$, and note that the associated tail $\sigma$ field $\mathcal{T}$ is $P$-trivial by Theorem 2.13. Since the sets of convergence of $\left(S_{n}\right)$ and $\left(S_{n} / n\right)$ are $\mathcal{T}$-measurable by Lemma 1.9, the first assertion follows. The second assertion is obtained from Lemma 2.9.

By a finite permutation of $\mathbb{N}$ we mean a bijective map $p: \mathbb{N} \rightarrow \mathbb{N}$ such that $p_{n}=n$ for all but finitely many $n$. For any space $S$, a finite permutation $p$ of $\mathbb{N}$ induces a permutation $T_{p}$ on $S^{\infty}$ given by

$$
T_{p}(s)=s \circ p=\left(s_{p_{1}}, s_{p_{2}}, \ldots\right), \quad s=\left(s_{1}, s_{2}, \ldots\right) \in S^{\infty}
$$

A set $I \subset S^{\infty}$ is said to be symmetric (under finite permutations) if

$$
T_{p}^{-1} I \equiv\left\{s \in S^{\infty} ; s \circ p \in I\right\}=I
$$

for every finite permutation $p$ of $\mathbb{N}$. If $(S, \mathcal{S})$ is a measurable space, then the symmetric sets $I \in \mathcal{S}^{\infty}$ form a sub- $\sigma$-field $\mathcal{I} \subset \mathcal{S}^{\infty}$, called the permutation invariant $\sigma$-field in $S^{\infty}$.

We may now state the other basic zero-one law, which refers to sequences of random elements that are independent and identically distributed (abbreviated as i.i.d.).

Theorem 2.15 (zero-one law, Hewitt and Savage) Let $\xi$ be an infinite sequence of i.i.d. random elements in some measurable space $(S, \mathcal{S})$, and let $\mathcal{I}$ denote the permutation invariant $\sigma$-field in $S^{\infty}$. Then the $\sigma$-field $\xi^{-1} \mathcal{I}$ is $P$-trivial.

Our proof is based on a simple approximation. Write

$$
A \triangle B=(A \backslash B) \cup(B \backslash A)
$$

and note that

$$
\begin{equation*}
P(A \triangle B)=P\left(A^{c} \triangle B^{c}\right)=E\left|1_{A}-1_{B}\right|, \quad A, B \in \mathcal{A} \tag{8}
\end{equation*}
$$

Lemma 2.16 (approximation) Given any $\sigma$-fields $\mathcal{F}_{1} \subset \mathcal{F}_{2} \subset \cdots$ and a set $A \in \bigvee_{n} \mathcal{F}_{n}$, there exist some $A_{1}, A_{2}, \ldots \in \bigcup_{n} \mathcal{F}_{n}$ with $P\left(A \triangle A_{n}\right) \rightarrow 0$.

Proof: Define $\mathcal{C}=\bigcup_{n} \mathcal{F}_{n}$, and let $\mathcal{D}$ denote the class of sets $A \in \bigvee_{n} \mathcal{F}_{n}$ with the stated property. Then $\mathcal{C}$ is a $\pi$-system and $\mathcal{D}$ a $\lambda$-system containing $\mathcal{C}$. By Theorem 1.1 we get $\bigvee_{n} \mathcal{F}_{n}=\sigma(\mathcal{C}) \subset \mathcal{D}$.

Proof of Theorem 2.15: Define $\mu=P \circ \xi^{-1}$, put $\mathcal{F}_{n}=\mathcal{S}^{n} \times S^{\infty}$, and note that $\mathcal{I} \subset \mathcal{S}^{\infty}=\bigvee_{n} \mathcal{F}_{n}$. For any $I \in \mathcal{I}$ there exist by Lemma 2.16 some sets $B_{n} \in \mathcal{S}^{n}$ such that the corresponding sets $I_{n}=B_{n} \times S^{\infty}$ satisfy $\mu\left(I \triangle I_{n}\right) \rightarrow 0$. Writing $\tilde{I}_{n}=S^{n} \times B_{n} \times S^{\infty}$, it is clear from the symmetry of $\mu$ and $I$ that $\mu \tilde{I}_{n}=\mu I_{n} \rightarrow \mu I$ and $\mu\left(I \triangle \tilde{I}_{n}\right)=\mu\left(I \triangle I_{n}\right) \rightarrow 0$. Hence, by (8),

$$
\mu\left(I \triangle\left(I_{n} \cap \tilde{I}_{n}\right)\right) \leq \mu\left(I \triangle I_{n}\right)+\mu\left(I \triangle \tilde{I}_{n}\right) \rightarrow 0
$$

Since moreover $I_{n} \Perp \tilde{I}_{n}$ under $\mu$, we get

$$
\mu I \leftarrow \mu\left(I_{n} \cap \tilde{I}_{n}\right)=\left(\mu I_{n}\right)\left(\mu \tilde{I}_{n}\right) \rightarrow(\mu I)^{2}
$$

Thus, $\mu I=(\mu I)^{2}$, and so $P \circ \xi^{-1} I=\mu I=0$ or 1 .
The next result lists some typical applications. Say that a random variable $\xi$ is symmetric if $\xi \stackrel{d}{=}-\xi$.

Corollary 2.17 (random walk) Let $\xi_{1}, \xi_{2}, \ldots$ be i.i.d., nondegenerate random variables, and put $S_{n}=\xi_{1}+\ldots+\xi_{n}$. Then
(i) $P\left\{S_{n} \in B\right.$ i.o. $\}=0$ or 1 for any $B \in \mathcal{B}$;
(ii) $\limsup _{n} S_{n}=\infty$ a.s. or $-\infty$ a.s.;
(iii) $\limsup \sup _{n}\left( \pm S_{n}\right)=\infty$ a.s. if the $\xi_{n}$ are symmetric.

Proof: Statement (i) is immediate from Theorem 2.15, since for any finite permutation $p$ of $\mathbb{N}$ we have $x_{p_{1}}+\cdots+x_{p_{n}}=x_{1}+\cdots+x_{n}$ for all but finitely many $n$. To prove (ii), conclude from Theorem 2.15 and Lemma 2.9 that $\lim \sup _{n} S_{n}=c$ a.s. for some constant $c \in \overline{\mathbb{R}}=[-\infty, \infty]$. Hence, a.s.,

$$
c=\lim \sup _{n} S_{n+1}=\limsup \sup _{n}\left(S_{n+1}-\xi_{1}\right)+\xi_{1}=c+\xi_{1} .
$$

If $|c|<\infty$, we get $\xi_{1}=0$ a.s., which contradicts the nondegeneracy of $\xi_{1}$. Thus, $|c|=\infty$. In case (iii), we have

$$
c=\lim \sup _{n} S_{n} \geq \liminf \operatorname{in}_{n} S_{n}=-\lim \sup _{n}\left(-S_{n}\right)=-c,
$$

and so $-c \leq c \in\{ \pm \infty\}$, which implies $c=\infty$.
Using a suitable zero-one law, one can often rather easily see that a given event has probability zero or one. Determining which alternative actually occurs is often harder. The following classical result, known as the Borel-Cantelli lemma, may then be helpful, especially when the events are independent. An extension to the general case appears in Corollary 6.20.

Theorem 2.18 (Borel, Cantelli) Let $A_{1}, A_{2}, \ldots \in \mathcal{A}$. Then $\sum_{n} P A_{n}<\infty$ implies $P\left\{A_{n}\right.$ i.o. $\}=0$, and the two conditions are equivalent when the $A_{n}$ are independent.

Here the first assertion was proved earlier as an application of Fatou's lemma. The use of expected values allows a more transparent argument.

Proof: If $\sum_{n} P A_{n}<\infty$, we get by monotone convergence

$$
E \sum_{n} 1_{A_{n}}=\sum_{n} E 1_{A_{n}}=\sum_{n} P A_{n}<\infty
$$

Thus, $\sum_{n} 1_{A_{n}}<\infty$ a.s., which means that $P\left\{A_{n}\right.$ i.o. $\}=0$.
Next assume that the $A_{n}$ are independent and satisfy $\sum_{n} P A_{n}=\infty$. Noting that $1-x \leq e^{-x}$ for all $x$, we get

$$
\begin{aligned}
P \bigcup_{k \geq n} A_{k} & =1-P \bigcap_{k \geq n} A_{k}^{c}=1-\prod_{k \geq n} P A_{k}^{c} \\
& =1-\prod_{k \geq n}\left(1-P A_{k}\right) \geq 1-\prod_{k \geq n} \exp \left(-P A_{k}\right) \\
& =1-\exp \left\{-\sum_{k \geq n} P A_{k}\right\}=1
\end{aligned}
$$

Hence, as $n \rightarrow \infty$,

$$
1=P \bigcup_{k \geq n} A_{k} \downarrow P \bigcap_{n} \bigcup_{k \geq n} A_{k}=P\left\{A_{n} \text { i.o. }\right\}
$$

and so the probability on the right equals 1 .

For many purposes it is sufficient to use the Lebesgue unit interval ( $[0,1]$, $\mathcal{B}[0,1], \lambda)$ as the basic probability space. In particular, the following result ensures the existence on $[0,1]$ of some independent random variables $\xi_{1}, \xi_{2}, \ldots$ with arbitrarily prescribed distributions. The present statement is only preliminary. Thus, we shall remove the independence assumption in Theorem 5.14, prove an extension to arbitrary index sets in Theorem 5.16, and eliminate the restriction on the spaces in Theorem 5.17.

Theorem 2.19 (existence, Borel) For any probability measures $\mu_{1}, \mu_{2}, \ldots$ on some Borel spaces $S_{1}, S_{2}, \ldots$, there exist some independent random elements $\xi_{1}, \xi_{2}, \ldots$ on $([0,1], \lambda)$ with distributions $\mu_{1}, \mu_{2}, \ldots$

In particular, there exists some probability measure $\mu$ on $S_{1} \times S_{2} \times \cdots$ with

$$
\mu \circ\left(\pi_{1}, \ldots, \pi_{n}\right)^{-1}=\mu_{1} \otimes \cdots \otimes \mu_{n}, \quad n \in \mathbb{N} .
$$

For the proof we shall first consider two special cases of independent interest.
The random variables $\xi_{1}, \xi_{2}, \ldots$ are said to form a Bernoulli sequence with rate $p$ if they are i.i.d. with $P\left\{\xi_{n}=1\right\}=1-P\left\{\xi_{n}=0\right\}=p$. We shall further say that a random variable $\vartheta$ is uniformly distributed on $[0,1]$ (written as $U(0,1)$ ) if $P \circ \vartheta^{-1}$ equals Lebesgue measure $\lambda$ on $[0,1]$. By the binary expansion of a number $x \in[0,1]$, we mean the unique sequence $r_{1}, r_{2}, \ldots \in\{0,1\}$ with sum 0 or $\infty$ such that $x=\sum_{n} r_{n} 2^{-n}$. The following result provides a simple construction of a Bernoulli sequence on the Lebesgue unit interval.

Lemma 2.20 (Bernoulli sequence) Let $\vartheta$ be a random variable in $[0,1]$ with binary expansion $\xi_{1}, \xi_{2}, \ldots$ Then $\vartheta$ is $U(0,1)$ iff the $\xi_{n}$ form a Bernoulli sequence with rate $\frac{1}{2}$.

Proof: If $\vartheta$ is $U(0,1)$, then $P \bigcap_{j \leq n}\left\{\xi_{j}=k_{j}\right\}=2^{-n}$ for all $k_{1}, \ldots, k_{n} \in$ $\{0,1\}$. Summing over $k_{1}, \ldots, k_{n-1}$, we get $P\left\{\xi_{n}=k\right\}=\frac{1}{2}$ for $k=0$ and 1 . A similar calculation yields the asserted independence.

Now assume instead that the $\xi_{n}$ form a Bernoulli sequence with rate $\frac{1}{2}$. Letting $\tilde{\vartheta}$ be $U(0,1)$ with binary expansion $\tilde{\xi}_{1}, \tilde{\xi}_{2}, \ldots$, we get $\left(\xi_{n}\right) \stackrel{d}{=}\left(\tilde{\xi}_{n}\right)$. Thus,

$$
\vartheta=\sum_{n} \xi_{n} 2^{-n} \stackrel{d}{=} \sum_{n} \tilde{\xi}_{n} 2^{-n}=\tilde{\vartheta}
$$

The next result shows how a single $U(0,1)$ random variable can be used to generate a whole sequence.

Lemma 2.21 (duplication) There exist some measurable functions $f_{1}, f_{2}$, $\ldots$ on $[0,1]$ such that whenever $\vartheta$ is $U(0,1)$, the random variables $\vartheta_{n}=f_{n}(\vartheta)$ are i.i.d. $U(0,1)$.

Proof: Introduce for every $x \in[0,1]$ the associated binary expansion $g_{1}(x), g_{2}(x), \ldots$, and note that the $g_{k}$ are measurable. Rearrange the $g_{k}$ into a two-dimensional array $h_{n j}, n, j \in \mathbb{N}$, and define

$$
f_{n}(x)=\sum_{j} 2^{-j} h_{n j}(x), \quad x \in[0,1], n \in \mathbb{N} .
$$

By Lemma 2.20 the random variables $g_{k}(\vartheta)$ form a Bernoulli sequence with rate $\frac{1}{2}$, and the same result shows that the variables $\vartheta_{n}=f_{n}(\vartheta)$ are $U(0,1)$. The latter are further independent by Corollary 2.7.

Finally, we need to construct a random element with arbitrary distribution from a given randomization variable. The required lemma will be stated in a version for kernels, in view of our needs in Chapters 5, 7, and 12.

Lemma 2.22 (kernels and randomization) Let $\mu$ be a probability kernel from a measurable space $S$ to a Borel space $T$. Then there exists some measurable function $f: S \times[0,1] \rightarrow T$ such that if $\vartheta$ is $U(0,1)$, then $f(s, \vartheta)$ has distribution $\mu(s, \cdot)$ for every $s \in S$.

Proof: We may assume that $T$ is a Borel subset of $[0,1]$, in which case we may easily reduce to the case when $T=[0,1]$. Define

$$
\begin{equation*}
f(s, t)=\sup \{x \in[0,1] ; \mu(s,[0, x])<t\}, \quad s \in S, t \in[0,1] \tag{9}
\end{equation*}
$$

and note that $f$ is product measurable on $S \times[0,1]$, since the set $\{(s, t)$; $\mu(s,[0, x])<t\}$ is measurable for each $x$ by Lemma 1.12, and the supremum in (9) can be restricted to rational $x$. If $\vartheta$ is $U(0,1)$, we get

$$
P\{f(s, \vartheta) \leq x\}=P\{\vartheta \leq \mu(s,[0, x])\}=\mu(s,[0, x]), \quad x \in[0,1],
$$

and so $f(s, \vartheta)$ has distribution $\mu(s, \cdot)$ by Lemma 2.3.
Proof of Theorem 2.19: By Lemma 2.22 there exist some measurable functions $f_{n}:[0,1] \rightarrow S_{n}$ such that $\lambda \circ f_{n}^{-1}=\mu_{n}$. Letting $\vartheta$ be the identity mapping on $[0,1]$ and choosing $\vartheta_{1}, \vartheta_{2}, \ldots$ as in Lemma 2.21, we note that the functions $\xi_{n}=f_{n}\left(\vartheta_{n}\right), n \in \mathbb{N}$, have the desired joint distribution.

Next we shall discuss the regularization and sample path properties of random processes. Two processes $X$ and $Y$ on a common index set $T$ are said to be versions of each other if $X_{t}=Y_{t}$ a.s. for each $t \in T$. In the special case when $T=\mathbb{R}^{d}$ or $\mathbb{R}_{+}$, we note that two continuous or right-continuous versions $X$ and $Y$ of the same process are indistinguishable, in the sense that $X \equiv Y$ a.s. In general, the latter notion is clearly stronger.

For any function $f$ between two metric spaces $(S, \rho)$ and $\left(S^{\prime}, \rho^{\prime}\right)$, the associated modulus of continuity $w_{f}=w(f, \cdot)$ is given by

$$
w_{f}(r)=\sup \left\{\rho^{\prime}\left(f_{s}, f_{t}\right) ; s, t \in S, \rho(s, t) \leq r\right\}, \quad r>0
$$

Note that $f$ is uniformly continuous iff $w_{f}(r) \rightarrow 0$ as $r \rightarrow 0$. Say that $f$ is Hölder continuous with exponent $c$ if $w_{f}(r) \lesseqgtr r^{c}$ as $r \rightarrow 0$. The property is said to hold locally if it is true on every bounded set. Here and in the sequel, we are using the relation $f \lesssim g$ between positive functions to mean that $f \leq c g$ for some constant $c<\infty$.

A simple moment condition ensures the existence of a Hölder-continuous version of a given process on $\mathbb{R}^{d}$. Important applications are given in Theorems $11.5,18.3$, and 19.4, and a related tightness criterion appears in Corollary 14.9 .

Theorem 2.23 (moments and continuity, Kolmogorov, Loève, Chentsov) Let $X$ be a process on $\mathbb{R}^{d}$ with values in a complete metric space $(S, \rho)$, and assume for some $a, b>0$ that

$$
\begin{equation*}
E\left\{\rho\left(X_{s}, X_{t}\right)\right\}^{a} \lesssim|s-t|^{d+b}, \quad s, t \in \mathbb{R}^{d} \tag{10}
\end{equation*}
$$

Then $X$ has a continuous version, and for any $c \in(0, b / a)$ the latter is a.s. locally Hölder continuous with exponent $c$.

Proof: It is clearly enough to consider the restriction of $X$ to $[0,1]^{d}$. Define

$$
D_{n}=\left\{\left(k_{1}, \ldots, k_{d}\right) 2^{-n} ; k_{1}, \ldots, k_{n} \in\left\{1, \ldots, 2^{n}\right\}\right\}, \quad n \in \mathbb{N}
$$

and let

$$
\xi_{n}=\max \left\{\rho\left(X_{s}, X_{t}\right) ; s, t \in D_{n},|s-t|=2^{-n}\right\}, \quad n \in \mathbb{N} .
$$

Since

$$
\left|\left\{(s, t) \in D_{n}^{2} ;|s-t|=2^{-n}\right\}\right| \leq d 2^{d n}, \quad n \in \mathbb{N}
$$

we get by (10), for any $c \in(0, b / a)$,

$$
E \sum_{n}\left(2^{c n} \xi_{n}\right)^{a}=\sum_{n} 2^{a c n} E \xi_{n}^{a} \leq \sum_{n} 2^{a c n} 2^{d n}\left(2^{-n}\right)^{d+b}=\sum_{n} 2^{(a c-b) n}<\infty
$$

The sum on the left is then a.s. convergent, and therefore $\xi_{n} \lesssim 2^{-c n}$ a.s. Now any two points $s, t \in \bigcup_{n} D_{n}$ with $|s-t| \leq 2^{-m}$ can be connected by a piecewise linear path involving, for each $n \geq m$, at most $2 d$ steps between nearest neighbors in $D_{n}$. Thus, for $r \in\left[2^{-m-1}, 2^{-m}\right]$,

$$
\begin{aligned}
& \sup \left\{\rho\left(X_{s}, X_{t}\right) ; s, t \in \bigcup_{n} D_{n},|s-t| \leq r\right\} \\
& \quad \leq \sum_{n \geq m} \xi_{n} \leq \sum_{n \geq m} 2^{-c n} \leq 2^{-c m} \leq r^{c}
\end{aligned}
$$

which shows that $X$ is a.s. Hölder continuous on $\bigcup_{n} D_{n}$ with exponent $c$.
In particular, there exists a continuous process $Y$ on $[0,1]^{d}$ that agrees with $X$ a.s. on $\bigcup_{n} D_{n}$, and it is easily seen that the Hölder continuity of $Y$ on $\bigcup_{n} D_{n}$ extends with the same exponent $c$ to the entire cube $[0,1]^{d}$. To show that $Y$ is a version of $X$, fix any $t \in[0,1]^{d}$, and choose $t_{1}, t_{2}, \ldots \in \cup_{n} D_{n}$
with $t_{n} \rightarrow t$. Then $X_{t_{n}}=Y_{t_{n}}$ a.s. for each $n$. Furthermore, $X_{t_{n}} \xrightarrow{P} X_{t}$ by (10) and $Y_{t_{n}} \rightarrow Y_{t}$ a.s. by continuity, so $X_{t}=Y_{t}$ a.s.

The next result shows how regularity of the paths may sometimes be established by comparison with a regular process.

Lemma 2.24 (transfer of regularity) Let $X \stackrel{\text { d }}{=} Y$ be random processes on some index set $T$, taking values in a separable metric space $S$, and assume that $Y$ has paths in some set $U \subset S^{T}$ that is Borel for the $\sigma$-field $\mathcal{U}=$ $(\mathcal{B}(S))^{T} \cap U$. Then even $X$ has a version with paths in $U$.

Proof: For clarity we may write $\tilde{Y}$ for the path of $Y$, regarded as a random element in $U$. Then $\tilde{Y}$ is $Y$-measurable, and by Lemma 1.13 there exists a measurable mapping $f: S^{T} \rightarrow U$ such that $\tilde{Y}=f(Y)$ a.s. Define $\tilde{X}=f(X)$, and note that $(\tilde{X}, X) \stackrel{d}{=}(\tilde{Y}, Y)$. Since the diagonal in $S^{2}$ is measurable, we get in particular

$$
P\left\{\tilde{X}_{t}=X_{t}\right\}=P\left\{\tilde{Y}_{t}=Y_{t}\right\}=1, \quad t \in T
$$

We conclude this chapter with a characterization of distribution functions in $\mathbb{R}^{d}$, required in Chapter 4. For any vectors $x=\left(x_{1}, \ldots, x_{d}\right)$ and $y=$ $\left(y_{1}, \ldots, y_{d}\right)$, write $x \leq y$ for the componentwise inequality $x_{k} \leq y_{k}, k=$ $1, \ldots, d$, and similarly for $x<y$. In particular, the distribution function $F$ of a probability measure $\mu$ on $\mathbb{R}^{d}$ is given by $F(x)=\mu\{y ; y \leq x\}$. Similarly, let $x \vee y$ denote the componentwise maximum. Put $\mathbf{1}=(1, \ldots, 1)$ and $\infty=(\infty, \ldots, \infty)$.

For any rectangular box $(x, y]=\{u ; x<u \leq y\}=\left(x_{1}, y_{1}\right] \times \cdots \times$ $\left(x_{d}, y_{d}\right]$ we note that $\mu(x, y]=\sum_{u} s(u) F(u)$, where $s(u)=(-1)^{p}$ with $p=$ $\sum_{k} 1\left\{u_{k}=y_{k}\right\}$, and the summation extends over all corners $u$ of $(x, y]$. Let $F(x, y]$ denote the stated sum and say that $F$ has nonnegative increments if $F(x, y] \geq 0$ for all pairs $x<y$. Let us further say that $F$ is right-continuous if $F\left(x_{n}\right) \rightarrow F(x)$ as $x_{n} \downarrow x$ and proper if $F(x) \rightarrow 1$ or 0 as $\min _{k} x_{k} \rightarrow \pm \infty$, respectively.

The following result characterizes distribution functions in terms of the mentioned properties.

Theorem 2.25 (distribution functions) A function $F: \mathbb{R}^{d} \rightarrow[0,1]$ is the distribution function of some probability measure $\mu$ on $\mathbb{R}^{d}$ iff it is right continuous and proper with nonnegative increments.

Proof: The set function $F(x, y]$ is clearly finitely additive. Since $F$ is proper, we further have $F(x, y] \rightarrow 1$ as $x \rightarrow-\infty$ and $y \rightarrow \infty$, that is, as $(x, y] \uparrow(-\infty, \infty)=\mathbb{R}^{d}$. Hence, for every $n \in \mathbb{N}$ there exists a probability measure $\mu_{n}$ on $\left(2^{-n} \mathbb{Z}\right)^{d}$ with $\mathbb{Z}=\{\ldots,-1,0,1, \ldots\}$ such that

$$
\mu_{n}\left\{2^{-n} k\right\}=F\left(2^{-n}(k-1), 2^{-n} k\right], \quad k \in \mathbb{Z}^{d}, n \in \mathbb{N} .
$$

From the finite additivity of $F(x, y]$ we obtain

$$
\begin{equation*}
\mu_{m}\left(2^{-m}(k-1, k]\right)=\mu_{n}\left(2^{-m}(k-1, k]\right), \quad k \in \mathbb{Z}^{d}, m<n \text { in } \mathbb{N} . \tag{11}
\end{equation*}
$$

By successive division of the Lebesgue unit interval ( $[0,1], \mathcal{B}[0,1], \lambda$ ), we may construct some random vectors $\xi_{1}, \xi_{2}, \ldots$ with distributions $\mu_{1}, \mu_{2}, \ldots$ such that $\xi_{m}-2^{-m}<\xi_{n} \leq \xi_{m}$ for all $m<n$, which is possible because of (11). In particular, $\xi_{1} \geq \xi_{2} \geq \cdots \geq \xi_{1}-1$, and so $\xi_{n}$ converges pointwise to some random vector $\xi$. Define $\mu=\lambda \circ \xi^{-1}$.

To see that $\mu$ has distribution function $F$, we note that since $F$ is proper

$$
\lambda\left\{\xi_{n} \leq 2^{-n} k\right\}=\mu_{n}\left(-\infty, 2^{-n} k\right]=F\left(2^{-n} k\right), \quad k \in \mathbb{Z}^{d}, n \in \mathbb{N}
$$

Since, moreover, $\xi_{n} \downarrow \xi$ a.s., Fatou's lemma yields for dyadic $x \in \mathbb{R}^{d}$

$$
\begin{aligned}
\lambda\{\xi<x\} & =\lambda\left\{\xi_{n}<x \text { ult. }\right\} \leq \liminf _{n} \lambda\left\{\xi_{n}<x\right\} \\
& \leq F(x)=\lim \sup _{n} \lambda\left\{\xi_{n} \leq x\right\} \\
& \leq \lambda\left\{\xi_{n} \leq x \text { i.o. }\right\} \leq \lambda\{\xi \leq x\}
\end{aligned}
$$

and so

$$
F(x) \leq \lambda\{\xi \leq x\} \leq F\left(x+2^{-n} \mathbf{1}\right), \quad n \in \mathbb{N} .
$$

Letting $n \rightarrow \infty$ and using the right-continuity of $F$, we get $\lambda\{\xi \leq x\}=F(x)$, which extends to any $x \in \mathbb{R}^{d}$ by the right-continuity of both sides.

The last result has the following version for unbounded measures.

Corollary 2.26 (unbounded measures) Let the function $F$ on $\mathbb{R}^{d}$ be rightcontinuous with nonnegative increments. Then there exists some measure $\mu$ on $\mathbb{R}^{d}$ such that $\mu(x, y]=F(x, y]$ for all $x \leq y$ in $\mathbb{R}^{d}$.

Proof: For each $a \in \mathbb{R}^{d}$ we may apply Theorem 2.25 to suitably normalized versions of the function $F_{a}(x)=F(a, a \vee x]$, to obtain a measure $\mu_{a}$ on $[a, \infty)$ with $\mu_{a}(a, x]=F(a, x]$ for all $x>a$. In particular, $\mu_{a}=\mu_{b}$ on $(a \vee b, \infty)$ for all $a$ and $b$, and we note that $\mu=\sup _{a} \mu_{a}$ is a measure with the desired property.

## Exercises

1. Give an example of two processes $X$ and $Y$ with different distributions such that $X_{t} \stackrel{d}{=} Y_{t}$ for all $t$.
2. Let $X$ and $Y$ be $\{0,1\}$-valued processes on some index set $T$. Show that $X \stackrel{d}{=} Y$ iff $P\left\{X_{t_{1}}+\cdots+X_{t_{n}}>0\right\}=P\left\{Y_{t_{1}}+\cdots+Y_{t_{n}}>0\right\}$ for all $n \in \mathbb{N}$ and $t_{1}, \ldots, t_{n} \in T$.
3. Let $F$ be a right-continuous function of bounded variation and with $F(-\infty)=0$. Show for any random variable $\xi$ that $E F(\xi)=\int P\{\xi \geq t\}$ $F(d t)$. (Hint: First take $F$ to be the distribution function of some random variable $\eta \Perp \xi$, and use Lemma 2.11.)
4. Consider a random variable $\xi \in L^{1}$ and a strictly convex function $f$ on $\mathbb{R}$. Show that $E f(\xi)=f(E \xi)$ iff $\xi=E \xi$ a.s.
5. Assume that $\xi=\sum_{j} a_{j} \xi_{j}$ and $\eta=\sum_{j} b_{j} \eta_{j}$, where the sums converge in $L^{2}$. Show that $\operatorname{cov}(\xi, \eta)=\sum_{i, j} a_{i} b_{j} \operatorname{cov}\left(\xi_{i}, \eta_{j}\right)$, where the double series on the right is absolutely convergent.
6. Let the $\sigma$-fields $\mathcal{F}_{t, n}, t \in T, n \in \mathbb{N}$, be nondecreasing in $n$ for each $t$ and independent in $t$ for each $n$. Show that the independence extends to the $\sigma$-fields $\mathcal{F}_{t}=\bigvee_{n} \mathcal{F}_{t, n}$.
7. For each $t \in T$, let $\xi^{t}, \xi_{1}^{t}, \xi_{2}^{t}, \ldots$ be random elements in some metric space $S_{t}$ with $\xi_{n}^{t} \rightarrow \xi^{t}$ a.s., and assume for each $n \in \mathbb{N}$ that the random elements $\xi_{n}^{t}$ are independent. Show that the independence extends to the limits $\xi^{t}$. (Hint: First show that $E \prod_{t \in S} f_{t}\left(\xi^{t}\right)=\prod_{t \in S} E f_{t}\left(\xi^{t}\right)$ for any bounded, continuous functions $f_{t}$ on $S_{t}$ and for finite subsets $S \subset T$.)
8. Give an example of three events that are pairwise independent but not independent.
9. Give an example of two random variables that are uncorrelated but not independent.
10. Let $\xi_{1}, \xi_{2}, \ldots$ be i.i.d. random elements with distribution $\mu$ in some measurable space $(S, \mathcal{S})$. Fix a set $A \in \mathcal{S}$ with $\mu A>0$, and put $\tau=$ $\inf \left\{k ; \xi_{k} \in A\right\}$. Show that $\xi_{\tau}$ has distribution $\mu[\cdot \mid A]=\mu(\cdot \cap A) / \mu A$.
11. Let $\xi_{1}, \xi_{2}, \ldots$ be independent random variables taking values in $[0,1]$. Show that $E \prod_{n} \xi_{n}=\prod_{n} E \xi_{n}$. In particular, show that $P \bigcap_{n} A_{n}=\prod_{n} P A_{n}$ for any independent events $A_{1}, A_{2}, \ldots$.
12. Let $\xi_{1}, \xi_{2}, \ldots$ be arbitrary random variables. Show that there exist some constants $c_{1}, c_{2}, \ldots>0$ such that the series $\sum_{n} c_{n} \xi_{n}$ converges a.s.
13. Let $\xi_{1}, \xi_{2}, \ldots$ be random variables with $\xi_{n} \rightarrow 0$ a.s. Show that there exists some measurable function $f>0$ with $\sum_{n} f\left(\xi_{n}\right)<\infty$ a.s. Also show that the conclusion fails if we only assume $L^{1}$-convergence.
14. Give an example of events $A_{1}, A_{2}, \ldots$ such that $P\left\{A_{n}\right.$ i.o. $\}=0$ but $\sum_{n} P A_{n}=\infty$.
15. Extend Lemma 2.20 to a correspondence between $U(0,1)$ random variables $\vartheta$ and Bernoulli sequences $\xi_{1}, \xi_{2}, \ldots$ with rate $p \in(0,1)$.
16. Give an elementary proof of Theorem 2.25 for $d=1$. (Hint: Define $\xi=F^{-1}(\vartheta)$, where $\vartheta$ is $U(0,1)$, and note that $\xi$ has distribution function $F$.)

## Chapter 3

## Random Sequences, Series, and Averages

> Convergence in probability and in $L^{p}$; uniform integrability and tightness; convergence in distribution; convergence of random series; strong laws of large numbers; Portmanteau theorem; continuous mapping and approximation; coupling and measurability

The first goal of this chapter is to introduce and compare the basic modes of convergence of random quantities. For random elements $\xi$ and $\xi_{1}, \xi_{2}, \ldots$ in a metric or topological space $S$, the most commonly used notions are those of almost sure convergence, $\xi_{n} \rightarrow \xi$ a.s., and convergence in probability, $\xi_{n} \xrightarrow{P} \xi$, corresponding to the general notions of convergence a.e. and in measure, respectively. When $S=\mathbb{R}$, we have the additional concept of $L^{p}$-convergence, familiar from Chapter 1. Those three notions are used throughout this book. For a special purpose in Chapter 22, we shall also need the notion of weak $L^{1}$-convergence.

For our second main topic, we shall study the very different concept of convergence in distribution, $\xi_{n} \xrightarrow{d} \xi$, defined by the condition $E f\left(\xi_{n}\right) \rightarrow$ $E f(\xi)$ for all bounded, continuous functions $f$ on $S$. This is clearly equivalent to weak convergence of the associated distributions $\mu_{n}=P \circ \xi_{n}^{-1}$ and $\mu=$ $P \circ \xi^{-1}$, written as $\mu_{n} \xrightarrow{w} \mu$ and defined by the condition $\mu_{n} f \rightarrow \mu f$ for every $f$ as above. In this chapter we shall only establish the most basic results of weak convergence theory, such as the "Portmanteau" theorem, the continuous mapping and approximation theorems, and the Skorohod coupling. Our development of the general theory continues in Chapters 4 and 14, and further distributional limit theorems appear in Chapters $7,8,10,12,13,17$, and 20.

Our third main theme is to characterize the convergence of series $\sum_{k} \xi_{k}$ and averages $n^{-c} \sum_{k \leq n} \xi_{k}$, where $\xi_{1}, \xi_{2}, \ldots$ are independent random variables and $c$ is a positive constant. The two problems are related by the elementary Kronecker lemma, and the main results are the basic three-series criterion and the strong law of large numbers. The former result is extended in Chapter 6 to the powerful martingale convergence theorem, whereas extensions and refinements of the latter result are proved in Chapters 9 and 12. The mentioned theorems are further related to certain weak convergence results presented in Chapters 4 and 13.

Before beginning our systematic study of the various notions of convergence, we shall establish a couple of elementary but useful inequalities.

Lemma 3.1 (moments and tails, Bienaymé, Chebyshev, Paley and Zygmund) Let $\xi$ be an $\mathbb{R}_{+}$-valued random variable with $0<E \xi<\infty$. Then

$$
\begin{equation*}
(1-r)_{+}^{2} \frac{(E \xi)^{2}}{E \xi^{2}} \leq P\{\xi>r E \xi\} \leq \frac{1}{r}, \quad r>0 \tag{1}
\end{equation*}
$$

The second relation in (1) is often referred to as Chebyshev's or Markov's inequality. Assuming that $E \xi^{2}<\infty$, we get in particular the well-known estimate

$$
P\{|\xi-E \xi|>\varepsilon\} \leq \varepsilon^{-2} \operatorname{var}(\xi), \quad \varepsilon>0
$$

Proof of Lemma 3.1: We may clearly assume that $E \xi=1$. The upper bound then follows as we take expectations in the inequality $r 1\{\xi>r\} \leq \xi$. To get the lower bound, we note that for any $r, t>0$

$$
t^{2} 1\{\xi>r\} \geq(\xi-r)(2 t+r-\xi)=2 \xi(r+t)-r(2 t+r)-\xi^{2}
$$

Taking expected values, we get for $r \in(0,1)$

$$
t^{2} P\{\xi>r\} \geq 2(r+t)-r(2 t+r)-E \xi^{2} \geq 2 t(1-r)-E \xi^{2}
$$

Now choose $t=E \xi^{2} /(1-r)$.
For random elements $\xi$ and $\xi_{1}, \xi_{2}, \ldots$ in a metric space $(S, \rho)$, we say that $\xi_{n}$ converges in probability to $\xi$ (written as $\xi_{n} \xrightarrow{P} \xi$ ) if

$$
\lim _{n \rightarrow \infty} P\left\{\rho\left(\xi_{n}, \xi\right)>\varepsilon\right\}=0, \quad \varepsilon>0
$$

By Chebyshev's inequality it is equivalent that $E\left[\rho\left(\xi_{n}, \xi\right) \wedge 1\right] \rightarrow 0$. This notion of convergence is related to the a.s. version as follows.

Lemma 3.2 (subsequence criterion) Let $\xi, \xi_{1}, \xi_{2}, \ldots$ be random elements in a metric space $(S, \rho)$. Then $\xi_{n} \xrightarrow{P} \xi$ iff every subsequence $N^{\prime} \subset \mathbb{N}$ has a further subsequence $N^{\prime \prime} \subset N^{\prime}$ such that $\xi_{n} \rightarrow \xi$ a.s. along $N^{\prime \prime}$. In particular, $\xi_{n} \rightarrow \xi$ a.s. implies $\xi_{n} \xrightarrow{P} \xi$.

In particular, the notion of convergence in probability depends only on the topology and is independent of the choice of metric $\rho$.

Proof: Assume that $\xi_{n} \xrightarrow{P} \xi$, and fix an arbitrary subsequence $N^{\prime} \subset \mathbb{N}$. We may then choose a further subsequence $N^{\prime \prime} \subset N^{\prime}$ such that

$$
E \sum_{n \in N^{\prime \prime}}\left\{\rho\left(\xi_{n}, \xi\right) \wedge 1\right\}=\sum_{n \in N^{\prime \prime}} E\left[\rho\left(\xi_{n}, \xi\right) \wedge 1\right]<\infty
$$

where the equality holds by monotone convergence. The series on the left then converges a.s., which implies $\xi_{n} \rightarrow \xi$ a.s. along $N^{\prime \prime}$.

Now assume instead the stated condition. If $\xi_{n} \stackrel{P}{\Rightarrow} \xi$, there exists some $\varepsilon>0$ such that $E\left[\rho\left(\xi_{n}, \xi\right) \wedge 1\right]>\varepsilon$ along a subsequence $N^{\prime} \subset \mathbb{N}$. By hypothesis, $\xi_{n} \rightarrow \xi$ a.s. along a further subsequence $N^{\prime \prime} \subset N^{\prime}$, and by dominated convergence we get $E\left[\rho\left(\xi_{n}, \xi\right) \wedge 1\right] \rightarrow 0$ along $N^{\prime \prime}$, a contradiction.

For a first application, we shall see how convergence in probability is preserved by continuous mappings.

Lemma 3.3 (continuous mappings) Fix two metric spaces $S$ and T. Let $\xi, \xi_{1}, \xi_{2}, \ldots$ be random elements in $S$ with $\xi_{n} \xrightarrow{P} \xi$, and consider a measurable mapping $f: S \rightarrow T$ such that $f$ is a.s. continuous at $\xi$. Then $f\left(\xi_{n}\right) \xrightarrow{P} f(\xi)$.

Proof: Fix any subsequence $N^{\prime} \subset \mathbb{N}$. By Lemma 3.2 we have $\xi_{n} \rightarrow \xi$ a.s. along some further subsequence $N^{\prime \prime} \subset N^{\prime}$, and by continuity we get $f\left(\xi_{n}\right) \rightarrow f(\xi)$ a.s. along $N^{\prime \prime}$. Hence, $f\left(\xi_{n}\right) \xrightarrow{P} f(\xi)$ by Lemma 3.2.

Now consider for each $k \in \mathbb{N}$ a metric space $\left(S_{k}, \rho_{k}\right)$, and introduce the product space $S=\mathrm{X}_{k} S_{k}=S_{1} \times S_{2} \times \cdots$ endowed with the product topology, a convenient metrization of which is given by

$$
\begin{equation*}
\rho(x, y)=\sum_{k} 2^{-k}\left\{\rho_{k}\left(x_{k}, y_{k}\right) \wedge 1\right\}, \quad x, y \in \mathrm{X}_{k} S_{k} \tag{2}
\end{equation*}
$$

If each $S_{k}$ is separable, then $\mathcal{B}(S)=\bigotimes_{k} \mathcal{B}\left(S_{k}\right)$ by Lemma 1.2 , and so a random element in $S$ is simply a sequence of random elements in $S_{k}, k \in \mathbb{N}$.

Lemma 3.4 (random sequences) Fix any separable metric spaces $S_{1}, S_{2}, \ldots$, and let $\xi=\left(\xi_{1}, \xi_{2}, \ldots\right)$ and $\xi^{n}=\left(\xi_{1}^{n}, \xi_{2}^{n}, \ldots\right)$, $n \in \mathbb{N}$, be random elements in $\mathrm{X}_{k} S_{k}$. Then $\xi^{n} \xrightarrow{P} \xi$ iff $\xi_{k}^{n} \xrightarrow{P} \xi_{k}$ in $S_{k}$ for each $k$.

Proof: With $\rho$ as in (2), we get for each $n \in \mathbb{N}$

$$
E\left[\rho\left(\xi^{n}, \xi\right) \wedge 1\right]=E \rho\left(\xi^{n}, \xi\right)=\sum_{k} 2^{-k} E\left[\rho_{k}\left(\xi_{k}^{n}, \xi_{k}\right) \wedge 1\right] .
$$

Thus, by dominated convergence $E\left[\rho\left(\xi^{n}, \xi\right) \wedge 1\right] \rightarrow 0$ iff $E\left[\rho_{k}\left(\xi_{k}^{n}, \xi_{k}\right) \wedge 1\right] \rightarrow 0$ for all $k$.

Combining the last two lemmas, it is easily seen how convergence in probability is preserved by the basic arithmetic operations.

Corollary 3.5 (elementary operations) Let $\xi, \xi_{1}, \xi_{2}, \ldots$ and $\eta, \eta_{1}, \eta_{2}, \ldots$ be random variables with $\xi_{n} \xrightarrow{P} \xi$ and $\eta_{n} \xrightarrow{P} \eta$. Then $a \xi_{n}+b \eta_{n} \xrightarrow{P} a \xi+b \eta$ for all $a, b \in \mathbb{R}$, and $\xi_{n} \eta_{n} \xrightarrow{P} \xi \eta$. Furthermore, $\xi_{n} / \eta_{n} \xrightarrow{P} \xi / \eta$ whenever a.s. $\eta \neq 0$ and $\eta_{n} \neq 0$ for all $n$.

Proof: By Lemma 3.4 we have $\left(\xi_{n}, \eta_{n}\right) \xrightarrow{P}(\xi, \eta)$ in $\mathbb{R}^{2}$, so the results for linear combinations and products follow by Lemma 3.3. To prove the last assertion, we may apply Lemma 3.3 to the function $f:(x, y) \mapsto(x / y) 1\{y \neq 0\}$, which is clearly a.s. continuous at $(\xi, \eta)$.

Let us next examine the associated completeness properties. For any random elements $\xi_{1}, \xi_{2}, \ldots$ in a metric space $(S, \rho)$, we say that $\left(\xi_{n}\right)$ is Cauchy (convergent) in probability if $\rho\left(\xi_{m}, \xi_{n}\right) \xrightarrow{P} 0$ as $m, n \rightarrow \infty$, in the sense that $E\left[\rho\left(\xi_{m}, \xi_{n}\right) \wedge 1\right] \rightarrow 0$.

Lemma 3.6 (completeness) Let $\xi_{1}, \xi_{2}, \ldots$ be random elements in some complete metric space $(S, \rho)$. Then $\left(\xi_{n}\right)$ is Cauchy in probability or a.s. iff $\xi_{n} \xrightarrow{P} \xi$ or $\xi_{n} \rightarrow \xi$ a.s., respectively, for some random element $\xi$ in $S$.

Proof: The a.s. case is immediate from Lemma 1.10. Assuming $\xi_{n} \xrightarrow{P} \xi$, we get

$$
E\left[\rho\left(\xi_{m}, \xi_{n}\right) \wedge 1\right] \leq E\left[\rho\left(\xi_{m}, \xi\right) \wedge 1\right]+E\left[\rho\left(\xi_{n}, \xi\right) \wedge 1\right] \rightarrow 0
$$

which means that $\left(\xi_{n}\right)$ is Cauchy in probability.
Now assume instead the latter condition. Define

$$
n_{k}=\inf \left\{n \geq k ; \sup _{m \geq n} E\left[\rho\left(\xi_{m}, \xi_{n}\right) \wedge 1\right] \leq 2^{-k}\right\}, \quad k \in \mathbb{N} .
$$

The $n_{k}$ are finite and satisfy

$$
E \sum_{k}\left\{\rho\left(\xi_{n_{k}}, \xi_{n_{k+1}}\right) \wedge 1\right\} \leq \sum_{k} 2^{-k}<\infty
$$

and so $\sum_{k} \rho\left(\xi_{n_{k}}, \xi_{n_{k+1}}\right)<\infty$ a.s. The sequence $\left(\xi_{n_{k}}\right)$ is then a.s. Cauchy and converges a.s. toward some measurable limit $\xi$. To see that $\xi_{n} \xrightarrow{P} \xi$, write

$$
E\left[\rho\left(\xi_{m}, \xi\right) \wedge 1\right] \leq E\left[\rho\left(\xi_{m}, \xi_{n_{k}}\right) \wedge 1\right]+E\left[\rho\left(\xi_{n_{k}}, \xi\right) \wedge 1\right]
$$

and note that the right-hand side tends to zero as $m, k \rightarrow \infty$, by the Cauchy convergence of $\left(\xi_{n}\right)$ and dominated convergence.

Next consider any probability measures $\mu$ and $\mu_{1}, \mu_{2}, \ldots$ on some metric space $(S, \rho)$ with Borel $\sigma$-field $\mathcal{S}$, and say that $\mu_{n}$ converges weakly to $\mu$ (written as $\mu_{n} \xrightarrow{w} \mu$ ) if $\mu_{n} f \rightarrow \mu f$ for every $f \in C_{b}(S)$, the class of bounded, continuous functions $f: S \rightarrow \mathbb{R}$. If $\xi$ and $\xi_{1}, \xi_{2}, \ldots$ are random elements in $S$, we further say that $\xi_{n}$ converges in distribution to $\xi$ (written as $\xi_{n} \xrightarrow{d} \xi$ ) if $P \circ \xi_{n}^{-1} \xrightarrow{w} P \circ \xi^{-1}$, that is, if $E f\left(\xi_{n}\right) \rightarrow E f(\xi)$ for all $f \in C_{b}(S)$. Note that the latter mode of convergence depends only on the distributions and that $\xi$ and the $\xi_{n}$ need not even be defined on the same probability space. To motivate the definition, note that $x_{n} \rightarrow x$ in a metric space $S$ iff $f\left(x_{n}\right) \rightarrow f(x)$ for all continuous functions $f: S \rightarrow \mathbb{R}$, and also that $P \circ \xi^{-1}$ is determined by the integrals $E f(\xi)$ for all $f \in C_{b}(S)$.

The following result gives a connection between convergence in probability and in distribution.

Lemma 3.7 (convergence in probability and in distribution) Let $\xi, \xi_{1}, \xi_{2}, \ldots$ be random elements in some metric space $(S, \rho)$. Then $\xi_{n} \xrightarrow{P} \xi$ implies $\xi_{n} \xrightarrow{d}$ $\xi$, and the two conditions are equivalent when $\xi$ is a.s. constant.

Proof: Assume $\xi_{n} \xrightarrow{P} \xi$. For any $f \in C_{b}(S)$ we need to show that $E f\left(\xi_{n}\right) \rightarrow E f(\xi)$. If the convergence fails, we may choose some subsequence $N^{\prime} \subset \mathbb{N}$ such that $\inf _{n \in N^{\prime}}\left|E f\left(\xi_{n}\right)-E f(\xi)\right|>0$. By Lemma 3.2 there exists a further subsequence $N^{\prime \prime} \subset N^{\prime}$ such that $\xi_{n} \rightarrow \xi$ a.s. along $N^{\prime \prime}$. By continuity and dominated convergence we get $E f\left(\xi_{n}\right) \rightarrow E f(\xi)$ along $N^{\prime \prime}$, a contradiction.

Conversely, assume that $\xi_{n} \xrightarrow{d} s \in S$. Since $\rho(x, s) \wedge 1$ is a bounded and continuous function of $x$, we get $E\left[\rho\left(\xi_{n}, s\right) \wedge 1\right] \rightarrow E[\rho(s, s) \wedge 1]=0$, and so $\xi_{n} \xrightarrow{P} s$.

A family of random vectors $\xi_{t}, t \in T$, in $\mathbb{R}^{d}$ is said to be tight if

$$
\lim _{r \rightarrow \infty} \sup _{t \in T} P\left\{\left|\xi_{t}\right|>r\right\}=0
$$

For sequences $\left(\xi_{n}\right)$ the condition is clearly equivalent to

$$
\begin{equation*}
\lim _{r \rightarrow \infty} \limsup _{n \rightarrow \infty} P\left\{\left|\xi_{n}\right|>r\right\}=0 \tag{3}
\end{equation*}
$$

which is often easier to verify. Tightness plays an important role for the compactness methods developed in Chapters 4 and 14. For the moment we shall note only the following simple connection with weak convergence.

Lemma 3.8 (weak convergence and tightness) Let $\xi, \xi_{1}, \xi_{2}, \ldots$ be random vectors in $\mathbb{R}^{d}$ satisfying $\xi_{n} \xrightarrow{d} \xi$. Then $\left(\xi_{n}\right)$ is tight.

Proof: Fix any $r>0$, and define $f(x)=\left(1-(r-|x|)_{+}\right)_{+}$. Then

$$
\limsup _{n \rightarrow \infty} P\left\{\left|\xi_{n}\right|>r\right\} \leq \lim _{n \rightarrow \infty} E f\left(\xi_{n}\right)=E f(\xi) \leq P\{|\xi|>r-1\}
$$

Here the right-hand side tends to 0 as $r \rightarrow \infty$, and (3) follows.

We may further note the following simple relationship between tightness and convergence in probability.

Lemma 3.9 (tightness and convergence in probability) Let $\xi_{1}, \xi_{2}, \ldots$ be random vectors in $\mathbb{R}^{d}$. Then $\left(\xi_{n}\right)$ is tight iff $c_{n} \xi_{n} \xrightarrow{P} 0$ for any constants $c_{1}, c_{2}, \ldots \geq 0$ with $c_{n} \rightarrow 0$.

Proof: Assume $\left(\xi_{n}\right)$ to be tight, and let $c_{n} \rightarrow 0$. Fixing any $r, \varepsilon>0$, and noting that $c_{n} r \leq \varepsilon$ for all but finitely many $n \in \mathbb{N}$, we get

$$
\limsup _{n \rightarrow \infty} P\left\{\left|c_{n} \xi_{n}\right|>\varepsilon\right\} \leq \limsup _{n \rightarrow \infty} P\left\{\left|\xi_{n}\right|>r\right\}
$$

Here the right-hand side tends to 0 as $r \rightarrow \infty$, so $P\left\{\left|c_{n} \xi_{n}\right|>\varepsilon\right\} \rightarrow 0$. Since $\varepsilon$ was arbitrary, we get $c_{n} \xi_{n} \xrightarrow{P} 0$. If instead $\left(\xi_{n}\right)$ is not tight, we may choose a subsequence $\left(n_{k}\right) \subset \mathbb{N}$ such that $\inf _{k} P\left\{\left|\xi_{n_{k}}\right|>k\right\}>0$. Letting $c_{n}=\sup \left\{k^{-1} ; n_{k} \geq n\right\}$, we note that $c_{n} \rightarrow 0$ and yet $P\left\{\left|c_{n_{k}} \xi_{n_{k}}\right|>1\right\} \nrightarrow 0$. Thus, the stated condition fails.

We turn to a related notion for expected values. A family of random variables $\xi_{t}, t \in T$, is said to be uniformly integrable if

$$
\begin{equation*}
\lim _{r \rightarrow \infty} \sup _{t \in T} E\left[\left|\xi_{t}\right| ;\left|\xi_{t}\right|>r\right]=0 \tag{4}
\end{equation*}
$$

For sequences $\left(\xi_{n}\right)$ in $L^{1}$, this is clearly equivalent to

$$
\begin{equation*}
\lim _{r \rightarrow \infty} \limsup _{n \rightarrow \infty} E\left[\left|\xi_{n}\right| ;\left|\xi_{n}\right|>r\right]=0 \tag{5}
\end{equation*}
$$

Condition (4) holds in particular if the $\xi_{t}$ are $L^{p}$-bounded for some $p>1$, in the sense that $\sup _{t} E\left|\xi_{t}\right|^{p}<\infty$. To see this, it suffices to write

$$
E\left[\left|\xi_{t}\right| ;\left|\xi_{t}\right|>r\right] \leq r^{-p+1} E\left|\xi_{t}\right|^{p}, \quad r, p>0
$$

The next result gives a useful characterization of uniform integrability. For motivation we note that if $\xi$ is an integrable random variable, then $E[|\xi| ; A] \rightarrow 0$ as $P A \rightarrow 0$, by Lemma 3.2 and dominated convergence. The latter condition means that $\sup _{A \in \mathcal{A}, P A<\varepsilon} E[|\xi| ; A] \rightarrow 0$ as $\varepsilon \rightarrow 0$.

Lemma 3.10 (uniform integrability) The random variables $\xi_{t}, t \in T$, are uniformly integrable iff $\sup _{t} E\left|\xi_{t}\right|<\infty$ and

$$
\begin{equation*}
\lim _{P A \rightarrow 0} \sup _{t \in T} E\left[\left|\xi_{t}\right| ; A\right]=0 \tag{6}
\end{equation*}
$$

Proof: Assume the $\xi_{t}$ to be uniformly integrable, and write

$$
E\left[\left|\xi_{t}\right| ; A\right] \leq r P A+E\left[\left|\xi_{t}\right| ;\left|\xi_{t}\right|>r\right], \quad r>0
$$

Here (6) follows as we let $P A \rightarrow 0$ and then $r \rightarrow \infty$. To get the boundedness in $L^{1}$, it suffices to take $A=\Omega$ and choose $r>0$ large enough.

Conversely, let the $\xi_{t}$ be $L^{1}$-bounded and satisfy (6). By Chebyshev's inequality we get as $r \rightarrow \infty$

$$
\sup _{t} P\left\{\left|\xi_{t}\right|>r\right\} \leq r^{-1} \sup _{t} E\left|\xi_{t}\right| \rightarrow 0
$$

and so (4) follows from (6) with $A=\left\{\left|\xi_{t}\right|>r\right\}$.

The relevance of uniform integrability for the convergence of moments is clear from the following result, which also contains a weak convergence version of Fatou's lemma.

Lemma 3.11 (convergence of means) Let $\xi, \xi_{1}, \xi_{2}, \ldots$ be $\mathbb{R}_{+}$-valued random variables with $\xi_{n} \xrightarrow{d} \xi$. Then $E \xi \leq \liminf _{n} E \xi_{n}$, and furthermore $E \xi_{n} \rightarrow$ $E \xi<\infty$ iff (5) holds.

Proof: For any $r>0$ the function $x \mapsto x \wedge r$ is bounded and continuous on $\mathbb{R}_{+}$. Thus,

$$
\liminf _{n \rightarrow \infty} E \xi_{n} \geq \lim _{n \rightarrow \infty} E\left(\xi_{n} \wedge r\right)=E(\xi \wedge r)
$$

and the first assertion follows as we let $r \rightarrow \infty$. Next assume (5), and note in particular that $E \xi \leq \liminf _{n} E \xi_{n}<\infty$. For any $r>0$ we get

$$
\begin{gathered}
\left|E \xi_{n}-E \xi\right| \leq\left|E \xi_{n}-E\left(\xi_{n} \wedge r\right)\right|+\left|E\left(\xi_{n} \wedge r\right)-E(\xi \wedge r)\right| \\
+|E(\xi \wedge r)-E \xi|
\end{gathered}
$$

Letting $n \rightarrow \infty$ and then $r \rightarrow \infty$, we obtain $E \xi_{n} \rightarrow E \xi$. Now assume instead that $E \xi_{n} \rightarrow E \xi<\infty$. Keeping $r>0$ fixed, we get as $n \rightarrow \infty$

$$
E\left[\xi_{n} ; \xi_{n}>r\right] \leq E\left[\xi_{n}-\xi_{n} \wedge\left(r-\xi_{n}\right)_{+}\right] \rightarrow E\left[\xi-\xi \wedge(r-\xi)_{+}\right]
$$

Since $x \wedge(r-x)_{+} \uparrow x$ as $r \rightarrow \infty$, the right-hand side tends to zero by dominated convergence, and (5) follows.

We may now examine the relationship between convergence in $L^{p}$ and in probability.

Proposition 3.12 ( $L^{p}$-convergence) Fix any $p>0$, and let $\xi, \xi_{1}, \xi_{2}, \ldots \in$ $L^{p}$ with $\xi_{n} \xrightarrow{P} \xi$. Then these conditions are equivalent:
(i) $\xi_{n} \rightarrow \xi$ in $L^{p}$;
(ii) $\left\|\xi_{n}\right\|_{p} \rightarrow\|\xi\|_{p}$;
(iii) the variables $\left|\xi_{n}\right|^{p}, n \in \mathbb{N}$, are uniformly integrable.

Conversely, (i) implies $\xi_{n} \xrightarrow{P} \xi$.
Proof: First assume that $\xi_{n} \rightarrow \xi$ in $L^{p}$. Then $\left\|\xi_{n}\right\|_{p} \rightarrow\|\xi\|_{p}$ by Lemma 1.30, and by Lemma 3.1 we have, for any $\varepsilon>0$,

$$
P\left\{\left|\xi_{n}-\xi\right|>\varepsilon\right\}=P\left\{\left|\xi_{n}-\xi\right|^{p}>\varepsilon^{p}\right\} \leq \varepsilon^{-p}\left\|\xi_{n}-\xi\right\|_{p}^{p} \rightarrow 0
$$

Thus, $\xi_{n} \xrightarrow{P} \xi$. For the remainder of the proof we may assume that $\xi_{n} \xrightarrow{P} \xi$. In particular, $\left|\xi_{n}\right|^{p} \xrightarrow{d}|\xi|^{p}$ by Lemmas 3.3 and 3.7, so (ii) and (iii) are equivalent by Lemma 3.11. Next assume (ii). If (i) fails, there exists some subsequence $N^{\prime} \subset \mathbb{N}$ with $\inf _{n \in N^{\prime}}\left\|\xi_{n}-\xi\right\|_{p}>0$. By Lemma 3.2 we may choose a further subsequence $N^{\prime \prime} \subset N^{\prime}$ such that $\xi_{n} \rightarrow \xi$ a.s. along $N^{\prime \prime}$. But then Lemma 1.32 yields $\left\|\xi_{n}-\xi\right\|_{p} \rightarrow 0$ along $N^{\prime \prime}$, a contradiction. Thus, (ii) implies (i), so all three conditions are equivalent.

We shall briefly consider yet another notion of convergence of random variables. Assuming $\xi, \xi_{1}, \ldots \in L^{p}$ for some $p \in[1, \infty)$, we say that $\xi_{n} \rightarrow \xi$ weakly in $L^{p}$ if $E \xi_{n} \eta \rightarrow E \xi \eta$ for every $\eta \in L^{q}$, where $p^{-1}+q^{-1}=1$. Taking $\eta=|\xi|^{p-1} \operatorname{sgn} \xi$, we get $\|\eta\|_{q}=\|\xi\|_{p}^{p-1}$, so by Hölder's inequality

$$
\|\xi\|_{p}^{p}=E \xi \eta=\lim _{n \rightarrow \infty} E \xi_{n} \eta \leq\|\xi\|_{p}^{p-1} \liminf _{n \rightarrow \infty}\left\|\xi_{n}\right\|_{p}
$$

which shows that $\|\xi\|_{p} \leq \liminf _{n}\left\|\xi_{n}\right\|_{p}$.
Now recall the well-known fact that any $L^{2}$-bounded sequence has a subsequence that converges weakly in $L^{2}$. The following related criterion for weak compactness in $L^{1}$ will be needed in Chapter 22.

Lemma 3.13 (weak $L^{1}$-compactness, Dunford) Every uniformly integrable sequence of random variables has a subsequence that converges weakly in $L^{1}$.

Proof: Let $\left(\xi_{n}\right)$ be uniformly integrable. Define $\xi_{n}^{k}=\xi_{n} 1\left\{\left|\xi_{n}\right| \leq k\right\}$, and note that $\left(\xi_{n}^{k}\right)$ is $L^{2}$-bounded in $n$ for each $k$. By the compactness in $L^{2}$ and a diagonal argument, there exist a subsequence $N^{\prime} \subset \mathbb{N}$ and some random variables $\eta_{1}, \eta_{2}, \ldots$ such that $\xi_{n}^{k} \rightarrow \eta_{k}$ holds weakly in $L^{2}$ and then also in $L^{1}$, as $n \rightarrow \infty$ along $N^{\prime}$ for fixed $k$.

Now $\left\|\eta_{k}-\eta_{l}\right\|_{1} \leq \liminf _{n}\left\|\xi_{n}^{k}-\xi_{n}^{l}\right\|_{1}$, and by uniform integrability the right-hand side tends to zero as $k, l \rightarrow \infty$. Thus, the sequence $\left(\eta_{k}\right)$ is Cauchy in $L^{1}$, so it converges in $L^{1}$ toward some $\xi$. By approximation it follows easily that $\xi_{n} \rightarrow \xi$ weakly in $L^{1}$ along $N^{\prime}$.

We shall now derive criteria for the convergence of random series, beginning with an important special case.

Proposition 3.14 (series with positive terms) Let $\xi_{1}, \xi_{2}, \ldots$ be independent $\mathbb{R}_{+}$-valued random variables. Then $\sum_{n} \xi_{n}<\infty$ a.s. iff $\sum_{n} E\left[\xi_{n} \wedge 1\right]<\infty$.

Proof: Assuming the stated condition, we get $E \sum_{n}\left(\xi_{n} \wedge 1\right)<\infty$ by Fubini's theorem, so $\sum_{n}\left(\xi_{n} \wedge 1\right)<\infty$ a.s. In particular, $\sum_{n} 1\left\{\xi_{n}>1\right\}<\infty$ a.s., so the series $\sum_{n}\left(\xi_{n} \wedge 1\right)$ and $\sum_{n} \xi_{n}$ differ by at most finitely many terms, and we get $\sum_{n} \xi_{n}<\infty$ a.s.

Conversely, assume that $\sum_{n} \xi_{n}<\infty$ a.s. Then also $\sum_{n}\left(\xi_{n} \wedge 1\right)<\infty$ a.s., so we may assume that $\xi_{n} \leq 1$ for all $n$. Noting that $1-x \leq e^{-x} \leq 1-a x$ for $x \in[0,1]$ where $a=1-e^{-1}$, we get

$$
\begin{aligned}
0 & <E \exp \left\{-\sum_{n} \xi_{n}\right\}=\prod_{n} E e^{-\xi_{n}} \\
& \leq \prod_{n}\left(1-a E \xi_{n}\right) \leq \prod_{n} e^{-a E \xi_{n}}=\exp \left\{-a \sum_{n} E \xi_{n}\right\}
\end{aligned}
$$

and so $\sum_{n} E \xi_{n}<\infty$.
To handle more general series, we need the following strengthened version of the Bienaymé-Chebyshev inequality. A further extension appears as Proposition 6.15.

Lemma 3.15 (maximum inequality, Kolmogorov) Let $\xi_{1}, \xi_{2}, \ldots$ be independent random variables with mean zero, and put $S_{n}=\xi_{1}+\cdots+\xi_{n}$. Then

$$
P\left\{\sup _{n}\left|S_{n}\right|>r\right\} \leq r^{-2} \sum_{n} E \xi_{n}^{2}, \quad r>0
$$

Proof: We may assume that $\sum_{n} E \xi_{n}^{2}<\infty$. Writing $\tau=\inf \left\{n ;\left|S_{n}\right|>r\right\}$ and noting that $S_{k} 1\{\tau=k\} \Perp\left(S_{n}-S_{k}\right)$ for $k \leq n$, we get

$$
\begin{aligned}
\sum_{k \leq n} E \xi_{k}^{2} & =E S_{n}^{2} \geq \sum_{k \leq n} E\left[S_{n}^{2} ; \tau=k\right] \\
& \geq \sum_{k \leq n}\left\{E\left[S_{k}^{2} ; \tau=k\right]+2 E\left[S_{k}\left(S_{n}-S_{k}\right) ; \tau=k\right]\right\} \\
& =\sum_{k \leq n} E\left[S_{k}^{2} ; \tau=k\right] \geq r^{2} P\{\tau \leq n\}
\end{aligned}
$$

As $n \rightarrow \infty$, we obtain

$$
\sum_{k} E \xi_{k}^{2} \geq r^{2} P\{\tau<\infty\}=r^{2} P\left\{\sup _{k}\left|S_{k}\right|>r\right\}
$$

The last result leads easily to the following sufficient condition for the a.s. convergence of random series with independent terms. Conditions that are both necessary and sufficient are given in Theorem 3.18.

Lemma 3.16 (variance criterion for series, Khinchin and Kolmogorov) Let $\xi_{1}, \xi_{2}, \ldots$ be independent random variables with mean 0 and $\sum_{n} E \xi_{n}^{2}<\infty$. Then $\sum_{n} \xi_{n}$ converges a.s.

Proof: Write $S_{n}=\xi_{1}+\cdots+\xi_{n}$. By Lemma 3.15 we get for any $\varepsilon>0$,

$$
P\left\{\sup _{k \geq n}\left|S_{n}-S_{k}\right|>\varepsilon\right\} \leq \varepsilon^{-2} \sum_{k \geq n} E \xi_{k}^{2}
$$

Hence, $\sup _{k \geq n}\left|S_{n}-S_{k}\right| \xrightarrow{P} 0$ as $n \rightarrow \infty$, and by Lemma 3.2 we get $\sup _{k \geq n} \mid S_{n}-$ $S_{k} \mid \rightarrow 0$ a.s. along a subsequence. Since the last supremum is nonincreasing in $n$, the a.s. convergence extends to the entire sequence, which means that $\left(S_{n}\right)$ is a.s. Cauchy convergent. Thus, $S_{n}$ converges a.s. by Lemma 3.6.

The next result gives the basic connection between series with positive and symmetric terms. By $\xi_{n} \xrightarrow{P} \infty$ we mean that $P\left\{\xi_{n}>r\right\} \rightarrow 1$ for every $r>0$.

Theorem 3.17 (positive and symmetric terms) Let $\xi_{1}, \xi_{2}, \ldots$ be independent, symmetric random variables. Then these conditions are equivalent:
(i) $\sum_{n} \xi_{n}$ converges a.s.;
(ii) $\sum_{n} \xi_{n}^{2}<\infty$ a.s.;
(iii) $\sum_{n} E\left(\xi_{n}^{2} \wedge 1\right)<\infty$.

If the conditions fail, then $\left|\sum_{k \leq n} \xi_{k}\right| \xrightarrow{P} \infty$.

Proof: Conditions (ii) and (iii) are equivalent by Proposition 3.14. Next assume (iii), and conclude from Lemma 3.16 that $\sum_{n} \xi_{n} 1\left\{\left|\xi_{n}\right| \leq 1\right\}$ converges a.s. From (iii) and Fubini's theorem we further note that $\sum_{n} 1\left\{\left|\xi_{n}\right|>1\right\}<\infty$ a.s., so the series $\sum_{n} \xi_{n} 1\left\{\left|\xi_{n}\right| \leq 1\right\}$ and $\sum_{n} \xi_{n}$ differ by at most finitely many terms, and even the latter series must converge a.s. Thus, (iii) implies (i).

We shall complete the proof by showing that if (ii) fails, so that $\sum_{n} \xi_{n}^{2}=$ $\infty$ a.s. by Kolmogorov's zero-one law, then $\left|S_{n}\right| \xrightarrow{P} \infty$, where $S_{n}=\sum_{k \leq n} \xi_{k}$. Since the latter condition implies $\left|S_{n}\right| \rightarrow \infty$ a.s. along some subsequence, even (i) will fail, and so conditions (i) to (iii) are equivalent.

For this part of the proof, it is convenient to introduce an independent sequence of i.i.d. random variables $\vartheta_{n}$ with $P\left\{\vartheta_{n}= \pm 1\right\}=\frac{1}{2}$, and note that the sequences $\left(\xi_{n}\right)$ and $\left(\vartheta_{n}\left|\xi_{n}\right|\right)$ have the same distribution. Letting $\mu$ denote the distribution of the sequence $\left(\left|\xi_{n}\right|\right)$, we get by Lemma 2.11

$$
P\left\{\left|S_{n}\right|>r\right\}=\int P\left\{\left|\sum_{k \leq n} \vartheta_{k} x_{k}\right|>r\right\} \mu(d x), \quad r>0
$$

and by dominated convergence it is enough to show that the integrand on the right tends to 0 for $\mu$-almost every $x=\left(x_{1}, x_{2}, \ldots\right)$. Since $\sum_{n} x_{n}^{2}=\infty$ a.e., this reduces the argument to the case of nonrandom $\left|\xi_{n}\right|=c_{n}, n \in \mathbb{N}$.

First assume that $\left(c_{n}\right)$ is unbounded. For any $r>0$ we may recursively construct a subsequence $\left(n_{k}\right) \subset \mathbb{N}$ such that $c_{n_{1}}>r$ and $c_{n_{k}}>4 \sum_{j<k} c_{n_{j}}$ for each $k$. Then clearly $P\left\{\sum_{j \leq k} \xi_{n_{j}} \in I\right\} \leq 2^{-k}$ for every interval $I$ of length $2 r$. By convolution we get $\bar{P}\left\{\left|S_{n}\right| \leq r\right\} \leq 2^{-k}$ for all $n \geq n_{k}$, which shows that $P\left\{\left|S_{n}\right| \leq r\right\} \rightarrow 0$.

Next assume that $c_{n} \leq c<\infty$ for all $n$. Choosing $a>0$ so small that $\cos x \leq e^{-a x^{2}}$ for $|x| \leq 1$, we get for $0<|t| \leq c^{-1}$

$$
0 \leq E e^{i t S_{n}}=\prod_{k \leq n} \cos \left(t c_{k}\right) \leq \prod_{k \leq n} \exp \left(-a t^{2} c_{k}^{2}\right)=\exp \left\{-a t^{2} \sum_{k \leq n} c_{k}^{2}\right\} \rightarrow 0
$$

Anticipating the elementary Lemma 4.1 of the next chapter, we again get $P\left\{\left|S_{n}\right| \leq r\right\} \rightarrow 0$ for each $r>0$.

The problem of characterizing the convergence, a.s. or in distribution, of a series of independent random variables is solved completely by the following result. Here we write $\operatorname{var}[\xi ; A]=\operatorname{var}\left(\xi 1_{A}\right)$.

Theorem 3.18 (three-series criterion, Kolmogorov, Lévy) Let $\xi_{1}, \xi_{2}, \ldots$ be independent random variables. Then $\sum_{n} \xi_{n}$ converges a.s. iff it converges in distribution and also iff these conditions are fulfilled:
(i) $\sum_{n} P\left\{\left|\xi_{n}\right|>1\right\}<\infty$;
(ii) $\sum_{n} E\left[\xi_{n} ;\left|\xi_{n}\right| \leq 1\right]$ converges;
(iii) $\sum_{n} \operatorname{var}\left[\xi_{n} ;\left|\xi_{n}\right| \leq 1\right]<\infty$.

For the proof we need the following simple symmetrization inequalities. Say that $m$ is a median of the random variable $\xi$ if $P\{\xi>m\} \vee P\{\xi<m\}$ $\leq \frac{1}{2}$. A symmetrization of $\xi$ is defined as a random variable of the form $\tilde{\xi}=\xi-\xi^{\prime}$ with $\xi^{\prime} \Perp \xi$ and $\xi^{\prime} \stackrel{d}{=} \xi$. For symmetrized versions of the random variables $\xi_{1}, \xi_{2}, \ldots$, we require the same properties for the whole sequences $\left(\xi_{n}\right)$ and $\left(\xi_{n}^{\prime}\right)$.

Lemma 3.19 (symmetrization) Let $\tilde{\xi}$ be a symmetrization of a random variable $\xi$ with median $m$. Then

$$
\frac{1}{2} P\{|\xi-m|>r\} \leq P\{|\tilde{\xi}|>r\} \leq 2 P\{|\xi|>r / 2\}, \quad r \geq 0 .
$$

Proof: Assume $\tilde{\xi}=\xi-\xi^{\prime}$ as above, and write

$$
\begin{aligned}
& \left\{\xi-m>r, \xi^{\prime} \leq m\right\} \cup\left\{\xi-m<-r, \xi^{\prime} \geq m\right\} \\
& \subset\{|\tilde{\xi}|>r\} \subset\{|\xi|>r / 2\} \cup\left\{\left|\xi^{\prime}\right|>r / 2\right\} .
\end{aligned}
$$

We also need a simple centering lemma.

Lemma 3.20 (centering) Let the random variables $\xi_{1}, \xi_{2}, \ldots$ and constants $c_{1}, c_{2}, \ldots$ be such that both $\xi_{n}$ and $\xi_{n}+c_{n}$ converge in distribution. Then even $c_{n}$ converges.

Proof: Assume that $\xi_{n} \xrightarrow{d} \xi$. If $c_{n} \rightarrow \pm \infty$ along some subsequence $N^{\prime} \subset \mathbb{N}$, then clearly $\xi_{n}+c_{n} \xrightarrow{P} \pm \infty$ along $N^{\prime}$, which contradicts the tightness of $\xi_{n}+c_{n}$. Thus, $\left(c_{n}\right)$ must be bounded. Now assume that $c_{n} \rightarrow a$ and $c_{n} \rightarrow b$ along two subsequences $N_{1}, N_{2} \subset \mathbb{N}$. Then $\xi_{n}+c_{n} \xrightarrow{d} \xi+a$ along $N_{1}$ and $\xi_{n}+c_{n} \xrightarrow{d} \xi+b$ along $N_{2}$, so $\xi+a \stackrel{d}{=} \xi+b$. Iterating this relation, we get $\xi+n(b-a) \stackrel{d}{=} \xi$ for arbitrary $n \in \mathbb{Z}$, which is impossible unless $a=b$. Thus, all limit points of $\left(c_{n}\right)$ agree, and $c_{n}$ converges.

Proof of Theorem 3.18: Assume conditions (i) through (iii), and define $\xi_{n}^{\prime}=\xi_{n} 1\left\{\left|\xi_{n}\right| \leq 1\right\}$. By (iii) and Lemma 3.16 the series $\sum_{n}\left(\xi_{n}^{\prime}-E \xi_{n}^{\prime}\right)$ converges a.s., so by (ii) the same thing is true for $\sum_{n} \xi_{n}^{\prime}$. Finally, $P\left\{\xi_{n} \neq \xi_{n}^{\prime}\right.$ i.o. $\}$ $=0$ by (i) and the Borel-Cantelli lemma, so $\sum_{n}\left(\xi_{n}-\xi_{n}^{\prime}\right)$ has a.s. finitely many nonzero terms. Hence, even $\sum_{n} \xi_{n}$ converges a.s.

Conversely, assume that $\sum_{n} \xi_{n}$ converges in distribution. Then Lemma 3.19 shows that the sequence of symmetrized partial sums $\sum_{k \leq n} \tilde{\xi}_{k}$ is tight, and so $\sum_{n} \tilde{\xi}_{n}$ converges a.s. by Theorem 3.17. In particular, $\tilde{\xi}_{n} \rightarrow 0$ a.s. For any $\varepsilon>0$ we obtain $\sum_{n} P\left\{\left|\tilde{\xi}_{n}\right|>\varepsilon\right\}<\infty$ by the Borel-Cantelli lemma. Hence, $\sum_{n} P\left\{\left|\xi_{n}-m_{n}\right|>\varepsilon\right\}<\infty$ by Lemma 3.19 , where $m_{1}, m_{2}, \ldots$ are medians of $\xi_{1}, \xi_{2}, \ldots$ Using the Borel-Cantelli lemma again, we get $\xi_{n}-$ $m_{n} \rightarrow 0$ a.s.

Now let $c_{1}, c_{2}, \ldots$ be arbitrary with $m_{n}-c_{n} \rightarrow 0$. Then even $\xi_{n}-c_{n} \rightarrow 0$ a.s. Putting $\eta_{n}=\xi_{n} 1\left\{\left|\xi_{n}-c_{n}\right| \leq 1\right\}$, we get a.s. $\xi_{n}=\eta_{n}$ for all but finitely
many $n$, and similarly for the symmetrized variables $\tilde{\xi}_{n}$ and $\tilde{\eta}_{n}$. Thus, even $\sum_{n} \tilde{\eta}_{n}$ converges a.s. Since the $\tilde{\eta}_{n}$ are bounded and symmetric, Theorem 3.17 yields $\sum_{n} \operatorname{var}\left(\eta_{n}\right)=\frac{1}{2} \sum_{n} \operatorname{var}\left(\tilde{\eta}_{n}\right)<\infty$. Thus, $\sum_{n}\left(\eta_{n}-E \eta_{n}\right)$ converges a.s. by Lemma 3.16, as does the series $\sum_{n}\left(\xi_{n}-E \eta_{n}\right)$. Comparing with the distributional convergence of $\sum_{n} \xi_{n}$, we conclude from Lemma 3.20 that $\sum_{n} E \eta_{n}$ converges. In particular, $E \eta_{n} \rightarrow 0$ and $\eta_{n}-E \eta_{n} \rightarrow 0$ a.s., so $\eta_{n} \rightarrow 0$ a.s., and then also $\xi_{n} \rightarrow 0$ a.s. Hence, $m_{n} \rightarrow 0$, so we may take $c_{n}=0$ in the previous argument, and conditions (i) to (iii) follow.

A sequence of random variables $\xi_{1}, \xi_{2}, \ldots$ with partial sums $S_{n}$ is said to obey the strong law of large numbers if $S_{n} / n$ converges a.s. to a constant. If a similar convergence holds in probability, one says that the weak law is fulfilled. The following elementary proposition enables us to convert convergence results for random series into laws of large numbers.

Lemma 3.21 (series and averages, Kronecker) If $\sum_{n} n^{-c} a_{n}$ converges for some $a_{1}, a_{2}, \ldots \in \mathbb{R}$ and $c>0$, then $n^{-c} \sum_{k \leq n} a_{k} \rightarrow 0$.

Proof: Put $b_{n}=n^{-c} a_{n}$, and assume that $\sum_{n} b_{n}=b$. By dominated convergence as $n \rightarrow \infty$,

$$
\begin{aligned}
\sum_{k \leq n} b_{k}-n^{-c} \sum_{k \leq n} a_{k} & =\sum_{k \leq n}\left(1-(k / n)^{c}\right) b_{k}=c \sum_{k \leq n} b_{k} \int_{k / n}^{1} x^{c-1} d x \\
& =c \int_{0}^{1} x^{c-1} d x \sum_{k \leq n x} b_{k} \rightarrow b c \int_{0}^{1} x^{c-1} d x=b
\end{aligned}
$$

and the assertion follows since the first term on the left tends to $b$.

The following simple result illustrates the method.

Corollary $\mathbf{3 . 2 2}$ (variance criterion for averages, Kolmogorov) Let $\xi_{1}, \xi_{2}, \ldots$ be independent random variables with mean 0 , such that $\sum_{n} n^{-2 c} E \xi_{n}^{2}<\infty$ for some $c>0$. Then $n^{-c} \sum_{k \leq n} \xi_{k} \rightarrow 0$ a.s.

Proof: The series $\sum_{n} n^{-c} \xi_{n}$ converges a.s. by Lemma 3.16, and the assertion follows by Lemma 3.21.

In particular, we note that if $\xi, \xi_{1}, \xi_{2}, \ldots$ are i.i.d. with $E \xi=0$ and $E \xi^{2}<$ $\infty$, then $n^{-c} \sum_{k \leq n} \xi_{k} \rightarrow 0$ a.s. for any $c>\frac{1}{2}$. The statement fails for $c=\frac{1}{2}$, as may be seen by taking $\xi$ to be $N(0,1)$. The best possible normalization is given in Corollary 12.8. The next result characterizes the stated convergence for arbitrary $c>\frac{1}{2}$. For $c=1$ we recognize the strong law of large numbers. Corresponding criteria for the weak law are given in Theorem 4.16.

Theorem 3.23 (strong laws of large numbers, Kolmogorov, Marcinkiewicz and Zygmund) Let $\xi, \xi_{1}, \xi_{2}, \ldots$ be i.i.d. random variables, and fix any $p \in$ $(0,2)$. Then $n^{-1 / p} \sum_{k \leq n} \xi_{k}$ converges a.s. iff $E|\xi|^{p}<\infty$ and either $p \leq 1$ or $E \xi=0$. In that case the limit equals $E \xi$ for $p=1$ and is otherwise 0 .

Proof: Assume that $E|\xi|^{p}<\infty$ and for $p \geq 1$ that even $E \xi=0$. Define $\xi_{n}^{\prime}=\xi_{n} 1\left\{\left|\xi_{n}\right| \leq n^{1 / p}\right\}$, and note that by Lemma 2.4

$$
\sum_{n} P\left\{\xi_{n}^{\prime} \neq \xi_{n}\right\}=\sum_{n} P\left\{|\xi|^{p}>n\right\} \leq \int_{0}^{\infty} P\left\{|\xi|^{p}>t\right\} d t=E|\xi|^{p}<\infty
$$

By the Borel-Cantelli lemma we get $P\left\{\xi_{n}^{\prime} \neq \xi_{n}\right.$ i.o. $\}=0$, and so $\xi_{n}^{\prime}=\xi_{n}$ for all but finitely many $n \in \mathbb{N}$ a.s. It is then equivalent to show that $n^{-1 / p} \sum_{k \leq n} \xi_{k}^{\prime} \rightarrow 0$ a.s. By Lemma 3.21 it suffices to prove instead that $\sum_{n} n^{-1 / p} \bar{\xi}_{n}^{\prime}$ converges a.s.

For $p<1$, this is clear if we write

$$
\begin{aligned}
E \sum_{n} n^{-1 / p}\left|\xi_{n}^{\prime}\right| & =\sum_{n} n^{-1 / p} E\left[|\xi| ;|\xi| \leq n^{1 / p}\right] \\
& \leq \int_{0}^{\infty} t^{-1 / p} E\left[|\xi| ;|\xi| \leq t^{1 / p}\right] d t \\
& =E\left[|\xi| \int_{|\xi|^{p}}^{\infty} t^{-1 / p} d t\right] \leq E|\xi|^{p}<\infty .
\end{aligned}
$$

If instead $p>1$, it suffices by Theorem 3.18 to prove that $\sum_{n} n^{-1 / p} E \xi_{n}^{\prime}$ converges and $\sum_{n} n^{-2 / p} \operatorname{var}\left(\xi_{n}^{\prime}\right)<\infty$. Since $E \xi_{n}^{\prime}=-E\left[\xi ;|\xi|>n^{1 / p}\right]$, we have for the former series

$$
\begin{aligned}
\sum_{n} n^{-1 / p}\left|E \xi_{n}^{\prime}\right| & \leq \sum_{n} n^{-1 / p} E\left[|\xi| ;|\xi|>n^{1 / p}\right] \\
& \leq \int_{0}^{\infty} t^{-1 / p} E\left[|\xi| ;|\xi|>t^{1 / p}\right] d t \\
& =E\left[|\xi| \int_{0}^{|\xi|^{p}} t^{-1 / p} d t\right] \leq E|\xi|^{p}<\infty
\end{aligned}
$$

As for the latter series, we get

$$
\begin{aligned}
\sum_{n} n^{-2 / p} \operatorname{var}\left(\xi_{n}^{\prime}\right) & \leq \sum_{n} n^{-2 / p} E\left(\xi_{n}^{\prime}\right)^{2} \\
& =\sum_{n} n^{-2 / p} E\left[\xi^{2} ;|\xi| \leq n^{1 / p}\right] \\
& \leq \int_{0}^{\infty} t^{-2 / p} E\left[\xi^{2} ;|\xi| \leq t^{1 / p}\right] d t \\
& =E\left[\xi^{2} \int_{|\xi|^{p}}^{\infty} t^{-2 / p} d t\right] \leq E|\xi|^{p}<\infty .
\end{aligned}
$$

If $p=1$, then $E \xi_{n}^{\prime}=E[\xi ;|\xi| \leq n] \rightarrow 0$ by dominated convergence. Thus, $n^{-1} \sum_{k \leq n} E \xi_{k}^{\prime} \rightarrow 0$, and we may prove instead that $n^{-1} \sum_{k \leq n} \xi_{k}^{\prime \prime} \rightarrow 0$ a.s., where $\xi_{n}^{\prime \prime}=\xi_{n}^{\prime}-E \xi_{n}^{\prime}$. By Lemma 3.21 and Theorem 3.18 it is then enough to show that $\sum_{n} n^{-2} \operatorname{var}\left(\xi_{n}^{\prime}\right)<\infty$, which may be seen as before.

Conversely, assume that $n^{-1 / p} S_{n}=n^{-1 / p} \sum_{k \leq n} \xi_{k}$ converges a.s. Then

$$
\frac{\xi_{n}}{n^{1 / p}}=\frac{S_{n}}{n^{1 / p}}-\left(\frac{n-1}{n}\right)^{1 / p} \frac{S_{n-1}}{(n-1)^{1 / p}} \rightarrow 0 \text { a.s. }
$$

and in particular $P\left\{\left|\xi_{n}\right|^{p}>n\right.$ i.o. $\}=0$. Hence, by Lemma 2.4 and the Borel-Cantelli lemma,

$$
E|\xi|^{p}=\int_{0}^{\infty} P\left\{|\xi|^{p}>t\right\} d t \leq 1+\sum_{n \geq 1} P\left\{|\xi|^{p}>n\right\}<\infty
$$

For $p>1$, the direct assertion yields $n^{-1 / p}\left(S_{n}-n E \xi\right) \rightarrow 0$ a.s., and so $n^{1-1 / p} E \xi$ converges, which implies $E \xi=0$.

For a simple application of the law of large numbers, consider an arbitrary sequence of random variables $\xi_{1}, \xi_{2}, \ldots$, and define the associated empirical distributions as the random probability measures $\hat{\mu}_{n}=n^{-1} \sum_{k \leq n} \delta_{\xi_{k}}$. The corresponding empirical distribution functions $\hat{F}_{n}$ are given by

$$
\hat{F}_{n}(x)=\hat{\mu}_{n}(-\infty, x]=n^{-1} \sum_{k \leq n} 1\left\{\xi_{k} \leq x\right\}, \quad x \in \mathbb{R}, n \in \mathbb{N}
$$

Proposition 3.24 (empirical distribution functions, Glivenko, Cantelli) Let $\xi_{1}, \xi_{2}, \ldots$ be i.i.d. random variables with distribution function $F$ and empirical distribution functions $\hat{F}_{1}, \hat{F}_{2}, \ldots$ Then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sup _{x}\left|\hat{F}_{n}(x)-F(x)\right|=0 \quad \text { a.s. } \tag{7}
\end{equation*}
$$

Proof: By the law of large numbers we have $\hat{F}_{n}(x) \rightarrow F(x)$ a.s. for every $x \in \mathbb{R}$. Now fix a finite partition $-\infty=x_{1}<x_{2}<\cdots<x_{m}=\infty$. By the monotonicity of $F$ and $\hat{F}_{n}$

$$
\sup _{x}\left|\hat{F}_{n}(x)-F(x)\right| \leq \max _{k}\left|\hat{F}_{n}\left(x_{k}\right)-F\left(x_{k}\right)\right|+\max _{k}\left|F\left(x_{k+1}\right)-F\left(x_{k}\right)\right|
$$

Letting $n \rightarrow \infty$ and refining the partition indefinitely, we get in the limit

$$
\limsup _{n \rightarrow \infty} \sup _{x}\left|\hat{F}_{n}(x)-F(x)\right| \leq \sup _{x} \Delta F(x) \text { a.s. }
$$

which proves (7) when $F$ is continuous.
For general $F$, let $\vartheta_{1}, \vartheta_{2}, \ldots$ be i.i.d. $U(0,1)$, and define $\eta_{n}=g\left(\vartheta_{n}\right)$ for each $n$, where $g(t)=\sup \{x ; F(x)<t\}$. Then $\eta_{n} \leq x$ iff $\vartheta_{n} \leq F(x)$, and so $\left(\eta_{n}\right) \stackrel{d}{=}\left(\xi_{n}\right)$. We may then assume that $\xi_{n} \equiv \eta_{n}$. Writing $\hat{G}_{1}, \hat{G}_{2}, \ldots$ for the empirical distribution functions of $\vartheta_{1}, \vartheta_{2}, \ldots$, it is further seen that $\hat{F}_{n}=\hat{G}_{n} \circ F$. Writing $A=F(\mathbb{R})$, we get a.s. from the result for continuous $F$,

$$
\sup _{x}\left|\hat{F}_{n}(x)-F(x)\right|=\sup _{t \in A}\left|\hat{G}_{n}(t)-t\right| \leq \sup _{t \in[0,1]}\left|\hat{G}_{n}(t)-t\right| \rightarrow 0 .
$$

We turn to a systematic study of convergence in distribution. Although we are currently mostly interested in distributions on Euclidean spaces, it is crucial for future applications that we consider the more general setting of an abstract metric space. In particular, the theory is applied in Chapter 14 to random elements in various function spaces.

Theorem 3.25 (Portmanteau theorem, Alexandrov) For any random elements $\xi, \xi_{1}, \xi_{2}, \ldots$ in a metric space $S$, these conditions are equivalent:
(i) $\xi_{n} \xrightarrow{d} \xi$;
(ii) $\liminf _{n} P\left\{\xi_{n} \in G\right\} \geq P\{\xi \in G\}$ for any open set $G \subset S$;
(iii) $\limsup _{n} P\left\{\xi_{n} \in F\right\} \leq P\{\xi \in F\}$ for any closed set $F \subset S$;
(iv) $P\left\{\xi_{n} \in B\right\} \rightarrow P\{\xi \in B\}$ for any $B \in \mathcal{B}(S)$ with $\xi \notin \partial B$ a.s.

A set $B \in \mathcal{B}(S)$ with $\xi \notin \partial B$ a.s. is often called a $\xi$-continuity set.
Proof: Assume (i), and fix any open set $G \subset S$. Letting $f$ be continuous with $0 \leq f \leq 1_{G}$, we get $E f\left(\xi_{n}\right) \leq P\left\{\xi_{n} \in G\right\}$, and (ii) follows as we let $n \rightarrow \infty$ and then $f \uparrow 1_{G}$. The equivalence between (ii) and (iii) is clear from taking complements. Now assume (ii) and (iii). For any $B \in \mathcal{B}(S)$,

$$
P\left\{\xi \in B^{\circ}\right\} \leq \liminf _{n \rightarrow \infty} P\left\{\xi_{n} \in B\right\} \leq \limsup _{n \rightarrow \infty} P\left\{\xi_{n} \in B\right\} \leq P\{\xi \in \bar{B}\}
$$

Here the extreme members agree when $\xi \notin \partial B$ a.s., and (iv) follows.
Conversely, assume (iv) and fix any closed set $F \subset S$. Write $F^{\varepsilon}=\{s \in S$; $\rho(s, F) \leq \varepsilon\}$. Then the sets $\partial F^{\varepsilon} \subset\{s ; \rho(s, F)=\varepsilon\}$ are disjoint, and so $\xi \notin \partial F^{\varepsilon}$ for almost every $\varepsilon>0$. For such an $\varepsilon$ we may write $P\left\{\xi_{n} \in F\right\} \leq$ $P\left\{\xi \in F^{\varepsilon}\right\}$, and (iii) follows as we let $n \rightarrow \infty$ and then $\varepsilon \rightarrow 0$. Finally, assume (ii) and let $f \geq 0$ be continuous. By Lemma 2.4 and Fatou's lemma,

$$
\begin{align*}
E f(\xi) & =\int_{0}^{\infty} P\{f(\xi)>t\} d t \leq \int_{0}^{\infty} \liminf _{n \rightarrow \infty} P\left\{f\left(\xi_{n}\right)>t\right\} d t \\
& \leq \liminf _{n \rightarrow \infty} \int_{0}^{\infty} P\left\{f\left(\xi_{n}\right)>t\right\} d t=\liminf _{n \rightarrow \infty} E f\left(\xi_{n}\right) . \tag{8}
\end{align*}
$$

Now let $f$ be continuous with $|f| \leq c<\infty$. Applying (8) to $c \pm f$ yields $E f\left(\xi_{n}\right) \rightarrow E f(\xi)$, which proves (i).

For an easy application, we insert a simple lemma that is needed in Chapter 14 .

Lemma 3.26 (subspaces) Fix a metric space $(S, \rho)$ with subspace $A \subset S$, and let $\xi, \xi_{1}, \xi_{2}, \ldots$ be random elements in $(A, \rho)$. Then $\xi_{n} \xrightarrow{d} \xi$ in $(A, \rho)$ iff the same convergence holds in $(S, \rho)$.

Proof: Since $\xi, \xi_{1}, \xi_{2}, \ldots \in A$, condition (ii) of Theorem 3.25 is equivalent to

$$
\liminf _{n \rightarrow \infty} P\left\{\xi_{n} \in A \cap G\right\} \geq P\{\xi \in A \cap G\}, \quad G \subset S \text { open. }
$$

By Lemma 1.6, this is precisely condition (ii) of Theorem 3.25 for the subspace $A$.

It is clear directly from the definitions that convergence in distribution is preserved by continuous mappings. The following more general statement is a key result of weak convergence theory.

Theorem 3.27 (continuous mappings, Mann and Wald, Prohorov, Rubin) Fix two metric spaces $S$ and $T$, and let $\xi, \xi_{1}, \xi_{2}, \ldots$ be random elements in $S$ with $\xi_{n} \xrightarrow{d} \xi$. Consider some measurable mappings $f, f_{1}, f_{2}, \ldots: S \rightarrow T$ and a measurable set $C \subset S$ with $\xi \in C$ a.s. such that $f_{n}\left(s_{n}\right) \rightarrow f(s)$ as $s_{n} \rightarrow s \in C$. Then $f_{n}\left(\xi_{n}\right) \xrightarrow{d} f(\xi)$.

In particular, we note that if $\xi_{n} \xrightarrow{d} \xi$ in $S$ and if $f: S \rightarrow T$ is a.s. continuous at $\xi$, then $f\left(\xi_{n}\right) \xrightarrow{d} f(\xi)$. The latter frequently used result is commonly referred to as the continuous mapping theorem.

Proof: Fix any open set $G \subset T$, and let $s \in f^{-1} G \cap C$. By hypothesis there exist an integer $m \in \mathbb{N}$ and some neighborhood $N$ of $s$ such that $f_{k}\left(s^{\prime}\right) \in G$ for all $k \geq m$ and $s^{\prime} \in N$. Thus, $N \subset \bigcap_{k \geq m} f_{k}^{-1} G$, and so

$$
f^{-1} G \cap C \subset \bigcup_{m}\left\{\bigcap_{k \geq m} f_{k}^{-1} G\right\}^{\circ} .
$$

Now let $\mu, \mu_{1}, \mu_{2}, \ldots$ denote the distributions of $\xi, \xi_{2}, \xi_{2}, \ldots$ By Theorem 3.25 we get

$$
\begin{aligned}
\mu\left(f^{-1} G\right) & \leq \mu \bigcup_{m}\left\{\bigcap_{k \geq m} f_{k}^{-1} G\right\}^{\circ}=\sup _{m} \mu\left\{\bigcap_{k \geq m} f_{k}^{-1} G\right\}^{\circ} \\
& \leq \sup _{m} \liminf _{n \rightarrow \infty} \mu_{n} \bigcap_{k \geq m} f_{k}^{-1} G \leq \liminf _{n \rightarrow \infty} \mu_{n}\left(f_{n}^{-1} G\right) .
\end{aligned}
$$

Using the same theorem again gives $\mu_{n} \circ f_{n}^{-1} \xrightarrow{w} \mu \circ f^{-1}$, which means that $f_{n}\left(\xi_{n}\right) \xrightarrow{d} f(\xi)$.

We will now prove an equally useful approximation theorem. Here the idea is to prove $\xi_{n} \xrightarrow{d} \xi$ by choosing approximations $\eta_{n}$ of $\xi_{n}$ and $\eta$ of $\xi$ such that $\eta_{n} \xrightarrow{d} \eta$. The desired convergence will follow if we can ensure that the approximation errors are uniformly small.
Theorem 3.28 (approximation) Let $\xi, \xi_{n}, \eta^{k}$, and $\eta_{n}^{k}$ be random elements in a metric space $(S, \rho)$ such that $\eta_{n}^{k} \xrightarrow{d} \eta^{k}$ as $n \rightarrow \infty$ for fixed $k$, and moreover $\eta^{k} \xrightarrow{d} \xi$. Then $\xi_{n} \xrightarrow{d} \xi$ holds under the further condition

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \limsup _{n \rightarrow \infty} E\left[\rho\left(\eta_{n}^{k}, \xi_{n}\right) \wedge 1\right]=0 . \tag{9}
\end{equation*}
$$

Proof: For any closed set $F \subset S$ and constant $\varepsilon>0$ we have

$$
P\left\{\xi_{n} \in F\right\} \leq P\left\{\eta_{n}^{k} \in F^{\varepsilon}\right\}+P\left\{\rho\left(\eta_{n}^{k}, \xi_{n}\right)>\varepsilon\right\},
$$

where $F^{\varepsilon}=\{s \in S ; \rho(s, F) \leq \varepsilon\}$. By Theorem 3.25 we get as $n \rightarrow \infty$

$$
\limsup _{n \rightarrow \infty} P\left\{\xi_{n} \in F\right\} \leq P\left\{\eta^{k} \in F^{\varepsilon}\right\}+\limsup _{n \rightarrow \infty} P\left\{\rho\left(\eta_{n}^{k}, \xi_{n}\right)>\varepsilon\right\}
$$

Now let $k \rightarrow \infty$, and conclude from Theorem 3.25 together with (9) that

$$
\limsup _{n \rightarrow \infty} P\left\{\xi_{n} \in F\right\} \leq P\left\{\xi \in F^{\varepsilon}\right\}
$$

As $\varepsilon \rightarrow 0$, the right-hand side tends to $P\{\xi \in F\}$. Since $F$ was arbitrary, we get $\xi_{n} \xrightarrow{d} \xi$ by Theorem 3.25.

Next we consider convergence in distribution on product spaces.
Theorem 3.29 (random sequences) Fix any separable metric spaces $S_{1}, S_{2}$, $\ldots$, and let $\xi=\left(\xi^{1}, \xi^{2}, \ldots\right)$ and $\xi_{n}=\left(\xi_{n}^{1}, \xi_{n}^{2}, \ldots\right), n \in \mathbb{N}$, be random elements in $\mathbf{X}_{k} S_{k}$. Then $\xi_{n} \xrightarrow{d} \xi$ iff

$$
\begin{equation*}
\left(\xi_{n}^{1}, \ldots, \xi_{n}^{k}\right) \xrightarrow{d}\left(\xi^{1}, \ldots, \xi^{k}\right) \text { in } S_{1} \times \cdots \times S_{k}, \quad k \in \mathbb{N} . \tag{10}
\end{equation*}
$$

If $\xi$ and the $\xi_{n}$ have independent components, it is further equivalent that $\xi_{n}^{k} \xrightarrow{d} \xi^{k}$ in $S_{k}$ for each $k$.

Proof: The necessity of the conditions is clear from the continuity of the projections $s \mapsto\left(s_{1}, \ldots, s_{k}\right)$ and $s \mapsto s_{k}$. Now assume instead that (10) holds. Fix any $a_{k} \in S_{k}, k \in \mathbb{N}$, and conclude from the continuity of the mappings $\left(s_{1}, \ldots, s_{k}\right) \mapsto\left(s_{1}, \ldots, s_{k}, a_{k+1}, \ldots\right)$ that

$$
\begin{equation*}
\left(\xi_{n}^{1}, \ldots, \xi_{n}^{k}, a_{k+1}, \ldots\right) \xrightarrow{d}\left(\xi^{1}, \ldots, \xi^{k}, a_{k+1}, \ldots\right), \quad k \in \mathbb{N} . \tag{11}
\end{equation*}
$$

Writing $\eta_{n}^{k}$ and $\eta^{k}$ for the sequences in (11), and letting $\rho$ be the metric in (2), we further note that $\rho\left(\xi, \eta^{k}\right) \leq 2^{-k}$ and $\rho\left(\xi_{n}, \eta_{n}^{k}\right) \leq 2^{-k}$ for all $n$ and $k$. Hence, $\xi_{n} \xrightarrow{d} \xi$ by Theorem 3.28.

To prove the last assertion, it is clearly enough to consider the product of two separable metric spaces $S$ and $T$. We need to show that if $\xi_{n} \xrightarrow{d} \xi$ in $S$ and $\eta_{n} \xrightarrow{d} \eta$ in $T$ with $\xi_{n} \Perp \eta_{n}$ and $\xi \Perp \eta$, then $\left(\xi_{n}, \eta_{n}\right) \xrightarrow{d}(\xi, \eta)$ in $S \times T$. To see this, we note that $\xi \partial B_{s, \varepsilon}=0$ a.s. for each $s \in S$ and almost every $\varepsilon>0$, where $B_{s, \varepsilon}$ denotes the $\varepsilon$-ball around $s$. Thus, $S$ has a topological basis $\mathcal{B}_{S}$ consisting of $\xi$-continuity sets, and similarly $T$ has a basis $\mathcal{B}_{T}$ consisting of $\eta$-continuity sets. Since $\partial(B \cup C) \subset \partial B \cup \partial C$, even the generated fields $\mathcal{A}_{S}$ and $\mathcal{A}_{T}$ consist of continuity sets.

Now fix any open set $G$ in $S \times T$. Since $S \times T$ is separable with basis $\mathcal{B}_{S} \times \mathcal{B}_{T}$, we have $G=\bigcup_{j}\left(B_{j} \times C_{j}\right)$ for suitable $B_{j} \in \mathcal{B}_{S}$ and $C_{j} \in \mathcal{B}_{T}$.

Here each set $U_{k}=\bigcup_{j \leq k}\left(B_{j} \times C_{j}\right)$ may be written as a finite disjoint union of product sets $A \in \mathcal{A}_{S} \times \mathcal{A}_{T}$. By the assumed independence and Theorem 3.25 , we obtain

$$
\liminf _{n \rightarrow \infty} P\left\{\left(\xi_{n}, \eta_{n}\right) \in G\right\} \geq \lim _{n \rightarrow \infty} P\left\{\left(\xi_{n}, \eta_{n}\right) \in U_{k}\right\}=P\left\{(\xi, \eta) \in U_{k}\right\}
$$

As $k \rightarrow \infty$, the right-hand side tends to $P\{(\xi, \eta) \in G\}$, and the desired convergence follows by Theorem 3.25.

In connection with convergence in distribution of a random sequence $\xi_{1}, \xi_{2}, \ldots$, it is often irrelevant how the elements $\xi_{n}$ are related. The next result may enable us to change to a more convenient representation, which sometimes leads to very simple and transparent proofs.

Theorem 3.30 (coupling, Skorohod, Dudley) Let $\xi, \xi_{1}, \xi_{2}, \ldots$ be random elements in a separable metric space $(S, \rho)$ such that $\xi_{n} \xrightarrow{d} \xi$. Then, on a suitable probability space, there exist some random elements $\eta \stackrel{d}{=} \xi$ and $\eta_{n} \stackrel{d}{=} \xi_{n}$, $n \in \mathbb{N}$, with $\eta_{n} \rightarrow \eta$ a.s.

In the course of the proof, we shall need to introduce families of independent random elements with given distributions. The existence of such families is ensured, in general, by Corollary 5.18. When $S$ is complete, we may instead rely on the more elementary Theorem 2.19.

Proof: First assume that $S=\{1, \ldots, m\}$, and put $p_{k}=P\{\xi=k\}$ and $p_{k}^{n}=P\left\{\xi_{n}=k\right\}$. Assuming $\vartheta$ to be $U(0,1)$ and independent of $\xi$, we may easily construct some random elements $\tilde{\xi}_{n} \stackrel{d}{=} \xi_{n}$ such that $\tilde{\xi}_{n}=k$ whenever $\xi=k$ and $\vartheta \leq p_{k}^{n} / p_{k}$. Since $p_{k}^{n} \rightarrow p_{k}$ for each $k$, we get $\tilde{\xi}_{n} \rightarrow \xi$ a.s.

For general $S$, fix any $p \in \mathbb{N}$, and choose a partition of $S$ into $\xi$-continuity sets $B_{1}, B_{2}, \ldots \in \mathcal{B}(S)$ of diameter $<2^{-p}$. Next choose $m$ so large that $P\left\{\xi \notin \bigcup_{k \leq m} B_{k}\right\}<2^{-p}$, and put $B_{0}=\bigcap_{k \leq m} B_{k}^{c}$. For $k=0, \ldots, m$, define $\kappa=k$ when $\xi \in B_{k}$ and $\kappa_{n}=k$ when $\xi_{n} \in B_{k}, n \in \mathbb{N}$. Then $\kappa_{n} \xrightarrow{d} \kappa$, and by the result for finite $S$ we may choose some $\tilde{\kappa}_{n} \stackrel{d}{=} \kappa_{n}$ with $\tilde{\kappa}_{n} \rightarrow \kappa$ a.s. Let us further introduce some independent random elements $\zeta_{n}^{k}$ in $S$ with distributions $P\left[\xi_{n} \in \cdot \mid \xi_{n} \in B_{k}\right]$ and define $\tilde{\xi}_{n}^{p}=\sum_{k} \zeta_{n}^{k} 1\left\{\tilde{\kappa}_{n}=k\right\}$, so that $\tilde{\xi}_{n}^{p} \stackrel{d}{=} \xi_{n}$ for each $n$.

From the construction it is clear that

$$
\left\{\rho\left(\tilde{\xi}_{n}^{p}, \xi\right)>2^{-p}\right\} \subset\left\{\tilde{\kappa}_{n} \neq \kappa\right\} \cup\left\{\xi \in B_{0}\right\}, \quad n, p \in \mathbb{N} .
$$

Since $\tilde{\kappa}_{n} \rightarrow \kappa$ a.s. and $P\left\{\xi \in B_{0}\right\}<2^{-p}$, there exists for every $p$ some $n_{p} \in \mathbb{N}$ with

$$
P \bigcup_{n \geq n_{p}}\left\{\rho\left(\tilde{\xi}_{n}^{p}, \xi\right)>2^{-p}\right\}<2^{-p}, \quad p \in \mathbb{N}
$$

and we may further assume that $n_{1}<n_{2}<\cdots$. By the Borel-Cantelli lemma we get a.s. $\sup _{n \geq n_{p}} \rho\left(\tilde{\xi}_{n}^{p}, \xi\right) \leq 2^{-p}$ for all but finitely many $p$. Now define $\eta_{n}=\tilde{\xi}_{n}^{p}$ for $n_{p} \leq n<n_{p+1}$, and note that $\xi_{n} \stackrel{d}{=} \eta_{n} \rightarrow \xi$ a.s.

We conclude this chapter with a result on functional representations of limits, needed in Chapters 15 and 18. To motivate the problem, recall from Lemma 3.6 that if $\xi_{n} \xrightarrow{P} \eta$ for some random elements in a complete metric space $S$, then $\eta=f(\xi)$ a.s. for some measurable function $f: S^{\infty} \rightarrow S$, where $\xi=\left(\xi_{n}\right)$. Here $f$ depends on the distribution $\mu$ of $\xi$, so a universal representation must be of the form $\eta=f(\xi, \mu)$. For certain purposes, it is crucial to choose a measurable version even of the latter function. To allow constructions by repeated approximation in probability, we need to consider the more general case when $\eta_{n} \xrightarrow{P} \eta$ for some random elements $\eta_{n}=f_{n}(\xi, \mu)$.

For a precise statement of the result, let $\mathcal{P}(S)$ denote the space of probability measures $\mu$ on $S$, endowed with the $\sigma$-field induced by all evaluation maps $\mu \mapsto \mu B, B \in \mathcal{B}(S)$.

Proposition 3.31 (representation of limits) Fix a complete metric space $(S, \rho)$, a measurable space $U$, and some measurable functions $f_{1}, f_{2}, \ldots$ : $U \times \mathcal{P}(U) \rightarrow S$. Then there exist a measurable set $A \subset \mathcal{P}(U)$ and some measurable function $f: U \times A \rightarrow S$ such that for any random element $\xi$ in $U$ with distribution $\mu$, the sequence $\eta_{n}=f_{n}(\xi, \mu)$ converges in probability iff $\mu \in A$, in which case $\eta_{n} \xrightarrow{P} f(\xi, \mu)$.

Proof: For sequences $s=\left(s_{1}, s_{2}, \ldots\right)$ in $S$, define $l(s)=\lim _{k} s_{k}$ when the limit exists and otherwise put $l(s)=s_{\infty}$, where $s_{\infty} \in S$ is arbitrary. By Lemma 1.10 we note that $l$ is a measurable mapping from $S^{\infty}$ to $S$. Next consider a sequence $\eta=\left(\eta_{1}, \eta_{2}, \ldots\right)$ of random elements in $S$, and put $\nu=P \circ \eta^{-1}$. Define $n_{1}, n_{2}, \ldots$ as in the proof of Lemma 3.6, and note that each $n_{k}=n_{k}(\nu)$ is a measurable function of $\nu$. Let $C$ be the set of measures $\nu$ such that $n_{k}(\nu)<\infty$ for all $k$, and note that $\eta_{n}$ converges in probability iff $\nu \in C$. Introduce the measurable function

$$
g(s, \nu)=l\left(s_{n_{1}(\nu)}, s_{n_{2}(\nu)}, \ldots\right), \quad s=\left(s_{1}, s_{2}, \ldots\right) \in S^{\infty}, \nu \in \mathcal{P}\left(S^{\infty}\right)
$$

If $\nu \in C$, it is seen from the proof of Lemma 3.6 that $\eta_{n_{k}(\nu)}$ converges a.s., and so $\eta_{n} \xrightarrow{P} g(\eta, \nu)$.

Now assume that $\eta_{n}=f_{n}(\xi, \mu)$ for some random element $\xi$ in $U$ with distribution $\mu$ and some measurable functions $f_{n}$. It remains to show that $\nu$ is a measurable function of $\mu$. But this is clear from Lemma 1.38 (ii) applied to the kernel $K(\mu, \cdot)=\mu$ from $\mathcal{P}(U)$ to $U$ and the function $F=\left(f_{1}, f_{2}, \ldots\right)$ : $U \times \mathcal{P}(U) \rightarrow S^{\infty}$.

As a simple consequence, we may consider limits in probability of measurable processes. The resulting statement will be useful in Chapter 15.

Corollary 3.32 (measurability of limits, Stricker and Yor) For any measurable space $T$ and complete metric space $S$, let $X^{1}, X^{2}, \ldots$ be $S$-valued measurable processes on $T$. Then there exist a measurable set $A \subset T$ and some measurable process $X$ on $A$ such that $X_{t}^{n}$ converges in probability iff $t \in A$, in which case $X_{t}^{n} \xrightarrow{P} X_{t}$.

Proof: Define $\xi_{t}=\left(X_{t}^{1}, X_{t}^{2}, \ldots\right)$ and $\mu_{t}=P \circ \xi_{t}^{-1}$. By Proposition 3.31 there exist a measurable set $C \subset \mathcal{P}\left(S^{\infty}\right)$ and some measurable function $f: S^{\infty} \times C \rightarrow S$ such that $X_{t}^{n}$ converges in probability iff $\mu_{t} \in C$, in which case $X_{t}^{n} \xrightarrow{P} f\left(\xi_{t}, \mu_{t}\right)$. It remains to note that the mapping $t \mapsto \mu_{t}$ is measurable, which is clear by Lemmas 1.4 and 1.26.

## Exercises

1. Let $\xi_{1}, \ldots, \xi_{n}$ be independent symmetric random variables. Show that $P\left\{\left(\sum_{k} \xi_{k}\right)^{2} \geq r \sum_{k} \xi_{k}^{2}\right\} \geq(1-r)^{2} / 3$ for any $r \in(0,1)$. (Hint: Reduce by means of Lemma 2.11 to the case of nonrandom $\left|\xi_{k}\right|$, and use Lemma 3.1.)
2. Let $\xi_{1}, \ldots, \xi_{n}$ be independent symmetric random variables. Show that $P\left\{\max _{k}\left|\xi_{k}\right|>r\right\} \leq 2 P\{|S|>r\}$ for all $r>0$, where $S=\sum_{k} \xi_{k}$. (Hint: Let $\eta$ be the first term $\xi_{k}$ where $\max _{k}\left|\xi_{k}\right|$ is attained, and check that $(\eta, S-\eta) \stackrel{d}{=}(\eta, \eta-S)$.
3. Let $\xi_{1}, \xi_{2}, \ldots$ be i.i.d. random variables with $P\left\{\left|\xi_{n}\right|>t\right\}>0$ for all $t>0$. Show that there exist some constants $c_{1}, c_{2}, \ldots$ such that $c_{n} \xi_{n} \rightarrow 0$ in probability but not a.s.
4. Show that a family of random variables $\xi_{t}$ is tight iff $\sup _{t} E f\left(\left|\xi_{t}\right|\right)<\infty$ for some increasing function $f: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$with $f(\infty)=\infty$.
5. Consider some random variables $\xi_{n}$ and $\eta_{n}$ such that $\left(\xi_{n}\right)$ is tight and $\eta_{n} \xrightarrow{P} 0$. Show that even $\xi_{n} \eta_{n} \xrightarrow{P} 0$.
6. Show that the random variables $\xi_{t}$ are uniformly integrable iff $\sup _{t}$ $E f\left(\left|\xi_{t}\right|\right)<\infty$ for some increasing function $f: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$with $f(x) / x \rightarrow \infty$ as $x \rightarrow \infty$.
7. Show that the condition $\sup _{t} E\left|\xi_{t}\right|<\infty$ in Lemma 3.10 can be omitted if $\mathcal{A}$ is nonatomic.
8. Let $\xi_{1}, \xi_{2}, \ldots \in L^{1}$. Show that the $\xi_{n}$ are uniformly integrable iff the condition in Lemma 3.10 holds with $\sup _{n}$ replaced by limsup ${ }_{n}$.
9. Deduce the dominated convergence theorem from Lemma 3.11.
10. Show that if $\left\{\left|\xi_{t}\right|^{p}\right\}$ and $\left\{\left|\eta_{t}\right|^{p}\right\}$ are uniformly integrable for some $p>0$, then so is $\left\{\left|a \xi_{t}+b \eta_{t}\right|^{p}\right\}$ for any $a, b \in \mathbb{R}$. (Hint: Use Lemma 3.10.) Use this fact to deduce Proposition 3.12 from Lemma 3.11.
11. Give examples of random variables $\xi, \xi_{1}, \xi_{2}, \ldots \in L^{2}$ such that $\xi_{n} \rightarrow \xi$ holds a.s. but not in $L^{2}$, in $L^{2}$ but not a.s., or in $L^{1}$ but not in $L^{2}$.
12. Let $\xi_{1}, \xi_{2}, \ldots$ be independent random variables in $L^{2}$. Show that $\sum_{n} \xi_{n}$ converges in $L^{2}$ iff $\sum_{n} E \xi_{n}$ and $\sum_{n} \operatorname{var}\left(\xi_{n}\right)$ both converge.
13. Give an example of independent symmetric random variables $\xi_{1}, \xi_{2}$, $\ldots$ such that $\sum_{n} \xi_{n}$ is a.s. conditionally (nonabsolutely) convergent.
14. Let $\xi_{n}$ and $\eta_{n}$ be symmetric random variables with $\left|\xi_{n}\right| \leq\left|\eta_{n}\right|$ such that the pairs $\left(\xi_{n}, \eta_{n}\right)$ are independent. Show that $\sum_{n} \xi_{n}$ converges whenever $\sum_{n} \eta_{n}$ does.
15. Let $\xi_{1}, \xi_{2}, \ldots$ be independent symmetric random variables. Show that $E\left[\left(\sum_{n} \xi_{n}\right)^{2} \wedge 1\right] \leq \sum_{n} E\left[\xi_{n}^{2} \wedge 1\right]$ whenever the latter series converges. (Hint: Integrate over the sets where $\sup _{n}\left|\xi_{n}\right| \leq 1$ or $>1$, respectively.)
16. Consider some independent sequences of symmetric random variables $\xi_{k}, \eta_{k}^{1}, \eta_{k}^{2}, \ldots$ with $\left|\eta_{k}^{n}\right| \leq\left|\xi_{k}\right|$ such that $\sum_{k} \xi_{k}$ converges, and assume $\eta_{k}^{n} \xrightarrow{P} \eta_{k}$ for each $k$. Show that $\sum_{k} \eta_{k}^{n} \xrightarrow{P} \sum_{k} \eta_{k}$. (Hint: Use a truncation based on the preceding exercise.)
17. Let $\sum_{n} \xi_{n}$ be a convergent series of independent random variables. Show that the sum is a.s. independent of the order of terms iff $\sum_{n} \mid E\left[\xi_{n} ;\left|\xi_{n}\right|\right.$ $\leq 1] \mid<\infty$.
18. Let the random variables $\xi_{n j}$ be symmetric and independent for each $n$. Show that $\sum_{j} \xi_{n j} \xrightarrow{P} 0$ iff $\sum_{j} E\left[\xi_{n j}^{2} \wedge 1\right] \rightarrow 0$.
19. Let $\xi_{n} \xrightarrow{d} \xi$ and $a_{n} \xi_{n} \xrightarrow{d} \xi$ for some nondegenerate random variable $\xi$ and some constants $a_{n}>0$. Show that $a_{n} \rightarrow 1$. (Hint: Turning to subsequences, we may assume that $a_{n} \rightarrow a$.)
20. Let $\xi_{n} \xrightarrow{d} \xi$ and $a_{n} \xi_{n}+b_{n} \xrightarrow{d} \xi$ for some nondegenerate random variable $\xi$, where $a_{n}>0$. Show that $a_{n} \rightarrow 1$ and $b_{n} \rightarrow 0$. (Hint: Symmetrize.)
21. Let $\xi_{1}, \xi_{2}, \ldots$ be independent random variables such that $a_{n} \sum_{k \leq n} \xi_{k}$ converges in probability for some constants $a_{n} \rightarrow 0$. Show that the limit is degenerate.
22. Show that Theorem 3.23 is false for $p=2$ by taking the $\xi_{k}$ to be independent and $N(0,1)$.
23. Let $\xi_{1}, \xi_{2}, \ldots$ be i.i.d. and such that $n^{-1 / p} \sum_{k \leq n} \xi_{k}$ is a.s. bounded for some $p \in(0,2)$. Show that $E\left|\xi_{1}\right|^{p}<\infty$. (Hint: Argue as in the proof of Theorem 3.23.)
24. Show for $p \leq 1$ that the a.s. convergence in Theorem 3.23 remains valid in $L^{p}$. (Hint: Truncate the $\xi_{k}$.)
25. Give an elementary proof of the strong law of large numbers when $E|\xi|^{4}<\infty$. (Hint: Assuming $E \xi=0$, show that $E \sum_{n}\left(S_{n} / n\right)^{4}<\infty$.)
26. Show by examples that Theorem 3.25 is false without the stated restrictions on the sets $G, F$, and $B$.
27. Use Theorem 3.30 to give a simple proof of Theorem 3.27 when $S$ is separable. Generalize to random elements $\xi$ and $\xi_{n}$ in Borel sets $C$ and $C_{n}$, respectively, assuming only $f_{n}\left(x_{n}\right) \rightarrow f(x)$ for $x_{n} \in C_{n}$ and $x \in C$ with $x_{n} \rightarrow x$. Extend the original proof to that case.
28. Give a short proof of Theorem 3.30 when $S=\mathbb{R}$. (Hint: Note that the distribution functions $F_{n}$ and $F$ satisfy $F_{n}^{-1} \rightarrow F^{-1}$ a.e. on $[0,1]$.)

## Chapter 4

# Characteristic Functions and Classical Limit Theorems 

Uniqueness and continuity theorem; Poisson convergence; positive and symmetric terms; Lindeberg's condition; general Gaussian convergence; weak laws of large numbers; domain of Gaussian attraction; vague and weak compactness

In this chapter we continue the treatment of weak convergence from Chapter 3 with a detailed discussion of probability measures on Euclidean spaces. Our first aim is to develop the theory of characteristic functions and Laplace transforms. In particular, the basic uniqueness and continuity theorem will be established by simple equicontinuity and approximation arguments. The traditional compactness approach - in higher dimensions a highly nontrivial route - is required only for the case when the limiting function is not known in advance to be a characteristic function. The compactness theory also serves as a crucial bridge to the general theory of weak convergence presented in Chapter 14.

Our second aim is to establish the basic distributional limit theorems in the case of Poisson or Gaussian limits. We shall then consider triangular arrays of random variables $\xi_{n j}$, assumed to be independent for each $n$ and such that $\xi_{n j} \xrightarrow{P} 0$ as $n \rightarrow \infty$ uniformly in $j$. In this setting, general criteria will be obtained for the convergence of $\sum_{j} \xi_{n j}$ toward a Poisson or Gaussian distribution. Specializing to the case of suitably centered and normalized partial sums from a single i.i.d. sequence $\xi_{1}, \xi_{2}, \ldots$, we may deduce the ultimate versions of the weak law of large numbers and the central limit theorem, including a complete description of the domain of attraction of the Gaussian law.

The mentioned limit theorems lead in Chapters 10 and 11 to some basic characterizations of Poisson and Gaussian processes, which in turn are needed to describe the general independent increment processes in Chapter 13. Even the limit theorems themselves are generalized in various ways in subsequent chapters. Thus, the Gaussian convergence is extended in Chapter 12 to suitable martingales, and the result is strengthened to uniform approximation of the summation process by the path of a Brownian motion. Similarly, the Poisson convergence is extended in Chapter 14 to a general limit theorem for point processes. A complete solution to the general limit problem for
triangular arrays is given in Chapter 13, in connection with our treatment of Lévy processes.

In view of the crucial role of the independence assumption for the methods in this chapter, it may come as a surprise that the scope of the method of characteristic functions and Laplace transforms extends far beyond the present context. Thus, exponential martingales based on characteristic functions play a crucial role in Chapters 13 and 16, whereas Laplace functionals of random measures are used extensively in Chapters 10 and 14. Even more importantly, Laplace transforms play a key role in Chapters 17 and 19, in the guises of resolvents and potentials for general Markov processes and their additive functionals.

To begin with the basic definitions, consider a random vector $\xi$ in $\mathbb{R}^{d}$ with distribution $\mu$. The associated characteristic function $\hat{\mu}$ is given by

$$
\hat{\mu}(t)=\int e^{i t x} \mu(d x)=E e^{i t \xi}, \quad t \in \mathbb{R}^{d}
$$

where $t x$ denotes the inner product $t_{1} x_{1}+\cdots+t_{d} x_{d}$. For distributions $\mu$ on $\mathbb{R}_{+}^{d}$, it is often more convenient to consider the Laplace transform $\tilde{\mu}$, given by

$$
\tilde{\mu}(u)=\int e^{-u x} \mu(d x)=E e^{-u \xi}, \quad u \in \mathbb{R}_{+}^{d} .
$$

Finally, for distributions $\mu$ on $\mathbb{Z}_{+}$, it is often preferable to use the (probability) generating function $\psi$, given by

$$
\psi(s)=\sum_{n \geq 0} s^{n} P\{\xi=n\}=E s^{\xi}, \quad s \in[0,1] .
$$

Formally, $\tilde{\mu}(u)=\hat{\mu}(i u)$ and $\hat{\mu}(t)=\tilde{\mu}(-i t)$, and so the functions $\hat{\mu}$ and $\tilde{\mu}$ are essentially the same, apart from domain. Furthermore, the generating function $\psi$ is related to the Laplace transform $\tilde{\mu}$ by $\tilde{\mu}(u)=\psi\left(e^{-u}\right)$ or $\psi(s)=$ $\tilde{\mu}(-\log s)$. Though the characteristic function always exists, it may not be extendable to an analytic function in the complex plane.

For any distribution $\mu$ on $\mathbb{R}^{d}$, we note that the characteristic function $\varphi=\hat{\mu}$ is uniformly continuous with $|\varphi(t)| \leq \varphi(0)=1$. It is further seen to be Hermitian in the sense that $\varphi(-t)=\bar{\varphi}(t)$, where the bar denotes complex conjugation. If $\xi$ has characteristic function $\varphi$, then the linear combination $a \xi=a_{1} \xi_{1}+\cdots+a_{d} \xi_{d}$ has characteristic function $t \mapsto \varphi(t a)$. Also note that if $\xi$ and $\eta$ are independent random vectors with characteristic functions $\varphi$ and $\psi$, then the characteristic function of the pair $(\xi, \eta)$ is given by the tensor product $\varphi \otimes \psi:(s, t) \mapsto \varphi(s) \psi(t)$. Thus, $\xi+\eta$ has characteristic function $\varphi \psi$. In particular, the characteristic function of the symmetrization $\xi-\xi^{\prime}$ equals $|\varphi|^{2}$.

Whenever applicable, the mentioned results carry over to Laplace transforms and generating functions. The latter functions have the further advantage of being positive, monotone, convex, and analytic-properties that simplify many arguments.

The following result contains some elementary but useful estimates involving characteristic functions. The second inequality was used in the proof of Theorem 3.17, and the remaining relations will be useful in the sequel to establish tightness.

Lemma 4.1 (tail estimates) For any probability measure $\mu$ on $\mathbb{R}$, we have

$$
\begin{align*}
\mu\{x ;|x| \geq r\} & \leq \frac{r}{2} \int_{-2 / r}^{2 / r}\left(1-\hat{\mu}_{t}\right) d t, \quad r>0  \tag{1}\\
\mu[-r, r] & \leq 2 r \int_{-1 / r}^{1 / r}\left|\hat{\mu}_{t}\right| d t, \quad r>0 \tag{2}
\end{align*}
$$

If $\mu$ is supported by $\mathbb{R}_{+}$, then also

$$
\begin{equation*}
\mu[r, \infty) \leq 2(1-\tilde{\mu}(1 / r)), \quad r>0 \tag{3}
\end{equation*}
$$

Proof: Using Fubini's theorem and noting that $\sin x \leq x / 2$ for $x \geq 2$, we get for any $c>0$

$$
\begin{aligned}
\int_{-c}^{c}\left(1-\hat{\mu}_{t}\right) d t & =\int \mu(d x) \int_{-c}^{c}\left(1-e^{i t x}\right) d t \\
& =2 c \int\left\{1-\frac{\sin c x}{c x}\right\} \mu(d x) \geq c \mu\{x ;|c x| \geq 2\}
\end{aligned}
$$

and (1) follows as we take $c=2 / r$. To prove (2), we may write

$$
\begin{aligned}
\frac{1}{2} \mu[-r, r] & \leq 2 \int \frac{1-\cos (x / r)}{(x / r)^{2}} \mu(d x) \\
& =r \int \mu(d x) \int(1-r|t|)_{+} e^{i x t} d t \\
& =r \int(1-r|t|)_{+} \hat{\mu}_{t} d t \leq r \int_{-1 / r}^{1 / r}\left|\hat{\mu}_{t}\right| d t .
\end{aligned}
$$

To obtain (3), we note that $e^{-x}<\frac{1}{2}$ for $x \geq 1$. Thus, for $t>0$,

$$
1-\tilde{\mu}_{t}=\int\left(1-e^{-t x}\right) \mu(d x) \geq \frac{1}{2} \mu\{x ; t x \geq 1\}
$$

Recall that a family of probability measures $\mu_{\alpha}$ on $\mathbb{R}^{d}$ is said to be tight if

$$
\lim _{r \rightarrow \infty} \sup _{\alpha} \mu_{\alpha}\{x ;|x|>r\}=0
$$

The following lemma describes tightness in terms of characteristic functions.
Lemma 4.2 (equicontinuity and tightness) A family $\left\{\mu_{\alpha}\right\}$ of probability measures on $\mathbb{R}^{d}$ is tight iff $\left\{\hat{\mu}_{\alpha}\right\}$ is equicontinuous at 0 , and then $\left\{\hat{\mu}_{\alpha}\right\}$ is uniformly equicontinuous on $\mathbb{R}^{d}$. A similar statement holds for the Laplace transforms of distributions on $\mathbb{R}_{+}^{d}$.

Proof: The sufficiency is immediate from Lemma 4.1, applied separately in each coordinate. To prove the necessity, let $\xi_{\alpha}$ denote a random vector with distribution $\mu_{\alpha}$, and write for any $s, t \in \mathbb{R}^{d}$

$$
\begin{aligned}
\left|\hat{\mu}_{\alpha}(s)-\hat{\mu}_{\alpha}(t)\right| & \leq E\left|e^{i s \xi_{\alpha}}-e^{i t \xi_{\alpha}}\right|=E\left|1-e^{i(t-s) \xi_{\alpha}}\right| \\
& \leq 2 E\left[\left|(t-s) \xi_{\alpha}\right| \wedge 1\right]
\end{aligned}
$$

If $\left\{\xi_{\alpha}\right\}$ is tight, then by Lemma 3.9 the right-hand side tends to 0 as $t-s \rightarrow 0$, uniformly in $\alpha$, and the asserted uniform equicontinuity follows. The proof for Laplace transforms is similar.

For any probability measures $\mu, \mu_{1}, \mu_{2}, \ldots$ on $\mathbb{R}^{d}$, we recall that the weak convergence $\mu_{n} \xrightarrow{w} \mu$ holds by definition iff $\mu_{n} f \rightarrow \mu f$ for any bounded, continuous function $f$ on $\mathbb{R}^{d}$, where $\mu f$ denotes the integral $\int f d \mu$. The usefulness of characteristic functions is mainly due to the following basic result.

Theorem 4.3 (uniqueness and continuity, Lévy) For any probability measures $\mu, \mu_{1}, \mu_{2}, \ldots$ on $\mathbb{R}^{d}$ we have $\mu_{n} \xrightarrow{w} \mu$ iff $\hat{\mu}_{n}(t) \rightarrow \hat{\mu}(t)$ for every $t \in \mathbb{R}^{d}$, and then $\hat{\mu}_{n} \rightarrow \hat{\mu}$ uniformly on every bounded set. A corresponding statement holds for the Laplace transforms of distributions on $\mathbb{R}_{+}^{d}$.

In particular, we may take $\mu_{n} \equiv \nu$ and conclude that a probability measure $\mu$ on $\mathbb{R}^{d}$ is uniquely determined by its characteristic function $\hat{\mu}$. Similarly, a probability measure $\mu$ on $\mathbb{R}_{+}^{d}$ is seen to be determined by its Laplace transform $\tilde{\mu}$.

For the proof of Theorem 4.3, we need the following simple cases or consequences of the Stone-Weierstrass approximation theorem. Here $[0, \infty]$ denotes the compactification of $\mathbb{R}_{+}$.

Lemma 4.4 (approximation) Every continuous function $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ with period $2 \pi$ in each coordinate admits a uniform approximation by linear combinations of $\cos k x$ and $\sin k x, k \in \mathbb{Z}_{+}^{d}$. Similarly, every continuous function $g:[0, \infty]^{d} \rightarrow \mathbb{R}_{+}$can be approximated uniformly by linear combinations of the functions $e^{-k x}, k \in \mathbb{Z}_{+}^{d}$.

Proof of Theorem 4.3: We shall consider only the case of characteristic functions, the proof for Laplace transforms being similar. If $\mu_{n} \xrightarrow{w} \mu$, then $\hat{\mu}_{n}(t) \rightarrow \hat{\mu}(t)$ for every $t$, by the definition of weak convergence. By Lemmas 3.8 and 4.2 , the latter convergence is uniform on every bounded set.

Conversely, assume that $\hat{\mu}_{n}(t) \rightarrow \hat{\mu}(t)$ for every $t$. By Lemma 4.1 and dominated convergence we get, for any $a \in \mathbb{R}^{d}$ and $r>0$,

$$
\begin{aligned}
\limsup _{n \rightarrow \infty} \mu_{n}\{x ;|a x|>r\} & \leq \lim _{n \rightarrow \infty} \frac{r}{2} \int_{-2 / r}^{2 / r}\left(1-\hat{\mu}_{n}(t a)\right) d t \\
& =\frac{r}{2} \int_{-2 / r}^{2 / r}(1-\hat{\mu}(t a)) d t .
\end{aligned}
$$

Since $\hat{\mu}$ is continuous at 0 , the right-hand side tends to 0 as $r \rightarrow \infty$, which shows that the sequence $\left(\mu_{n}\right)$ is tight. Given any $\varepsilon>0$, we may then choose $r>0$ so large that $\mu_{n}\{|x|>r\} \leq \varepsilon$ for all $n$, and $\mu\{|x|>r\} \leq \varepsilon$.

Now fix any bounded, continuous function $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$, say with $|f| \leq$ $m<\infty$. Let $f_{r}$ denote the restriction of $f$ to the ball $\{|x| \leq r\}$, and extend $f_{r}$ to a continuous function $\tilde{f}$ on $\mathbb{R}^{d}$ with $|\tilde{f}| \leq m$ and period $2 \pi r$ in each coordinate. By Lemma 4.4 there exists some linear combination $g$ of the functions $\cos (k x / r)$ and $\sin (k x / r), k \in \mathbb{Z}_{+}^{d}$, such that $|\tilde{f}-g| \leq \varepsilon$. Writing $\|\cdot\|$ for the supremum norm, we get for any $n \in \mathbb{N}$

$$
\left|\mu_{n} f-\mu_{n} g\right| \leq \mu_{n}\{|x|>r\}\|f-\tilde{f}\|+\|\tilde{f}-g\| \leq(2 m+1) \varepsilon,
$$

and similarly for $\mu$. Thus,

$$
\left|\mu_{n} f-\mu f\right| \leq\left|\mu_{n} g-\mu g\right|+2(2 m+1) \varepsilon, \quad n \in \mathbb{N} .
$$

Letting $n \rightarrow \infty$ and then $\varepsilon \rightarrow 0$, we obtain $\mu_{n} f \rightarrow \mu f$. Since $f$ was arbitrary, this proves that $\mu_{n} \xrightarrow{w} \mu$.

The next result provides a way of reducing the $d$-dimensional case to that of one dimension.

Corollary 4.5 (one-dimensional projections, Cramér and Wold) Let $\xi$ and $\xi_{1}, \xi_{2}, \ldots$ be random vectors in $\mathbb{R}^{d}$. Then $\xi_{n} \xrightarrow{d} \xi$ iff $t \xi_{n} \xrightarrow{d} t \xi$ for all $t \in \mathbb{R}^{d}$. For random vectors in $\mathbb{R}_{+}^{d}$, it suffices that $u \xi_{n} \xrightarrow{d} u \xi$ for all $u \in \mathbb{R}_{+}^{d}$.

Proof: If $t \xi_{n} \xrightarrow{d} t \xi$, then $E e^{i t \xi_{n}} \rightarrow E e^{i t \xi}$ by the definition of weak convergence, so $\xi_{n} \xrightarrow{d} \xi$ by Theorem 4.3. The proof for random vectors in $\mathbb{R}_{+}^{d}$ is similar.

The last result contains in particular a basic uniqueness result, the fact that $\xi \stackrel{d}{=} \eta$ iff $t \xi \stackrel{d}{=} t \eta$ for all $t \in \mathbb{R}^{d}$ or $\mathbb{R}_{+}^{d}$, respectively. In other words, a probability measure on $\mathbb{R}^{d}$ is uniquely determined by its one-dimensional projections.

We shall now apply the continuity theorem to prove some classical limit theorems, and we begin with the case of Poisson convergence. For an introduction, consider for each $n \in \mathbb{N}$ some i.i.d. random variables $\xi_{n 1}, \ldots, \xi_{n n}$ with distribution

$$
P\left\{\xi_{n j}=1\right\}=1-P\left\{\xi_{n j}=0\right\}=c_{n}, \quad n \in \mathbb{N},
$$

and assume that $n c_{n} \rightarrow c<\infty$. Then the sums $S_{n}=\xi_{n 1}+\ldots+\xi_{n n}$ have generating functions

$$
\psi_{n}(s)=\left(1-(1-s) c_{n}\right)^{n} \rightarrow e^{-c(1-s)}=e^{-c} \sum_{n \geq 0} \frac{c^{n} s^{n}}{n!}, \quad s \in[0,1] .
$$

The limit $\psi(s)=e^{-c(1-s)}$ is the generating function of the Poisson distribution with parameter $c$, possessing the probabilities $p_{n}=e^{-c} c^{n} / n!, n \in \mathbb{Z}_{+}$. Note that the corresponding expected value equals $\psi^{\prime}(1)=c$. Since $\psi_{n} \rightarrow \psi$, it is clear from Theorem 4.3 that $S_{n} \xrightarrow{d} \eta$, where $P\{\eta=n\}=p_{n}$ for all $n$.

Before turning to more general cases of Poisson convergence, we need to introduce the notion of a null array. By this we mean a triangular array of random variables or vectors $\xi_{n j}, 1 \leq j \leq m_{n}, n \in \mathbb{N}$, such that the $\xi_{n j}$ are independent for each $n$ and satisfy

$$
\begin{equation*}
\sup _{j} E\left[\left|\xi_{n j}\right| \wedge 1\right] \rightarrow 0 \tag{4}
\end{equation*}
$$

The latter condition may be thought of as the convergence $\xi_{n j} \xrightarrow{P} 0$ as $n \rightarrow \infty$, uniformly in $j$. When $\xi_{n j} \geq 0$ for all $n$ and $j$, we may allow the $m_{n}$ to be infinite.

The following lemma characterizes null arrays in terms of the associated characteristic functions or Laplace transforms.

Lemma 4.6 (null arrays) Consider a triangular array of random vectors $\xi_{n j}$ with characteristic functions $\varphi_{n j}$ or Laplace transforms $\psi_{n j}$. Then (4) holds iff

$$
\begin{equation*}
\sup _{j}\left|1-\varphi_{n j}(t)\right| \rightarrow 0, \quad t \in \mathbb{R}^{d} \tag{5}
\end{equation*}
$$

respectively,

$$
\inf _{j} \psi_{n j}(u) \rightarrow 1, \quad u \in \mathbb{R}_{+}^{d}
$$

Proof: Relation (4) holds iff $\xi_{n, j_{n}} \xrightarrow{P} 0$ for all sequences $\left(j_{n}\right)$. By Theorem 4.3 this is equivalent to $\varphi_{n, j_{n}}(t) \rightarrow 1$ for all $t$ and $\left(j_{n}\right)$, which in turn is equivalent to (5). The proof for Laplace transforms is similar.

We shall now give a general criterion for Poisson convergence of the rowsums in a null array of integer-valued random variables. The result will be extended in Lemmas 13.15 and 13.24 to more general limiting distributions and in Theorem 14.18 to the context of point processes.

Theorem 4.7 (Poisson convergence) Let $\left(\xi_{n j}\right)$ be a null array of $\mathbb{Z}_{+}$-valued random variables, and let $\xi$ be Poisson distributed with mean c. Then $\sum_{j} \xi_{n j}$ $\xrightarrow{d} \xi$ iff these conditions hold:
(i) $\sum_{j} P\left\{\xi_{n j}>1\right\} \rightarrow 0$;
(ii) $\sum_{j} P\left\{\xi_{n j}=1\right\} \rightarrow c$.

Moreover, (i) is equivalent to $\sup _{j} \xi_{n j} \vee 1 \xrightarrow{P}$ 1. If $\sum_{j} \xi_{n j}$ converges in distribution, then (i) holds iff the limit is Poisson.

We need the following frequently used lemma.
Lemma 4.8 (sums and products) Consider a null array of constants $c_{n j} \geq 0$, and fix any $c \in[0, \infty]$. Then $\prod_{j}\left(1-c_{n j}\right) \rightarrow e^{-c}$ iff $\sum_{j} c_{n j} \rightarrow c$.

Proof: Since $\sup _{j} c_{n j}<1$ for large $n$, the first relation is equivalent to $\sum_{j} \log \left(1-c_{n j}\right) \rightarrow-c$, and the assertion follows from the fact that $\log (1-x)=$ $-x+o(x)$ as $x \rightarrow 0$.

Proof of Theorem 4.7: Denote the generating function of $\xi_{n j}$ by $\psi_{n j}$. By Theorem 4.3 the convergence $\sum_{j} \xi_{n j} \xrightarrow{d} \xi$ is equivalent to $\prod_{j} \psi_{n j}(s) \rightarrow e^{-c(1-s)}$ for arbitrary $s \in[0,1]$, which holds by Lemmas 4.6 and 4.8 iff

$$
\begin{equation*}
\sum_{j}\left(1-\psi_{n j}(s)\right) \rightarrow c(1-s), \quad s \in[0,1] . \tag{6}
\end{equation*}
$$

By an easy computation, the sum on the left equals

$$
\begin{equation*}
(1-s) \sum_{j} P\left\{\xi_{n j}>0\right\}+\sum_{k>1}\left(s-s^{k}\right) \sum_{j} P\left\{\xi_{n j}=k\right\}=T_{1}+T_{2}, \tag{7}
\end{equation*}
$$

and we further note that

$$
\begin{equation*}
s(1-s) \sum_{j} P\left\{\xi_{n j}>1\right\} \leq T_{2} \leq s \sum_{j} P\left\{\xi_{n j}>1\right\} \tag{8}
\end{equation*}
$$

Assuming (i) and (ii), it is clear from (7) and (8) that (6) is fulfilled. Now assume instead that (6) holds. For $s=0$ we get $\sum_{j} P\left\{\xi_{n j}>0\right\} \rightarrow c$, so in general $T_{1} \rightarrow c(1-s)$. But then $T_{2} \rightarrow 0$ because of (6), and (i) follows by (8). Finally, (ii) is obtained by subtraction.

To prove that (i) is equivalent to $\sup _{j} \xi_{n j} \vee 1 \xrightarrow{P} 1$, we note that

$$
P\left\{\sup _{j} \xi_{n j} \leq 1\right\}=\prod_{j} P\left\{\xi_{n j} \leq 1\right\}=\prod_{j}\left(1-P\left\{\xi_{n j}>1\right\}\right)
$$

By Lemma 4.8 the right-hand side tends to 1 iff $\sum_{j} P\left\{\xi_{n j}>1\right\} \rightarrow 0$, which is the stated equivalence.

To prove the last assertion, put $c_{n j}=P\left\{\xi_{n j}>0\right\}$ and write

$$
\begin{aligned}
& E \exp \{ \left.-\sum_{j} \xi_{n j}\right\}-P\left\{\sup _{j} \xi_{n j}>1\right\} \leq E \exp \left\{-\sum_{j}\left(\xi_{n j} \wedge 1\right)\right\} \\
&=\prod_{j} E \exp \left\{-\left(\xi_{n j} \wedge 1\right)\right\}=\prod_{j}\left\{1-\left(1-e^{-1}\right) c_{n j}\right\} \\
& \leq \prod_{j} \exp \left\{-\left(1-e^{-1}\right) c_{n j}\right\}=\exp \left\{-\left(1-e^{-1}\right) \sum_{j} c_{n j}\right\}
\end{aligned}
$$

If (i) holds and $\sum_{j} \xi_{n j} \xrightarrow{d} \eta$, then the left-hand side tends to $E e^{-\eta}>0$, so the sums $c_{n}=\sum_{j} c_{n j}$ are bounded. Hence, $c_{n}$ converges along a subsequence $N^{\prime} \subset \mathbb{N}$ toward some constant $c$. But then (i) and (ii) hold along $N^{\prime}$, and the first assertion shows that $\eta$ is Poisson with mean $c$.

Next consider some i.i.d. random variables $\xi_{1}, \xi_{2}, \ldots$ with $P\left\{\xi_{k}= \pm 1\right\}=$ $\frac{1}{2}$, and write $S_{n}=\xi_{1}+\cdots+\xi_{n}$. Then $n^{-1 / 2} S_{n}$ has characteristic function

$$
\varphi_{n}(t)=\cos ^{n}\left(n^{-1 / 2} t\right)=\left\{1-\frac{t^{2}}{2 n}+O\left(n^{-2}\right)\right\}^{n} \rightarrow e^{-t^{2} / 2}=\varphi(t) .
$$

By a classical computation, the function $e^{-x^{2} / 2}$ has Fourier transform

$$
\int_{-\infty}^{\infty} e^{i t x} e^{-x^{2} / 2} d x=(2 \pi)^{1 / 2} e^{-t^{2} / 2}, \quad t \in \mathbb{R}
$$

Hence, $\varphi$ is the characteristic function of a probability measure on $\mathbb{R}$ with density $(2 \pi)^{-1 / 2} e^{-x^{2} / 2}$. This is the standard normal or Gaussian distribution $N(0,1)$, and Theorem 4.3 shows that $n^{-1 / 2} S_{n} \xrightarrow{d} \zeta$, where $\zeta$ is $N(0,1)$. The general Gaussian law $N\left(m, \sigma^{2}\right)$ is defined as the distribution of the random variable $\eta=m+\sigma \zeta$, and we note that $\eta$ has mean $m$ and variance $\sigma^{2}$. From the form of the characteristic functions together with the uniqueness property, it is clear that any linear combination of independent Gaussian random variables is again Gaussian.

The convergence to a Gaussian limit generalizes easily to a more general setting, as in the following classical result. The present statement is only preliminary, and a more general version is obtained by different methods in Theorem 4.17.

Proposition 4.9 (central limit theorem, Lindeberg, Lévy) Let $\xi, \xi_{1}, \xi_{2}, \ldots$ be i.i.d. random variables with $E \xi=0$ and $E \xi^{2}=1$, and let $\zeta$ be $N(0,1)$. Then $n^{-1 / 2} \sum_{k \leq n} \xi_{k} \xrightarrow{d} \zeta$.

The proof may be based on a simple Taylor expansion.
Lemma 4.10 (Taylor expansion) Let $\varphi$ be the characteristic function of a random variable $\xi$ with $E|\xi|^{n}<\infty$. Then

$$
\varphi(t)=\sum_{k=0}^{n} \frac{(i t)^{k} E \xi^{k}}{k!}+o\left(t^{n}\right), \quad t \rightarrow 0
$$

Proof: Noting that $\left|e^{i t}-1\right| \leq t$ for all $t \in \mathbb{R}$, we get recursively by dominated convergence

$$
\varphi^{(k)}(t)=E(i \xi)^{k} e^{i t \xi}, \quad t \in \mathbb{R}, 0 \leq k \leq n
$$

In particular, $\varphi^{(k)}(0)=E(i \xi)^{k}$ for $k \leq n$, and the result follows from Taylor's formula.

Proof of Proposition 4.9: Let the $\xi_{k}$ have characteristic function $\varphi$. By Lemma 4.10, the characteristic function of $n^{-1 / 2} S_{n}$ equals

$$
\varphi_{n}(t)=\left(\varphi\left(n^{-1 / 2} t\right)\right)^{n}=\left\{1-\frac{t^{2}}{2 n}+o\left(n^{-1}\right)\right\}^{n} \rightarrow e^{-t^{2} / 2}
$$

where the convergence holds as $n \rightarrow \infty$ for fixed $t$.

Our next aim is to examine the relationship between null arrays of symmetric and positive random variables. In this context, we may further obtain criteria for convergence toward Gaussian and degenerate limits, respectively.

Theorem 4.11 (positive and symmetric terms) Let $\left(\xi_{n j}\right)$ be a null array of symmetric random variables, and let $\xi$ be $N(0, c)$ for some $c \geq 0$. Then $\sum_{j} \xi_{n j} \xrightarrow{d} \xi$ iff $\sum_{j} \xi_{n j}^{2} \xrightarrow{P} c$, and also iff these conditions hold:
(i) $\sum_{j} P\left\{\left|\xi_{n j}\right|>\varepsilon\right\} \rightarrow 0$ for all $\varepsilon>0$;
(ii) $\sum_{j} E\left(\xi_{n j}^{2} \wedge 1\right) \rightarrow c$.

Moreover, (i) is equivalent to $\sup _{j}\left|\xi_{n j}\right| \xrightarrow{P} 0$. If $\sum_{j} \xi_{n j}$ or $\sum_{j} \xi_{n j}^{2}$ converges in distribution, then (i) holds iff the limit is Gaussian or degenerate, respectively.

Here the necessity of condition (i) is a remarkable fact that plays a crucial role in our proof of the more general Theorem 4.15. It is instructive to compare the present statement with the corresponding result for random series in Theorem 3.17. Note also the extended version appearing in Proposition 13.23 .

Proof: First assume that $\sum_{j} \xi_{n j} \xrightarrow{d} \xi$. By Theorem 4.3 and Lemmas 4.6 and 4.8 it is equivalent that

$$
\begin{equation*}
\sum_{j} E\left(1-\cos t \xi_{n j}\right) \rightarrow \frac{1}{2} c t^{2}, \quad t \in \mathbb{R} \tag{9}
\end{equation*}
$$

where the convergence is uniform on every bounded interval. Comparing the integrals of (9) over $[0,1]$ and $[0,2]$, we get $\sum_{j} E f\left(\xi_{n j}\right) \rightarrow 0$, where $f(0)=0$ and

$$
f(x)=3-\frac{4 \sin x}{x}+\frac{\sin 2 x}{2 x}, \quad x \in \mathbb{R} \backslash\{0\}
$$

Now $f$ is continuous with $f(x) \rightarrow 3$ as $|x| \rightarrow \infty$, and furthermore $f(x)>0$ for $x \neq 0$. Indeed, the last relation is equivalent to $8 \sin x-\sin 2 x<6 x$ for $x>0$, which is obvious when $x \geq \pi / 2$ and follows by differentiation twice when $x \in(0, \pi / 2)$. Writing $g(x)=\inf _{y>x} f(y)$ and letting $\varepsilon>0$ be arbitrary, we get

$$
\sum_{j} P\left\{\left|\xi_{n j}\right|>\varepsilon\right\} \leq \sum_{j} P\left\{f\left(\xi_{n j}\right)>g(\varepsilon)\right\} \leq \sum_{j} E f\left(\xi_{n j}\right) / g(\varepsilon) \rightarrow 0
$$

which proves (i).
If instead $\sum_{j} \xi_{n j}^{2} \xrightarrow{P} c$, the corresponding symmetrized variables $\eta_{n j}$ satisfy $\sum_{j} \eta_{n j} \xrightarrow{P} 0$, and we get $\sum_{j} P\left\{\left|\eta_{n j}\right|>\varepsilon\right\} \rightarrow 0$ as before. By Lemma 3.19 it follows that $\sum_{j} P\left\{\left|\xi_{n j}^{2}-m_{n j}\right|>\varepsilon\right\} \rightarrow 0$, where the $m_{n j}$ are medians of $\xi_{n j}^{2}$, and since $\sup _{j} m_{n j} \rightarrow 0$, condition (i) follows again. Using Lemma 4.8, we further note that (i) is equivalent to $\sup _{j}\left|\xi_{n j}\right| \xrightarrow{P} 0$. Thus, we may henceforth assume that (i) is fulfilled.

Next we note that, for any $t \in \mathbb{R}$ and $\varepsilon>0$,

$$
\sum_{j} E\left[1-\cos t \xi_{n j} ;\left|\xi_{n j}\right| \leq \varepsilon\right]=\frac{1}{2} t^{2}\left(1-O\left(t^{2} \varepsilon^{2}\right)\right) \sum_{j} E\left[\xi_{n j}^{2} ;\left|\xi_{n j}\right| \leq \varepsilon\right]
$$

Assuming (i), the equivalence between (9) and (ii) now follows as we let $n \rightarrow \infty$ and then $\varepsilon \rightarrow 0$. To get the corresponding result for the variables $\xi_{n j}^{2}$, we may instead write

$$
\sum_{j} E\left[1-e^{-t \xi_{n j}^{2}} ; \xi_{n j}^{2} \leq \varepsilon\right]=t(1-O(t \varepsilon)) \sum_{j} E\left[\xi_{n j}^{2} ; \xi_{n j}^{2} \leq \varepsilon\right], \quad t, \varepsilon>0
$$

and proceed as before. This completes the proof of the first assertion.
Finally, assume that (i) holds and $\sum_{j} \xi_{n j} \xrightarrow{d} \eta$. Then the same relation holds for the truncated variables $\xi_{n j} 1\left\{\left|\xi_{n j}\right| \leq 1\right\}$, and so we may assume that $\left|\xi_{n j}\right| \leq 1$ for all $j$ and $k$. Define $c_{n}=\sum_{j} E \xi_{n j}^{2}$. If $c_{n} \rightarrow \infty$ along some subsequence, then the distribution of $c_{n}^{-1 / 2} \sum_{j} \xi_{n j}$ tends to $N(0,1)$ by the first assertion, which is impossible by Lemmas 3.8 and 3.9. Thus, $\left(c_{n}\right)$ is bounded and converges along some subsequence. By the first assertion, $\sum_{j} \xi_{n j}$ then tends to some Gaussian limit, so even $\eta$ is Gaussian.

The following result gives the basic criterion for Gaussian convergence, under a normalization by second moments.

Theorem 4.12 (Gaussian convergence under classical normalization, Lindeberg, Feller) Let $\left(\xi_{n j}\right)$ be a triangular array of rowwise independent random variables with mean 0 and $\sum_{j} E \xi_{n j}^{2} \rightarrow 1$, and let $\xi$ be $N(0,1)$. Then these conditions are equivalent:
(i) $\sum_{j} \xi_{n j} \xrightarrow{d} \xi$ and $\sup _{j} E \xi_{n j}^{2} \rightarrow 0$;
(ii) $\sum_{j} E\left[\xi_{n j}^{2} ;\left|\xi_{n j}\right|>\varepsilon\right] \rightarrow 0$ for all $\varepsilon>0$.

Here (ii) is the celebrated Lindeberg condition. Our proof is based on two elementary lemmas.

Lemma 4.13 (comparison of products) For any complex numbers $z_{1}, \ldots, z_{n}$ and $z_{1}^{\prime}, \ldots, z_{n}^{\prime}$ of modulus $\leq 1$, we have

$$
\left|\prod_{k} z_{k}-\prod_{k} z_{k}^{\prime}\right| \leq \sum_{k}\left|z_{k}-z_{k}^{\prime}\right| .
$$

Proof: For $n=2$ we get

$$
\left|z_{1} z_{2}-z_{1}^{\prime} z_{2}^{\prime}\right| \leq\left|z_{1} z_{2}-z_{1}^{\prime} z_{2}\right|+\left|z_{1}^{\prime} z_{2}-z_{1}^{\prime} z_{2}^{\prime}\right| \leq\left|z_{1}-z_{1}^{\prime}\right|+\left|z_{2}-z_{2}^{\prime}\right|
$$

and the general result follows by induction.

Lemma 4.14 (Taylor expansion) For any $t \in \mathbb{R}$ and $n \in \mathbb{Z}_{+}$, we have

$$
\left|e^{i t}-\sum_{k=0}^{n} \frac{(i t)^{k}}{k!}\right| \leq \frac{2|t|^{n}}{n!} \wedge \frac{|t|^{n+1}}{(n+1)!}
$$

Proof: Letting $h_{n}(t)$ denote the difference on the left, we get

$$
h_{n}(t)=i \int_{0}^{t} h_{n-1}(s) d s, \quad t>0, n \in \mathbb{Z}_{+} .
$$

Starting from the obvious relations $\left|h_{-1}\right| \equiv 1$ and $\left|h_{0}\right| \leq 2$, it follows by induction that $\left|h_{n-1}(t)\right| \leq|t|^{n} / n!$ and $\left|h_{n}(t)\right| \leq 2|t|^{n} / n!$.

We return to the proof of Theorem 4.12. At this point we shall prove only the sufficiency of the Lindeberg condition (ii), which is needed for the proof of the main Theorem 4.15. To avoid repetition, we postpone the proof of the necessity part until after the proof of that theorem.

Proof of Theorem 4.12, (ii) $\Rightarrow$ (i): Write $c_{n j}=E \xi_{n j}^{2}$ and $c_{n}=\sum_{j} c_{n j}$. First we note that for any $\varepsilon>0$

$$
\sup _{j} c_{n j} \leq \varepsilon^{2}+\sup _{j} E\left[\xi_{n j}^{2} ;\left|\xi_{n j}\right|>\varepsilon\right] \leq \varepsilon^{2}+\sum_{j} E\left[\xi_{n j}^{2} ;\left|\xi_{n j}\right|>\varepsilon\right]
$$

which tends to 0 under (ii), as $n \rightarrow \infty$ and then $\varepsilon \rightarrow 0$.
Now introduce some independent random variables $\zeta_{n j}$ with distributions $N\left(0, c_{n j}\right)$, and note that $\zeta_{n}=\sum_{j} \zeta_{n j}$ is $N\left(0, c_{n}\right)$. Hence, $\zeta_{n} \xrightarrow{d} \xi$. Letting $\varphi_{n j}$ and $\psi_{n j}$ denote the characteristic functions of $\xi_{n j}$ and $\zeta_{n j}$, respectively, it remains by Theorem 4.3 to show that $\prod_{j} \varphi_{n j}-\prod_{j} \psi_{n j} \rightarrow 0$. Then conclude from Lemmas 4.13 and 4.14 that, for fixed $t \in \mathbb{R}$,

$$
\begin{aligned}
& \left|\prod_{j} \varphi_{n j}(t)-\prod_{j} \psi_{n j}(t)\right| \leq \sum_{j}\left|\varphi_{n j}(t)-\psi_{n j}(t)\right| \\
& \quad \leq \sum_{j}\left|\varphi_{n j}(t)-1+\frac{1}{2} t^{2} c_{n j}\right|+\sum_{j}\left|\psi_{n j}(t)-1+\frac{1}{2} t^{2} c_{n j}\right| \\
& \quad \leq \sum_{j} E \xi_{n j}^{2}\left(1 \wedge\left|\xi_{n j}\right|\right)+\sum_{j} E \zeta_{n j}^{2}\left(1 \wedge\left|\zeta_{n j}\right|\right) .
\end{aligned}
$$

For any $\varepsilon>0$, we have

$$
\sum_{j} E \xi_{n j}^{2}\left(1 \wedge\left|\xi_{n j}\right|\right) \leq \varepsilon \sum_{j} c_{n j}+\sum_{j} E\left[\xi_{n j}^{2} ;\left|\xi_{n j}\right|>\varepsilon\right]
$$

which tends to 0 by (ii), as $n \rightarrow \infty$ and then $\varepsilon \rightarrow 0$. Further note that

$$
\sum_{j} E \zeta_{n j}^{2}\left(1 \wedge\left|\zeta_{n j}\right|\right) \leq \sum_{j} E\left|\zeta_{n j}\right|^{3}=\sum_{j} c_{n j}^{3 / 2} E|\xi|^{3} \leqq c_{n} \sup _{j} c_{n j}^{1 / 2} \rightarrow 0
$$

by the first part of the proof.

The problem of characterizing the convergence to a Gaussian limit is solved completely by the following result. The reader should notice the striking resemblance between the present conditions and those of the three-series criterion in Theorem 3.18. A far-reaching extension of the present result is obtained by different methods in Chapter 13. As before $\operatorname{var}[\xi ; A]=\operatorname{var}\left(\xi 1_{A}\right)$.

Theorem 4.15 (Gaussian convergence, Feller, Lévy) Let $\left(\xi_{n j}\right)$ be a null array of random variables, and let $\xi$ be $N(b, c)$ for some constants $b$ and $c$. Then $\sum_{j} \xi_{n j} \xrightarrow{d} \xi$ iff these conditions hold:
(i) $\sum_{j} P\left\{\left|\xi_{n j}\right|>\varepsilon\right\} \rightarrow 0$ for all $\varepsilon>0$;
(ii) $\sum_{j} E\left[\xi_{n j} ;\left|\xi_{n j}\right| \leq 1\right] \rightarrow b$;
(iii) $\sum_{j} \operatorname{var}\left[\xi_{n j} ;\left|\xi_{n j}\right| \leq 1\right] \rightarrow c$.

Moreover, (i) is equivalent to $\sup _{j}\left|\xi_{n j}\right| \xrightarrow{P} 0$. If $\sum_{j} \xi_{n j}$ converges in distribution, then (i) holds iff the limit is Gaussian.

Proof: To see that (i) is equivalent to $\sup _{j}\left|\xi_{n j}\right| \xrightarrow{P} 0$, we note that

$$
P\left\{\sup _{j}\left|\xi_{n j}\right|>\varepsilon\right\}=1-\prod_{j}\left(1-P\left\{\left|\xi_{n j}\right|>\varepsilon\right\}\right), \quad \varepsilon>0 .
$$

Since $\sup _{j} P\left\{\left|\xi_{n j}\right|>\varepsilon\right\} \rightarrow 0$ under both conditions, the assertion follows by Lemma 4.8.

Now assume $\sum_{n j} \xi_{n j} \xrightarrow{d} \xi$. Introduce medians $m_{n j}$ and symmetrizations $\tilde{\xi}_{n j}$ of the variables $\xi_{n j}$, and note that $m_{n} \equiv \sup _{j}\left|m_{n j}\right| \rightarrow 0$ and $\sum_{j} \tilde{\xi}_{n j} \xrightarrow{d} \tilde{\xi}$, where $\tilde{\xi}$ is $N(0,2 c)$. By Lemma 3.19 and Theorem 4.11, we get for any $\varepsilon>0$

$$
\begin{aligned}
\sum_{j} P\left\{\left|\xi_{n j}\right|>\varepsilon\right\} & \leq \sum_{j} P\left\{\left|\xi_{n j}-m_{n j}\right|>\varepsilon-m_{n}\right\} \\
& \leq 2 \sum_{j} P\left\{\left|\tilde{\xi}_{n j}\right|>\varepsilon-m_{n}\right\} \rightarrow 0 .
\end{aligned}
$$

Thus, we may henceforth assume condition (i) and hence that $\sup _{j}\left|\xi_{n j}\right| \xrightarrow{P} 0$. But then $\sum_{j} \xi_{n j} \xrightarrow{d} \eta$ is equivalent to $\sum_{j} \xi_{n j}^{\prime} \xrightarrow{d} \eta$, where $\xi_{n j}^{\prime}=\xi_{n j} 1\left\{\left|\xi_{n j}\right| \leq 1\right\}$, and so we may further assume that $\left|\xi_{n j}\right| \leq 1$ a.s. for all $n$ and $j$. In this case (ii) and (iii) reduce to $b_{n} \equiv \sum_{j} E \xi_{n j} \rightarrow b$ and $c_{n} \equiv \sum_{j} \operatorname{var}\left(\xi_{n j}\right) \rightarrow c$, respectively.

Write $b_{n j}=E \xi_{n j}$, and note that $\sup _{j}\left|b_{n j}\right| \rightarrow 0$ because of (i). Assuming (ii) and (iii), we get $\sum_{j} \xi_{n j}-b_{n} \xrightarrow{d} \xi-b$ by Theorem 4.12 , and so $\sum_{j} \xi_{n j} \xrightarrow{d} \xi$. Conversely, $\sum_{j} \xi_{n j} \xrightarrow{d} \xi$ implies $\sum_{j} \tilde{\xi}_{n j} \xrightarrow{d} \tilde{\xi}$, and (iii) follows by Theorem 4.11. But then $\sum_{j} \xi_{n j}-b_{n} \xrightarrow{d} \xi-b$, so Lemma 3.20 shows that $b_{n}$ converges toward some $b^{\prime}$. Hence, $\sum_{j} \xi_{n j} \xrightarrow{d} \xi+b^{\prime}-b$, so $b^{\prime}=b$, which means that even (ii) is fulfilled.

It remains to prove that, under condition (i), any limiting distribution is Gaussian. Then assume $\sum_{j} \xi_{n j} \xrightarrow{d} \eta$, and note that $\sum_{j} \tilde{\xi}_{n j} \xrightarrow{d} \tilde{\eta}$, where $\tilde{\eta}$ denotes a symmetrization of $\eta$. If $c_{n} \rightarrow \infty$ along some subsequence, then $c_{n}^{-1 / 2} \sum_{j} \tilde{\xi}_{n j}$ tends to $N(0,2)$ by the first assertion, which is impossible by Lemma 3.9. Thus, ( $c_{n}$ ) is bounded, and we have convergence $c_{n} \rightarrow c$ along some subsequence. But then $\sum_{n j} \xi_{n j}-b_{n}$ tends to $N(0, c)$, again by the first assertion, and Lemma 3.20 shows that even $b_{n}$ converges toward some limit $b$. Hence, $\sum_{n j} \xi_{n j}$ tends to $N(b, c)$, which is then the distribution of $\eta$.

Proof of Theorem 4.12, (i) $\Rightarrow$ (ii): The second condition in (i) implies that $\left(\xi_{n j}\right)$ is a null array. Furthermore, we have for any $\varepsilon>0$

$$
\sum_{j} \operatorname{var}\left[\xi_{n j} ;\left|\xi_{n j}\right| \leq \varepsilon\right] \leq \sum_{j} E\left[\xi_{n j}^{2} ;\left|\xi_{n j}\right| \leq \varepsilon\right] \leq \sum_{j} E \xi_{n j}^{2} \rightarrow 1
$$

By Theorem 4.15 even the left-hand side tends to 1 , and (ii) follows.

As a first application of Theorem 4.15, we shall prove the following ultimate version of the weak law of large numbers. The result should be compared with the corresponding strong law established in Theorem 3.23.

Theorem 4.16 (weak laws of large numbers) Let $\xi, \xi_{1}, \xi_{2}, \ldots$ be i.i.d. random variables, and fix any $p \in(0,2)$ and $c \in \mathbb{R}$. Then $n^{-1 / p} \sum_{k \leq n} \xi_{k} \xrightarrow{P} c$ iff the following conditions hold as $r \rightarrow \infty$, depending on the value of $p$ :

$$
\begin{array}{ll}
p<1: & r^{p} P\{|\xi|>r\} \rightarrow 0 \text { and } c=0 \\
p=1: & r P\{|\xi|>r\} \rightarrow 0 \text { and } E[\xi ;|\xi| \leq r] \rightarrow c \\
p>1: & r^{p} P\{|\xi|>r\} \rightarrow 0 \text { and } E \xi=c=0
\end{array}
$$

Proof: Applying Theorem 4.15 to the null array of random variables $\xi_{n j}=n^{-1 / p} \xi_{j}, j \leq n$, we note that the stated convergence is equivalent to the three conditions
(i) $n P\left\{|\xi|>n^{1 / p} \varepsilon\right\} \rightarrow 0$ for all $\varepsilon>0$,
(ii) $n^{1-1 / p} E\left[\xi ;|\xi| \leq n^{1 / p}\right] \rightarrow c$,
(iii) $n^{1-2 / p} \operatorname{var}\left[\xi ;|\xi| \leq n^{1 / p}\right] \rightarrow 0$.

By the monotonicity of $P\left\{|\xi|>r^{1 / p}\right\}$, condition (i) is equivalent to $r^{p} P\{|\xi|>$ $r\} \rightarrow 0$. Furthermore, Lemma 2.4 yields for any $r>0$

$$
\begin{aligned}
& r^{p-2} \operatorname{var}[\xi ;|\xi| \leq r] \leq r^{p} E\left[(\xi / r)^{2} \wedge 1\right]=r^{p} \int_{0}^{1} P\{|\xi| \geq r \sqrt{t}\} d t \\
& r^{p-1}|E[\xi ;|\xi| \leq r]| \leq r^{p} E(|\xi / r| \wedge 1)=r^{p} \int_{0}^{1} P\{|\xi| \geq r t\} d t
\end{aligned}
$$

Since $t^{-a}$ is integrable on $[0,1]$ for any $a<1$, it follows by dominated convergence that (i) implies (iii) and also that (i) implies (ii) with $c=0$ when $p<1$.

If instead $p>1$, it is seen from (i) and Lemma 2.4 that

$$
E|\xi|=\int_{0}^{\infty} P\{|\xi|>r\} d r \leq \int_{0}^{\infty}\left(1 \wedge r^{-p}\right) d r<\infty
$$

Thus, $E[\xi ;|\xi| \leq r] \rightarrow E \xi$, and (ii) implies $E \xi=0$. Moreover, we get from (i)

$$
r^{p-1} E[|\xi| ;|\xi|>r]=r^{p} P\{|\xi|>r\}+r^{p-1} \int_{r}^{\infty} P\{|\xi|>t\} d t \rightarrow 0
$$

Under the further assumption that $E \xi=0$, we obtain (ii) with $c=0$.

Finally, let $p=1$, and conclude from (i) that

$$
E[|\xi| ; n<|\xi| \leq n+1] \lesssim n P\{|\xi|>n\} \rightarrow 0
$$

Hence, under (i), condition (ii) is equivalent to $E[\xi ;|\xi| \leq r] \rightarrow c$.
We shall next extend the central limit theorem in Proposition 4.9 by characterizing convergence of suitably normalized partial sums from a single i.i.d. sequence toward a Gaussian limit. Here a nondecreasing function $L \geq 0$ is said to vary slowly at $\infty$ if $\sup _{x} L(x)>0$ and moreover $L(c x) \sim L(x)$ as $x \rightarrow \infty$ for each $c>0$. This holds in particular when $L$ is bounded, but it is also true for many unbounded functions, such as $\log (x \vee 1)$.

Theorem 4.17 (domain of Gaussian attraction, Lévy, Feller, Khinchin) Let $\xi, \xi_{1}, \xi_{2}, \ldots$ be i.i.d. nondegenerate random variables, and let $\zeta$ be $N(0,1)$. Then $a_{n} \sum_{k \leq n}\left(\xi_{k}-m_{n}\right) \xrightarrow{d} \zeta$ for some constants $a_{n}$ and $m_{n}$ iff the function $L(x)=E\left[\xi^{2} ;|\xi| \leq x\right]$ varies slowly at $\infty$, in which case we may take $m_{n} \equiv$ E乡. In particular, the stated convergence holds with $a_{n} \equiv n^{-1 / 2}$ and $m_{n} \equiv 0$ iff $E \xi=0$ and $E \xi^{2}=1$.

Even other so-called stable distributions may occur as limits, but the conditions for convergence are too restrictive to be of much interest for applications. Our proof of Theorem 4.17 is based on the following result.

Lemma 4.18 (slow variation, Karamata) Let $\xi$ be a nondegenerate random variable such that $L(x)=E\left[\xi^{2} ;|\xi| \leq x\right]$ varies slowly at $\infty$. Then so does the function $L_{m}(x)=E\left[(\xi-m)^{2} ;|\xi-m| \leq x\right]$ for every $m \in \mathbb{R}$, and moreover

$$
\begin{equation*}
\lim _{x \rightarrow \infty} x^{2-p} E\left[|\xi|^{p} ;|\xi|>x\right] / L(x)=0, \quad p \in[0,2) \tag{10}
\end{equation*}
$$

Proof: Fix any constant $r \in\left(1,2^{2-p}\right)$, and choose $x_{0}>0$ so large that $L(2 x) \leq r L(x)$ for all $x \geq x_{0}$. For such an $x$, we get

$$
\begin{aligned}
x^{2-p} E\left[|\xi|^{p} ;|\xi|>x\right] & =x^{2-p} \sum_{n \geq 0} E\left[|\xi|^{p} ;|\xi| / x \in\left(2^{n}, 2^{n+1}\right]\right] \\
& \leq \sum_{n \geq 0} 2^{(p-2) n} E\left[\xi^{2} ;|\xi| / x \in\left(2^{n}, 2^{n+1}\right]\right] \\
& \leq \sum_{n \geq 0} 2^{(p-2) n}(r-1) r^{n} L(x) \\
& =(r-1) L(x) /\left(1-2^{p-2} r\right) .
\end{aligned}
$$

Now (10) follows, as we divide by $L(x)$ and let $x \rightarrow \infty$ and then $r \rightarrow 1$.
In particular, we note that $E|\xi|^{p}<\infty$ for all $p<2$. If even $E \xi^{2}<\infty$, then $E(\xi-m)^{2}<\infty$, and the first assertion is obvious. If instead $E \xi^{2}=\infty$, we may write

$$
L_{m}(x)=E\left[\xi^{2} ;|\xi-m| \leq x\right]+m E[m-2 \xi ;|\xi-m| \leq x]
$$

Here the last term is bounded, and the first term lies between the bounds $L(x \pm m) \sim L(x)$. Thus, $L_{m}(x) \sim L(x)$, and the slow variation of $L_{m}$ follows from that of $L$.

Proof of Theorem 4.17: Assume that $L$ varies slowly at $\infty$. By Lemma 4.18 this is also true for the function $L_{m}(x)=E\left[(\xi-m)^{2} ;|\xi-m|>x\right]$, where $m=E \xi$, and so we may assume that $E \xi=0$. Now define

$$
c_{n}=1 \vee \sup \left\{x>0 ; n L(x) \geq x^{2}\right\}, \quad n \in \mathbb{N}
$$

and note that $c_{n} \uparrow \infty$. From the slow variation of $L$ it is further clear that $c_{n}<\infty$ for all $n$ and that, moreover, $n L\left(c_{n}\right) \sim c_{n}^{2}$. In particular, $c_{n} \sim n^{1 / 2}$ iff $L\left(c_{n}\right) \sim 1$, that is, iff $\operatorname{var}(\xi)=1$.

We shall verify the conditions of Theorem 4.15 with $b=0, c=1$, and $\xi_{n j}=\xi_{j} / c_{n}, j \leq n$. Beginning with (i), let $\varepsilon>0$ be arbitrary, and conclude from Lemma 4.18 that

$$
n P\left\{\left|\xi / c_{n}\right|>\varepsilon\right\} \sim \frac{c_{n}^{2} P\left\{|\xi|>c_{n} \varepsilon\right\}}{L\left(c_{n}\right)} \sim \frac{c_{n}^{2} P\left\{|\xi|>c_{n} \varepsilon\right\}}{L\left(c_{n} \varepsilon\right)} \rightarrow 0
$$

Recalling that $E \xi=0$, we get by the same lemma

$$
\begin{equation*}
n\left|E\left[\xi / c_{n} ;\left|\xi / c_{n}\right| \leq 1\right]\right| \leq \frac{n}{c_{n}} E\left[|\xi| ;|\xi|>c_{n}\right] \sim \frac{c_{n} E\left[|\xi| ;|\xi|>c_{n}\right]}{L\left(c_{n}\right)} \rightarrow 0 \tag{11}
\end{equation*}
$$

which proves (ii). To obtain (iii), we note that in view of (11)

$$
n \operatorname{var}\left[\xi / c_{n} ;\left|\xi / c_{n}\right| \leq 1\right]=\frac{n}{c_{n}^{2}} L\left(c_{n}\right)-n\left(E\left[\xi / c_{n} ;|\xi| \leq c_{n}\right]\right)^{2} \rightarrow 1
$$

By Theorem 4.15 the required convergence follows with $a_{n}=c_{n}^{-1}$ and $m_{n} \equiv 0$.
Now assume instead that the stated convergence holds for suitable constants $a_{n}$ and $m_{n}$. Then a corresponding result holds for the symmetrized variables $\tilde{\xi}, \tilde{\xi}_{1}, \tilde{\xi}_{2}, \ldots$ with constants $a_{n} / \sqrt{2}$ and 0 , so we may assume that $c_{n}^{-1} \sum_{k \leq n} \tilde{\xi}_{k} \xrightarrow{d} \zeta$. Here, clearly, $c_{n} \rightarrow \infty$ and, moreover, $c_{n+1} \sim c_{n}$, since even $c_{n+1}^{-1} \sum_{k \leq n} \tilde{\xi}_{k} \xrightarrow{d} \zeta$ by Theorem 3.28. Now define for $x>0$

$$
\tilde{T}(x)=P\{|\tilde{\xi}|>x\}, \quad \tilde{L}(x)=E\left[\tilde{\xi}^{2} ;|\tilde{\xi}| \leq x\right], \quad \tilde{U}(x)=E\left(\tilde{\xi}^{2} \wedge x^{2}\right)
$$

By Theorem 4.15 we have $n \tilde{T}\left(c_{n} \varepsilon\right) \rightarrow 0$ for all $\varepsilon>0$, and also $n c_{n}^{-2} \tilde{L}\left(c_{n}\right)$ $\rightarrow 1$. Thus, $c_{n}^{2} \tilde{T}\left(c_{n} \varepsilon\right) / \tilde{L}\left(c_{n}\right) \rightarrow 0$, which extends by monotonicity to

$$
\frac{x^{2} \tilde{T}(x)}{\tilde{U}(x)} \leq \frac{x^{2} \tilde{T}(x)}{\tilde{L}(x)} \rightarrow 0, \quad x \rightarrow \infty
$$

Next define for any $x>0$

$$
T(x)=P\{|\xi|>x\}, \quad U(x)=E\left(\xi^{2} \wedge x^{2}\right)
$$

By Lemma 3.19 we have $T(x+|m|) \leq 2 \tilde{T}(x)$ for any median $m$ of $\xi$. Furthermore, by Lemmas 2.4 and 3.19 we get

$$
\tilde{U}(x)=\int_{0}^{x^{2}} P\left\{\tilde{\xi}^{2}>t\right\} d t \leq 2 \int_{0}^{x^{2}} P\left\{4 \xi^{2}>t\right\} d t=8 U(x / 2)
$$

Hence, as $x \rightarrow \infty$,

$$
\frac{L(2 x)-L(x)}{L(x)} \leq \frac{4 x^{2} T(x)}{U(x)-x^{2} T(x)} \leq \frac{8 x^{2} \tilde{T}(x-|m|)}{8^{-1} \tilde{U}(2 x)-2 x^{2} \tilde{T}(x-|m|)} \rightarrow 0
$$

which shows that $L$ is slowly varying.
Finally, assume that $n^{-1 / 2} \sum_{k \leq n} \xi_{k} \xrightarrow{d} \zeta$. By the previous argument with $c_{n}=n^{1 / 2}$, we get $\tilde{L}\left(n^{1 / 2}\right) \rightarrow 2$, which implies $E \tilde{\xi}^{2}=2$ and hence $\operatorname{var}(\xi)=1$. But then $n^{-1 / 2} \sum_{k \leq n}\left(\xi_{k}-E \xi\right) \xrightarrow{d} \zeta$, and by comparison $E \xi=0$.

We return to the general problem of characterizing the weak convergence of a sequence of probability measures $\mu_{n}$ on $\mathbb{R}^{d}$ in terms of the associated characteristic functions $\hat{\mu}_{n}$ or Laplace transforms $\tilde{\mu}_{n}$. Suppose that $\hat{\mu}_{n}$ or $\tilde{\mu}_{n}$ converges toward some continuous limit $\varphi$, which is not recognized as a characteristic function or Laplace transform. To conclude that $\mu_{n}$ converges weakly toward some measure $\mu$, we need an extended version of Theorem 4.3, which in turn requires a compactness argument for its proof.

As a preparation, consider the space $\mathcal{M}=\mathcal{M}\left(\mathbb{R}^{d}\right)$ of locally finite measures on $\mathbb{R}^{d}$. On $\mathcal{M}$ we may introduce the vague topology, generated by the mappings $\mu \mapsto \mu f=\int f d \mu$ for all $f \in C_{K}^{+}$, the class of continuous functions $f: \mathbb{R}^{d} \rightarrow \mathbb{R}_{+}$with compact support. In particular, $\mu_{n}$ converges vaguely to $\mu$ (written as $\mu_{n} \xrightarrow{v} \mu$ ) iff $\mu_{n} f \rightarrow \mu f$ for all $f \in C_{K}^{+}$. If the $\mu_{n}$ are probability measures, then clearly $\mu \mathbb{R}^{d} \leq 1$. The following version of Helly's selection theorem shows that the set of probability measures on $\mathbb{R}^{d}$ is vaguely relatively sequentially compact.

Theorem 4.19 (vague sequential compactness, Helly) Any sequence of probability measures on $\mathbb{R}^{d}$ has a vaguely convergent subsequence.

Proof: Fix any probability measures $\mu_{1}, \mu_{2}, \ldots$ on $\mathbb{R}^{d}$, and let $F_{1}, F_{2}, \ldots$ denote the corresponding distribution functions. Write $\mathbb{Q}$ for the set of rational numbers. By a diagonal argument, the functions $F_{n}$ converge on $\mathbb{Q}^{d}$ toward some limit $G$, along a suitable subsequence $N^{\prime} \subset \mathbb{N}$, and we may define

$$
\begin{equation*}
F(x)=\inf \left\{G(r) ; r \in \mathbb{Q}^{d}, r>x\right\}, \quad x \in \mathbb{R}^{d} . \tag{12}
\end{equation*}
$$

Since each $F_{n}$ has nonnegative increments, the same thing is true for $G$ and hence also for $F$. From (12) and the monotonicity of $G$, it is further clear that $F$ is right-continuous. Hence, by Corollary 2.26 there exists some measure $\mu$ on $\mathbb{R}^{d}$ with $\mu(x, y]=F(x, y]$ for any bounded rectangular box $(x, y] \subset \mathbb{R}^{d}$, and it remains to show that $\mu_{n} \xrightarrow{v} \mu$ along $N^{\prime}$.

Then note that $F_{n}(x) \rightarrow F(x)$ at every continuity point $x$ of $F$. By the monotonicity of $F$ there exist some countable sets $D_{1}, \ldots, D_{d} \subset \mathbb{R}$ such that $F$ is continuous on $C=D_{1}^{c} \times \cdots \times D_{d}^{c}$. Then $\mu_{n} U \rightarrow \mu U$ for every finite union $U$ of rectangular boxes with corners in $C$, and by a simple approximation we get for any bounded Borel set $B \subset \mathbb{R}^{d}$

$$
\begin{equation*}
\mu B^{\circ} \leq \liminf _{n \rightarrow \infty} \mu_{n} B \leq \limsup _{n \rightarrow \infty} \mu_{n} B \leq \mu \bar{B} \tag{13}
\end{equation*}
$$

For any bounded $\mu$-continuity set $B$, we may consider functions $f \in C_{K}^{+}$ supported by $B$, and proceed as in the proof of Theorem 3.25 to show that $\mu_{n} f \rightarrow \mu f$. Thus, $\mu_{n} \xrightarrow{v} \mu$.

If $\mu_{n} \xrightarrow{v} \mu$ for some probability measures $\mu_{n}$ on $\mathbb{R}^{d}$, we may still have $\mu \mathbb{R}^{d}<1$, due to an escape of mass to infinity. To exclude this possibility, we need to assume that $\left(\mu_{n}\right)$ be tight.

Lemma 4.20 (vague and weak convergence) For any probability measures $\mu_{1}, \mu_{2}, \ldots$ on $\mathbb{R}^{d}$ with $\mu_{n} \xrightarrow{v} \mu$ for some measure $\mu$, we have $\mu \mathbb{R}^{d}=1$ iff $\left(\mu_{n}\right)$ is tight, and then $\mu_{n} \xrightarrow{w} \mu$.

Proof: By a simple approximation, the vague convergence implies (13) for every bounded Borel set $B$, and in particular for the balls $B_{r}=\left\{x \in \mathbb{R}^{d}\right.$; $|x| \leq r\}, r>0$. If $\mu \mathbb{R}^{d}=1$, then $\mu B_{r}^{\circ} \rightarrow 1$ as $r \rightarrow \infty$, and the first inequality shows that $\left(\mu_{n}\right)$ is tight. Conversely, if $\left(\mu_{n}\right)$ is tight, then $\lim \sup _{n} \mu_{n} B_{r} \rightarrow 1$, and the last inequality yields $\mu \mathbb{R}^{d}=1$.

Now assume that $\left(\mu_{n}\right)$ is tight, and fix any bounded continuous function $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$. For any $r>0$, we may choose some $g_{r} \in C_{K}^{+}$with $1_{B_{r}} \leq g_{r} \leq 1$ and note that

$$
\begin{aligned}
\left|\mu_{n} f-\mu f\right| & \leq\left|\mu_{n} f-\mu_{n} f g_{r}\right|+\left|\mu_{n} f g_{r}-\mu f g_{r}\right|+\left|\mu f g_{r}-\mu f\right| \\
& \leq\left|\mu_{n} f g_{r}-\mu f g_{r}\right|+\|f\|\left(\mu_{n}+\mu\right) B_{r}^{c}
\end{aligned}
$$

Here the right-hand side tends to zero as $n \rightarrow \infty$ and then $r \rightarrow \infty$, so $\mu_{n} f \rightarrow \mu f$. Hence, in this case $\mu_{n} \xrightarrow{w} \mu$.

Combining the last two results, we may easily show that the notions of tightness and weak sequential compactness are equivalent. The result is extended in Theorem 14.3, which forms a starting point for the theory of weak convergence on function spaces.

Proposition 4.21 (tightness and weak sequential compactness) A sequence of probability measures on $\mathbb{R}^{d}$ is tight iff every subsequence has a weakly convergent further subsequence.

Proof: Fix any probability measures $\mu_{1}, \mu_{2}, \ldots$ on $\mathbb{R}^{d}$. By Theorem 4.19 every subsequence has a vaguely convergent further subsequence. If $\left(\mu_{n}\right)$ is tight, then by Lemma 4.20 the convergence holds even in the weak sense.

Now assume instead that $\left(\mu_{n}\right)$ has the stated property. If it fails to be tight, we may choose a sequence $n_{k} \rightarrow \infty$ and some constant $\varepsilon>0$ such that $\mu_{n_{k}} B_{k}^{c}>\varepsilon$ for all $k \in \mathbb{N}$. By hypothesis there exists some probability measure $\mu$ on $\mathbb{R}^{d}$ such that $\mu_{n_{k}} \xrightarrow{w} \mu$ along a subsequence $N^{\prime} \subset \mathbb{N}$. The sequence ( $\mu_{n_{k}} ; k \in N^{\prime}$ ) is then tight by Lemma 3.8, and in particular there exists some $r>0$ with $\mu_{n_{k}} B_{r}^{c} \leq \varepsilon$ for all $k \in N^{\prime}$. For $k>r$ this is a contradiction, and the asserted tightness follows.

We may now prove the desired extension of Theorem 4.3.

Theorem 4.22 (extended continuity theorem, Lévy, Bochner) Let $\mu_{1}, \mu_{2}$, $\ldots$ be probability measures on $\mathbb{R}^{d}$ with $\hat{\mu}_{n}(t) \rightarrow \varphi(t)$ for every $t \in \mathbb{R}^{d}$, where the limit $\varphi$ is continuous at 0 . Then $\mu_{n} \xrightarrow{w} \mu$ for some probability measure $\mu$ on $\mathbb{R}^{d}$ with $\hat{\mu}=\varphi$. A corresponding statement holds for the Laplace transforms of measures on $\mathbb{R}_{+}^{d}$.

Proof: Assume that $\hat{\mu}_{n} \rightarrow \varphi$, where the limit is continuous at 0 . As in the proof of Theorem 4.3, we may conclude that $\left(\mu_{n}\right)$ is tight. Hence, by Proposition 4.21 there exists some probability measure $\mu$ on $\mathbb{R}^{d}$ such that $\mu_{n} \xrightarrow{w} \mu$ along a subsequence $N^{\prime} \subset \mathbb{N}$. By continuity we get $\hat{\mu}_{n} \rightarrow \hat{\mu}$ along $N^{\prime}$, so $\varphi=\hat{\mu}$, and by Theorem 4.3 the convergence $\mu_{n} \xrightarrow{w} \mu$ extends to $\mathbb{N}$. The proof for Laplace transforms is similar.

## Exercises

1. Show that if $\xi$ and $\eta$ are independent Poisson random variables, then $\xi+\eta$ is again Poisson. Also show that the Poisson property is preserved under convergence in distribution.
2. Show that any linear combination of independent Gaussian random variables is again Gaussian. Also show that the class of Gaussian distributions is preserved under weak convergence.
3. Show that $\varphi_{r}(t)=(1-t / r)_{+}$is a characteristic functions for every $r>0$. (Hint: Compute the Fourier transform $\hat{\psi}_{r}$ of the function $\psi_{r}(t)=$ $1\{|t| \leq r\}$, and note that the Fourier transform $\hat{\psi}_{r}^{2}$ of $\psi_{r}^{* 2}$ is integrable. Now use Fourier inversion.)
4. Let $\varphi$ be a real, even function that is convex on $\mathbb{R}_{+}$and satisfies $\varphi(0)=$ 1 and $\varphi(\infty) \in[0,1]$. Show that $\varphi$ is the characteristic function of some symmetric distribution on $\mathbb{R}$. In particular, $\varphi(t)=e^{-|t|^{c}}$ is a characteristic function for every $c \in[0,1]$. (Hint: Approximate by convex combinations of functions $\varphi_{r}$ as above, and use Theorem 4.22.)
5. Show that if $\hat{\mu}$ is integrable, then $\mu$ has a bounded and continuous density. (Hint: Let $\varphi_{r}$ be the triangular density above. Then $\left(\hat{\varphi}_{r}\right)^{r}=2 \pi \varphi_{r}$, and so $\int e^{-i t u} \hat{\mu}_{t} \hat{\varphi}_{r}(t) d t=2 \pi \int \varphi_{r}(x-u) \mu(d x)$. Now let $r \rightarrow 0$.)
6. Show that a distribution $\mu$ is supported by some set $a \mathbb{Z}+b$ iff $\left|\hat{\mu}_{t}\right|=1$ for some $t \neq 0$.
7. Give an elementary proof of the continuity theorem for generating functions of distributions on $\mathbb{Z}_{+}$. (Hint: Note that if $\mu_{n} \xrightarrow{v} \mu$ for some distributions on $\mathbb{R}_{+}$, then $\tilde{\mu}_{n} \rightarrow \tilde{\mu}$ on $(0, \infty)$.)
8. The moment-generating function of a distribution $\mu$ on $\mathbb{R}$ is given by $\tilde{\mu}_{t}=\int e^{t x} \mu(d x)$. Assuming $\tilde{\mu}_{t}<\infty$ for all $t$ in some nondegenerate interval $I$, show that $\tilde{\mu}$ is analytic in the strip $\left\{z \in \mathbb{C} ; \Re z \in I^{\circ}\right\}$. (Hint: Approximate by measures with bounded support.)
9. Let $\mu, \mu_{1}, \mu_{2}, \ldots$ be distributions on $\mathbb{R}$ with moment-generating functions $\tilde{\mu}, \tilde{\mu}_{1}, \tilde{\mu}_{2}, \ldots$ such that $\tilde{\mu}_{n} \rightarrow \tilde{\mu}<\infty$ on some nondegenerate interval I. Show that $\mu_{n} \xrightarrow{w} \mu$. (Hint: If $\mu_{n} \xrightarrow{v} \nu$ along some subsequence $N^{\prime}$, then $\tilde{\mu}_{n} \rightarrow \tilde{\nu}$ on $I^{\circ}$ along $N^{\prime}$, and so $\tilde{\nu}=\tilde{\mu}$ on $I$. By the preceding exercise we get $\nu \mathbb{R}=1$ and $\hat{\nu}=\hat{\mu}$. Thus, $\nu=\mu$.)
10. Let $\mu$ and $\nu$ be distributions on $\mathbb{R}$ with finite moments $\int x^{n} \mu(d x)=$ $\int x^{n} \nu(d x)=m_{n}$, where $\sum_{n} t^{n}\left|m_{n}\right| / n!<\infty$ for some $t>0$. Show that $\mu=\nu$. (Hint: The absolute moments satisfy the same relation for any smaller value of $t$, so the moment-generating functions exist and agree on $(-t, t)$.)
11. For each $n \in \mathbb{N}$, let $\mu_{n}$ be a distribution on $\mathbb{R}$ with finite moments $m_{n}^{k}$, $k \in \mathbb{N}$, such that $\lim _{n} m_{n}^{k}=a_{k}$ for some constants $a_{k}$ with $\sum_{k} t^{k}\left|a_{k}\right| / k!<\infty$ for some $t>0$. Show that $\mu_{n} \xrightarrow{w} \mu$ for some distribution $\mu$ with moments $a_{k}$. (Hint: Each function $x^{k}$ is uniformly integrable with respect to the measures $\mu_{n}$. In particular, $\left(\mu_{n}\right)$ is tight. If $\mu_{n} \xrightarrow{w} \nu$ along some subsequence, then $\nu$ has moments $a_{k}$.)
12. Given a distribution $\mu$ on $\mathbb{R} \times \mathbb{R}_{+}$, introduce the mixed transform $\varphi(s, t)=\int e^{i s x-t y} \mu(d x d y)$, where $s \in \mathbb{R}$ and $t \geq 0$. Prove versions for $\varphi$ of the continuity Theorems 4.3 and 4.22 .
13. Consider a null array of random vectors $\xi_{n j}=\left(\xi_{n j}^{1}, \ldots, \xi_{n j}^{d}\right)$ in $\mathbb{Z}_{+}^{d}$, let $\xi^{1}, \ldots, \xi^{d}$ be independent Poisson variables with means $c_{1}, \ldots, c_{d}$, and put $\xi=\left(\xi^{1}, \ldots, \xi^{d}\right)$. Show that $\sum_{j} \xi_{n j} \xrightarrow{d} \xi$ iff $\sum_{j} P\left\{\xi_{n j}^{k}=1\right\} \rightarrow c_{k}$ for all $k$ and $\sum_{j} P\left\{\sum_{k} \xi_{n j}^{k}>1\right\} \rightarrow 0$. (Hint: Introduce independent random variables $\eta_{n j}^{k} \stackrel{d}{=} \xi_{n j}^{k}$, and note that $\sum_{j} \xi_{n j} \xrightarrow{d} \xi$ iff $\sum_{j} \eta_{n j} \xrightarrow{d} \xi$.)
14. Consider some random variables $\xi \Perp \eta$ with finite variance such that the distribution of $(\xi, \eta)$ is rotationally invariant. Show that $\xi$ is centered Gaussian. (Hint: Let $\xi_{1}, \xi_{2}, \ldots$ be i.i.d. and distributed as $\xi$, and note that $n^{-1 / 2} \sum_{k \leq n} \xi_{k}$ has the same distribution for all $n$. Now use Proposition 4.9.)
15. Prove a multivariate version of the Taylor expansion in Lemma 4.10.
16. Let $\mu$ have a finite $n$th moment $m_{n}$. Show that $\hat{\mu}$ is $n$ times continuously differentiable and satisfies $\hat{\mu}_{0}^{(n)}=i^{n} m_{n}$. (Hint: Differentiate $n$ times under the integral sign.)
17. For $\mu$ and $m_{n}$ as above, show that $\hat{\mu}_{0}^{(2 n)}$ exists iff $m_{2 n}<\infty$. Also, characterize the distributions such that $\hat{\mu}_{0}^{(2 n-1)}$ exists. (Hint: For $\hat{\mu}_{0}^{\prime \prime}$ proceed as in the proof of Proposition 4.9, and use Theorem 4.17. For $\hat{\mu}_{0}^{\prime}$ use Theorem 4.16. Extend by induction to $n>1$.)
18. Let $\mu$ be a distribution on $\mathbb{R}_{+}$with moments $m_{n}$. Show that $\tilde{\mu}_{0}^{(n)}=$ $(-1)^{n} m_{n}$ whenever either side exists and is finite. (Hint: Prove the statement for $n=1$, and extend by induction.)
19. Deduce Proposition 4.9 from Theorem 4.12.
20. Let the random variables $\xi$ and $\xi_{n j}$ be such as in Theorem 4.12, and assume that $\sum_{j} E\left|\xi_{n j}\right|^{c} \rightarrow 0$ for some $c>2$. Show that $\sum_{j} \xi_{n j} \xrightarrow{d} \xi$.
21. Extend Theorem 4.12 to random vectors in $\mathbb{R}^{d}$, with the condition $\sum_{j} E \xi_{n j}^{2} \rightarrow 1$ replaced by $\sum_{j} \operatorname{cov}\left(\xi_{n j}\right) \rightarrow a$, with $\xi$ as $N(0, a)$, and with $\xi_{n j}^{2}$ replaced by $\left|\xi_{n j}\right|^{2}$. (Hint: Use Corollary 4.5 to reduce to one dimension.)
22. Show that Theorem 4.15 remains true for random vectors in $\mathbb{R}^{d}$, with $\operatorname{var}\left[\xi_{n j} ;\left|\xi_{n j}\right| \leq 1\right]$ replaced by the corresponding covariance matrix. (Hint: If $a, a_{1}, a_{2}, \ldots$ are symmetric, nonnegative definite matrices, then $a_{n} \rightarrow a$ iff $u^{\prime} a_{n} u \rightarrow u^{\prime} a u$ for all $u \in \mathbb{R}^{d}$. To see this, use a compactness argument.)
23. Show that Theorems 4.7 and 4.15 remain valid for possibly infinite row-sums $\sum_{j} \xi_{n j}$. (Hint: Use Theorem 3.17 or 3.18 together with Theorem 3.28.)
24. Let $\xi, \xi_{1}, \xi_{2}, \ldots$ be i.i.d. random variables. Show that $n^{-1 / 2} \sum_{k \leq n} \xi_{k}$ converges in probability iff $\xi=0$ a.s. (Hint: Use condition (iii) in Theorem 4.15.)
25. Let $\xi_{1}, \xi_{2}, \ldots$ be i.i.d. $\mu$, and fix any $p \in(0,2)$. Find a $\mu$ such that $n^{-1 / p} \sum_{k \leq n} \xi_{k} \rightarrow 0$ in probability but not a.s.
26. Let $\xi_{1}, \xi_{2}, \ldots$ be i.i.d., and let $p>0$ be such that $n^{-1 / p} \sum_{k \leq n} \xi_{k} \rightarrow 0$ in probability but not a.s. Show that $\lim \sup _{n} n^{-1 / p}\left|\sum_{k \leq n} \xi_{k}\right|=\infty$ a.s. (Hint: Note that $E\left|\xi_{1}\right|^{p}=\infty$.)
27. Give an example of a distribution with infinite second moment in the domain of attraction of the Gaussian law, and find the corresponding normalization.

## Chapter 5

## Conditioning and Disintegration


#### Abstract

Conditional expectations and probabilities; regular conditional distributions; disintegration theorem; conditional independence; transfer and coupling; Daniell-Kolmogorov theorem; extension by conditioning


Modern probability theory can be said to begin with the notions of conditioning and disintegration. In particular, conditional expectations and distributions are needed already for the definitions of martingales and Markov processes, the two basic dependence structures beyond independence and stationarity. Even in other areas and throughout probability theory, conditioning is constantly used as a basic tool to describe and analyze systems involving randomness. The notion may be thought of in terms of averaging, projection, and disintegration-viewpoints that are all essential for a proper understanding.

In all but the most elementary contexts, one defines conditioning with respect to a $\sigma$-field rather than a single event. In general, the result of the operation is not a constant but a random variable, measurable with respect to the given $\sigma$-field. The idea is familiar from elementary constructions of the conditional expectation $E[\xi \mid \eta]$, in cases where $(\xi, \eta)$ is a random vector with a nice density, and the result is obtained as a suitable function of $\eta$. This corresponds to conditioning on the $\sigma$-field $\mathcal{F}=\sigma(\eta)$.

The simplest and most intuitive general approach to conditioning is via projection. Here $E[\xi \mid \mathcal{F}]$ is defined for any $\xi \in L^{2}$ as the orthogonal Hilbert space projection of $\xi$ onto the linear subspace of $\mathcal{F}$-measurable random variables. The $L^{2}$-version extends immediately, by continuity, to arbitrary $\xi \in L^{1}$. From the orthogonality of the projection one gets the relation $E(\xi-E[\xi \mid \mathcal{F}]) \zeta=0$ for any bounded, $\mathcal{F}$-measurable random variable $\zeta$. This leads in particular to the familiar averaging characterization of $E[\xi \mid \mathcal{F}]$ as a version of the density $d(\xi \cdot P) / d P$ on the $\sigma$-field $\mathcal{F}$, the existence of which can also be inferred from the Radon-Nikodým theorem.

The conditional expectation is defined only up to a null set, in the sense that any two versions agree a.s. It is then natural to look for versions of the conditional probabilities $P[A \mid \mathcal{F}]=E\left[1_{A} \mid \mathcal{F}\right]$ that combine into a random probability measure on $\Omega$. In general, such regular versions exist only for $A$ restricted to suitable sub- $\sigma$-fields. The basic case is when $\xi$ is a random element in some Borel space $S$, and the conditional distribution $P[\xi \in \cdot \mid \mathcal{F}]$
may be constructed as an $\mathcal{F}$-measurable random measure on $S$. If we further assume that $\mathcal{F}=\sigma(\eta)$ for a random element $\eta$ in some space $T$, we may write $P[\xi \in B \mid \eta]=\mu(\eta, B)$ for some probability kernel $\mu$ from $T$ to $S$. This leads to a decomposition of the distribution of $(\xi, \eta)$ according to the values of $\eta$. The result is formalized in the disintegration theorem - a powerful extension of Fubini's theorem that is often used in subsequent chapters, especially in combination with the (strong) Markov property.

Using conditional distributions, we shall further establish the basic transfer theorem, which may be used to convert any distributional equivalence $\xi \stackrel{d}{=} f(\eta)$ into a corresponding a.s. representation $\xi=f(\tilde{\eta})$ with a suitable $\tilde{\eta} \stackrel{d}{=} \eta$. From the latter result, one easily obtains the fundamental DaniellKolmogorov theorem, which ensures the existence of random sequences and processes with specified finite-dimensional distributions. A different approach is required for the more general Ionescu Tulcea extension, where the measure is specified by a sequence of conditional distributions.

Further topics treated in this chapter include the notion of conditional independence, which is fundamental for both Markov processes and exchangeability and also plays an important role in Chapter 18, in connection with SDEs. Especially useful in those contexts is the elementary but powerful chain rule. Let us finally call attention to the local property of conditional expectations, which in particular leads to simple and transparent proofs of the strong Markov and optional sampling theorems.

Returning to our construction of conditional expectations, let us fix a probability space $(\Omega, \mathcal{A}, P)$ and consider an arbitrary sub- $\sigma$-field $\mathcal{F} \subset \mathcal{A}$. In $L^{2}=L^{2}(\mathcal{A})$ we may introduce the closed linear subspace $M$, consisting of all random variables $\eta \in L^{2}$ that agree a.s. with some element of $L^{2}(\mathcal{F})$. By the Hilbert space projection Theorem 1.34, there exists for every $\xi \in L^{2}$ an a.s. unique random variable $\eta \in M$ with $\xi-\eta \perp M$, and we define $E^{\mathcal{F}} \xi=E[\xi \mid \mathcal{F}]$ as an arbitrary $\mathcal{F}$-measurable version of $\eta$.

The $L^{2}$-projection $E^{\mathcal{F}}$ is easily extended to $L^{1}$, as follows.

Theorem 5.1 (conditional expectation, Kolmogorov) For any $\sigma$-field $\mathcal{F} \subset$ $\mathcal{A}$ there exists an a.s. unique linear operator $E^{\mathcal{F}}: L^{1} \rightarrow L^{1}(\mathcal{F})$ such that
(i) $E\left[E^{\mathcal{F}} \xi ; A\right]=E[\xi ; A], \xi \in L^{1}, A \in \mathcal{F}$.

The following additional properties hold whenever the corresponding expressions exist for the absolute values:
(ii) $\xi \geq 0$ implies $E^{\mathcal{F}} \xi \geq 0$ a.s.;
(iii) $E\left|E^{\mathcal{F}} \xi\right| \leq E|\xi|$;
(iv) $0 \leq \xi_{n} \uparrow \xi$ implies $E^{\mathcal{F}} \xi_{n} \uparrow E^{\mathcal{F}} \xi$ a.s.;
(v) $E^{\mathcal{F}} \xi \eta=\xi E^{\mathcal{F}} \eta$ a.s. when $\xi$ is $\mathcal{F}$-measurable;
(vi) $E\left(\xi E^{\mathcal{F}} \eta\right)=E\left(\eta E^{\mathcal{F}} \xi\right)=E\left(E^{\mathcal{F}} \xi \cdot E^{\mathcal{F}} \eta\right)$;
(vii) $E^{\mathcal{F}} E^{\mathcal{G}} \xi=E^{\mathcal{F}} \xi$ a.s. for all $\mathcal{F} \subset \mathcal{G}$.

In particular, we note that $E^{\mathcal{F}} \xi=\xi$ a.s. iff $\xi$ has an $\mathcal{F}$-measurable version and that $E^{\mathcal{F}} \xi=E \xi$ a.s. when $\xi \Perp \mathcal{F}$. We shall often refer to (i) as the averaging property, to (ii) as the positivity, to (iii) as the $L^{1}$-contractivity, to (iv) as the monotone convergence property, to (v) as the pull-out property, to (vi) as the self-adjointness, and to (vii) as the chain rule. Since the operator $E^{\mathcal{F}}$ is both self-adjoint by (vi) and idempotent by (vii), it may be thought of as a generalized projection on $L^{1}$.

The existence of $E^{\mathcal{F}}$ is an immediate consequence of the Radon-Nikodým Theorem A1.3. However, we prefer the following elementary construction from the $L^{2}$-version.

Proof of Theorem 5.1: First assume that $\xi \in L^{2}$, and define $E^{\mathcal{F}} \xi$ by projection as above. For any $A \in \mathcal{F}$ we get $\xi-E^{\mathcal{F}} \xi \perp 1_{A}$, and (i) follows. Taking $A=\left\{E^{\mathcal{F}} \xi \geq 0\right\}$, we get in particular

$$
E\left|E^{\mathcal{F}} \xi\right|=E\left[E^{\mathcal{F}} \xi ; A\right]-E\left[E^{\mathcal{F}} \xi ; A^{c}\right]=E[\xi ; A]-E\left[\xi ; A^{c}\right] \leq E|\xi|
$$

which proves (iii). Thus, the mapping $E^{\mathcal{F}}$ is uniformly $L^{1}$-continuous on $L^{2}$. Also note that $L^{2}$ is dense in $L^{1}$ by Lemma 1.11 and that $L^{1}$ is complete by Lemma 1.31. Hence, $E^{\mathcal{F}}$ extends a.s. uniquely to a linear and continuous mapping on $L^{1}$.

Properties (i) and (iii) extend by continuity to $L^{1}$, and from Lemma 1.24 we note that $E^{\mathcal{F}} \xi$ is a.s. determined by (i). If $\xi \geq 0$, it is clear from (i) with $A=\left\{E^{\mathcal{F}} \xi \leq 0\right\}$ together with Lemma 1.24 that $E^{\mathcal{F}} \xi \geq 0$, which proves (ii). If $0 \leq \xi_{n} \uparrow \xi$, then $\xi_{n} \rightarrow \xi$ in $L^{1}$ by dominated convergence, so by (iii) we get $E^{\mathcal{F}} \xi_{n} \rightarrow E^{\mathcal{F}} \xi$ in $L^{1}$. Now the sequence $\left(E^{\mathcal{F}} \xi_{n}\right)$ is a.s. nondecreasing by (ii), so by Lemma 3.2 the convergence remains true in the a.s. sense. This proves (iv).

Property (vi) is obvious when $\xi, \eta \in L^{2}$, and it extends to the general case by means of (iv). To prove (v), we note from the characterization in (i) that $E^{\mathcal{F}} \xi=\xi$ a.s. when $\xi$ is $\mathcal{F}$-measurable. In the general case we need to show that

$$
E[\xi \eta ; A]=E\left[\xi E^{\mathcal{F}} \eta ; A\right], \quad A \in \mathcal{F}
$$

which follows immediately from (vi). Finally, property (vii) is obvious for $\xi \in L^{2}$ since $L^{2}(\mathcal{F}) \subset L^{2}(\mathcal{G})$, and it extends to the general case by means of (iv).

The next result shows that the conditional expectation $E^{\mathcal{F}} \xi$ is local in both $\xi$ and $\mathcal{F}$, an observation that simplifies many proofs. Given two $\sigma$ fields $\mathcal{F}$ and $\mathcal{G}$, we say that $\mathcal{F}=\mathcal{G}$ on $A$ if $A \in \mathcal{F} \cap \mathcal{G}$ and $A \cap \mathcal{F}=A \cap \mathcal{G}$.

Lemma 5.2 (local property) Let the $\sigma$-fields $\mathcal{F}, \mathcal{G} \subset \mathcal{A}$ and functions $\xi, \eta \in$ $L^{1}$ be such that $\mathcal{F}=\mathcal{G}$ and $\xi=\eta$ a.s. on some set $A \in \mathcal{F} \cap \mathcal{G}$. Then $E^{\mathcal{F}} \xi=E^{\mathcal{G}} \eta$ a.s. on $A$.

Proof: Since $1_{A} E^{\mathcal{F}} \xi$ and $1_{A} E^{\mathcal{G}} \eta$ are $\mathcal{F} \cap \mathcal{G}$-measurable, we get $B \equiv A \cap$ $\left\{E^{\mathcal{F}} \xi>E^{\mathcal{G}} \eta\right\} \in \mathcal{F} \cap \mathcal{G}$, and the averaging property yields

$$
E\left[E^{\mathcal{F}} \xi ; B\right]=E[\xi ; B]=E[\eta ; B]=E\left[E^{\mathcal{G}} \eta ; B\right]
$$

Hence, $E^{\mathcal{F}} \xi \leq E^{\mathcal{G}} \eta$ a.s. on $A$ by Lemma 1.24. Similarly, $E^{\mathcal{G}} \eta \leq E^{\mathcal{F}} \xi$ a.s. on $A$.

The conditional probability of an event $A \in \mathcal{A}$, given a $\sigma$-field $\mathcal{F}$, is defined as

$$
P^{\mathcal{F}} A=E^{\mathcal{F}} 1_{A} \quad \text { or } \quad P[A \mid \mathcal{F}]=E\left[1_{A} \mid \mathcal{F}\right], \quad A \in \mathcal{A}
$$

Thus, $P^{\mathcal{F}} A$ is the a.s. unique random variable in $L^{1}(\mathcal{F})$ satisfying

$$
E\left[P^{\mathcal{F}} A ; B\right]=P(A \cap B), \quad B \in \mathcal{F}
$$

Note that $P^{\mathcal{F}} A=P A$ a.s. iff $A \Perp \mathcal{F}$ and that $P^{\mathcal{F}} A=1_{A}$ a.s. iff $A$ agrees a.s. with a set in $\mathcal{F}$. From the positivity of $E^{\mathcal{F}}$ we get $0 \leq P^{\mathcal{F}} A \leq 1$ a.s., and by the monotone convergence property it is further seen that

$$
\begin{equation*}
P^{\mathcal{F}} \bigcup_{n} A_{n}=\sum_{n} P^{\mathcal{F}} A_{n} \quad \text { a.s., } \quad A_{1}, A_{2}, \ldots \in \mathcal{A} \text { disjoint. } \tag{1}
\end{equation*}
$$

Here the exceptional null set may depend on the sequence $\left(A_{n}\right)$, so $P^{\mathcal{F}}$ is not a measure in general.

If $\eta$ is a random element in some measurable space $(S, \mathcal{S})$, then conditioning on $\eta$ is defined as conditioning with respect to the induced $\sigma$-field $\sigma(\eta)$. Thus,

$$
E^{\eta} \xi=E^{\sigma(\eta)} \xi, \quad P^{\eta} A=P^{\sigma(\eta)} A
$$

or

$$
E[\xi \mid \eta]=E[\xi \mid \sigma(\eta)], \quad P[A \mid \eta]=P[A \mid \sigma(\eta)]
$$

By Lemma 1.13 , the $\eta$-measurable function $E^{\eta} \xi$ may be represented in the form $f(\eta)$, where $f$ is a measurable function on $S$, determined $P \circ \eta^{-1}$-a.e. by the averaging property

$$
E[f(\eta) ; \eta \in B]=E[\xi ; \eta \in B], \quad B \in \mathcal{S}
$$

In particular, we note that $f$ depends only on the distribution of $(\xi, \eta)$. The situation for $P^{\eta} A$ is similar. Conditioning with respect to a $\sigma$-field $\mathcal{F}$ is clearly the special case when $\eta$ is the identity mapping from $(\Omega, \mathcal{A})$ to $(\Omega, \mathcal{F})$.

Motivated by (1), we proceed to examine the existence of measure-valued versions of the functions $P^{\mathcal{F}}$ and $P^{\eta}$. Then recall from Chapter 1 that a kernel between two measurable spaces $(T, \mathcal{T})$ and $(S, \mathcal{S})$ is a function $\mu: T \times \mathcal{S} \rightarrow \overline{\mathbb{R}}_{+}$ such that $\mu(t, B)$ is $\mathcal{T}$-measurable in $t \in T$ for each $B \in \mathcal{S}$ and a measure in $B \in \mathcal{S}$ for each $t \in T$. Say that $\mu$ is a probability kernel if $\mu(t, S)=1$ for all $t$. Kernels on the basic probability space $\Omega$ are called random measures.

Now fix a $\sigma$-field $\mathcal{F} \subset \mathcal{A}$ and a random element $\xi$ in some measurable space $(S, \mathcal{S})$. By a regular conditional distribution of $\xi$, given $\mathcal{F}$, we mean
a version of the function $P[\xi \in \cdot \mid \mathcal{F}]$ on $\Omega \times \mathcal{S}$ which is a probability kernel from $(\Omega, \mathcal{F})$ to $(S, \mathcal{S})$, hence an $\mathcal{F}$-measurable random probability measure on $S$. More generally, if $\eta$ is another random element in some measurable space $(T, \mathcal{T})$, a regular conditional distribution of $\xi$, given $\eta$, is defined as a random measure of the form

$$
\begin{equation*}
\mu(\eta, B)=P[\xi \in B \mid \eta] \text { a.s. }, \quad B \in \mathcal{S}, \tag{2}
\end{equation*}
$$

where $\mu$ is a probability kernel from $T$ to $S$. In the extreme cases when $\xi$ is $\mathcal{F}$-measurable or independent of $\mathcal{F}$, we note that $P[\xi \in B \mid \mathcal{F}]$ has the regular version $1\{\xi \in B\}$ or $P\{\xi \in B\}$, respectively. The general case requires some regularity conditions on the space $S$.

Theorem 5.3 (conditional distribution) Fix a Borel space $S$ and a measurable space $T$, and let $\xi$ and $\eta$ be random elements in $S$ and $T$, respectively. Then there exists a probability kernel $\mu$ from $T$ to $S$ satisfying $P[\xi \in \cdot \mid \eta]=$ $\mu(\eta, \cdot)$ a.s., and $\mu$ is unique a.e. $P \circ \eta^{-1}$.

Proof: We may assume that $S \in \mathcal{B}(\mathbb{R})$. For every $r \in \mathbb{Q}$ we may choose some measurable function $f_{r}=f(\cdot, r): T \rightarrow[0,1]$ such that

$$
\begin{equation*}
f(\eta, r)=P[\xi \leq r \mid \eta] \text { a.s., } \quad r \in \mathbb{Q} . \tag{3}
\end{equation*}
$$

Let $A$ be the set of elements $t \in T$ such that $f(t, r)$ is nondecreasing in $r \in \mathbb{Q}$ with limits 1 and 0 at $\pm \infty$. Since $A$ is specified by countably many measurable conditions, each of which holds a.s. at $\eta$, we have $A \in \mathcal{T}$ and $\eta \in A$ a.s. Now define

$$
F(t, x)=1_{A}(t) \inf _{r>x} f(t, r)+1_{A^{c}}(t) 1\{x \geq 0\}, \quad x \in \mathbb{R}, t \in T
$$

and note that $F(t, \cdot)$ is a distribution function on $\mathbb{R}$ for every $t \in T$. Hence, there exists some probability measures $m(t, \cdot)$ on $\mathbb{R}$ with

$$
m(t,(-\infty, x])=F(t, x), \quad x \in \mathbb{R}, t \in T
$$

The function $F(t, x)$ is clearly measurable in $t$ for each $x$, and by a monotone class argument it follows that $m$ is a kernel from $T$ to $\mathbb{R}$.

By (3) and the monotone convergence property of $E^{\eta}$, we have

$$
m(\eta,(-\infty, x])=F(\eta, x)=P[\xi \leq x \mid \eta] \text { a.s., } \quad x \in \mathbb{R} .
$$

Using a monotone class argument based on the a.s. monotone convergence property, we may extend the last relation to

$$
\begin{equation*}
m(\eta, B)=P[\xi \in B \mid \eta] \text { a.s., } \quad B \in \mathcal{B}(\mathbb{R}) \tag{4}
\end{equation*}
$$

In particular, we get $m\left(\eta, S^{c}\right)=0$ a.s., and so (4) remains true on $\mathcal{S}=\mathcal{B} \cap S$ with $m$ replaced by the kernel

$$
\mu(t, \cdot)=m(t, \cdot) 1\{m(t, S)=1\}+\delta_{s} 1\{m(t, S)<1\}, \quad t \in T
$$

where $s \in S$ is arbitrary. If $\mu^{\prime}$ is another kernel with the stated property, then

$$
\mu(\eta,(-\infty, r])=P[\xi \leq r \mid \eta]=\mu^{\prime}(\eta,(-\infty, r]) \text { a.s., } \quad r \in \mathbb{Q},
$$

and a monotone class argument yields $\mu(\eta, \cdot)=\mu^{\prime}(\eta, \cdot)$ a.s.

We shall next extend Fubini's theorem, by showing how ordinary and conditional expectations can be computed by integration with respect to suitable conditional distributions. The result may be regarded as a disintegration of measures on a product space into their one-dimensional components.

Theorem 5.4 (disintegration) Fix two measurable spaces $S$ and $T$, a $\sigma$-field $\mathcal{F} \subset \mathcal{A}$, and a random element $\xi$ in $S$ such that $P[\xi \in \cdot \mid \mathcal{F}]$ has a regular version $\nu$. Further consider an $\mathcal{F}$-measurable random element $\eta$ in $T$ and a measurable function $f$ on $S \times T$ with $E|f(\xi, \eta)|<\infty$. Then

$$
\begin{equation*}
E[f(\xi, \eta) \mid \mathcal{F}]=\int \nu(d s) f(s, \eta) \quad \text { a.s. } \tag{5}
\end{equation*}
$$

The a.s. existence and $\mathcal{F}$-measurability of the integral on the right should be regarded as part of the assertion. In the special case when $\mathcal{F}=\sigma(\eta)$ and $P[\xi \in \cdot \mid \eta]=\mu(\eta, \cdot)$ for some probability kernel $\mu$ from $T$ to $S$, (5) becomes

$$
\begin{equation*}
E[f(\xi, \eta) \mid \eta]=\int \mu(\eta, d s) f(s, \eta) \text { a.s. } \tag{6}
\end{equation*}
$$

Integrating (5) and (6), we get the commonly used formulas

$$
\begin{equation*}
E f(\xi, \eta)=E \int \nu(d s) f(s, \eta)=E \int \mu(\eta, d s) f(s, \eta) \tag{7}
\end{equation*}
$$

If $\xi \Perp \eta$, we may take $\mu(\eta, \cdot) \equiv P \circ \xi^{-1}$, and (7) reduces to the relation in Lemma 2.11.

Proof of Theorem 5.4: If $B \in \mathcal{S}$ and $C \in \mathcal{T}$, we may use the averaging property of conditional expectations to get

$$
\begin{aligned}
P\{\xi \in B, \eta \in C\} & =E[P[\xi \in B \mid \mathcal{F}] ; \eta \in C]=E[\nu B ; \eta \in C] \\
& =E \int \nu(d s) 1\{s \in B, \eta \in C\}
\end{aligned}
$$

which proves the first relation in (7) for $f=1_{B \times C}$. The formula extends, along with the measurability of the inner integral on the right, first by a monotone class argument to all measurable indicator functions, and then by linearity and monotone convergence to any measurable function $f \geq 0$.

Now fix a measurable function $f: S \times T \rightarrow \mathbb{R}_{+}$with $E f(\xi, \eta)<\infty$, and let $A \in \mathcal{F}$ be arbitrary. Regarding $\left(\eta, 1_{A}\right)$ as an $\mathcal{F}$-measurable random element in $T \times\{0,1\}$, we may conclude from (7) that

$$
E[f(\xi, \eta) ; A]=E \int \nu(d s) f(s, \eta) 1_{A}, \quad A \in \mathcal{F}
$$

This proves (5) for $f \geq 0$, and the general result follows by taking differences.

Applying (7) to functions of the form $f(\xi)$, we may extend many properties of ordinary expectations to a conditional setting. In particular, such extensions hold for the inequalities of Jensen, Hölder, and Minkowski. The first of those implies the $L^{p}$-contractivity

$$
\left\|E^{\mathcal{F}} \xi\right\|_{p} \leq\|\xi\|_{p}, \quad \xi \in L^{p}, p \geq 1
$$

Considering conditional distributions of entire sequences $\left(\xi, \xi_{1}, \xi_{2}, \ldots\right)$, we may further derive conditional versions of the basic continuity properties of ordinary integrals.

The following result plays an important role in Chapter 6.
Lemma 5.5 (uniform integrability, Doob) For any $\xi \in L^{1}$, the conditional expectations $E[\xi \mid \mathcal{F}], \mathcal{F} \subset \mathcal{A}$, are uniformly integrable.

Proof: By Jensen's inequality and the self-adjointness property,

$$
E\left[\left|E^{\mathcal{F}} \xi\right| ; A\right] \leq E\left[E^{\mathcal{F}}|\xi| ; A\right]=E\left[|\xi| P^{\mathcal{F}} A\right], \quad A \in \mathcal{A}
$$

and by Lemma 3.10 we need to show that this tends to zero as $P A \rightarrow 0$, uniformly in $\mathcal{F}$. By dominated convergence along subsequences, it is then enough to show that $P^{\mathcal{F}_{n}} A_{n} \xrightarrow{P} 0$ for any $\sigma$-fields $\mathcal{F}_{n} \subset \mathcal{A}$ and sets $A_{n} \in \mathcal{A}$ with $P A_{n} \rightarrow 0$. But this is clear, since $E P^{\mathcal{F}_{n}} A_{n}=P A_{n} \rightarrow 0$.

Turning to the topic of conditional independence, consider any sub- $\sigma$ fields $\mathcal{F}_{1}, \ldots, \mathcal{F}_{n}, \mathcal{G} \subset \mathcal{A}$. Imitating the definition of ordinary independence, we say that $\mathcal{F}_{1}, \ldots, \mathcal{F}_{n}$ are conditionally independent, given $\mathcal{G}$, if

$$
P^{\mathcal{G}} \bigcap_{k \leq n} B_{k}=\prod_{k \leq n} P^{\mathcal{G}} B_{k} \text { a.s., } \quad B_{k} \in \mathcal{F}_{k}, k=1, \ldots, n
$$

For infinite collections of $\sigma$-fields $\mathcal{F}_{t}, t \in T$, the same property is required for every finite subcollection $\mathcal{F}_{t_{1}}, \ldots, \mathcal{F}_{t_{n}}$ with distinct indices $t_{1}, \ldots, t_{n} \in T$. The relation $\Perp_{\mathcal{G}}$ will be used to denote pairwise conditional independence, given some $\sigma$-field $\mathcal{G}$. Conditional independence involving events $A_{t}$ or random elements $\xi_{t}, t \in T$, is defined as before in terms of the induced $\sigma$-fields $\sigma\left(A_{t}\right)$ or $\sigma\left(\xi_{t}\right)$, respectively, and the notation involving $\Perp$ carries over to this case.

In particular, we note that any $\mathcal{F}$-measurable random elements $\xi_{t}$ are conditionally independent, given $\mathcal{F}$. If the $\xi_{t}$ are instead independent of $\mathcal{F}$, then their conditional independence, given $\mathcal{F}$, is equivalent to the ordinary independence between the $\xi_{t}$. The regularization theorem shows that any general statement or formula involving conditional independencies between countably many random elements in some Borel space remains true in a
conditional setting. For example, as in Lemma 2.8, the $\sigma$-fields $\mathcal{F}_{1}, \mathcal{F}_{2}, \ldots$ are conditionally independent, given $\mathcal{G}$, iff

$$
\left(\mathcal{F}_{1}, \ldots, \mathcal{F}_{n}\right){\underset{\mathcal{G}}{ }}_{\varliminf_{n+1}} \mathcal{F}_{n}, \quad n \in \mathbb{N} .
$$

Much more can be said in the conditional case, and we begin with a fundamental characterization. If nothing else is said, $\mathcal{F}, \mathcal{G}, \ldots$ with or without subscripts denote sub- $\sigma$-fields of $\mathcal{A}$.
Proposition 5.6 (conditional independence, Doob) For any $\sigma$-fields $\mathcal{F}, \mathcal{G}$, and $\mathcal{H}$, we have $\mathcal{F} \Perp_{\mathcal{G}} \mathcal{H}$ iff

$$
\begin{equation*}
P[H \mid \mathcal{F}, \mathcal{G}]=P[H \mid \mathcal{G}] \quad \text { a.s. }, \quad H \in \mathcal{H} . \tag{8}
\end{equation*}
$$

Proof: Assuming (8) and using the chain and pull-out properties of conditional expectations, we get for any $F \in \mathcal{F}$ and $H \in \mathcal{H}$

$$
\begin{aligned}
P^{\mathcal{G}}(F \cap H) & =E^{\mathcal{G}} P^{\mathcal{F} \vee \mathcal{G}}(F \cap H)=E^{\mathcal{G}}\left[P^{\mathcal{F} \vee \mathcal{G}} H ; F\right] \\
& =E^{\mathcal{G}}\left[P^{\mathcal{G}} H ; F\right]=\left(P^{\mathcal{G}} F\right)\left(P^{\mathcal{G}} H\right),
\end{aligned}
$$

which shows that $\mathcal{F} \Perp_{\mathcal{G}} \mathcal{H}$. Conversely, assuming $\mathcal{F} \Perp_{\mathcal{G}} \mathcal{H}$ and using the chain and pull-out properties, we get for any $F \in \mathcal{F}, G \in \mathcal{G}$, and $H \in \mathcal{H}$

$$
\begin{aligned}
E\left[P^{\mathcal{G}} H ; F \cap G\right] & =E\left[\left(P^{\mathcal{G}} F\right)\left(P^{\mathcal{G}} H\right) ; G\right] \\
& =E\left[P^{\mathcal{G}}(F \cap H) ; G\right]=P(F \cap G \cap H) .
\end{aligned}
$$

By a monotone class argument, this extends to

$$
E\left[P^{\mathcal{G}} H ; A\right]=P(H \cap A), \quad A \in \mathcal{F} \vee \mathcal{G}
$$

and (8) follows by the averaging characterization of $P^{\mathcal{F} \vee \mathcal{G}} H$.
From the last result we may easily deduce some further useful properties. Let $\overline{\mathcal{G}}$ denote the completion of $\mathcal{G}$ with respect to the basic $\sigma$-field $\mathcal{A}$, generated by $\mathcal{G}$ and the family $\mathcal{N}=\{N \subset A ; A \in \mathcal{A}, P A=0\}$.

Corollary 5.7 For any $\sigma$-fields $\mathcal{F}, \mathcal{G}$, and $\mathcal{H}$, we have
(i) $\mathcal{F} \Perp_{\mathcal{G}} \mathcal{H}$ iff $\mathcal{F} \Perp_{\mathcal{G}}(\mathcal{G}, \mathcal{H})$;
(ii) $\mathcal{F} \Perp_{\mathcal{G}} \mathcal{F}$ iff $\mathcal{F} \subset \overline{\mathcal{G}}$.

Proof: (i) By Proposition 5.6, both relations are equivalent to

$$
P[F \mid \mathcal{G}, \mathcal{H}]=P[F \mid \mathcal{G}] \text { a.s., } \quad F \in \mathcal{F} .
$$

(ii) If $\mathcal{F} \Perp_{\mathcal{G}} \mathcal{F}$, then by Proposition 5.6

$$
1_{F}=P[F \mid \mathcal{F}, \mathcal{G}]=P[F \mid \mathcal{G}] \text { a.s., } \quad F \in \mathcal{F},
$$

which implies $\mathcal{F} \subset \overline{\mathcal{G}}$. Conversely, the latter relation yields

$$
P[F \mid \mathcal{G}]=P[F \mid \overline{\mathcal{G}}]=1_{F}=P[F \mid \mathcal{F}, \mathcal{G}] \text { a.s., } \quad F \in \mathcal{F},
$$

and so $\mathcal{F} \Perp_{\mathcal{G}} \mathcal{F}$ by Proposition 5.6.
The following result is often applied in both directions.

Proposition 5.8 (chain rule) For any $\sigma$-fields $\mathcal{G}, \mathcal{H}$, and $\mathcal{F}_{1}, \mathcal{F}_{2}, \ldots$, these conditions are equivalent:
(i)

(ii) $\mathcal{H}_{\mathcal{G}, \mathcal{F}_{1}, \ldots, \mathcal{F}_{n}}^{\Perp} \mathcal{F}_{n+1}, \quad n \geq 0$.

Proof: Assuming (i), we get by Proposition 5.6 for any $H \in \mathcal{H}$ and $n \geq 0$

$$
P\left[H \mid \mathcal{G}, \mathcal{F}_{1}, \ldots, \mathcal{F}_{n}\right]=P[H \mid \mathcal{G}]=P\left[H \mid \mathcal{G}, \mathcal{F}_{1}, \ldots, \mathcal{F}_{n+1}\right]
$$

and (ii) follows by another application of Proposition 5.6.
Now assume (ii) instead, and conclude by Proposition 5.6 that for any $H \in \mathcal{H}$

$$
P\left[H \mid \mathcal{G}, \mathcal{F}_{1}, \ldots, \mathcal{F}_{n}\right]=P\left[H \mid \mathcal{G}, \mathcal{F}_{1}, \ldots, \mathcal{F}_{n+1}\right], \quad n \geq 0
$$

Summing over $n<m$ gives

$$
P[H \mid \mathcal{G}]=P\left[H \mid \mathcal{G}, \mathcal{F}_{1}, \ldots, \mathcal{F}_{m}\right], \quad m \geq 1
$$

so by Proposition 5.6

$$
\mathcal{H} \underset{\mathcal{G}}{\prod_{1}}\left(\mathcal{F}_{1}, \ldots, \mathcal{F}_{m}\right), \quad m \geq 1,
$$

which extends to (i) by a monotone class argument.
The last result is even useful for establishing ordinary independence. In fact, taking $\mathcal{G}=\{\emptyset, \Omega\}$ in Proposition 5.8, we note that $\mathcal{H} \Perp\left(\mathcal{F}_{1}, \mathcal{F}_{2}, \ldots\right)$ iff

$$
\mathcal{H}_{\mathcal{F}_{1}, \ldots, \mathcal{F}_{n}} \mathcal{F}_{n+1}, \quad n \geq 0 .
$$

Our next aim is to show how regular conditional distributions can be used to construct random elements with desired properties. This may require an extension of the basic probability space. By an extension of $(\Omega, \mathcal{A}, P)$ we mean a product space $(\hat{\Omega}, \hat{\mathcal{A}})=(\Omega \times S, \mathcal{A} \otimes \mathcal{S})$, equipped with some probability measure $\hat{P}$ satisfying $\hat{P}(\cdot \times S)=P$. Any random element $\xi$ on $\Omega$ may be regarded as defined on $\hat{\Omega}$. Thus, we may formally replace $\xi$ by the random element $\hat{\xi}(\omega, s)=\xi(\omega)$, which clearly has the same distribution. For extensions of this type, we may retain our original notation and write $P$ and $\xi$ instead of $\hat{P}$ and $\hat{\xi}$.

We begin with an elementary extension suggested by Theorem 5.4. The result is needed for various constructions in Chapter 10.

Lemma 5.9 (extension) Fix a probability kernel $\mu$ between two measurable spaces $S$ and $T$, and let $\xi$ be a random element in $S$. Then there exists a random element $\eta$ in $T$, defined on some extension of the original probability space $\Omega$, such that $P[\eta \in \cdot \mid \xi]=\mu(\xi, \cdot)$ a.s. and, moreover, $\eta \Perp_{\xi} \zeta$ for any random element $\zeta$ on $\Omega$.

Proof: Letting $\mathcal{T}$ be the $\sigma$-field in $T$, we may put $(\hat{\Omega}, \hat{\mathcal{A}})=(\Omega \times T, \mathcal{A} \otimes \mathcal{T})$, and define a probability measure $\hat{P}$ on $\hat{\Omega}$ by

$$
\hat{P} A=E \int 1_{A}(\cdot, t) \mu(\xi, d t), \quad A \in \hat{\mathcal{A}} .
$$

Then clearly $\hat{P}(\cdot \times T)=P$, and the random element $\eta(\omega, t) \equiv t$ on $\hat{\Omega}$ satisfies $\hat{P}[\eta \in \cdot \mid \mathcal{A}]=\mu(\xi, \cdot)$ a.s. In particular, we get $\eta \Perp_{\xi} \mathcal{A}$ by Proposition 5.6, and so $\eta \Perp_{\xi} \zeta$.

For most constructions we need only a single randomization variable. By this we mean a $U(0,1)$ random variable $\vartheta$ that is independent of all previously introduced random elements and $\sigma$-fields. The basic probability space is henceforth assumed to be rich enough to support any randomization variables we may need. This involves no serious loss of generality, since we can always get the condition fulfilled by a simple extension of the space. In fact, it suffices to take

$$
\hat{\Omega}=\Omega \times[0,1], \quad \hat{\mathcal{A}}=\mathcal{A} \otimes \mathcal{B}[0,1], \quad \hat{P}=P \otimes \lambda,
$$

where $\lambda$ denotes Lebesgue measure on $[0,1]$. Then $\vartheta(\omega, t) \equiv t$ is $U(0,1)$ on $\hat{\Omega}$ and $\vartheta \Perp \mathcal{A}$. By Lemma 2.21 we may use $\vartheta$ to produce a whole sequence of independent randomization variables $\vartheta_{1}, \vartheta_{2}, \ldots$ if required.

The following basic result shows how a probabilistic structure can be carried over from one context to another by means of a suitable randomization. Constructions of this type are frequently employed in the sequel.

Theorem 5.10 (transfer) Fix any measurable space $S$ and Borel space T, and let $\xi \stackrel{d}{=} \tilde{\xi}$ and $\eta$ be random elements in $S$ and $T$, respectively. Then there exists a random element $\tilde{\eta}$ in $T$ with $(\tilde{\xi}, \tilde{\eta}) \stackrel{d}{=}(\xi, \eta)$. More precisely, there exists a measurable function $f: S \times[0,1] \rightarrow T$ such that we may take $\tilde{\eta}=f(\tilde{\xi}, \vartheta)$ whenever $\vartheta \Perp \tilde{\xi}$ is $U(0,1)$.

Proof: By Theorem 5.3 there exists a probability kernel $\mu$ from $S$ to $T$ satisfying

$$
\mu(\xi, B)=P[\eta \in B \mid \xi], \quad B \in \mathcal{B}[0,1]
$$

and by Lemma 2.22 we may further choose a measurable function $f: S \times$ $[0,1] \rightarrow T$ such that $f(s, \vartheta)$ has distribution $\mu(s, \cdot)$ for every $s \in S$. Define $\tilde{\eta}=f(\tilde{\xi}, \vartheta)$. Using Lemmas 1.22 and 2.11 together with Theorem 5.4, we get for any measurable function $g: S \times[0,1] \rightarrow \mathbb{R}_{+}$

$$
\begin{aligned}
E g(\tilde{\xi}, \tilde{\eta}) & =E g(\tilde{\xi}, f(\tilde{\xi}, \vartheta))=E \int g(\xi, f(\xi, u)) d u \\
& =E \int g(\xi, t) \mu(\xi, d t)=E g(\xi, \eta)
\end{aligned}
$$

which shows that $(\tilde{\xi}, \tilde{\eta}) \stackrel{d}{=}(\xi, \eta)$.

The following version of the last result is often useful to transfer representations of random objects.

Corollary 5.11 (stochastic equations) Fix two Borel spaces $S$ and $T$, a measurable mapping $f: T \rightarrow S$, and some random elements $\xi$ in $S$ and $\eta$ in $T$ with $\xi \stackrel{d}{=} f(\eta)$. Then there exists a random element $\tilde{\eta} \stackrel{d}{=} \eta$ in $T$ with $\xi=f(\tilde{\eta})$ a.s.

Proof: By Theorem 5.10 there exists some random element $\tilde{\eta}$ in $T$ with $(\xi, \tilde{\eta}) \stackrel{d}{=}(f(\eta), \eta)$. In particular, $\tilde{\eta} \stackrel{d}{=} \eta$ and, moreover, $(\xi, f(\tilde{\eta})) \stackrel{d}{=}(f(\eta), f(\eta))$. Since the diagonal in $S^{2}$ is measurable, we get $P\{\xi=f(\tilde{\eta})\}=P\{f(\eta)=$ $f(\eta)\}=1$, and so $\xi=f(\tilde{\eta})$ a.s.

The last result leads in particular to a useful extension of Theorem 3.30.
Corollary 5.12 (extended Skorohod coupling) Let $f, f_{1}, f_{2}, \ldots$ be measurable functions from a Borel space $S$ to a Polish space $T$, and let $\xi, \xi_{1}, \xi_{2}, \ldots$ be random elements in $S$ with $f_{n}\left(\xi_{n}\right) \xrightarrow{d} f(\xi)$. Then there exist some random elements $\tilde{\xi} \stackrel{d}{=} \xi$ and $\tilde{\xi}_{n} \stackrel{d}{=} \xi_{n}$ with $f_{n}\left(\tilde{\xi}_{n}\right) \rightarrow f(\tilde{\xi})$ a.s.

Proof: By Theorem 3.30 there exist some $\eta \stackrel{d}{=} f(\xi)$ and $\eta_{n} \stackrel{d}{=} f_{n}\left(\xi_{n}\right)$ with $\eta_{n} \rightarrow \eta$ a.s. By Corollary 5.11 we may further choose some $\tilde{\xi} \stackrel{d}{=} \xi$ and $\tilde{\xi}_{n} \stackrel{d}{=} \xi_{n}$ such that a.s. $f(\tilde{\xi})=\eta$ and $f_{n}\left(\tilde{\xi}_{n}\right)=\eta_{n}$ for all $n$. But then $f_{n}\left(\tilde{\xi}_{n}\right) \rightarrow f(\tilde{\xi})$ a.s.

The next result clarifies the relationship between randomizations and conditional independence. Important applications appear in Chapters 7, 10, and 18.

Proposition 5.13 (conditional independence and randomization) Let $\xi, \eta$, and $\zeta$ be random elements in some measurable spaces $S, T$, and $U$, respectively, where $S$ is Borel. Then $\xi \Perp_{\eta} \zeta$ iff $\xi=f(\eta, \vartheta)$ a.s. for some measurable function $f: T \times[0,1] \rightarrow S$ and some $U(0,1)$ random variable $\vartheta \Perp(\eta, \zeta)$.

Proof: First assume that $\xi=f(\eta, \vartheta)$ a.s., where $f$ is measurable and $\vartheta \Perp(\eta, \zeta)$. Then Proposition 5.8 yields $\vartheta \Perp_{\eta} \zeta$, and so $(\eta, \vartheta) \Perp_{\eta} \zeta$ by Corollary 5.7, which implies $\xi \Perp_{\eta} \zeta$.

Conversely, assume that $\xi \Perp_{\eta} \zeta$, and let $\vartheta \Perp(\eta, \zeta)$ be $U(0,1)$. By Theorem 5.10 there exists some measurable function $f: T \times[0,1] \rightarrow S$ such that the random element $\tilde{\xi}=f(\eta, \vartheta)$ satisfies $\tilde{\xi} \stackrel{d}{=} \xi$ and $(\tilde{\xi}, \eta) \stackrel{d}{=}(\xi, \eta)$. By the sufficiency part, we further note that $\tilde{\xi} \Perp_{\eta} \zeta$. Hence, by Proposition 5.6,

$$
P[\tilde{\xi} \in \cdot \mid \eta, \zeta]=P[\tilde{\xi} \in \cdot \mid \eta]=P[\xi \in \cdot \mid \eta]=P[\xi \in \cdot \mid \eta, \zeta]
$$

and so $(\tilde{\xi}, \eta, \zeta) \stackrel{d}{=}(\xi, \eta, \zeta)$. By Theorem 5.10 we may choose some $\tilde{\vartheta} \stackrel{d}{=} \vartheta$ with $(\xi, \eta, \zeta, \tilde{\vartheta}) \stackrel{d}{=}(\tilde{\xi}, \eta, \zeta, \vartheta)$. In particular, $\tilde{\vartheta} \Perp(\eta, \zeta)$ and $(\xi, f(\eta, \tilde{\vartheta})) \stackrel{d}{=}$
$(\tilde{\xi}, f(\eta, \vartheta))$. Since $\tilde{\xi}=f(\eta, \vartheta)$ and the diagonal in $S^{2}$ is measurable, we get $\xi=f(\eta, \tilde{\vartheta})$ a.s., and so the stated condition holds with $\tilde{\vartheta}$ in place of $\vartheta$.

We shall now use the transfer theorem to construct random sequences or processes with given finite-dimensional distributions. Given any measurable spaces $S_{1}, S_{2}, \ldots$, a sequence of probability measures $\mu_{n}$ on $S_{1} \times \cdots \times S_{n}$, $n \in \mathbb{N}$, is said to be projective if

$$
\begin{equation*}
\mu_{n+1}\left(\cdot \times S_{n+1}\right)=\mu_{n}, \quad n \in \mathbb{N} \tag{9}
\end{equation*}
$$

Theorem 5.14 (existence of random sequences, Daniell) Given any Borel spaces $S_{1}, S_{2}, \ldots$ and a projective sequence of probability measures $\mu_{n}$ on $S_{1} \times$ $\cdots \times S_{n}, n \in \mathbb{N}$, there exist some random elements $\xi_{n}$ in $S_{n}, n \in \mathbb{N}$, such that $\left(\xi_{1}, \ldots, \xi_{n}\right)$ has distribution $\mu_{n}$ for each $n$.

Proof: By Lemma 2.21 there exist on the Lebesgue unit interval some i.i.d. $U(0,1)$ random variables $\vartheta_{1}, \vartheta_{2}, \ldots$, and we may construct $\xi_{1}, \xi_{2}, \ldots$ recursively from the $\vartheta_{n}$. Then assume for some $n \geq 0$ that $\xi_{1}, \ldots, \xi_{n}$ have already been constructed as measurable functions of $\vartheta_{1}, \ldots, \vartheta_{n}$ with joint distribution $\mu_{n}$. Let $\eta_{1}, \ldots, \eta_{n+1}$ be arbitrary with joint distribution $\mu_{n+1}$. The projective property yields $\left(\xi_{1}, \ldots, \xi_{n}\right) \stackrel{d}{=}\left(\eta_{1}, \ldots, \eta_{n}\right)$, so by Theorem 5.10 we may form $\xi_{n+1}$ as a measurable function of $\xi_{1}, \ldots, \xi_{n}, \vartheta_{n+1}$ such that $\left(\xi_{1}, \ldots, \xi_{n+1}\right) \stackrel{d}{=}\left(\eta_{1}, \ldots, \eta_{n+1}\right)$. This completes the recursion.

The last theorem may be used to extend a process from bounded to unbounded domains. We state the result in an abstract form, designed to fulfill our needs in Chapters 16 and 21. Let $I$ denote the identity mapping on any space.

Corollary 5.15 (extension of domain) Fix any Borel spaces $S, S_{1}, S_{2}, \ldots$ and some measurable mappings $\pi_{n}: S \rightarrow S_{n}$ and $\pi_{k}^{n}: S_{n} \rightarrow S_{k}, k \leq n$, such that

$$
\begin{equation*}
\pi_{k}^{n}=\pi_{k}^{m} \circ \pi_{m}^{n}, \quad k \leq m \leq n . \tag{10}
\end{equation*}
$$

Let $\bar{S}$ denote the set of sequences $\left(s_{1}, s_{2}, \ldots\right) \in S_{1} \times S_{2} \times \cdots$ with $\pi_{k}^{n} s_{n}=s_{k}$ for all $k \leq n$, and assume that there exists some measurable mapping $h: \bar{S} \rightarrow S$ with $\left(\pi_{1}, \pi_{2}, \ldots\right) \circ h=I$ on $\bar{S}$. Then for any probability measures $\mu_{n}$ on $S_{n}$ with $\mu_{n} \circ\left(\pi_{k}^{n}\right)^{-1}=\mu_{k}$ for all $k \leq n$, there exists some probability measure $\mu$ on $S$ with $\mu \circ \pi_{n}^{-1}=\mu_{n}$ for all $n$.

Proof: Introduce the measures

$$
\begin{equation*}
\bar{\mu}_{n}=\mu_{n} \circ\left(\pi_{1}^{n}, \ldots, \pi_{n}^{n}\right)^{-1}, \quad n \in \mathbb{N}, \tag{11}
\end{equation*}
$$

and conclude from (10) and the relation between the $\mu_{n}$ that

$$
\begin{aligned}
\bar{\mu}_{n+1}\left(\cdot \times S_{n+1}\right) & =\mu_{n+1} \circ\left(\pi_{1}^{n+1}, \ldots, \pi_{n}^{n+1}\right)^{-1} \\
& =\mu_{n+1} \circ\left(\pi_{n}^{n+1}\right)^{-1} \circ\left(\pi_{1}^{n}, \ldots, \pi_{n}^{n}\right)^{-1} \\
& =\mu_{n} \circ\left(\pi_{1}^{n}, \ldots, \pi_{n}^{n}\right)^{-1}=\bar{\mu}_{n} .
\end{aligned}
$$

By Theorem 5.14 there exists some measure $\bar{\mu}$ on $S_{1} \times S_{2} \times \cdots$ with

$$
\begin{equation*}
\bar{\mu} \circ\left(\bar{\pi}_{1}, \ldots, \bar{\pi}_{n}\right)^{-1}=\bar{\mu}_{n}, \quad n \in \mathbb{N} \tag{12}
\end{equation*}
$$

where $\bar{\pi}_{1}, \bar{\pi}_{2}, \ldots$ denote the coordinate projections in $S_{1} \times S_{2} \times \cdots$. From (10) through (12) it is clear that $\bar{\mu}$ is restricted to $\bar{S}$, which allows us to define $\mu=\bar{\mu} \circ h^{-1}$. It remains to note that

$$
\mu \circ \pi_{n}^{-1}=\bar{\mu} \circ\left(\pi_{n} h\right)^{-1}=\bar{\mu} \circ \bar{\pi}_{n}^{-1}=\bar{\mu}_{n} \circ \bar{\pi}_{n}^{-1}=\mu_{n} \circ\left(\pi_{n}^{n}\right)^{-1}=\mu_{n}
$$

We shall often need an extension of Theorem 5.14 to processes on arbitrary index sets $T$. For any collection of spaces $S_{t}, t \in T$, define $S_{I}=\mathrm{X}_{t \in I} S_{t}$, $I \subset T$. Similarly, if each $S_{t}$ is endowed with a $\sigma$-field $\mathcal{S}_{t}$, let $\mathcal{S}_{I}$ denote the product $\sigma$-field $\otimes_{t \in I} \mathcal{S}_{t}$. Finally, if each $\xi_{t}$ is a random element in $S_{t}$, write $\xi_{I}$ for the restriction of the process $\left(\xi_{t}\right)$ to the index set $I$.

Now let $\hat{T}$ and $\bar{T}$ denote the classes of finite and countable subsets of $T$, respectively. A family of probability measures $\mu_{I}, I \in \hat{T}$ or $\bar{T}$, is said to be projective if

$$
\begin{equation*}
\mu_{J}\left(\cdot \times S_{J \backslash I}\right)=\mu_{I}, \quad I \subset J \text { in } \hat{T} \text { or } \bar{T} \tag{13}
\end{equation*}
$$

Theorem 5.16 (existence of processes, Kolmogorov) For any collection of Borel spaces $S_{t}, t \in T$, consider a projective family of probability measures $\mu_{I}$ on $S_{I}, I \in \hat{T}$. Then there exist some random elements $\xi_{t}$ in $S_{t}, t \in T$, such that $\xi_{I}$ has distribution $\mu_{I}$ for every $I \in \hat{T}$.

Proof: Recall that the product $\sigma$-field $\mathcal{S}_{T}$ in $S_{T}$ is generated by all coordinate projections $\pi_{t}, t \in T$, and hence consists of all countable cylinder sets $B \times S_{T \backslash U}, B \in \mathcal{S}_{U}, U \in \bar{T}$. For each $U \in \bar{T}$, there exists by Theorem 5.14 some probability measure $\mu_{U}$ on $S_{U}$ satisfying

$$
\mu_{U}\left(\cdot \times S_{U \backslash I}\right)=\mu_{I}, \quad I \in \hat{U}
$$

and by Proposition 2.2 the family $\mu_{U}, U \in \bar{T}$, is again projective. We may then define a function $\mu: \mathcal{S}_{T} \rightarrow[0,1]$ by

$$
\mu\left(\cdot \times S_{T \backslash U}\right)=\mu_{U}, \quad U \in \bar{T}
$$

To check the countable additivity of $\mu$, consider any disjoint sets $A_{1}, A_{2}, \ldots \in$ $\mathcal{S}_{T}$. For each $n$ we have $A_{n}=B_{n} \times S_{T \backslash U_{n}}$ for some $U_{n} \in \bar{T}$ and $B_{n} \in \mathcal{S}_{U_{n}}$. Writing $U=\bigcup_{n} U_{n}$ and $C_{n}=B_{n} \times S_{U \backslash U_{n}}$, we get

$$
\mu \bigcup_{n} A_{n}=\mu_{U} \bigcup_{n} C_{n}=\sum_{n} \mu_{U} C_{n}=\sum_{n} \mu A_{n}
$$

The process $\xi=\left(\xi_{t}\right)$ may now be defined as identity mapping on the probability space $\left(S_{T}, \mathcal{S}_{T}, \mu\right)$.

If the projective sequence in Theorem 5.14 is defined recursively in terms of a sequence of conditional distributions, then no regularity condition is needed on the state spaces. For a precise statement, define the product $\mu \otimes \nu$ of two kernels $\mu$ and $\nu$ as in Chapter 1.

Theorem 5.17 (extension by conditioning, Ionescu Tulcea) For any measurable spaces $\left(S_{n}, \mathcal{S}_{n}\right)$ and probability kernels $\mu_{n}$ from $S_{1} \times \cdots \times S_{n-1}$ to $S_{n}, n \in \mathbb{N}$, there exist some random elements $\xi_{n}$ in $S_{n}, n \in \mathbb{N}$, such that $\left(\xi_{1}, \ldots, \xi_{n}\right)$ has distribution $\mu_{1} \otimes \cdots \otimes \mu_{n}$ for each $n$.

Proof: Put $\mathcal{F}_{n}=\mathcal{S}_{1} \otimes \cdots \otimes \mathcal{S}_{n}$ and $T_{n}=S_{n+1} \times S_{n+2} \times \cdots$, and note that the class $\mathcal{C}=\bigcup_{n}\left(\mathcal{F}_{n} \times T_{n}\right)$ is a field in $T_{0}$ generating the $\sigma$-field $\mathcal{F}_{\infty}$. We may define an additive function $\mu$ on $\mathcal{C}$ by

$$
\begin{equation*}
\mu\left(A \times T_{n}\right)=\left(\mu_{1} \otimes \cdots \otimes \mu_{n}\right) A, \quad A \in \mathcal{F}_{n}, n \in \mathbb{N} \tag{14}
\end{equation*}
$$

which is clearly independent of the representation $C=A \times T_{n}$. We need to extend $\mu$ to a probability measure on $\mathcal{F}_{\infty}$. By Carathéodory's extension Theorem A1.1, it is then enough to show that $\mu$ is continuous at $\emptyset$.

For any sequence $C_{1}, C_{2}, \ldots \in \mathcal{C}$ with $C_{n} \downarrow \emptyset$, we need to show that $\mu C_{n} \rightarrow 0$. Renumbering if necessary, we may assume for each $n$ that $C_{n}=$ $A_{n} \times T_{n}$ with $A_{n} \in \mathcal{F}_{n}$. Now define

$$
\begin{equation*}
f_{k}^{n}=\left(\mu_{k+1} \otimes \cdots \otimes \mu_{n}\right) 1_{A_{n}}, \quad k \leq n \tag{15}
\end{equation*}
$$

with the understanding that $f_{n}^{n}=1_{A_{n}}$ for $k=n$. By Lemma 1.38 (i) and (iii), each $f_{k}^{n}$ is an $\mathcal{F}_{k}$-measurable function on $S_{1} \times \cdots \times S_{k}$, and from (15) we note that

$$
\begin{equation*}
f_{k}^{n}=\mu_{k+1} f_{k+1}^{n}, \quad 0 \leq k<n . \tag{16}
\end{equation*}
$$

Since $C_{n} \downarrow \emptyset$, the functions $f_{k}^{n}$ are nonincreasing in $n$ for fixed $k$, say with limits $g_{k}$. By (16) and dominated convergence,

$$
\begin{equation*}
g_{k}=\mu_{k+1} g_{k+1}, \quad k \geq 0 \tag{17}
\end{equation*}
$$

Combining (14) and (15), we get $\mu C_{n}=f_{0}^{n} \downarrow g_{0}$. If $g_{0}>0$, then by (17) there exists some $s_{1} \in S_{1}$ with $g_{1}\left(s_{1}\right)>0$. Continuing recursively, we may construct a sequence $\bar{s}=\left(s_{1}, s_{2}, \ldots\right) \in T_{0}$ such that $g_{n}\left(s_{1}, \ldots, s_{n}\right)>0$ for each $n$. Then

$$
1_{C_{n}}(\bar{s})=1_{A_{n}}\left(s_{1}, \ldots, s_{n}\right)=f_{n}^{n}\left(s_{1}, \ldots, s_{n}\right) \geq g_{n}\left(s_{1}, \ldots, s_{n}\right)>0
$$

and so $\bar{s} \in \bigcap_{n} C_{n}$, which contradicts the hypothesis $C_{n} \downarrow \emptyset$. Thus, $g_{0}=0$, which means that $\mu C_{n} \rightarrow 0$.

As a simple application, we may deduce the existence of independent random elements with arbitrary distributions. The result extends the elementary Theorem 2.19.

Corollary 5.18 (infinite product measures, Eomnicki and Ulam) For any collection of probability spaces $\left(S_{t}, \mathcal{S}_{t}, \mu_{t}\right), t \in T$, there exist some independent random elements $\xi_{t}$ in $S_{t}$ with distributions $\mu_{t}, t \in T$.

Proof: For any countable subset $I \subset T$, the associated product measure $\mu_{I}=\otimes_{t \in I} \mu_{t}$ exists by Theorem 5.17. Now proceed as in the proof of Theorem 5.16.

## Exercises

1. Show that $(\xi, \eta) \stackrel{d}{=}\left(\xi^{\prime}, \eta\right)$ iff $P[\xi \in B \mid \eta]=P\left[\xi^{\prime} \in B \mid \eta\right]$ a.s. for any measurable set $B$.
2. Show that $E^{\mathcal{F}} \xi=E^{\mathcal{G}} \xi$ a.s. for all $\xi \in L^{1}$ iff $\overline{\mathcal{F}}=\overline{\mathcal{G}}$.
3. Show that the averaging property implies the other properties of conditional expectations listed in Theorem 5.1.
4. Let $0 \leq \xi_{n} \uparrow \xi$ and $0 \leq \eta \leq \xi$, where $\xi_{1}, \xi_{2}, \ldots, \eta \in L^{1}$, and fix a $\sigma$-field $\mathcal{F}$. Show that $E^{\mathcal{F}} \eta \leq \sup _{n} E^{\mathcal{F}} \xi_{n}$. (Hint: Apply the monotone convergence property to $E^{\mathcal{F}}\left(\xi_{n} \wedge \eta\right)$.)
5. For any $[0, \infty]$-valued random variable $\xi$, define $E^{\mathcal{F}} \xi=\sup _{n} E^{\mathcal{F}}(\xi \wedge n)$. Show that this extension of $E^{\mathcal{F}}$ satisfies the monotone convergence property. (Hint: Use the preceding result.)
6. Show that the above extension of $E^{\mathcal{F}}$ remains characterized by the averaging property and that $E^{\mathcal{F}} \xi<\infty$ a.s. iff the measure $\xi \cdot P=E[\xi ; \cdot]$ is $\sigma$-finite on $\mathcal{F}$. Extend $E^{\mathcal{F}} \xi$ to any random variable $\xi$ such that the measure $|\xi| \cdot P$ is $\sigma$-finite on $\mathcal{F}$.
7. Let $\xi_{1}, \xi_{2}, \ldots$ be $[0, \infty]$-valued random variables, and fix any $\sigma$-field $\mathcal{F}$. Show that $\liminf _{n} E^{\mathcal{F}} \xi_{n} \geq E^{\mathcal{F}} \liminf _{n} \xi_{n}$ a.s.
8. Fix any $\sigma$-field $\mathcal{F}$, and let $\xi, \xi_{1}, \xi_{2}, \ldots$ be random variables with $\xi_{n} \rightarrow \xi$ and $E^{\mathcal{F}} \sup _{n}\left|\xi_{n}\right|<\infty$ a.s. Show that $E^{\mathcal{F}} \xi_{n} \rightarrow E^{\mathcal{F}} \xi$ a.s.
9. Let $\mathcal{F}$ be the $\sigma$-field generated by some partition $A_{1}, A_{2}, \ldots \in \mathcal{A}$ of $\Omega$. Show for any $\xi \in L^{1}$ that $E[\xi \mid \mathcal{F}]=E\left[\xi \mid A_{k}\right]=E\left[\xi ; A_{k}\right] / P A_{k}$ on $A_{k}$ whenever $P A_{k}>0$.
10. For any $\sigma$-field $\mathcal{F}$, event $A$, and random variable $\xi \in L^{1}$, show that $E\left[\xi \mid \mathcal{F}, 1_{A}\right]=E[\xi ; A \mid \mathcal{F}] / P[A \mid \mathcal{F}]$ a.s. on $A$.
11. Let the random variables $\xi_{1}, \xi_{2}, \ldots \geq 0$ and $\sigma$-fields $\mathcal{F}_{1}, \mathcal{F}_{2}, \ldots$ be such that $E\left[\xi_{n} \mid \mathcal{F}_{n}\right] \xrightarrow{P} 0$. Show that $\xi_{n} \xrightarrow{P} 0$. (Hint: Consider the random variables $\xi_{n} \wedge 1$.)
12. Let $(\xi, \eta) \stackrel{d}{=}(\tilde{\xi}, \tilde{\eta})$, where $\xi \in L^{1}$. Show that $E[\xi \mid \eta] \stackrel{d}{=} E[\tilde{\xi} \mid \tilde{\eta}]$. (Hint: If $E[\xi \mid \eta]=f(\eta)$, then $E[\tilde{\xi} \mid \tilde{\eta}]=f(\tilde{\eta})$ a.s.)
13. Let $(\xi, \eta)$ be a random vector in $\mathbb{R}^{2}$ with probability density $f$, put $F(y)=\int f(x, y) d x$, and let $g(x, y)=f(x, y) / F(y)$. Show that $P[\xi \in B \mid \eta]=$ $\int_{B} g(x, \eta) d x$ a.s.
14. Use conditional distributions to deduce the monotone and dominated convergence theorems for conditional expectations from the corresponding unconditional results.
15. Assume that $E^{\mathcal{F}} \xi \stackrel{d}{=} \xi$ for some $\xi \in L^{1}$. Show that $\xi$ is a.s. $\mathcal{F}$ measurable. (Hint: Choose a strictly convex function $f$ with $E f(\xi)<\infty$, and apply the strict Jensen inequality to the conditional distributions.)
16. Assume that $(\xi, \eta) \stackrel{d}{=}(\xi, \zeta)$, where $\eta$ is $\zeta$-measurable. Show that $\xi \Perp_{\eta} \zeta$. (Hint: Show as above that $P[\xi \in B \mid \eta] \stackrel{d}{=} P[\xi \in B \mid \zeta]$, and deduce the corresponding a.s. equality.)
17. Let $\xi$ be a random element in some separable metric space $S$. Show that $P[\xi \in \cdot \mid \mathcal{F}]$ is a.s. degenerate iff $\xi$ is a.s. $\mathcal{F}$-measurable. (Hint: Reduce to the case when $P[\xi \in \cdot \mid \mathcal{F}]$ is degenerate everywhere and hence equal to $\delta_{\eta}$ for some $\mathcal{F}$-measurable random element $\eta$ in $S$. Then show that $\xi=\eta$ a.s.)
18. Assuming $\xi \Perp_{\eta} \zeta$ and $\gamma \Perp(\xi, \eta, \zeta)$, show that $\xi \Perp_{\eta, \gamma} \zeta$ and $\xi \Perp_{\eta}(\zeta, \gamma)$.
19. Extend Lemma 2.6 to the context of conditional independence. Also show that Corollary 2.7 and Lemma 2.8 remain valid for the conditional independence, given some $\sigma$-field $\mathcal{H}$.
20. Fix any $\sigma$-field $\mathcal{F}$ and random element $\xi$ in some Borel space, and define $\eta=P[\xi \in \cdot \mid \mathcal{F}]$. Show that $\xi \Perp_{\eta} \mathcal{F}$.
21. Let $\xi$ and $\eta$ be random elements in some Borel space $S$. Prove the existence of a measurable function $f: S \times[0,1] \rightarrow S$ and some $U(0,1)$ random variable $\gamma \Perp \eta$ such that $\xi=f(\eta, \gamma)$ a.s. (Hint: Choose $f$ with $(f(\eta, \vartheta), \eta) \stackrel{d}{=}(\xi, \eta)$ for any $U(0,1)$ random variable $\vartheta \Perp(\xi, \eta)$, and then let $(\gamma, \tilde{\eta}) \stackrel{d}{=}(\vartheta, \eta)$ with $(\xi, \eta)=(f(\gamma, \tilde{\eta}), \tilde{\eta})$ a.s. $)$
22. Let $\xi$ and $\eta$ be random elements in some Borel space $S$. Show that we may choose a random element $\tilde{\eta}$ in $S$ with $(\xi, \eta) \stackrel{d}{=}(\xi, \tilde{\eta})$ and $\eta \Perp_{\xi} \tilde{\eta}$.

## Chapter 6

## Martingales and Optional Times


#### Abstract

Filtrations and optional times; random time-change; martingale property; optional stopping and sampling; maximum and upcrossing inequalities; martingale convergence, regularity, and closure; limits of conditional expectations; regularization of submartingales


The importance of martingale methods can hardly be exaggerated. Indeed, martingales and the associated notions of filtrations and optional times are constantly used in all areas of modern probability and appear frequently throughout the remainder of this book.

In discrete time a martingale is simply a sequence of integrable random variables centered at the successive conditional means, a centering that can always be achieved by the elementary Doob decomposition. More precisely, given any discrete filtration $\mathcal{F}=\left(\mathcal{F}_{n}\right)$, that is, an increasing sequence of $\sigma$-fields in $\Omega$, one says that a sequence $M=\left(M_{n}\right)$ forms a martingale with respect to $\mathcal{F}$ if $E\left[M_{n} \mid \mathcal{F}_{n-1}\right]=M_{n-1}$ a.s. for all $n$. A special role is played by the class of uniformly integrable martingales, which can be represented in the form $M_{n}=E\left[\xi \mid \mathcal{F}_{n}\right]$ for some integrable random variables $\xi$.

Martingale theory owes its usefulness to a number of powerful general results, such as the optional sampling theorem, the submartingale convergence theorem, and a variety of maximum inequalities. The applications discussed in this chapter include extensions of the Borel-Cantelli lemma and Kolmogorov's zero-one law. Martingales are also used to establish the existence of measurable densities and to give a short proof of the law of large numbers.

Much of the discrete-time theory extends immediately to continuous time thanks to the fundamental regularization theorem, which ensures that every continuous-time martingale with respect to a right-continuous filtration has a right-continuous version with left-hand limits. The implications of this result extend far beyond martingale theory. In particular, it enables us in Chapters 13 and 17 to obtain right-continuous versions of independent-increment and Feller processes.

The theory of continuous-time martingales is continued in Chapters 15, 16,22 , and 23 with studies of quadratic variation, random time-change, integral representations, removal of drift, additional maximum inequalities, and various decomposition theorems. Martingales further play a basic role for especially the Skorohod embedding in Chapter 12, the stochastic integration in

Chapters 15 and 23, and the theories of Feller processes, SDEs, and diffusions in Chapters 17, 18, and 20.

As for the closely related notion of optional times, our present treatment is continued with a more detailed study in Chapter 22. Optional times are fundamental not only for martingale theory but also for a variety of models involving Markov processes. In the latter context they appear frequently in the sequel, especially in Chapters $7,8,10,11,12,17$, and 19 through 22.

To begin our systematic exposition of the theory, we may fix an arbitrary index set $T \subset \overline{\mathbb{R}}$. A filtration on $T$ is defined as a nondecreasing family of $\sigma$-fields $\mathcal{F}_{t} \subset \mathcal{A}, t \in T$. One says that a process $X$ on $T$ is adapted to $\mathcal{F}=\left(\mathcal{F}_{t}\right)$ if $X_{t}$ is $\mathcal{F}_{t}$-measurable for every $t \in T$. The smallest filtration with this property is the induced or generated filtration $\mathcal{F}_{t}=\sigma\left\{X_{s} ; s \leq t\right\}, t \in T$. Here "smallest" should be understood in the sense of set inclusion for every fixed $t$.

By a random time we shall mean a random element in $\bar{T}=T \cup\{\sup T\}$. Such a time is said to be $\mathcal{F}$-optional or an $\mathcal{F}$-stopping time if $\{\tau \leq t\} \in \mathcal{F}_{t}$ for every $t \in T$, that is, if the process $X_{t}=1\{\tau \leq t\}$ is adapted. (Here and in similar cases, the prefix $\mathcal{F}$ is often omitted when there is no risk for confusion.) If $T$ is countable, it is clearly equivalent that $\{\tau=t\} \in \mathcal{F}_{t}$ for every $t \in T$. For any optional times $\sigma$ and $\tau$ we note that even $\sigma \vee \tau$ and $\sigma \wedge \tau$ are optional.

With any optional time $\tau$ we may associate the $\sigma$-field

$$
\mathcal{F}_{\tau}=\left\{A \in \mathcal{A} ; A \cap\{\tau \leq t\} \in \mathcal{F}_{t}, t \in T\right\} .
$$

Some basic properties of optional times and the associated $\sigma$-fields are listed below.

Lemma 6.1 (optional times) For any optional times $\sigma$ and $\tau$, we have
(i) $\tau$ is $\mathcal{F}_{\tau}$-measurable;
(ii) $\mathcal{F}_{\tau}=\mathcal{F}_{t}$ on $\{\tau=t\}$ for all $t \in T$;
(iii) $\mathcal{F}_{\sigma} \cap\{\sigma \leq \tau\} \subset \mathcal{F}_{\sigma \wedge \tau}=\mathcal{F}_{\sigma} \cap \mathcal{F}_{\tau}$.

In particular, it is seen from (iii) that $\{\sigma \leq \tau\} \in \mathcal{F}_{\sigma} \cap \mathcal{F}_{\tau}$, that $\mathcal{F}_{\sigma}=\mathcal{F}_{\tau}$ on $\{\sigma=\tau\}$, and that $\mathcal{F}_{\sigma} \subset \mathcal{F}_{\tau}$ whenever $\sigma \leq \tau$.

Proof: (iii) For any $A \in \mathcal{F}_{\sigma}$ and $t \in T$ we have

$$
A \cap\{\sigma \leq \tau\} \cap\{\tau \leq t\}=(A \cap\{\sigma \leq t\}) \cap\{\tau \leq t\} \cap\{\sigma \wedge t \leq \tau \wedge t\}
$$

which belongs to $\mathcal{F}_{t}$ since $\sigma \wedge t$ and $\tau \wedge t$ are both $\mathcal{F}_{t}$-measurable. Hence

$$
\mathcal{F}_{\sigma} \cap\{\sigma \leq \tau\} \subset \mathcal{F}_{\tau} .
$$

The first relation now follows as we replace $\tau$ by $\sigma \wedge \tau$. Replacing $\sigma$ and $\tau$ by the pairs $(\sigma \wedge \tau, \sigma)$ and $(\sigma \wedge \tau, \tau)$, it is further seen that $\mathcal{F}_{\sigma \wedge \tau} \subset \mathcal{F}_{\sigma} \cap \mathcal{F}_{\tau}$. To prove the reverse relation, we note that for any $A \in \mathcal{F}_{\sigma} \cap \mathcal{F}_{\tau}$ and $t \in T$

$$
A \cap\{\sigma \wedge \tau \leq t\}=(A \cap\{\sigma \leq t\}) \cup(A \cap\{\tau \leq t\}) \in \mathcal{F}_{t}
$$

whence $A \in \mathcal{F}_{\sigma \wedge \tau}$.
(i) Applying (iii) to the pair $(\tau, t)$ gives $\{\tau \leq t\} \in \mathcal{F}_{\tau}$ for all $t \in T$, which extends immediately to any $t \in \mathbb{R}$. Now use Lemma 1.4.
(ii) First assume that $\tau \equiv t$. Then $\mathcal{F}_{\tau}=\mathcal{F}_{\tau} \cap\{\tau \leq t\} \subset \mathcal{F}_{t}$. Conversely, assume that $A \in \mathcal{F}_{t}$ and $s \in T$. If $s \geq t$ we get $A \cap\{\tau \leq s\}=A \in \mathcal{F}_{t} \subset \mathcal{F}_{s}$, and if $s<t$ then $A \cap\{\tau \leq s\}=\emptyset \in \mathcal{F}_{s}$. Thus, $A \in \mathcal{F}_{\tau}$. This shows that $\mathcal{F}_{\tau}=\mathcal{F}_{t}$ when $\tau \equiv t$. The general case now follows by part (iii).

Given an arbitrary filtration $\mathcal{F}$ on $\mathbb{R}_{+}$, we may define a new filtration $\mathcal{F}^{+}$ by $\mathcal{F}_{t}^{+}=\bigcap_{u>t} \mathcal{F}_{u}, t \geq 0$, and we say that $\mathcal{F}$ is right-continuous if $\mathcal{F}^{+}=\mathcal{F}$. In particular, $\mathcal{F}^{+}$is right-continuous for any filtration $\mathcal{F}$. We say that a random time $\tau$ is weakly $\mathcal{F}$-optional if $\{\tau<t\} \in \mathcal{F}_{t}$ for every $t>0$. In that case $\tau+h$ is clearly $\mathcal{F}$-optional for every $h>0$, and we may define $\mathcal{F}_{\tau+}=\bigcap_{h>0} \mathcal{F}_{\tau+h}$. When the index set is $\mathbb{Z}_{+}$, we write $\mathcal{F}^{+}=\mathcal{F}$ and make no difference between strictly and weakly optional times.

The following result shows that the notions of optional and weakly optional times agree when $\mathcal{F}$ is right-continuous.

Lemma 6.2 (weakly optional times) A random time $\tau$ is weakly $\mathcal{F}$-optional iff it is $\mathcal{F}^{+}$-optional, in which case

$$
\begin{equation*}
\mathcal{F}_{\tau+}=\mathcal{F}_{\tau}^{+}=\left\{A \in \mathcal{A} ; A \cap\{\tau<t\} \in \mathcal{F}_{t}, t>0\right\} . \tag{1}
\end{equation*}
$$

Proof: For any $t \geq 0$, we note that

$$
\begin{equation*}
\{\tau \leq t\}=\bigcap_{r>t}\{\tau<r\}, \quad\{\tau<t\}=\bigcup_{r<t}\{\tau \leq r\}, \tag{2}
\end{equation*}
$$

where $r$ may be restricted to the rationals. If $A \cap\{\tau \leq t\} \in \mathcal{F}_{t+}$ for all $t$, we get by (2) for any $t>0$

$$
A \cap\{\tau<t\}=\bigcup_{r<t}(A \cap\{\tau \leq r\}) \in \mathcal{F}_{t}
$$

Conversely, if $A \cap\{\tau<t\} \in \mathcal{F}_{t}$ for all $t$, then (2) yields for any $t \geq 0$ and $h>0$

$$
A \cap\{\tau \leq t\}=\bigcap_{r \in(t, t+h)}(A \cap\{\tau<r\}) \in \mathcal{F}_{t+h}
$$

and so $A \cap\{\tau \leq t\} \in \mathcal{F}_{t+}$. For $A=\Omega$ this proves the first assertion, and for general $A \in \mathcal{A}$ it proves the second relation in (1).

To prove the first relation, we note that $A \in \mathcal{F}_{\tau+}$ iff $A \in \mathcal{F}_{\tau+h}$ for each $h>0$, that is, iff $A \cap\{\tau+h \leq t\} \in \mathcal{F}_{t}$ for all $t \geq 0$ and $h>0$. But this is equivalent to $A \cap\{\tau \leq t\} \in \mathcal{F}_{t+h}$ for all $t \geq 0$ and $h>0$, hence to $A \cap\{\tau \leq t\} \in \mathcal{F}_{t+}$ for every $t \geq 0$, which means that $A \in \mathcal{F}_{\tau}^{+}$.

We have already seen that the maximum and minimum of two optional times are again optional. The result extends to countable collections as follows.

Lemma 6.3 (closure properties) For any random times $\tau_{1}, \tau_{2}, \ldots$ and filtration $\mathcal{F}$ on $\mathbb{R}_{+}$or $\mathbb{Z}_{+}$, we have the following:
(i) if the $\tau_{n}$ are $\mathcal{F}$-optional, then so is $\sigma=\sup _{n} \tau_{n}$;
(ii) if the $\tau_{n}$ are weakly $\mathcal{F}$-optional, then so is $\tau=\inf _{n} \tau_{n}$, and moreover $\mathcal{F}_{\tau}^{+}=\bigcap_{n} \mathcal{F}_{\tau_{n}}^{+}$.

Proof: To prove (i) and the first assertion in (ii), we note that

$$
\begin{equation*}
\{\sigma \leq t\}=\bigcap_{n}\left\{\tau_{n} \leq t\right\}, \quad\{\tau<t\}=\bigcup_{n}\left\{\tau_{n}<t\right\} \tag{3}
\end{equation*}
$$

where the strict inequalities may be replaced by $\leq$ for the index set $T=\mathbb{Z}_{+}$. To prove the second assertion in (ii), we note that $\mathcal{F}_{\tau}^{+} \subset \bigcap_{n} \mathcal{F}_{\tau_{n}}^{+}$by Lemma 6.1. Conversely, assuming $A \in \bigcap_{n} \mathcal{F}_{\tau_{n}}^{+}$, we get by (3) for any $t \geq 0$

$$
A \cap\{\tau<t\}=A \cap \bigcup_{n}\left\{\tau_{n}<t\right\}=\bigcup_{n}\left(A \cap\left\{\tau_{n}<t\right\}\right) \in \mathcal{F}_{t},
$$

with the indicated modification for $T=\mathbb{Z}_{+}$. Thus, $A \in \mathcal{F}_{\tau}^{+}$.
Part (ii) of the last result is often useful in connection with the following approximation of optional times from the right.

Lemma 6.4 (discrete approximation) For any weakly optional time $\tau$ in $\overline{\mathbb{R}}_{+}$, there exist some countably valued optional times $\tau_{n} \downarrow \tau$.

Proof: We may define

$$
\tau_{n}=2^{-n}\left[2^{n} \tau+1\right], \quad n \in \mathbb{N} .
$$

Then $\tau_{n} \in 2^{-n} \overline{\mathbb{N}}$ for each $n$, and $\tau_{n} \downarrow \tau$. Also note that each $\tau_{n}$ is optional, since $\left\{\tau_{n} \leq k 2^{-n}\right\}=\left\{\tau<k 2^{-n}\right\} \in \mathcal{F}_{k 2^{-n}}$.

We shall now relate the optional times to random processes. Say that a process $X$ on $\mathbb{R}_{+}$is progressively measurable or simply progressive if its restriction to $\Omega \times[0, t]$ is $\mathcal{F}_{t} \otimes \mathcal{B}[0, t]$-measurable for every $t \geq 0$. Note that any progressive process is adapted by Lemma 1.26. Conversely, a simple approximation from the left or right shows that any adapted and left- or right-continuous process is progressive. A set $A \subset \Omega \times \mathbb{R}_{+}$is said to be progressive if the corresponding indicator function $1_{A}$ has this property, and we note that the progressive sets form a $\sigma$-field.

Lemma 6.5 (optional evaluation) Fix a filtration $\mathcal{F}$ on some index set $T$, let $X$ be a process on $T$ with values in some measurable space $(S, \mathcal{S})$, and let $\tau$ be a T-valued optional time. Then $X_{\tau}$ is $\mathcal{F}_{\tau}$-measurable under each of these conditions:
(i) $T$ is countable and $X$ is adapted;
(ii) $T=\mathbb{R}_{+}$and $X$ is progressive.

Proof: In both cases, we need to show that

$$
\left\{X_{\tau} \in B, \tau \leq t\right\} \in \mathcal{F}_{t}, \quad t \geq 0, B \in \mathcal{S}
$$

This is clear in case (i) if we write

$$
\left\{X_{\tau} \in B\right\}=\bigcup_{s \leq t}\left\{X_{s} \in B, \tau=s\right\} \in \mathcal{F}_{t}, \quad B \in \mathcal{S}
$$

In case (ii) it is enough to show that $X_{\tau \wedge t}$ is $\mathcal{F}_{t}$-measurable for every $t \geq 0$. We may then assume $\tau \leq t$ and prove instead that $X_{\tau}$ is $\mathcal{F}_{t}$-measurable. Then write $X_{\tau}=X \circ \psi$ where $\psi(\omega)=(\omega, \tau(\omega))$, and note that $\psi$ is measurable from $\mathcal{F}_{t}$ to $\mathcal{F}_{t} \otimes \mathcal{B}[0, t]$ whereas $X$ is measurable on $\Omega \times[0, t]$ from $\mathcal{F}_{t} \otimes \mathcal{B}[0, t]$ to $\mathcal{S}$. The required measurability of $X_{\tau}$ now follows by Lemma 1.7.

Given a process $X$ on $\mathbb{R}_{+}$or $\mathbb{Z}_{+}$and a set $B$ in the range space of $X$, we may introduce the hitting time

$$
\tau_{B}=\inf \left\{t>0 ; X_{t} \in B\right\}
$$

It is often important to decide whether the time $\tau_{B}$ is optional. The following elementary result covers most cases arising in applications.

Lemma 6.6 (hitting times) Fix a filtration $\mathcal{F}$ on $T=\mathbb{R}_{+}$or $\mathbb{Z}_{+}$, let $X$ be an $\mathcal{F}$-adapted process on $T$ with values in some measurable space $(S, \mathcal{S})$, and let $B \in \mathcal{S}$. Then $\tau_{B}$ is weakly optional under each of these conditions:
(i) $T=\mathbb{Z}_{+}$;
(ii) $T=\mathbb{R}_{+}, S$ is a metric space, $B$ is closed, and $X$ is continuous;
(iii) $T=\mathbb{R}_{+}, S$ is a topological space, $B$ is open, and $X$ is right-continuous.

Proof: In case (i) it is enough to write

$$
\left\{\tau_{B} \leq n\right\}=\bigcup_{k \in[1, n]}\left\{X_{k} \in B\right\} \in \mathcal{F}_{n}, \quad n \in \mathbb{N}
$$

In case (ii) we get for $t>0$

$$
\left\{\tau_{B} \leq t\right\}=\bigcup_{h>0} \bigcap_{n \in \mathbb{N}} \bigcup_{r \in \mathbb{Q} \cap[h, t]}\left\{\rho\left(X_{r}, B\right) \leq n^{-1}\right\} \in \mathcal{F}_{t}
$$

where $\rho$ denotes the metric in $S$. Finally, in case (iii) we get

$$
\left\{\tau_{B}<t\right\}=\bigcup_{r \in \mathbb{Q} \cap(0, t)}\left\{X_{r} \in B\right\} \in \mathcal{F}_{t}, \quad t>0
$$

which suffices by Lemma 6.2.
For special purposes we may need the following more general but much deeper result, known as the debut theorem. Here and below a filtration $\mathcal{F}$ is said to be complete if the basic $\sigma$-field $\mathcal{A}$ is complete and each $\mathcal{F}_{t}$ contains all $P$-null sets in $\mathcal{A}$.

Theorem 6.7 (first entry, Doob, Hunt) Let the set $A \subset \mathbb{R}_{+} \times \Omega$ be progressive with respect to some right-continuous and complete filtration $\mathcal{F}$. Then the time $\tau(\omega)=\inf \{t \geq 0 ;(t, \omega) \in A\}$ is $\mathcal{F}$-optional.

Proof: Since $A$ is progressive, we have $A \cap[0, t) \in \mathcal{F}_{t} \otimes \mathcal{B}([0, t])$ for every $t>0$. Noting that $\{\tau<t\}$ is the projection of $A \cap[0, t)$ onto $\Omega$, we get $\{\tau<t\} \in \mathcal{F}_{t}$ by Theorem A1.8, and so $\tau$ is optional by Lemma 6.2.

In applications of the last result and for other purposes, we may need to extend a given filtration $\mathcal{F}$ on $\mathbb{R}_{+}$to make it both right-continuous and complete. Then let $\overline{\mathcal{A}}$ be the completion of $\mathcal{A}$, put $\mathcal{N}=\{A \in \overline{\mathcal{A}} ; P A=0\}$, and define $\overline{\mathcal{F}}_{t}=\sigma\left\{\mathcal{F}_{t}, \mathcal{N}\right\}$. Then $\overline{\mathcal{F}}=\left(\overline{\mathcal{F}}_{t}\right)$ is the smallest complete extension of $\mathcal{F}$. Similarly, $\mathcal{F}^{+}=\left(\mathcal{F}_{t+}\right)$ is the smallest right-continuous extension of $\mathcal{F}$. The following result shows that the two extensions commute and can be combined into a smallest right-continuous and complete extension, commonly referred to as the (usual) augmentation of $\mathcal{F}$.

Lemma 6.8 (augmented filtration) Any filtration $\mathcal{F}$ on $\mathbb{R}_{+}$has a smallest right-continuous and complete extension $\mathcal{G}$, given by

$$
\begin{equation*}
\mathcal{G}_{t}=\overline{\mathcal{F}_{t+}}=\overline{\mathcal{F}}_{t+}, \quad t \geq 0 . \tag{4}
\end{equation*}
$$

Proof: First we note that

$$
\overline{\mathcal{F}_{t+}} \subset \overline{\overline{\mathcal{F}}}_{t+} \subset \overline{\mathcal{F}}_{t+}, \quad t \geq 0
$$

Conversely, assume that $A \in \overline{\mathcal{F}}_{t+}$. Then $A \in \overline{\mathcal{F}}_{t+h}$ for every $h>0$, and so, as in Lemma 1.25, there exist some sets $A_{h} \in \mathcal{F}_{t+h}$ with $P\left(A \Delta A_{h}\right)=0$. Now choose $h_{n} \rightarrow 0$, and define $A^{\prime}=\left\{A_{h_{n}}\right.$ i.o. $\}$. Then $A^{\prime}=\mathcal{F}_{t+}$ and $P\left(A \Delta A^{\prime}\right)=0$, so $A \in \overline{\mathcal{F}_{t+}}$. Thus, $\overline{\mathcal{F}}_{t+} \subset \overline{\mathcal{F}_{t+}}$, which proves the second relation in (4).

In particular, the filtration $\mathcal{G}$ in (4) contains $\mathcal{F}$ and is both right-continuous and complete. For any filtration $\mathcal{H}$ with those properties, we have

$$
\mathcal{G}_{t}=\overline{\mathcal{F}}_{t+} \subset \overline{\mathcal{H}}_{t+}=\mathcal{H}_{t+}=\mathcal{H}_{t}, \quad t \geq 0
$$

which proves the required minimality of $\mathcal{G}$.

The next result shows how the $\sigma$-fields $\mathcal{F}_{\tau}$ arise naturally in the context of a random time-change.

Proposition 6.9 (random time-change) Let $X \geq 0$ be a nondecreasing, right-continuous process adapted to some right-continuous filtration $\mathcal{F}$. Then

$$
\tau_{s}=\inf \left\{t>0 ; X_{t}>s\right\}, \quad s \geq 0
$$

is a right-continuous process of optional times, generating a right-continuous filtration $\mathcal{G}_{s}=\mathcal{F}_{\tau_{s}}, s \geq 0$. If $X$ is continuous and the time $\tau$ is $\mathcal{F}$-optional, then $X_{\tau}$ is $\mathcal{G}$-optional and $\mathcal{F}_{\tau} \subset \mathcal{G}_{X_{\tau}}$. If $X$ is further strictly increasing, then $\mathcal{F}_{\tau}=\mathcal{G}_{X_{\tau}}$.

In the latter case, we have in particular $\mathcal{F}_{t}=\mathcal{G}_{X_{t}}$ for all $t$, so the processes $\left(\tau_{s}\right)$ and $\left(X_{t}\right)$ play symmetric roles.

Proof: The times $\tau_{s}$ are optional by Lemmas 6.2 and 6.6, and since $\left(\tau_{s}\right)$ is right-continuous, so is $\left(\mathcal{G}_{s}\right)$ by Lemma 6.3. If $X$ is continuous, then by Lemma 6.1 we get for any $\mathcal{F}$-optional time $\tau>0$ and set $A \in \mathcal{F}_{\tau}$

$$
A \cap\left\{X_{\tau} \leq s\right\}=A \cap\left\{\tau \leq \tau_{s}\right\} \in \mathcal{F}_{\tau_{s}}=\mathcal{G}_{s}, \quad s \geq 0
$$

For $A=\Omega$ it follows that $X_{\tau}$ is $\mathcal{G}$-optional, and for general $A$ we get $A \in \mathcal{G}_{X_{\tau}}$. Thus, $\mathcal{F}_{\tau} \subset \mathcal{G}_{X_{\tau}}$. Both statements extend by Lemma 6.3 to arbitrary $\tau$.

Now assume that $X$ is also strictly increasing. For any $A \in \mathcal{G}_{X_{t}}$ with $t>0$ we have

$$
A \cap\left\{t \leq \tau_{s}\right\}=A \cap\left\{X_{t} \leq s\right\} \in \mathcal{G}_{s}=\mathcal{F}_{\tau_{s}}, \quad s \geq 0
$$

So

$$
A \cap\left\{t \leq \tau_{s} \leq u\right\} \in \mathcal{F}_{u}, \quad s \geq 0, u>t
$$

Taking the union over all $s \in \mathbb{Q}_{+}$- the set of nonnegative rationals-gives $A \in \mathcal{F}_{u}$, and as $u \downarrow t$ we get $A \in \mathcal{F}_{t+}=\mathcal{F}_{t}$. Hence, $\mathcal{F}_{t}=\mathcal{G}_{X_{t}}$, which extends as before to $t=0$. By Lemma 6.1 we now obtain for any $A \in \mathcal{G}_{X_{\tau}}$

$$
A \cap\{\tau \leq t\}=A \cap\left\{X_{\tau} \leq X_{t}\right\} \in \mathcal{G}_{X_{t}}=\mathcal{F}_{t}, \quad t \geq 0
$$

and so $A \in \mathcal{F}_{\tau}$. Thus, $\mathcal{G}_{X_{\tau}} \subset \mathcal{F}_{\tau}$, so the two $\sigma$-fields agree.
To motivate the introduction of martingales, we may fix a random variable $\xi \in L^{1}$ and a filtration $\mathcal{F}$ on some index set $T$, and put

$$
M_{t}=E\left[\xi \mid \mathcal{F}_{t}\right], \quad t \in T
$$

The process $M$ is clearly integrable (for each $t$ ) and adapted, and by the chain rule for conditional expectations we note that

$$
\begin{equation*}
M_{s}=E\left[M_{t} \mid \mathcal{F}_{s}\right] \quad \text { a.s., } \quad s \leq t \tag{5}
\end{equation*}
$$

Any integrable and adapted process $M$ satisfying (5) is called a martingale with respect to $\mathcal{F}$, or an $\mathcal{F}$-martingale. When $T=\mathbb{Z}_{+}$, it suffices to require (5) for $t=s+1$, so in that case the condition becomes

$$
\begin{equation*}
E\left[\Delta M_{n} \mid \mathcal{F}_{n-1}\right]=0 \quad \text { a.s., } \quad n \in \mathbb{N} \tag{6}
\end{equation*}
$$

where $\Delta M_{n}=M_{n}-M_{n-1}$. A process $M=\left(M^{1}, \ldots, M^{d}\right)$ in $\mathbb{R}^{d}$ is said to be a martingale if $M^{1}, \ldots, M^{d}$ are one-dimensional martingales.

Replacing the equality in (5) or (6) by an inequality, we arrive at the notions of sub- and supermartingales. Thus, a submartingale is defined as an integrable and adapted process $X$ with

$$
\begin{equation*}
X_{s} \leq E\left[X_{t} \mid \mathcal{F}_{s}\right] \text { a.s., } \quad s \leq t \tag{7}
\end{equation*}
$$

reversing the inequality sign yields the notion of a supermartingale. In particular, the mean is nondecreasing for submartingales and nonincreasing for supermartingales. (The sign convention is suggested by analogy with suband superharmonic functions.)

Given a filtration $\mathcal{F}$ on $\mathbb{Z}_{+}$, we say that a random sequence $A=\left(A_{n}\right)$ with $A_{0}=0$ is predictable with respect to $\mathcal{F}$, or $\mathcal{F}$-predictable, if $A_{n}$ is $\mathcal{F}_{n-1^{-}}$ measurable for every $n \in \mathbb{N}$, that is, if the shifted sequence $\theta A=\left(A_{n+1}\right)$ is adapted. The following elementary result, often called the Doob decomposition, is useful to deduce results for submartingales from the corresponding martingale versions. An extension to continuous time is proved in Chapter 22.

Lemma 6.10 (centering) Given a filtration $\mathcal{F}$ on $\mathbb{Z}_{+}$, any integrable and adapted process $X$ on $\mathbb{Z}_{+}$has an a.s. unique decomposition $M+A$, where $M$ is a martingale and $A$ is a predictable process with $A_{0}=0$. In particular, $X$ is a submartingale iff $A$ is a.s. nondecreasing.

Proof: If $X=M+A$ for some processes $M$ and $A$ as stated, then clearly $\Delta A_{n}=E\left[\Delta X_{n} \mid \mathcal{F}_{n-1}\right]$ a.s. for all $n \in \mathbb{N}$, and so

$$
\begin{equation*}
A_{n}=\sum_{k \leq n} E\left[\Delta X_{k} \mid \mathcal{F}_{k-1}\right] \text { a.s., } \quad n \in \mathbb{Z}_{+}, \tag{8}
\end{equation*}
$$

which proves the required uniqueness. In general, we may define a predictable process $A$ by (8). Then $M=X-A$ is a martingale, since

$$
E\left[\Delta M_{n} \mid \mathcal{F}_{n-1}\right]=E\left[\Delta X_{n} \mid \mathcal{F}_{n-1}\right]-\Delta A_{n}=0 \quad \text { a.s. }, \quad n \in \mathbb{N}
$$

We proceed to show how the martingale and submartingale properties are preserved under various transformations.

Lemma 6.11 (convex maps) Let $M$ be a martingale in $\mathbb{R}^{d}$, and consider a convex function $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ such that $X=f(M)$ is integrable. Then $X$ is a submartingale. The statement remains true for real submartingales $M$, provided that $f$ is also nondecreasing.

Proof: In the martingale case, the conditional version of Jensen's inequality yields

$$
\begin{equation*}
f\left(M_{s}\right)=f\left(E\left[M_{t} \mid \mathcal{F}_{s}\right]\right) \leq E\left[f\left(M_{t}\right) \mid \mathcal{F}_{s}\right] \quad \text { a.s., } \quad s \leq t \tag{9}
\end{equation*}
$$

which shows that $f(M)$ is a submartingale. If instead $M$ is a submartingale and $f$ is nondecreasing, the first relation in (9) becomes $f\left(M_{s}\right) \leq$ $f\left(E\left[M_{t} \mid \mathcal{F}_{s}\right]\right)$, and the conclusion remains valid.

The last result is often applied with $f(x)=|x|^{p}$ for some $p \geq 1$ or, for $d=1$, with $f(x)=x_{+}=x \vee 0$.

Say that an optional time $\tau$ is bounded if $\tau \leq u$ a.s. for some $u \in T$. This is always true when $T$ has a last element. The following result is an elementary version of the basic optional sampling theorem. An extension to continuous-time submartingales appears as Theorem 6.29.

Theorem 6.12 (optional sampling, Doob) Let $M$ be a martingale on some countable index set $T$ with filtration $\mathcal{F}$, and consider two optional times $\sigma$ and $\tau$, where $\tau$ is bounded. Then $M_{\tau}$ is integrable, and

$$
M_{\sigma \wedge \tau}=E\left[M_{\tau} \mid \mathcal{F}_{\sigma}\right] \text { a.s. }
$$

Proof: By Lemmas 5.2 and 6.1 we get for any $t \leq u$ in $T$

$$
E\left[M_{u} \mid \mathcal{F}_{\tau}\right]=E\left[M_{u} \mid \mathcal{F}_{t}\right]=M_{t}=M_{\tau} \text { a.s. on }\{\tau=t\}
$$

and so $E\left[M_{u} \mid \mathcal{F}_{\tau}\right]=M_{\tau}$ a.s. whenever $\tau \leq u$ a.s. If $\sigma \leq \tau \leq u$, then $\mathcal{F}_{\sigma} \subset \mathcal{F}_{\tau}$ by Lemma 6.1, and we get

$$
E\left[M_{\tau} \mid \mathcal{F}_{\sigma}\right]=E\left[E\left[M_{u} \mid \mathcal{F}_{\tau}\right] \mid \mathcal{F}_{\sigma}\right]=E\left[M_{u} \mid \mathcal{F}_{\sigma}\right]=M_{\sigma} \quad \text { a.s. }
$$

On the other hand, clearly $E\left[M_{\tau} \mid \mathcal{F}_{\sigma}\right]=M_{\tau}$ a.s. when $\tau \leq \sigma \wedge u$. In the general case, the previous results combine by means of Lemmas 5.2 and 6.1 into

$$
\begin{array}{ll}
E\left[M_{\tau} \mid \mathcal{F}_{\sigma}\right]=E\left[M_{\tau} \mid \mathcal{F}_{\sigma \wedge \tau}\right]=M_{\sigma \wedge \tau} & \text { a.s. on }\{\sigma \leq \tau\} \\
E\left[M_{\tau} \mid \mathcal{F}_{\sigma}\right]=E\left[M_{\sigma \wedge \tau} \mid \mathcal{F}_{\sigma}\right]=M_{\sigma \wedge \tau} & \text { a.s. on }\{\sigma>\tau\}
\end{array}
$$

In particular, we note that if $M$ is a martingale on an arbitrary time scale $T$ with filtration $\mathcal{F}$ and $\left(\tau_{s}\right)$ is a nondecreasing family of bounded, optional times that take countably many values, then the process $\left(M_{\tau_{s}}\right)$ is a martingale with respect to the filtration $\left(\mathcal{F}_{\tau_{s}}\right)$. In this sense, the martingale property is preserved by a random time-change.

From the last theorem we note that every martingale $M$ satisfies $E M_{\sigma}=$ $E M_{\tau}$, for any bounded optional times $\sigma$ and $\tau$ that take only countably many values. An even weaker property characterizes the class of martingales.

Lemma 6.13 (martingale criterion) Let $M$ be an integrable, adapted process on some index set $T$. Then $M$ is a martingale iff $E M_{\sigma}=E M_{\tau}$ for any $T$-valued optional times $\sigma$ and $\tau$ that take at most two values.

Proof: If $s<t$ in $T$ and $A \in \mathcal{F}_{s}$, then $\tau=s 1_{A}+t 1_{A^{c}}$ is optional, and so

$$
0=E M_{t}-E M_{\tau}=E M_{t}-E\left[M_{s} ; A\right]-E\left[M_{t} ; A^{c}\right]=E\left[M_{t}-M_{s} ; A\right]
$$

Since $A$ is arbitrary, it follows that $E\left[M_{t}-M_{s} \mid \mathcal{F}_{s}\right]=0$ a.s.
The following predictable transformations of martingales are basic for stochastic integration theory.

Corollary 6.14 (martingale transforms) Let $M$ be a martingale on some index set $T$ with filtration $\mathcal{F}$, fix an optional time $\tau$ that takes countably many values, and let $\eta$ be a bounded, $\mathcal{F}_{\tau}$-measurable random variable. Then the process $N_{t}=\eta\left(M_{t}-M_{t \wedge \tau}\right)$ is again a martingale.

Proof: The integrability follows from Theorem 6.12, and the adaptedness is clear if we replace $\eta$ by $\eta 1\{\tau \leq t\}$ in the expression for $N_{t}$. Now fix any bounded, optional time $\sigma$ taking countably many values. By Theorem 6.12 and the pull-out property of conditional expectations, we get a.s.

$$
E\left[N_{\sigma} \mid \mathcal{F}_{\tau}\right]=\eta E\left[M_{\sigma}-M_{\sigma \wedge \tau} \mid \mathcal{F}_{\tau}\right]=\eta\left(M_{\sigma \wedge \tau}-M_{\sigma \wedge \tau}\right)=0
$$

and so $E N_{\sigma}=0$. Thus, $N$ is a martingale by Lemma 6.13.

In particular, we note that optional stopping preserves the martingale property, in the sense that the stopped process $M_{t}^{\tau}=M_{\tau \wedge t}$ is a martingale whenever $M$ is a martingale and $\tau$ is an optional time that takes countably many values.

More generally, we may consider predictable step processes of the form

$$
V_{t}=\sum_{k \leq n} \eta_{k} 1\left\{t>\tau_{k}\right\}, \quad t \in T
$$

where $\tau_{1} \leq \cdots \leq \tau_{n}$ are optional times, and each $\eta_{k}$ is a bounded, $\mathcal{F}_{\tau_{k}-}$ measurable random variable. For any process $X$, we may introduce the associated elementary stochastic integral

$$
(V \cdot X)_{t} \equiv \int_{0}^{t} V_{s} d X_{s}=\sum_{k \leq n} \eta_{k}\left(X_{t}-X_{t \wedge \tau_{k}}\right), \quad t \in T
$$

From Corollary 6.14 we note that $V \cdot X$ is a martingale whenever $X$ is a martingale and each $\tau_{k}$ takes countably many values. In discrete time we may clearly allow $V$ to be any bounded, predictable sequence, in which case

$$
(V \cdot X)_{n}=\sum_{k \leq n} V_{k} \Delta X_{k}, \quad n \in \mathbb{Z}_{+}
$$

The result for martingales extends in an obvious way to submartingales $X$ and nonnegative, predictable sequences $V$.

Our next aim is to derive some basic martingale inequalities. We begin with an extension of Kolmogorov's maximum inequality in Lemma 3.15.

Proposition 6.15 (maximum inequalities, Bernstein, Lévy) Let $X$ be a submartingale on some countable index set $T$. Then for any $r \geq 0$ and $u \in T$,

$$
\begin{align*}
r P\left\{\sup _{t \leq u} X_{t} \geq r\right\} & \leq E\left[X_{u} ; \sup _{t \leq u} X_{t} \geq r\right] \leq E X_{u}^{+}  \tag{10}\\
r P\left\{\sup _{t}\left|X_{t}\right| \geq r\right\} & \leq 3 \sup _{t} E\left|X_{t}\right| \tag{11}
\end{align*}
$$

Proof: By dominated convergence it is enough to consider finite index sets, so we may assume that $T=\mathbb{Z}_{+}$. Define $\tau=u \wedge \inf \left\{t ; X_{t} \geq r\right\}$ and $B=\left\{\max _{t \leq u} X_{t} \geq r\right\}$. Then $\tau$ is an optional time bounded by $u$, and we note that $B \in \mathcal{F}_{\tau}$ and $X_{\tau} \geq r$ on $B$. Hence, by Lemma 6.10 and Theorem 6.12,

$$
r P B \leq E\left[X_{\tau} ; B\right] \leq E\left[X_{u} ; B\right] \leq E X_{u}^{+}
$$

which proves (10). Letting $M+A$ be the Doob decomposition of $X$ and applying (10) to $-M$, we further get

$$
\begin{aligned}
r P\left\{\min _{t \leq u} X_{t} \leq-r\right\} & \leq r P\left\{\min _{t \leq u} M_{t} \leq-r\right\} \leq E M_{u}^{-} \\
& =E M_{u}^{+}-E M_{u} \leq E X_{u}^{+}-E X_{0} \\
& \leq 2 \max _{t \leq u} E\left|X_{t}\right|
\end{aligned}
$$

Combining this with (10) yields (11).
We proceed to derive a basic norm inequality. For processes $X$ on some index set $T$, we define

$$
X_{t}^{*}=\sup _{s \leq t}\left|X_{s}\right|, \quad X^{*}=\sup _{t \in T}\left|X_{t}\right|
$$

Proposition 6.16 (norm inequality, Doob) Let $M$ be a martingale on some countable index set $T$, and fix any $p, q>1$ with $p^{-1}+q^{-1}=1$. Then

$$
\left\|M_{t}^{*}\right\|_{p} \leq q\left\|M_{t}\right\|_{p}, \quad t \in T
$$

Proof: By monotone convergence we may assume that $T=\mathbb{Z}_{+}$. If $\left\|M_{t}\right\|_{p}<\infty$, then $\left\|M_{s}\right\|_{p}<\infty$ for all $s \leq t$ by Jensen's inequality, and so we may assume that $0<\left\|M_{t}^{*}\right\|_{p}<\infty$. Applying Proposition 6.15 to the submartingale $|M|$, we get

$$
r P\left\{M_{t}^{*}>r\right\} \leq E\left[\left|M_{t}\right| ; M_{t}^{*}>r\right], \quad r>0
$$

Hence, by Lemma 2.4, Fubini's theorem, and Hölder's inequality,

$$
\begin{aligned}
\left\|M_{t}^{*}\right\|_{p}^{p} & =p \int_{0}^{\infty} P\left\{M_{t}^{*}>r\right\} r^{p-1} d r \\
& \leq p \int_{0}^{\infty} E\left[\left|M_{t}\right| ; M_{t}^{*}>r\right] r^{p-2} d r \\
& =p E\left|M_{t}\right| \int_{0}^{M_{t}^{*}} r^{p-2} d r=q E\left|M_{t}\right| M_{t}^{*(p-1)} \\
& \leq q\left\|M_{t}\right\|_{p}\left\|M_{t}^{*(p-1)}\right\|_{q}=q\left\|M_{t}\right\|_{p}\left\|M_{t}^{*}\right\|_{p}^{p-1} .
\end{aligned}
$$

It remains to divide by the last factor on the right.
The next inequality is needed to prove the basic Theorem 6.18. For any function $f$ on $T$ and constants $a<b$, the number of $[a, b]$-crossings of $f$ up to time $t$ is defined as the supremum of all $n \in \mathbb{Z}_{+}$such that there exist times $s_{1}<t_{1}<s_{2}<t_{2}<\cdots<s_{n}<t_{n} \leq t$ in $T$ with $f\left(s_{k}\right) \leq a$ and $f\left(t_{k}\right) \geq b$ for all $k$. The supremum may clearly be infinite.

Lemma 6.17 (upcrossing inequality, Doob, Snell) Let X be a submartingale on a countable index set $T$, and let $N_{a}^{b}(t)$ denote the number of $[a, b]$-crossings of $X$ up to time $t$. Then

$$
E N_{a}^{b}(t) \leq \frac{E\left(X_{t}-a\right)^{+}}{b-a}, \quad t \in T, a<b \text { in } \mathbb{R}
$$

Proof: As before, we may assume that $T=\mathbb{Z}_{+}$. Since $Y=(X-a)^{+}$is again a submartingale by Lemma 6.11 and the $[a, b]$-crossings of $X$ correspond to $[0, b-a]$-crossings of $Y$, we may assume that $X \geq 0$ and $a=0$. Now define recursively the optional times $0=\tau_{0} \leq \sigma_{1}<\tau_{1}<\sigma_{2}<\cdots$ by

$$
\sigma_{k}=\inf \left\{n \geq \tau_{k-1} ; X_{n}=0\right\}, \quad \tau_{k}=\inf \left\{n \geq \sigma_{k} ; X_{n} \geq b\right\}, \quad k \in \mathbb{N}
$$

and introduce the predictable process

$$
V_{n}=\sum_{k \geq 1} 1\left\{\sigma_{k}<n \leq \tau_{k}\right\}, \quad n \in \mathbb{N} .
$$

Then $(1-V) \cdot X$ is again a submartingale by Corollary 6.14 , and so $E((1-$ $V) \cdot X)_{t} \geq E((1-V) \cdot X)_{0}=0$. Also note that $(V \cdot X)_{t} \geq b N_{0}^{b}(t)$. Hence,

$$
b E N_{0}^{b}(t) \leq E(V \cdot X)_{t} \leq E(1 \cdot X)_{t}=E X_{t}-E X_{0} \leq E X_{t}
$$

We may now state the fundamental regularity and convergence theorem for submartingales.

Theorem 6.18 (regularity and convergence, Doob) Let $X$ be an $L^{1}$-bounded submartingale on some countable index set $T$. Then $X_{t}$ converges along every increasing or decreasing sequence in $T$, outside some fixed $P$-null set $A$.

Proof: By Proposition 6.15 we have $X^{*}<\infty$ a.s., and Lemma 6.17 shows that $X$ has a.s. finitely many upcrossings of every interval $[a, b]$ with rational $a<b$. Outside the null set $A$ where any of these conditions fails, it is clear that $X$ has the stated property.

The following is an interesting and useful application.

Proposition 6.19 (one-sided bounds) Let $M$ be a martingale on $\mathbb{Z}_{+}$with $\Delta M \leq c$ a.s. for some constant $c<\infty$. Then a.s.

$$
\left\{M_{n} \text { converges }\right\}=\left\{\sup _{n} M_{n}<\infty\right\}
$$

Proof: Since $M-M_{0}$ is again a martingale, we may assume that $M_{0}=0$. Introduce the optional times

$$
\tau_{m}=\inf \left\{n ; M_{n} \geq m\right\}, \quad m \in \mathbb{N}
$$

The processes $M^{\tau_{m}}$ are again martingales by Corollary 6.14. Since $M^{\tau_{m}} \leq$ $m+c$ a.s., we have $E\left|M^{\tau_{m}}\right| \leq 2(m+c)<\infty$, and so $M^{\tau_{m}}$ converges a.s. by Theorem 6.18. Hence, $M$ converges a.s. on

$$
\left\{\sup _{n} M_{n}<\infty\right\}=\bigcup_{m}\left\{M \equiv M^{\tau_{m}}\right\}
$$

The reverse implication is obvious, since every convergent sequence in $\mathbb{R}$ is bounded.

From the last result we may easily derive the following useful extension of the Borel-Cantelli lemma in Theorem 2.18.

Corollary 6.20 (extended Borel-Cantelli lemma, Lévy) Fix any filtration $\mathcal{F}$ on $\mathbb{Z}_{+}$, and let $A_{n} \in \mathcal{F}_{n}, n \in \mathbb{N}$. Then a.s.

$$
\left\{A_{n} \text { i.o. }\right\}=\left\{\sum_{n} P\left[A_{n} \mid \mathcal{F}_{n-1}\right]=\infty\right\}
$$

Proof: The sequence

$$
M_{n}=\sum_{k \leq n}\left(1_{A_{k}}-P\left[A_{k} \mid \mathcal{F}_{k-1}\right]\right), \quad n \in \mathbb{Z}_{+}
$$

is a martingale with $\left|\Delta M_{n}\right| \leq 1$, and so by Proposition 6.19

$$
P\left\{M_{n} \rightarrow \infty\right\}=P\left\{M_{n} \rightarrow-\infty\right\}=0
$$

Hence, a.s.

$$
\left\{A_{n} \text { i.o. }\right\}=\left\{\sum_{n} 1_{A_{n}}=\infty\right\}=\left\{\sum_{n} P\left[A_{n} \mid \mathcal{F}_{n-1}\right]=\infty\right\}
$$

A martingale $M$ or submartingale $X$ is said to be closed if $u=\sup T$ belongs to $T$. In the former case, clearly $M_{t}=E\left[M_{u} \mid \mathcal{F}_{t}\right]$ a.s. for all $t \in T$. If instead $u \notin T$, we say that $M$ is closable if it can be extended to a martingale on $\bar{T}=T \cup\{u\}$. If $M_{t}=E\left[\xi \mid \mathcal{F}_{t}\right]$ for some $\xi \in L^{1}$, we may clearly choose $M_{u}=\xi$. The next result gives general criteria for closability. An extension to continuous-time submartingales appears as part of Theorem 6.29.

Theorem 6.21 (uniform integrability and closure, Doob) For martingales $M$ on an unbounded index set $T$, these conditions are equivalent:
(i) $M$ is uniformly integrable;
(ii) $M$ is closable at $\sup T$;
(iii) $M$ is $L^{1}$-convergent at $\sup T$.

Under those conditions, $M$ is closable by the limit in (iii).
Proof: First note that (ii) implies (i) by Lemma 5.5. Next (i) implies (iii) by Theorem 6.18 and Proposition 3.12. Finally, assume that $M_{t} \rightarrow \xi$ in $L^{1}$
as $t \rightarrow u \equiv \sup T$. Using the $L^{1}$-contractivity of conditional expectations, we get, as $t \rightarrow u$ for fixed $s$

$$
M_{s}=E\left[M_{t} \mid \mathcal{F}_{s}\right] \rightarrow E\left[\xi \mid \mathcal{F}_{s}\right] \text { in } L^{1}
$$

Thus, $M_{s}=E\left[\xi \mid \mathcal{F}_{s}\right]$ a.s., and we may take $M_{u}=\xi$. This shows that (iii) implies (ii).

For comparison, we may examine the case of $L^{p}$-convergence for $p>1$.
Corollary 6.22 ( $L^{p}$-convergence) Let $M$ be a martingale on some unbounded index set $T$, and fix any $p>1$. Then $M$ converges in $L^{p}$ iff it is $L^{p_{-}}$ bounded.

Proof: We may clearly assume that $T$ is countable. If $M$ is $L^{p}$-bounded, it converges in $L^{1}$ by Theorem 6.18. Since $|M|^{p}$ is also uniformly integrable by Proposition 6.16, the convergence extends to $L^{p}$ by Proposition 3.12. Conversely, if $M$ converges in $L^{p}$, it is $L^{p}$-bounded by Lemma 6.11.

We shall now consider the convergence of martingales of the special form $M_{t}=E\left[\xi \mid \mathcal{F}_{t}\right]$ as $t$ increases or decreases along some sequence. Without loss of generality, we may assume that the index set $T$ is unbounded above or below, and define respectively

$$
\mathcal{F}_{\infty}=\bigvee_{t \in T} \mathcal{F}_{t}, \quad \mathcal{F}_{-\infty}=\bigcap_{t \in T} \mathcal{F}_{t}
$$

Theorem 6.23 (limits in conditioning, Jessen, Lévy) Fix a filtration $\mathcal{F}$ on some countable index set $T \subset \mathbb{R}$ that is unbounded above or below. Then for any $\xi \in L^{1}$,

$$
E\left[\xi \mid \mathcal{F}_{t}\right] \rightarrow E\left[\xi \mid \mathcal{F}_{ \pm \infty}\right] \text { as } t \rightarrow \pm \infty, \text { a.s. and in } L^{1} .
$$

Proof: By Theorems 6.18 and 6.21 , the martingale $M_{t}=E\left[\xi \mid \mathcal{F}_{t}\right]$ converges a.s. and in $L^{1}$ as $t \rightarrow \pm \infty$, and the limit $M_{ \pm \infty}$ may clearly be taken to be $\mathcal{F}_{ \pm \infty}$-measurable. To see that $M_{ \pm \infty}=E\left[\xi \mid \mathcal{F}_{ \pm \infty}\right]$ a.s., we need to verify the relations

$$
\begin{equation*}
E\left[M_{ \pm \infty} ; A\right]=E[\xi ; A], \quad A \in \mathcal{F}_{ \pm \infty} \tag{12}
\end{equation*}
$$

Then note that, by the definition of $M$,

$$
\begin{equation*}
E\left[M_{t} ; A\right]=E[\xi ; A], \quad A \in \mathcal{F}_{s}, s \leq t \tag{13}
\end{equation*}
$$

This clearly remains true for $s=-\infty$, and as $t \rightarrow-\infty$ we get the "minus" version of (12). To get the "plus" version, let $t \rightarrow \infty$ in (13) for fixed $s$, and extend by a monotone class argument to arbitrary $A \in \mathcal{F}_{\infty}$.

In particular, we note the following useful special case.

Corollary 6.24 (Lévy) For any filtration $\mathcal{F}$ on $\mathbb{Z}_{+}$, we have

$$
P\left[A \mid \mathcal{F}_{n}\right] \rightarrow 1_{A} \quad \text { a.s., } \quad A \in \mathcal{F}_{\infty}
$$

For a simple application, we shall consider an extension of Kolmogorov's zero-one law in Theorem 2.13. Say that two $\sigma$-fields agree a.s. if they have the same completion with respect to the basic $\sigma$-field.

Corollary 6.25 (tail $\sigma$-field) If $\mathcal{F}_{1}, \mathcal{F}_{2}, \ldots$ and $\mathcal{G}$ are independent $\sigma$-fields, then

$$
\bigcap_{n} \sigma\left\{\mathcal{F}_{n}, \mathcal{F}_{n+1}, \ldots ; \mathcal{G}\right\}=\mathcal{G} \quad \text { a.s. }
$$

Proof: Let $\mathcal{T}$ denote the $\sigma$-field on the left, and note that $\mathcal{T} \Perp_{\mathcal{G}}\left(\mathcal{F}_{1} \vee \cdots \vee\right.$ $\left.\mathcal{F}_{n}\right)$ by Proposition 5.8. Using Proposition 5.6 and Corollary 6.24, we get for any $A \in \mathcal{T}$

$$
P[A \mid \mathcal{G}]=P\left[A \mid \mathcal{G}, \mathcal{F}_{1}, \ldots, \mathcal{F}_{n}\right] \rightarrow 1_{A} \text { a.s. }
$$

which shows that $\mathcal{T} \subset \mathcal{G}$ a.s. The converse relation is obvious.

The last theorem can be used to give a short proof of the law of large numbers. Then let $\xi_{1}, \xi_{2}, \ldots$ be i.i.d. random variables in $L^{1}$, put $S_{n}=$ $\xi_{1}+\ldots+\xi_{n}$, and define $\mathcal{F}_{-n}=\sigma\left\{S_{n}, S_{n+1}, \ldots\right\}$. Here $\mathcal{F}_{-\infty}$ is trivial by Theorem 2.15, and for any $k \leq n$ we have $E\left[\xi_{k} \mid \mathcal{F}_{-n}\right]=E\left[\xi_{1} \mid \mathcal{F}_{-n}\right]$ a.s., since $\left(\xi_{k}, S_{n}, S_{n+1}, \ldots\right) \stackrel{d}{=}\left(\xi_{1}, S_{n}, S_{n+1}, \ldots\right)$. Hence, by Theorem 6.23,

$$
\begin{aligned}
n^{-1} S_{n} & =E\left[n^{-1} S_{n} \mid \mathcal{F}_{-n}\right]=n^{-1} \sum_{k \leq n} E\left[\xi_{k} \mid \mathcal{F}_{-n}\right] \\
& =E\left[\xi_{1} \mid \mathcal{F}_{-n}\right] \rightarrow E\left[\xi_{1} \mid \mathcal{F}_{-\infty}\right]=E \xi_{1} .
\end{aligned}
$$

As a further application of Theorem 6.23, we shall prove a kernel version of the regularization Theorem 5.3. The result is needed in Chapter 18.

Proposition 6.26 (kernel densities) Fix a measurable space $(S, \mathcal{S})$ and two Borel spaces $(T, \mathcal{T})$ and $(U, \mathcal{U})$, and let $\mu$ be a probability kernel from $S$ to $T \times U$. Then the densities

$$
\begin{equation*}
\nu(s, t, B)=\frac{\mu(s, d t \times B)}{\mu(s, d t \times U)}, \quad s \in S, t \in T, B \in \mathcal{U} \tag{14}
\end{equation*}
$$

have versions that form a probability kernel from $S \times T$ to $U$.

Proof: We may assume $T$ and $U$ to be Borel subsets of $\mathbb{R}$, in which case $\mu$ can be regarded as a probability kernel from $S$ to $\mathbb{R}^{2}$. Letting $\mathcal{D}_{n}$ denote the $\sigma$-field in $\mathbb{R}$ generated by the intervals $I_{n k}=\left[(k-1) 2^{-n}, k 2^{-n}\right), k \in \mathbb{Z}$, we define

$$
M_{n}(s, t, B)=\sum_{k} \frac{\mu\left(s, I_{n k} \times B\right)}{\mu\left(s, I_{n k} \times U\right)} 1\left\{t \in I_{n k}\right\}, \quad s \in S, t \in T, B \in \mathcal{B}
$$

under the convention $0 / 0=0$. Then $M_{n}(s, \cdot, B)$ is a version of the density in (14) with respect to $\mathcal{D}_{n}$, and for fixed $s$ and $B$ it is also a martingale with respect to $\mu(s, \cdot \times U)$. By Theorem 6.23 we get $M_{n}(s, \cdot, B) \rightarrow \nu(s, \cdot, B)$ a.e. $\mu(s, \cdot \times U)$. Thus, a product-measurable version of $\nu$ is given by

$$
\nu(s, t, B)=\limsup _{n \rightarrow \infty} M_{n}(s, t, B), \quad s \in S, t \in T, B \in \mathcal{U}
$$

It remains to find a version of $\nu$ that is a probability measure on $U$ for each $s$ and $t$. Then proceed as in the proof of Theorem 5.3, noting that in each step the exceptional $(s, t)$-set $A$ lies in $\mathcal{S} \otimes \mathcal{T}$ and is such that the sections $A_{s}=\{t \in T ;(s, t) \in A\}$ satisfy $\mu\left(s, A_{s} \times U\right)=0$ for all $s \in S$.

In order to extend the previous theory to martingales on $\mathbb{R}_{+}$, we need to choose suitably regular versions of the studied processes. The next result provides two closely related regularizations of a given submartingale. Say that a process $X$ on $\mathbb{R}_{+}$is right-continuous with left-hand limits (abbreviated as rcll) if $X_{t}=X_{t+}$ for all $t \geq 0$ and the left-hand limits $X_{t-}$ exist and are finite for all $t>0$. For any process $Y$ on $\mathbb{Q}_{+}$, we write $Y^{+}$for the process of right-hand limits $Y_{t+}, t \geq 0$, provided that the latter exist.

Theorem 6.27 (regularization, Doob) For any $\mathcal{F}$-submartingale $X$ on $\mathbb{R}_{+}$ with restriction $Y$ to $\mathbb{Q}_{+}$, we have the following:
(i) $Y^{+}$exists and is rcll outside some fixed $P$-null set $A$, and $Z=1_{A^{c}} Y^{+}$ is a submartingale with respect to the augmented filtration $\overline{\mathcal{F}^{+}}$;
(ii) if $\mathcal{F}$ is right-continuous, then $X$ has an rcll version iff $E X$ is rightcontinuous; this holds in particular when $X$ is a martingale.

The proof requires an extension of Theorem 6.21 to suitable submartingales.

Lemma 6.28 (uniform integrability) $A$ submartingale $X$ on $\mathbb{Z}_{-}$is uniformly integrable iff $E X$ is bounded.

Proof: Let $E X$ be bounded. Introduce the predictable sequence

$$
\alpha_{n}=E\left[\Delta X_{n} \mid \mathcal{F}_{n-1}\right] \geq 0, \quad n \leq 0,
$$

and note that

$$
E \sum_{n \leq 0} \alpha_{n}=E X_{0}-\inf _{n \leq 0} E X_{n}<\infty
$$

Hence, $\sum_{n} \alpha_{n}<\infty$ a.s., so for $n \in \mathbb{Z}_{-}$we may define

$$
A_{n}=\sum_{k \leq n} \alpha_{k}, \quad M_{n}=X_{n}-A_{n}
$$

Here $E A^{*}<\infty$ and $M$ is a martingale closed at 0 , so both $A$ and $M$ are uniformly integrable.

Proof of Theorem 6.27: (i) By Lemma 6.11 the process $Y \vee 0$ is $L^{1}$-bounded on bounded intervals, so the same thing is true for $Y$. Thus, by Theorem 6.18, the right- and left-hand limits $Y_{t \pm}$ exist outside some fixed $P$-null set $A$, so $Z=1_{A^{c}} Y^{+}$is rcll. Also note that $Z$ is adapted to $\overline{\mathcal{F}}$.

To prove that $Z$ is an $\overline{\mathcal{F}+}$-submartingale, fix any times $s<t$, and choose $s_{n} \downarrow s$ and $t_{n} \downarrow t$ in $\mathbb{Q}_{+}$with $s_{n}<t$. Then $Y_{s_{m}} \leq E\left[Y_{t_{n}} \mid \mathcal{F}_{s_{m}}\right]$ a.s. for all $m$ and $n$, and as $m \rightarrow \infty$ we get $Z_{s} \leq E\left[Y_{t_{n}} \mid \mathcal{F}_{s+}\right]$ a.s. by Theorem 6.23. Since $Y_{t_{n}} \rightarrow Z_{t}$ in $L^{1}$ by Lemma 6.28, it follows that $Z_{s} \leq E\left[Z_{t} \mid \mathcal{F}_{s+}\right]=E\left[Z_{t} \mid \overline{\mathcal{F}}_{s+}\right]$ a.s.
(ii) For any $t<t_{n} \in \mathbb{Q}_{+}$,

$$
(E X)_{t_{n}}=E\left(Y_{t_{n}}\right), \quad X_{t} \leq E\left[Y_{t_{n}} \mid \mathcal{F}_{t}\right] \text { a.s. }
$$

and as $t_{n} \downarrow t$ we get, by Lemma 6.28 and the right-continuity of $\mathcal{F}$,

$$
\begin{equation*}
(E X)_{t+}=E Z_{t}, \quad X_{t} \leq E\left[Z_{t} \mid \mathcal{F}_{t}\right]=Z_{t} \quad \text { a.s. } \tag{15}
\end{equation*}
$$

If $X$ has a right-continuous version, then clearly $Z_{t}=X_{t}$ a.s., so (15) yields $(E X)_{t+}=E X_{t}$, which shows that $E X$ is right-continuous. If instead $E X$ is right-continuous, then (15) gives $E\left|Z_{t}-X_{t}\right|=E Z_{t}-E X_{t}=0$, and so $Z_{t}=X_{t}$ a.s., which means that $Z$ is a version of $X$.

Justified by the last theorem, we shall henceforth assume that all submartingales are rcll unless otherwise specified and also that the underlying filtration is right-continuous and complete. Most of the previously quoted results for submartingales on a countable index set extend immediately to such a context. In particular, this is true for the convergence Theorem 6.18 and the inequalities in Proposition 6.15 and Lemma 6.17. We proceed to show how Theorems 6.12 and 6.21 extend to submartingales in continuous time.

Theorem 6.29 (optional sampling and closure, Doob) Let $X$ be an $\mathcal{F}$ submartingale on $\mathbb{R}_{+}$, where $X$ and $\mathcal{F}$ are right-continuous, and consider two optional times $\sigma$ and $\tau$, where $\tau$ is bounded. Then $X_{\tau}$ is integrable, and

$$
\begin{equation*}
X_{\sigma \wedge \tau} \leq E\left[X_{\tau} \mid \mathcal{F}_{\sigma}\right] \text { a.s. } \tag{16}
\end{equation*}
$$

The statement extends to unbounded $\tau$ iff $X^{+}$is uniformly integrable.
Proof: Introduce the optional times $\sigma_{n}=2^{-n}\left[2^{n} \sigma+1\right]$ and $\tau_{n}=2^{-n}\left[2^{n} \tau+\right.$ 1], and conclude from Lemma 6.10 and Theorem 6.12 that

$$
X_{\sigma_{m} \wedge \tau_{n}} \leq E\left[X_{\tau_{n}} \mid \mathcal{F}_{\sigma_{m}}\right] \text { a.s., } \quad m, n \in \mathbb{N}
$$

As $m \rightarrow \infty$, we get by Lemma 6.3 and Theorem 6.23

$$
\begin{equation*}
X_{\sigma \wedge \tau_{n}} \leq E\left[X_{\tau_{n}} \mid \mathcal{F}_{\sigma}\right] \text { a.s., } \quad n \in \mathbb{N} . \tag{17}
\end{equation*}
$$

By the result for the index sets $2^{-n} \mathbb{Z}_{+}$, the random variables $X_{0} ; \ldots, X_{\tau_{2}}, X_{\tau_{1}}$ form a submartingale with bounded mean and are therefore uniformly integrable by Lemma 6.28. Thus, (16) follows as we let $n \rightarrow \infty$ in (17).

If $X^{+}$is uniformly integrable, then $X$ is $L^{1}$-bounded and hence converges a.s. toward some $X_{\infty} \in L^{1}$. By Proposition 3.12 we get $X_{t}^{+} \rightarrow X_{\infty}^{+}$in $L^{1}$, and so $E\left[X_{t}^{+} \mid \mathcal{F}_{s}\right] \rightarrow E\left[X_{\infty}^{+} \mid \mathcal{F}_{s}\right]$ in $L^{1}$ for each $s$. Letting $t \rightarrow \infty$ along a sequence, we get by Fatou's lemma

$$
\begin{aligned}
X_{s} & \leq \lim _{t} E\left[X_{t}^{+} \mid \mathcal{F}_{s}\right]-\liminf _{t} E\left[X_{t}^{-} \mid \mathcal{F}_{s}\right] \\
& \leq E\left[X_{\infty}^{+} \mid \mathcal{F}_{s}\right]-E\left[X_{\infty}^{-} \mid \mathcal{F}_{s}\right]=E\left[X_{\infty} \mid \mathcal{F}_{s}\right]
\end{aligned}
$$

We may now approximate as before to obtain (16) for arbitrary $\sigma$ and $\tau$.
Conversely, the stated condition implies that there exists some $X_{\infty} \in L^{1}$ with $X_{s} \leq E\left[X_{\infty} \mid \mathcal{F}_{s}\right]$ a.s. for all $s>0$, and so $X_{s}^{+} \leq E\left[X_{\infty}^{+} \mid \mathcal{F}_{s}\right]$ a.s. by Lemma 6.11. Hence, $X^{+}$is uniformly integrable by Lemma 5.5.

For a simple application, we shall consider the hitting probabilities of a continuous martingale. The result is useful in Chapters 12 and 20.

Corollary 6.30 (first hit) Let $M$ be a continuous martingale with $M_{0}=0$, and define $\tau_{x}=\inf \left\{t>0 ; M_{t}=x\right\}$. Then for any $a<0<b$

$$
P\left\{\tau_{a}<\tau_{b}\right\} \leq \frac{b}{b-a} \leq P\left\{\tau_{a} \leq \tau_{b}\right\}
$$

Proof: Since $\tau=\tau_{a} \wedge \tau_{b}$ is optional by Lemma 6.6, Theorem 6.29 yields $E M_{\tau \wedge t}=0$ for all $t>0$, so by dominated convergence $E M_{\tau}=0$. Hence,

$$
\begin{aligned}
0 & =a P\left\{\tau_{a}<\tau_{b}\right\}+b P\left\{\tau_{b}<\tau_{a}\right\}+E\left[M_{\infty} ; \tau=\infty\right] \\
& \leq a P\left\{\tau_{a}<\tau_{b}\right\}+b P\left\{\tau_{b} \leq \tau_{a}\right\} \\
& =b-(b-a) P\left\{\tau_{a}<\tau_{b}\right\},
\end{aligned}
$$

which proves the first inequality. The proof of the second relation is similar.

The next result plays a crucial role in Chapter 17.

Lemma 6.31 (absorption) Let $X \geq 0$ be a right-continuous supermartingale, and put $\tau=\inf \left\{t \geq 0 ; X_{t} \wedge X_{t-}=0\right\}$. Then $X=0$ a.s. on $[\tau, \infty)$.

Proof: By Theorem 6.27 the process $X$ remains a supermartingale with respect to the right-continuous filtration $\mathcal{F}^{+}$. The times $\tau_{n}=\inf \left\{t \geq 0 ; X_{t}<\right.$ $\left.n^{-1}\right\}$ are $\mathcal{F}^{+}$-optional by Lemma 6.6 , and by the right-continuity of $X$ we have $X_{\tau_{n}} \leq n^{-1}$ on $\left\{\tau_{n}<\infty\right\}$. Hence, by Theorem 6.29

$$
E\left[X_{t} ; \tau_{n} \leq t\right] \leq E\left[X_{\tau_{n}} ; \tau_{n} \leq t\right] \leq n^{-1}, \quad t \geq 0, n \in \mathbb{N}
$$

Noting that $\tau_{n} \uparrow \tau$, we get by dominated convergence $E\left[X_{t} ; \tau \leq t\right]=0$, so $X_{t}=0$ a.s. on $\{\tau \leq t\}$. The assertion now follows, as we apply this result to all $t \in \mathbb{Q}_{+}$and use the right-continuity of $X$.

We proceed to show how the right-continuity of an increasing sequence of supermartingales extends to the limit. The result is needed in Chapter 22.

Theorem 6.32 (increasing limits of supermartingales, Meyer) Let $X^{1} \leq$ $X^{2} \leq \cdots$ be right-continuous supermartingales with $\sup _{n} E X_{0}^{n}<\infty$. Then $X_{t}=\sup _{n} X_{t}^{n}, t \geq 0$, is again an a.s. right-continuous supermartingale.

Proof (Doob): By Theorem 6.27 we may assume the filtration to be rightcontinuous. The supermartingale property carries over to $X$ by monotone convergence. To prove the asserted right-continuity, we may assume that $X^{1}$ is bounded below by an integrable random variable; otherwise consider the processes obtained by optional stopping at the times $m \wedge \inf \left\{t ; X_{t}^{1}<-m\right\}$ for arbitrary $m>0$.

Now fix any $\varepsilon>0$, let $\mathcal{T}$ denote the class of optional times $\tau$ with

$$
\lim \sup _{u \downarrow t}\left|X_{u}-X_{t}\right| \leq 2 \varepsilon, \quad t<\tau,
$$

and put $p=\inf _{\tau \in \mathcal{T}} E e^{-\tau}$. Choose $\sigma_{1}, \sigma_{2}, \ldots \in \mathcal{T}$ with $E e^{-\sigma_{n}} \rightarrow p$, and note that $\sigma \equiv \sup _{n} \sigma_{n} \in \mathcal{T}$ with $E e^{-\sigma}=p$. We need to show that $\sigma=\infty$ a.s. Then introduce the optional times

$$
\tau_{n}=\inf \left\{t>\sigma ;\left|X_{t}^{n}-X_{\sigma}\right|>\varepsilon\right\}, \quad n \in \mathbb{N},
$$

and put $\tau=\lim \sup _{n} \tau_{n}$. Noting that

$$
\left|X_{t}-X_{\sigma}\right|=\liminf _{n \rightarrow \infty}\left|X_{t}^{n}-X_{\sigma}\right| \leq \varepsilon, \quad t \in[\sigma, \tau)
$$

we obtain $\tau \in \mathcal{T}$.
By the right-continuity of $X^{n}$, we note that $\left|X_{\tau_{n}}^{n}-X_{\sigma}\right| \geq \varepsilon$ on $\left\{\tau_{n}<\infty\right\}$ for every $n$. Furthermore, we have on the set $A=\{\sigma=\tau<\infty\}$

$$
\liminf _{n \rightarrow \infty} X_{\tau_{n}}^{n} \geq \sup _{k} \lim _{n \rightarrow \infty} X_{\tau_{n}}^{k}=\sup _{k} X_{\sigma}^{k}=X_{\sigma}
$$

and so $\lim \inf _{n} X_{\tau_{n}}^{n} \geq X_{\sigma}+\varepsilon$ on $A$. Since $A \in \mathcal{F}_{\sigma}$ by Lemma 6.1 , we get by Fatou's lemma, optional sampling, and monotone convergence,

$$
\begin{aligned}
E\left[X_{\sigma}+\varepsilon ; A\right] & \leq E\left[\liminf _{n} X_{\tau_{n}}^{n} ; A\right] \leq \liminf _{n} E\left[X_{\tau_{n}}^{n} ; A\right] \\
& \leq \lim _{n} E\left[X_{\sigma}^{n} ; A\right]=E\left[X_{\sigma} ; A\right]
\end{aligned}
$$

Thus, $P A=0$, and so $\tau>\sigma$ a.s. on $\{\sigma<\infty\}$. If $p>0$, we get the contradiction $E e^{-\tau}<p$, so $p=0$. Hence, $\sigma=\infty$ a.s.

## Exercises

1. Show for any optional times $\sigma$ and $\tau$ that $\{\sigma=\tau\} \in \mathcal{F}_{\sigma} \cap \mathcal{F}_{\tau}$ and $\mathcal{F}_{\sigma}=\mathcal{F}_{\tau}$ on $\{\sigma=\tau\}$. However, $\mathcal{F}_{\tau}$ and $\mathcal{F}_{\infty}$ may differ on $\{\tau=\infty\}$.
2. Show that if $\sigma$ and $\tau$ are optional times on the time scale $\mathbb{R}_{+}$or $\mathbb{Z}_{+}$, then so is $\sigma+\tau$.
3. Give an example of a random time that is weakly optional but not optional. (Hint: Let $\mathcal{F}$ be the filtration induced by the process $X_{t}=\vartheta t$ with $P\{\vartheta= \pm 1\}=\frac{1}{2}$, and take $\tau=\inf \left\{t ; X_{t}>0\right\}$.)
4. Fix a random time $\tau$ and a random variable $\xi$ in $\mathbb{R} \backslash\{0\}$. Show that the process $X_{t}=\xi 1\{\tau \leq t\}$ is adapted to a given filtration $\mathcal{F}$ iff $\tau$ is $\mathcal{F}$-optional and $\xi$ is $\mathcal{F}_{\tau}$-measurable. Give corresponding conditions for the process $Y_{t}=\xi 1\{\tau<t\}$.
5. Let $\mathcal{P}$ denote the class of sets $A \in \mathbb{R}_{+} \times \Omega$ such that the process $1_{A}$ is progressive. Show that $\mathcal{P}$ is a $\sigma$-field and that a process $X$ is progressive iff it is $\mathcal{P}$-measurable.
6. Let $X$ be a progressive process with induced filtration $\mathcal{F}$, and fix any optional time $\tau<\infty$. Show that $\sigma\left\{\tau, X^{\tau}\right\} \subset \mathcal{F}_{\tau} \subset \mathcal{F}_{\tau}^{+} \subset \sigma\left\{\tau, X^{\tau+h}\right\}$ for every $h>0$. (Hint: The first relation becomes an equality when $\tau$ takes only countably many values.) Note that the result may fail when $P\{\tau=\infty\}>0$.
7. Let $M$ be an $\mathcal{F}$-martingale on some countable index set, and fix an optional time $\tau$. Show that $M-M^{\tau}$ remains a martingale conditionally on $\mathcal{F}_{\tau}$. (Hint: Use Theorem 6.12 and Lemma 6.13.) Extend the result to continuous time.
8. Show that any submartingale remains a submartingale with respect to the induced filtration.
9. Let $X^{1}, X^{2}, \ldots$ be submartingales such that the process $X=\sup _{n} X^{n}$ is integrable. Show that $X$ is again a submartingale. Also show that $\lim \sup _{n} X^{n}$ is a submartingale when even $\sup _{n}\left|X^{n}\right|$ is integrable.
10. Show that the Doob decomposition of an integrable random sequence $X=\left(X_{n}\right)$ depends on the filtration unless $X$ is a.s. $X_{0}$-measurable. (Hint: Compare the filtrations induced by $X$ and by the sequence $Y_{n}=\left(X_{0}, X_{n+1}\right)$.)
11. Fix a random time $\tau$ and a random variable $\xi \in L^{1}$, and define $M_{t}=\xi 1\{\tau \leq t\}$. Show that $M$ is a martingale with respect to the induced filtration $\mathcal{F}$ iff $E[\xi ; \tau \leq t \mid \tau>s]=0$ for any $s<t$. (Hint: The set $\{\tau>s\}$ is an atom of $\mathcal{F}_{s}$.)
12. Let $\mathcal{F}$ and $\mathcal{G}$ be filtrations on a common probability space. Show that every $\mathcal{F}$-martingale is a $\mathcal{G}$-martingale iff $\mathcal{F}_{t} \subset \mathcal{G}_{t} \Perp_{\mathcal{F}_{t}} \mathcal{F}_{\infty}$ for every $t \geq 0$. (Hint: For the necessity, consider $\mathcal{F}$-martingales of the form $M_{s}=E\left[\xi \mid \mathcal{F}_{s}\right]$ with $\xi \in L^{1}\left(\mathcal{F}_{t}\right)$.)
13. Show for any rcll supermartingale $X \geq 0$ and constant $r \geq 0$ that $r P\left\{\sup _{t} X_{t} \geq r\right\} \leq E X_{0}$.
14. Let $M$ be an $L^{2}$-bounded martingale on $\mathbb{Z}_{+}$. Imitate the proof of Lemma 3.16 to show that $M_{n}$ converges a.s. and in $L^{2}$.
15. Give an example of a martingale that is $L^{1}$-bounded but not uniformly integrable. (Hint: Every positive martingale is $L^{1}$-bounded.)
16. Show that if $\mathcal{G} \Perp_{\mathcal{F}_{n}} \mathcal{H}$ for some increasing $\sigma$-fields $\mathcal{F}_{n}$, then $\mathcal{G} \Perp_{\mathcal{F}_{\infty}} \mathcal{H}$.
17. Let $\xi_{n} \rightarrow \xi$ in $L^{1}$. Show for any increasing $\sigma$-fields $\mathcal{F}_{n}$ that $E\left[\xi_{n} \mid \mathcal{F}_{n}\right]$ $\rightarrow E\left[\xi \mid \mathcal{F}_{\infty}\right]$ in $L^{1}$.
18. Let $\xi, \xi_{1}, \xi_{2}, \ldots \in L^{1}$ with $\xi_{n} \uparrow \xi$ a.s. Show for any increasing $\sigma$ fields $\mathcal{F}_{n}$ that $E\left[\xi_{n} \mid \mathcal{F}_{n}\right] \rightarrow E\left[\xi \mid \mathcal{F}_{\infty}\right]$ a.s. (Hint: By Proposition 6.15 we have $\sup _{m} E\left[\xi-\xi_{n} \mid \mathcal{F}_{m}\right] \xrightarrow{P} 0$. Now use the monotonicity.)
19. Show that any right-continuous submartingale is a.s. rcll.
20. Let $\sigma$ and $\tau$ be optional times with respect to some right-continuous filtration $\mathcal{F}$. Show that the operators $E^{\mathcal{F}_{\sigma}}$ and $E^{\mathcal{F}_{\mathcal{T}}}$ commute on $L^{1}$ with product $E^{\mathcal{F}_{\sigma \wedge \tau}}$. (Hint: For any $\xi \in L^{1}$, apply the optional sampling theorem to a right-continuous version of the martingale $M_{t}=E\left[\xi \mid \mathcal{F}_{t}\right]$.)
21. Let $X \geq 0$ be a supermartingale on $\mathbb{Z}_{+}$, and let $\tau_{0} \leq \tau_{1} \leq \cdots$ be optional times. Show that the sequence $\left(X_{\tau_{n}}\right)$ is again a supermartingale. (Hint: Truncate the times $\tau_{n}$, and use the conditional Fatou lemma.) Show by an example that the result fails for submartingales.

## Chapter 7

## Markov Processes and Discrete-Time Chains


#### Abstract

Markov property and transition kernels; finite-dimensional distributions and existence; space homogeneity and independence of increments; strong Markov property and excursions; invariant distributions and stationarity; recurrence and transience; ergodic behavior of irreducible chains; mean recurrence times


A Markov process may be described informally as a randomized dynamical system, a description that explains the fundamental role that Markov processes play both in theory and in a wide range of applications. Processes of this type appear more or less explicitly throughout the remainder of this book.

To make the above description precise, let us fix any Borel space $S$ and filtration $\mathcal{F}$. An adapted process $X$ in $S$ is said to be Markov if for any times $s<t$ we have $X_{t}=f_{s, t}\left(X_{s}, \vartheta_{s, t}\right)$ a.s. for some measurable function $f_{s, t}$ and some $U(0,1)$ random variable $\vartheta_{s, t} \Perp \mathcal{F}_{s}$. The stated condition is equivalent to the less transparent conditional independence $X_{t} \Perp_{X_{s}} \mathcal{F}_{s}$. The process is said to be time-homogeneous if we can take $f_{s, t} \equiv f_{0, t-s}$ and space-homogeneous (when $S=\mathbb{R}^{d}$ ) if $f_{s, t}(x, \cdot) \equiv f_{s, t}(0, \cdot)+x$. A more convenient description of the evolution is in terms of the transition kernels $\mu_{s, t}(x, \cdot)=P\left\{f_{s, t}(x, \vartheta) \in \cdot\right\}$, which are easily seen to satisfy an a.s. version of the Chapman-Kolmogorov relation $\mu_{s, t} \mu_{t, u}=\mu_{s, u}$. In the usual axiomatic treatment, the latter equation is assumed to hold identically.

This chapter is devoted to some of the most basic and elementary portions of Markov process theory. Thus, the space homogeneity will be shown to be equivalent to the independence of the increments, which motivates our discussion of random walks and Lévy processes in Chapters 8 and 13. In the time-homogeneous case we shall establish a primitive form of the strong Markov property and see how the result simplifies when the process is also space-homogeneous. Next we shall see how invariance of the initial distribution implies stationarity of the process, which motivates our treatment of stationary processes in Chapter 9. Finally, we shall discuss the classification of states and examine the ergodic behavior of discrete-time Markov chains on a countable state space. The analogous but less elementary theory for continuous-time chains is postponed until Chapter 10.

The general theory of Markov processes is more advanced and is not continued until Chapter 17, which develops the basic theory of Feller processes. In the meantime we shall consider several important subclasses, such as the pure jump-type processes in Chapter 10, Brownian motion and related processes in Chapters 11 and 16, and the above-mentioned random walks and Lévy processes in Chapters 8 and 13. A detailed discussion of diffusion processes appears in Chapters 18 and 20, and additional aspects of Brownian motion are considered in Chapters 19, 21, and 22.

To begin our systematic study of Markov processes, consider an arbitrary time scale $T \subset \mathbb{R}$, equipped with a filtration $\mathcal{F}=\left(\mathcal{F}_{t}\right)$, and fix a measurable space $(S, \mathcal{S})$. An $S$-valued process $X$ on $T$ is said to be a Markov process if it is adapted to $\mathcal{F}$ and such that

$$
\begin{equation*}
\mathcal{F}_{t} \prod_{X_{t}} X_{u}, \quad t \leq u \text { in } T \tag{1}
\end{equation*}
$$

Just as for the martingale property, we note that even the Markov property depends on the choice of filtration, with the weakest version obtained for the filtration induced by $X$. The simple property in (1) may be strengthened as follows.

Lemma 7.1 (extended Markov property) If $X$ satisfies (1), then

$$
\begin{equation*}
\mathcal{F}_{t} \coprod_{X_{t}}\left\{X_{u} ; u \geq t\right\}, \quad t \in T . \tag{2}
\end{equation*}
$$

Proof: Fix any $t=t_{0} \leq t_{1} \leq \cdots$ in $T$. By (1) we have $\mathcal{F}_{t_{n}} \Perp_{X_{t_{n}}} X_{t_{n+1}}$ for every $n \geq 0$, and so by Proposition 5.8

$$
\mathcal{F}_{t} \underset{X_{t_{0}}, \ldots, X_{t_{n}}}{ } X_{t_{n+1}}, \quad n \geq 0 .
$$

By the same proposition, this is equivalent to

$$
\mathcal{F}_{t} \prod_{X_{t}}\left(X_{t_{1}}, X_{t_{2}}, \ldots\right),
$$

and (2) follows by a monotone class argument.

For any times $s \leq t$ in $T$, we assume the existence of some regular conditional distributions

$$
\begin{equation*}
\mu_{s, t}\left(X_{s}, B\right)=P\left[X_{t} \in B \mid X_{s}\right]=P\left[X_{t} \in B \mid \mathcal{F}_{s}\right] \text { a.s., } \quad B \in \mathcal{S} . \tag{3}
\end{equation*}
$$

In particular, we note that the transition kernels $\mu_{s, t}$ exist by Theorem 5.3 when $S$ is Borel. We may further introduce the one-dimensional distributions $\nu_{t}=P \circ X_{t}^{-1}, t \in T$. When $T$ begins at 0 , we shall prove that the distribution of $X$ is uniquely determined by the kernels $\mu_{s, t}$ together with the initial distribution $\nu_{0}$.

For a precise statement, it is convenient to use the kernel operations introduced in Chapter 1. Note in particular that if $\mu$ and $\nu$ are kernels on $S$, then $\mu \otimes \nu$ and $\mu \nu$ are kernels from $S$ to $S^{2}$ and $S$, respectively, given for $s \in S$ by

$$
\begin{aligned}
(\mu \otimes \nu)(s, B) & =\int \mu(s, d t) \int \nu(t, d u) 1_{B}(t, u), \quad B \in \mathcal{S}^{2} \\
(\mu \nu)(s, B) & =(\mu \otimes \nu)(s, S \times B)=\int \mu(s, d t) \nu(t, B), \quad B \in \mathcal{S}
\end{aligned}
$$

Proposition 7.2 (finite-dimensional distributions) Let $X$ be a Markov process on $T$ with one-dimensional distributions $\nu_{t}$ and transition kernels $\mu_{s, t}$. Then for any $t_{0} \leq \cdots \leq t_{n}$ in $T$,

$$
\begin{align*}
P \circ\left(X_{t_{0}}, \ldots, X_{t_{n}}\right)^{-1} & =\nu_{t_{0}} \otimes \mu_{t_{0}, t_{1}} \otimes \cdots \otimes \mu_{t_{n-1}, t_{n}}  \tag{4}\\
P\left[\left(X_{t_{1}}, \ldots, X_{t_{n}}\right) \in \cdot \mid \mathcal{F}_{t_{0}}\right] & =\left(\mu_{t_{0}, t_{1}} \otimes \cdots \otimes \mu_{t_{n-1}, t_{n}}\right)\left(X_{t_{0}}, \cdot\right) . \tag{5}
\end{align*}
$$

Proof: Formula (4) is clearly true for $n=0$. Proceeding by induction, assume (4) to be true with $n$ replaced by $n-1$, and fix any bounded measurable function $f$ on $S^{n+1}$. Noting that $X_{t_{0}}, \ldots, X_{t_{n-1}}$ are $\mathcal{F}_{t_{n-1}}$-measurable, we get by Theorem 5.4 and the induction hypothesis

$$
\begin{aligned}
E f\left(X_{t_{0}}, \ldots, X_{t_{n}}\right) & =E E\left[f\left(X_{t_{0}}, \ldots, X_{t_{n}}\right) \mid \mathcal{F}_{t_{n-1}}\right] \\
& =E \int f\left(X_{t_{0}}, \ldots, X_{t_{n-1}}, x_{n}\right) \mu_{t_{n-1}, t_{n}}\left(X_{t_{n-1}}, d x_{n}\right) \\
& =\left(\nu_{t_{0}} \otimes \mu_{t_{0}, t_{1}} \otimes \cdots \otimes \mu_{t_{n-1}, t_{n}}\right) f,
\end{aligned}
$$

as desired. This completes the proof of (4).
In particular, for any $B \in \mathcal{S}$ and $C \in \mathcal{S}^{n}$ we get

$$
\begin{aligned}
& P\left\{\left(X_{t_{0}}, \ldots, X_{t_{n}}\right) \in B \times C\right\} \\
& \quad=\int_{B} \nu_{t_{0}}(d x)\left(\mu_{t_{0}, t_{1}} \otimes \cdots \otimes \mu_{t_{n-1}, t_{n}}\right)(x, C) \\
& \quad=E\left[\left(\mu_{t_{0}, t_{1}} \otimes \cdots \otimes \mu_{t_{n-1}, t_{n}}\right)\left(X_{t_{0}}, C\right) ; X_{t_{0}} \in B\right],
\end{aligned}
$$

and (5) follows by Theorem 5.1 and Lemma 7.1.

An obvious consistency requirement leads to the following basic so-called Chapman-Kolmogorov relation between the transition kernels. Here we say that two kernels $\mu$ and $\mu^{\prime}$ agree a.s. if $\mu(x, \cdot)=\mu^{\prime}(x, \cdot)$ for almost every $x$.

Corollary 7.3 (Chapman, Smoluchovsky) For any Markov process in a Borel space $S$, we have

$$
\mu_{s, u}=\mu_{s, t} \mu_{t, u} \quad \text { a.s. } \nu_{s}, \quad s \leq t \leq u .
$$

Proof: By Proposition 7.2 we have a.s. for any $B \in \mathcal{S}$

$$
\begin{aligned}
\mu_{s, u}\left(X_{s}, B\right) & =P\left[X_{u} \in B \mid \mathcal{F}_{s}\right]=P\left[\left(X_{t}, X_{u}\right) \in S \times B \mid \mathcal{F}_{s}\right] \\
& =\left(\mu_{s, t} \otimes \mu_{t, u}\right)\left(X_{s}, S \times B\right)=\left(\mu_{s, t} \mu_{t, u}\right)\left(X_{s}, B\right)
\end{aligned}
$$

Since $S$ is Borel, we may choose a common null set for all $B$.

We shall henceforth assume the Chapman-Kolmogorov relation to hold identically, so that

$$
\begin{equation*}
\mu_{s, u}=\mu_{s, t} \mu_{t, u}, \quad s \leq t \leq u \tag{6}
\end{equation*}
$$

Thus, we define a Markov process by condition (3), in terms of some transition kernels $\mu_{s, t}$ satisfying (6). In discrete time, when $T=\mathbb{Z}_{+}$, the latter relation is no restriction, since we may then start from any versions of the kernels $\mu_{n}=\mu_{n-1, n}$ and define $\mu_{m, n}=\mu_{m+1} \cdots \mu_{n}$ for arbitrary $m<n$.

Given such a family of transition kernels $\mu_{s, t}$ and an arbitrary initial distribution $\nu$, we need to show that an associated Markov process exists. This is ensured, under weak restrictions, by the following result.

Theorem 7.4 (existence, Kolmogorov) Fix a time scale $T$ starting at 0, a Borel space $(S, \mathcal{S})$, a probability measure $\nu$ on $S$, and a family of probability kernels $\mu_{s, t}$ on $S, s \leq t$ in $T$, satisfying (6). Then there exists an $S$-valued Markov process $X$ on $T$ with initial distribution $\nu$ and transition kernels $\mu_{s, t}$.

Proof: Introduce the probability measures

$$
\nu_{t_{1}, \ldots, t_{n}}=\nu \mu_{t_{0}, t_{1}} \otimes \cdots \otimes \mu_{t_{n-1}, t_{n}}, \quad 0=t_{0} \leq t_{1} \leq \cdots \leq t_{n}, n \in \mathbb{N}
$$

To see that the family $\left(\nu_{t_{0}, \ldots, t_{n}}\right)$ is projective, let $B \in \mathcal{S}^{n-1}$ be arbitrary, and define for any $k \in\{1, \ldots, n\}$ the set

$$
B_{k}=\left\{\left(x_{1}, \ldots, x_{n}\right) \in S^{n} ;\left(x_{1}, \ldots, x_{k-1}, x_{k+1}, \ldots, x_{n}\right) \in B\right\}
$$

Then by (6)

$$
\begin{aligned}
\nu_{t_{1}, \ldots, t_{n}} B_{k} & =\left(\nu \mu_{t_{0}, t_{1}} \otimes \cdots \otimes \mu_{t_{k-1}, t_{k+1}} \otimes \cdots \otimes \mu_{t_{n-1}, t_{n}}\right) B \\
& =\nu_{t_{1}, \ldots, t_{k-1}, t_{k+1}, \ldots, t_{n}} B,
\end{aligned}
$$

as desired. By Theorem 5.16 there exists an $S$-valued process $X$ on $T$ with

$$
\begin{equation*}
P \circ\left(X_{t_{1}}, \ldots, X_{t_{n}}\right)^{-1}=\nu_{t_{1}, \ldots, t_{n}}, \quad t_{1} \leq \cdots \leq t_{n}, n \in \mathbb{N} \tag{7}
\end{equation*}
$$

and, in particular, $P \circ X_{0}^{-1}=\nu_{0}=\nu$.
To see that $X$ is Markov with transition kernels $\mu_{s, t}$, fix any times $s_{1} \leq$ $\cdots \leq s_{n}=s \leq t$ and sets $B \in \mathcal{S}^{n}$ and $C \in \mathcal{S}$, and conclude from (7) that

$$
\begin{aligned}
P\left\{\left(X_{s_{1}}, \ldots, X_{s_{n}}, X_{t}\right) \in B \times C\right\} & =\nu_{s_{1}, \ldots, s_{n}, t}(B \times C) \\
& =E\left[\mu_{s, t}\left(X_{s}, C\right) ;\left(X_{s_{1}}, \ldots, X_{s_{n}}\right) \in B\right] .
\end{aligned}
$$

Writing $\mathcal{F}$ for the filtration induced by $X$, we get by a monotone class argument

$$
P\left[X_{t} \in C ; A\right]=E\left[\mu_{s, t}\left(X_{s}, C\right) ; A\right], \quad A \in \mathcal{F}_{s},
$$

and so $P\left[X_{t} \in C \mid \mathcal{F}_{s}\right]=\mu_{s, t}\left(X_{s}, C\right)$ a.s.

Now assume that $S$ is a measurable Abelian group. A kernel $\mu$ on $S$ is then said to be homogeneous if

$$
\mu(x, B)=\mu(0, B-x), \quad x \in S, B \in \mathcal{S}
$$

An $S$-valued Markov process with homogeneous transition kernels $\mu_{s, t}$ is said to be space-homogeneous. Furthermore, we say that a process $X$ in $S$ has independent increments if, for any times $t_{0} \leq \cdots \leq t_{n}$, the increments $X_{t_{k}}-$ $X_{t_{k-1}}$ are mutually independent and independent of $X_{0}$. More generally, given any filtration $\mathcal{F}$ on $T$, we say that $X$ has $\mathcal{F}$-independent increments if $X$ is adapted to $\mathcal{F}$ and such that $X_{t}-X_{s} \Perp \mathcal{F}_{s}$ for all $s \leq t$ in $T$. Note that the elementary notion of independence corresponds to the case when $\mathcal{F}$ is induced by $X$.

Proposition 7.5 (independent increments and homogeneity) Consider a measurable Abelian group $S$, a filtration $\mathcal{F}$ on some time scale $T$, and an $S$-valued and $\mathcal{F}$-adapted process $X$ on $T$. Then $X$ is space-homogeneous $\mathcal{F}$-Markov iff it has $\mathcal{F}$-independent increments, in which case the transition kernels are given by

$$
\begin{equation*}
\mu_{s, t}(x, B)=P\left\{X_{t}-X_{s} \in B-x\right\}, \quad x \in S, B \in \mathcal{S}, s \leq t \text { in } T . \tag{8}
\end{equation*}
$$

Proof: First assume that $X$ is Markov with transition kernels

$$
\begin{equation*}
\mu_{s, t}(x, B)=\mu_{s, t}(B-x), \quad x \in S, B \in \mathcal{S}, s \leq t \text { in } T . \tag{9}
\end{equation*}
$$

By Theorem 5.4, for any $s \leq t$ in $T$ and $B \in \mathcal{S}$ we get

$$
P\left[X_{t}-X_{s} \in B \mid \mathcal{F}_{s}\right]=P\left[X_{t} \in B+X_{s} \mid \mathcal{F}_{s}\right]=\mu_{s, t}\left(X_{s}, B+X_{s}\right)=\mu_{s, t} B
$$

so $X_{t}-X_{s}$ is independent of $\mathcal{F}_{s}$ with distribution $\mu_{s, t}$, and (8) follows by means of (9).

Conversely, assume that $X_{t}-X_{s}$ is independent of $\mathcal{F}_{s}$ with distribution $\mu_{s, t}$. Defining the associated kernel $\mu_{s, t}$ by (9), we get by Theorem 5.4 for any $s, t$, and $B$ as before

$$
P\left[X_{t} \in B \mid \mathcal{F}_{s}\right]=P\left[X_{t}-X_{s} \in B-X_{s} \mid \mathcal{F}_{s}\right]=\mu_{s, t}\left(B-X_{s}\right)=\mu_{s, t}\left(X_{s}, B\right) .
$$

Thus, $X$ is Markov with the homogeneous transition kernels in (9).
We may now specialize to the time-homogeneous case-when $T=\mathbb{R}_{+}$or $\mathbb{Z}_{+}$and the transition kernels are of the form $\mu_{s, t}=\mu_{t-s}$, so that

$$
P\left[X_{t} \in B \mid \mathcal{F}_{s}\right]=\mu_{t-s}\left(X_{s}, B\right) \text { a.s., } \quad B \in \mathcal{S}, s \leq t \text { in } T .
$$

Introducing the initial distribution $\nu=P \circ X_{0}^{-1}$, we may write the formulas of Proposition 7.2 as

$$
\begin{aligned}
P \circ\left(X_{t_{0}}, \ldots, X_{t_{n}}\right)^{-1} & =\nu \mu_{t_{0}} \otimes \mu_{t_{1}-t_{0}} \otimes \cdots \otimes \mu_{t_{n}-t_{n-1}} \\
P\left[\left(X_{t_{1}}, \ldots, X_{t_{n}}\right) \in \cdot \mid \mathcal{F}_{t_{0}}\right] & =\left(\mu_{t_{1}-t_{0}} \otimes \cdots \otimes \mu_{t_{n}-t_{n-1}}\right)\left(X_{t_{0}}, \cdot\right),
\end{aligned}
$$

and the Chapman-Kolmogorov relation becomes

$$
\mu_{s+t}=\mu_{s} \mu_{t}, \quad s, t \in T
$$

which is again assumed to hold identically. We often refer to the family $\left(\mu_{t}\right)$ as a semigroup of transition kernels.

The following result justifies the interpretation of a discrete-time Markov process as a randomized dynamical system.

Proposition 7.6 (recursion) Let $X$ be a process on $\mathbb{Z}_{+}$with values in a Borel space $S$. Then $X$ is Markov iff there exist some measurable functions $f_{1}, f_{2}, \ldots: S \times[0,1] \rightarrow S$ and i.i.d. $U(0,1)$ random variables $\vartheta_{1}, \vartheta_{2}, \ldots \Perp X_{0}$ such that $X_{n}=f_{n}\left(X_{n-1}, \vartheta_{n}\right)$ a.s. for all $n \in \mathbb{N}$. Here we may choose $f_{1}=$ $f_{2}=\cdots=f$ iff $X$ is time-homogeneous.

Proof: Let $X$ have the stated representation and introduce the kernels $\mu_{n}(x, \cdot)=P\left\{f_{n}(x, \vartheta) \in \cdot\right\}$, where $\vartheta$ is $U(0,1)$. Writing $\mathcal{F}$ for the filtration induced by $X$, we get by Theorem 5.4 for any $B \in \mathcal{S}$

$$
\begin{aligned}
P\left[X_{n} \in B \mid \mathcal{F}_{n-1}\right] & =P\left[f_{n}\left(X_{n-1}, \vartheta_{n}\right) \in B \mid \mathcal{F}_{n-1}\right] \\
& =\lambda\left\{t ; f_{n}\left(X_{n-1}, t\right) \in B\right\}=\mu_{n}\left(X_{n-1}, B\right)
\end{aligned}
$$

which shows that $X$ is Markov with transition kernels $\mu_{n}$.
Now assume instead the latter condition. By Lemma 2.22 we may choose some associated functions $f_{n}$ as above. Let $\tilde{\vartheta}_{1}, \tilde{\vartheta}_{2}, \ldots$ be i.i.d. $U(0,1)$ and independent of $\tilde{X}_{0} \stackrel{d}{=} X_{0}$, and define recursively $\tilde{X}_{n}=f_{n}\left(\tilde{X}_{n-1}, \tilde{\vartheta}_{n}\right)$ for $n \in \mathbb{N}$. As before, $\tilde{X}$ is Markov with transition kernels $\mu_{n}$. Hence, $\tilde{X} \stackrel{d}{=} X$ by Proposition 7.2 , so by Theorem 5.10 there exist some random variables $\vartheta_{n}$ with $\left(X,\left(\vartheta_{n}\right)\right) \stackrel{d}{=}\left(\tilde{X},\left(\tilde{\vartheta}_{n}\right)\right)$. Since the diagonal in $S^{2}$ is measurable, the desired representation follows. The last assertion is obvious from the construction.

Now fix a transition semigroup $\left(\mu_{t}\right)$ on some Borel space $S$. For any probability measure $\nu$ on $S$, there exists by Theorem 7.4 an associated Markov process $X_{\nu}$, and by Proposition 2.2 the corresponding distribution $P_{\nu}$ is uniquely determined by $\nu$. Note that $P_{\nu}$ is a probability measure on the path space $\left(S^{T}, \mathcal{S}^{T}\right)$. For degenerate initial distributions $\delta_{x}$, we may write $P_{x}$ instead of $P_{\delta_{x}}$. Integration with respect to $P_{\nu}$ or $P_{x}$ is denoted by $E_{\nu}$ or $E_{x}$, respectively.

Lemma 7.7 (mixtures) The measures $P_{x}$ form a probability kernel from $S$ to $S^{T}$, and for any initial distribution $\nu$ we have

$$
\begin{equation*}
P_{\nu} A=\int_{S}\left(P_{x} A\right) \nu(d x), \quad A \in \mathcal{S}^{T} \tag{10}
\end{equation*}
$$

Proof: Both the measurability of $P_{x} A$ and formula (10) are obvious for cylinder sets of the form $A=\left(\pi_{t_{1}}, \ldots, \pi_{t_{n}}\right)^{-1} B$. The general case follows
easily by a monotone class argument.

Rather than considering one Markov process $X_{\nu}$ for each initial distribution $\nu$, it is more convenient to introduce the canonical process $X$, defined as the identity mapping on the path space $\left(S^{T}, \mathcal{S}^{T}\right)$, and equip the latter space with the different probability measures $P_{\nu}$. Note that $X_{t}$ agrees with the evaluation map $\pi_{t}: \omega \mapsto \omega_{t}$ on $S^{T}$, which is measurable by the definition of $\mathcal{S}^{T}$. For our present purposes, it is sufficient to endow the path space $S^{T}$ with the canonical filtration induced by $X$.

On $S^{T}$ we may further introduce the shift operators $\theta_{t}: S^{T} \rightarrow S^{T}, t \in T$, given by

$$
\left(\theta_{t} \omega\right)_{s}=\omega_{s+t}, \quad s, t \in T, \omega \in S^{T}
$$

and we note that the $\theta_{t}$ are measurable with respect to $\mathcal{S}^{T}$. In the canonical case it is further clear that $\theta_{t} X=\theta_{t}=X \circ \theta_{t}$.

Optional times with respect to a Markov process are often constructed recursively in terms of shifts on the underlying path space. Thus, for any pair of optional times $\sigma$ and $\tau$ on the canonical space, we may introduce the random time $\gamma=\sigma+\tau \circ \theta_{\sigma}$, with the understanding that $\gamma=\infty$ when $\sigma=\infty$. Under weak restrictions on space and filtration, we may show that $\gamma$ is again optional. Here $C(S)$ and $D(S)$ denote the spaces of continuous or rcll functions, respectively, from $\mathbb{R}_{+}$to $S$.

Proposition 7.8 (shifted optional times) For any metric space $S$, let $\sigma$ and $\tau$ be optional times on the canonical space $S^{\infty}, C(S)$, or $D(S)$, endowed with the right-continuous, induced filtration. Then even $\gamma=\sigma+\tau \circ \theta_{\sigma}$ is optional.

Proof: Since $\sigma \wedge n+\tau \circ \theta_{\sigma \wedge n} \uparrow \gamma$, we may assume by Lemma 6.3 that $\sigma$ is bounded. Let $X$ denote the canonical process with induced filtration $\mathcal{F}$. Since $X$ is $\mathcal{F}^{+}$-progressive, $X_{\sigma+s}=X_{s} \circ \theta_{\sigma}$ is $\mathcal{F}_{\sigma+s}^{+}$-measurable for every $s \geq 0$ by Lemma 6.5. Fixing any $t \geq 0$, it follows that all sets $A=\left\{X_{s} \in B\right\}$ with $s \leq t$ and $B \in \mathcal{S}$ satisfy $\theta_{\sigma}^{-1} A \in \mathcal{F}_{\sigma+t}^{+}$. The sets $A$ with the latter property form a $\sigma$-field, and therefore

$$
\begin{equation*}
\theta_{\sigma}^{-1} \mathcal{F}_{t} \subset \mathcal{F}_{\sigma+t}^{+}, \quad t \geq 0 \tag{11}
\end{equation*}
$$

Now fix any $t \geq 0$, and note that

$$
\begin{equation*}
\{\gamma<t\}=\bigcup_{r \in \mathbb{Q} \cap(0, t)}\left\{\sigma<r, \tau \circ \theta_{\sigma}<t-r\right\} . \tag{12}
\end{equation*}
$$

For every $r \in(0, t)$ we have $\{\tau<t-r\} \in \mathcal{F}_{t-r}$, so $\theta_{\sigma}^{-1}\{\tau<t-r\} \in \mathcal{F}_{\sigma+t-r}^{+}$ by (11), and Lemma 6.2 yields

$$
\left\{\sigma<r, \tau \circ \theta_{\sigma}<t-r\right\}=\{\sigma+t-r<t\} \cap \theta_{\sigma}^{-1}\{\tau<t-r\} \in \mathcal{F}_{t}
$$

Thus, $\{\gamma<t\} \in \mathcal{F}_{t}$ by (12), and so $\gamma$ is $\mathcal{F}^{+}$-optional by Lemma 6.2.

We proceed to show how the elementary Markov property may be extended to suitable optional times. The present statement is only preliminary, and stronger versions are obtained under further conditions in Theorems $10.16,11.11$, and 17.17.

Proposition 7.9 (strong Markov property) Fix a time-homogeneous Markov process $X$ on $T=\mathbb{R}_{+}$or $\mathbb{Z}_{+}$, and let $\tau$ be an optional time taking countably many values. Then

$$
\begin{equation*}
P\left[\theta_{\tau} X \in A \mid \mathcal{F}_{\tau}\right]=P_{X_{\tau}} A \quad \text { a.s. on }\{\tau<\infty\}, \quad A \in \mathcal{S}^{T} . \tag{13}
\end{equation*}
$$

If $X$ is canonical, it is equivalent that

$$
\begin{equation*}
E_{\nu}\left[\xi \circ \theta_{\tau} \mid \mathcal{F}_{\tau}\right]=E_{X_{\tau}} \xi, \quad P_{\nu} \text {-a.s. on }\{\tau<\infty\}, \tag{14}
\end{equation*}
$$

for any distribution $\nu$ on $S$ and bounded or nonnegative random variable $\xi$.
Since $\{\tau<\infty\} \in \mathcal{F}_{\tau}$, we note that (13) and (14) make sense by Lemma 5.2, although $\theta_{\tau} X$ and $P_{X_{\tau}}$ are defined only for $\tau<\infty$.

Proof: By Lemmas 5.2 and 6.1 we may assume that $\tau=t$ is finite and nonrandom. For sets $A$ of the form

$$
\begin{equation*}
A=\left(\pi_{t_{1}}, \ldots, \pi_{t_{n}}\right)^{-1} B, \quad t_{1} \leq \cdots \leq t_{n}, B \in \mathcal{S}^{n}, n \in \mathbb{N} \tag{15}
\end{equation*}
$$

Proposition 7.2 yields

$$
\begin{aligned}
P\left[\theta_{t} X \in A \mid \mathcal{F}_{t}\right] & =P\left[\left(X_{t+t_{1}}, \ldots, X_{t+t_{n}}\right) \in B \mid \mathcal{F}_{t}\right] \\
& =\left(\mu_{t_{1}} \otimes \mu_{t_{2}-t_{1}} \otimes \cdots \otimes \mu_{t_{n}-t_{n-1}}\right)\left(X_{t}, B\right)=P_{X_{t}} A
\end{aligned}
$$

which extends by a monotone class argument to arbitrary $A \in \mathcal{S}^{T}$.
In the canonical case we note that (13) is equivalent to (14) with $\xi=1_{A}$, since in that case $\xi \circ \theta_{\tau}=1\left\{\theta_{\tau} X \in A\right\}$. The result extends by linearity and monotone convergence to general $\xi$.

When $X$ is both space- and time-homogeneous, the strong Markov property can be stated without reference to the family $\left(P_{x}\right)$.

Theorem 7.10 (space and time homogeneity) Let $X$ be a space- and timehomogeneous Markov process in some measurable Abelian group S. Then

$$
\begin{equation*}
P_{x} A=P_{0}(A-x), \quad x \in S, A \in \mathcal{S}^{T} \tag{16}
\end{equation*}
$$

Furthermore, (13) holds for a given optional time $\tau<\infty$ iff $X_{\tau}$ is a.s. $\mathcal{F}_{\tau^{-}}$ measurable and

$$
\begin{equation*}
X-X_{0} \stackrel{d}{=} \theta_{\tau} X-X_{\tau} \Perp \mathcal{F}_{\tau} . \tag{17}
\end{equation*}
$$

Proof: By Proposition 7.2 we get for any set $A$ as in (15)

$$
\begin{aligned}
P_{x} A & =P_{x} \circ\left(\pi_{t_{1}}, \ldots, \pi_{t_{n}}\right)^{-1} B \\
& =\left(\mu_{t_{1}} \otimes \mu_{t_{2}-t_{1}} \otimes \cdots \otimes \mu_{t_{n}-t_{n-1}}\right)(x, B) \\
& =\left(\mu_{t_{1}} \otimes \mu_{t_{2}-t_{1}} \otimes \cdots \otimes \mu_{t_{n}-t_{n-1}}\right)(0, B-x) \\
& =P_{0} \circ\left(\pi_{t_{1}}, \ldots, \pi_{t_{n}}\right)^{-1}(B-x)=P_{0}(A-x)
\end{aligned}
$$

This extends to (16) by a monotone class argument.
Next assume (13). Letting $A=\pi_{0}^{-1} B$ with $B \in \mathcal{S}$, we get

$$
1_{B}\left(X_{\tau}\right)=P_{X_{\tau}}\left\{\pi_{0} \in B\right\}=P\left[X_{\tau} \in B \mid \mathcal{F}_{\tau}\right] \text { a.s. }
$$

so $X_{\tau}$ is a.s. $\mathcal{F}_{\tau}$-measurable. By (16) and Theorem 5.4, we further note that

$$
\begin{equation*}
P\left[\theta_{\tau} X-X_{\tau} \in A \mid \mathcal{F}_{\tau}\right]=P_{X_{\tau}}\left(A+X_{\tau}\right)=P_{0} A, \quad A \in \mathcal{S}^{T} \tag{18}
\end{equation*}
$$

and so $\theta_{\tau} X-X_{\tau}$ is independent of $\mathcal{F}_{\tau}$ with distribution $P_{0}$. In particular, this holds for $\tau=0$, so $X-X_{0}$ has distribution $P_{0}$, and (17) follows.

Next assume (17). To deduce (13), fix any $A \in \mathcal{S}^{T}$, and conclude from (16) and Theorem 5.4 that

$$
\begin{aligned}
P\left[\theta_{\tau} X \in A \mid \mathcal{F}_{\tau}\right] & =P\left[\theta_{\tau} X-X_{\tau} \in A-X_{\tau} \mid \mathcal{F}_{\tau}\right] \\
& =P_{0}\left(A-X_{\tau}\right)=P_{X_{\tau}} A
\end{aligned}
$$

If a time-homogeneous Markov process $X$ has initial distribution $\nu$, then the distribution at time $t \in T$ equals $\nu_{t}=\nu \mu_{t}$, or

$$
\nu_{t} B=\int \nu(d x) \mu_{t}(x, B), \quad B \in \mathcal{S}, t \in T
$$

A distribution $\nu$ is said to be invariant for the semigroup $\left(\mu_{t}\right)$ if $\nu_{t}$ is independent of $t$, that is, if $\nu \mu_{t}=\nu$ for all $t \in T$. We further say that a process $X$ on $T$ is stationary if $\theta_{t} X \stackrel{d}{=} X$ for all $t \in T$. The two notions are related as follows.

Lemma 7.11 (stationarity and invariance) Let $X$ be a time-homogeneous Markov process on $T$ with transition kernels $\mu_{t}$ and initial distribution $\nu$. Then $X$ is stationary iff $\nu$ is invariant for $\left(\mu_{t}\right)$.

Proof: Assuming $\nu$ to be invariant, we get by Proposition 7.2

$$
\left(X_{t+t_{1}}, \ldots, X_{t+t_{n}}\right) \stackrel{d}{=}\left(X_{t_{1}}, \ldots, X_{t_{n}}\right), \quad t, t_{1} \leq \cdots \leq t_{n} \text { in } T
$$

and the stationarity of $X$ follows by Proposition 2.2 .
For processes $X$ in discrete time, we may consider the sequence of successive visits to a fixed state $y \in S$. Assuming the process to be canonical,
we may introduce the hitting time $\tau_{y}=\inf \left\{n \in \mathbb{N} ; X_{n}=y\right\}$ and then define recursively

$$
\tau_{y}^{k+1}=\tau_{y}^{k}+\tau_{y} \circ \theta_{\tau_{y}^{k}}, \quad k \in \mathbb{Z}_{+},
$$

starting from $\tau_{y}^{0}=0$. Let us further introduce the occupation times

$$
\kappa_{y}=\sup \left\{k ; \tau_{y}^{k}<\infty\right\}=\sum_{n \geq 1} 1\left\{X_{n}=y\right\}, \quad y \in S
$$

The next result expresses the distribution of $\kappa_{y}$ in terms of the hitting probabilities

$$
r_{x y}=P_{x}\left\{\tau_{y}<\infty\right\}=P_{x}\left\{\kappa_{y}>0\right\}, \quad x, y \in S
$$

Proposition 7.12 (occupation times) For any $x, y \in S$ and $k \in \mathbb{N}$,

$$
\begin{align*}
P_{x}\left\{\kappa_{y} \geq k\right\} & =P_{x}\left\{\tau_{y}^{k}<\infty\right\}=r_{x y} r_{y y}^{k-1}  \tag{19}\\
E_{x} \kappa_{y} & =\frac{r_{x y}}{1-r_{y y}} \tag{20}
\end{align*}
$$

Proof: By the strong Markov property, we get for any $k \in \mathbb{N}$

$$
\begin{aligned}
P_{x}\left\{\tau_{y}^{k+1}<\infty\right\} & =P_{x}\left\{\tau_{y}^{k}<\infty, \tau_{y} \circ \theta_{\tau_{y}^{k}}<\infty\right\} \\
& =P_{x}\left\{\tau_{y}^{k}<\infty\right\} P_{y}\left\{\tau_{y}<\infty\right\}=r_{y y} P_{x}\left\{\tau_{y}^{k}<\infty\right\}
\end{aligned}
$$

and the second relation in (19) follows by induction on $k$. The first relation is clear from the fact that $\kappa_{y} \geq k$ iff $\tau_{y}^{k}<\infty$. To deduce (20), conclude from (19) and Lemma 2.4 that

$$
E_{x} \kappa_{y}=\sum_{k \geq 1} P_{x}\left\{\kappa_{y} \geq k\right\}=\sum_{k \geq 1} r_{x y} r_{y y}^{k-1}=\frac{r_{x y}}{1-r_{y y}}
$$

For $x=y$ the last result yields

$$
P_{x}\left\{\kappa_{x} \geq k\right\}=P_{x}\left\{\tau_{x}^{k}<\infty\right\}=r_{x x}^{k}, \quad k \in \mathbb{N}
$$

Thus, under $P_{x}$, the number of visits to $x$ is either a.s. infinite or geometrically distributed with mean $E_{x} \kappa_{x}+1=\left(1-r_{x x}\right)^{-1}<\infty$. This leads to a corresponding classification of the states into recurrent and transient ones.

Recurrence can often be deduced from the existence of an invariant distribution. Here and below we write $p_{x y}^{n}=\mu_{n}(x,\{y\})$.

Proposition 7.13 (invariant distributions and recurrence) If an invariant distribution $\nu$ exists, then any state $x$ with $\nu\{x\}>0$ is recurrent.

Proof: By the invariance of $\nu$,

$$
\begin{equation*}
0<\nu\{x\}=\int \nu(d y) p_{y x}^{n}, \quad n \in \mathbb{N} \tag{21}
\end{equation*}
$$

Thus, by Proposition 7.12 and Fubini's theorem,

$$
\infty=\sum_{n \geq 1} \int \nu(d y) p_{y x}^{n}=\int \nu(d y) \sum_{n \geq 1} p_{y x}^{n}=\int \nu(d y) \frac{r_{y x}}{1-r_{x x}} \leq \frac{1}{1-r_{x x}}
$$

Hence, $r_{x x}=1$, and so $x$ is recurrent.

The period $d_{x}$ of a state $x$ is defined as the greatest common divisor of the set $\left\{n \in \mathbb{N} ; p_{x x}^{n}>0\right\}$, and we say that $x$ is aperiodic if $d_{x}=1$.

Proposition 7.14 (positivity) If $x \in S$ has period $d<\infty$, then $p_{x x}^{n d}>0$ for all but finitely many $n$.

Proof: Define $S=\left\{n \in \mathbb{N} ; p_{x x}^{n d}>0\right\}$, and conclude from the ChapmanKolmogorov relation that $S$ is closed under addition. Since $S$ has greatest common divisor 1 , the generated additive group equals $\mathbb{Z}$. In particular, there exist some $n_{1}, \ldots, n_{k} \in S$ and $z_{1}, \ldots, z_{k} \in \mathbb{Z}$ with $\sum_{j} z_{j} n_{j}=1$. Writing $m=n_{1} \sum_{j}\left|z_{j}\right| n_{j}$, we note that any number $n \geq m$ can be represented, for suitable $h \in \mathbb{Z}_{+}$and $r \in\left\{0, \ldots, n_{1}-1\right\}$, as

$$
n=m+h n_{1}+r=h n_{1}+\sum_{j \leq k}\left(n_{1}\left|z_{j}\right|+r z_{j}\right) n_{j} \in S
$$

For each $x \in S$, the successive excursions of $X$ from $x$ are given by

$$
Y_{n}=X^{\tau_{x}} \circ \theta_{\tau_{x}^{n}}, \quad n \in \mathbb{Z}_{+},
$$

as long as $\tau_{x}^{n}<\infty$. To allow for infinite excursions, we may introduce an extraneous element $\partial \notin S^{\mathbb{Z}_{+}}$, and define $Y_{n}=\partial$ whenever $\tau_{x}^{n}=\infty$. Conversely, $X$ may be recovered from the $Y_{n}$ through the formulas

$$
\begin{align*}
\tau_{n} & =\sum_{k<n} \inf \left\{t>0 ; Y_{k}(t)=x\right\}  \tag{22}\\
X_{t} & =Y_{n}\left(t-\tau_{n}\right), \quad \tau_{n} \leq t<\tau_{n+1}, \quad n \in \mathbb{Z}_{+} \tag{23}
\end{align*}
$$

where $\partial_{t}$ is arbitrary.
The distribution $\nu_{x}=P_{x} \circ Y_{0}^{-1}$ is called the excursion law at $x$. When $x$ is recurrent and $r_{y x}=1$, Proposition 7.9 shows that $Y_{1}, Y_{2}, \ldots$ are i.i.d. $\nu_{x}$ under $P_{y}$. The result extends to the general case, as follows.

Proposition 7.15 (excursions) Consider a discrete-time Markov process $X$ in a Borel space $S$, and fix any $x \in S$. Then there exist some independent processes $Y_{0}, Y_{1}, \ldots$ in $S$, all but $Y_{0}$ with distribution $\nu_{x}$, such that $X$ is a.s. given by (22) and (23).

Proof: Put $\tilde{Y}_{0} \stackrel{d}{=} Y_{0}$, and let $\tilde{Y}_{1}, \tilde{Y}_{2}, \ldots$ be independent of $\tilde{Y}_{0}$ and i.i.d. $\nu_{x}$. Construct associated random times $\tilde{\tau}_{0}, \tilde{\tau}_{1}, \ldots$ as in (22), and define a process $\tilde{X}$ as in (23). By Corollary 5.11, it is enough to show that $X \stackrel{d}{=} \tilde{X}$. Writing

$$
\kappa=\sup \left\{n \geq 0 ; \tau_{n}<\infty\right\}, \quad \tilde{\kappa}=\sup \left\{n \geq 0 ; \tilde{\tau}_{n}<\infty\right\}
$$

it is equivalent to show that

$$
\begin{equation*}
\left(Y_{0}, \ldots, Y_{\kappa}, \partial, \partial, \ldots\right) \stackrel{d}{=}\left(\tilde{Y}_{0}, \ldots, \tilde{Y}_{\tilde{\kappa}}, \partial, \partial, \ldots\right) . \tag{24}
\end{equation*}
$$

Using the strong Markov property on the left and the independence of the $\tilde{Y}_{n}$ on the right, it is easy to check that both sides are Markov processes in $S^{\mathbb{Z}_{+}} \cup\{\partial\}$ with the same initial distribution and transition kernel. Hence, (24) holds by Proposition 7.2.

By a discrete-time Markov chain we mean a Markov process on the time scale $\mathbb{Z}_{+}$, taking values in a countable state space $I$. In this case the transition kernels of $X$ are determined by the $n$-step transition probabilities $p_{i j}^{n}=$ $\mu_{n}(i,\{j\}), i, j \in I$, and the Chapman-Kolmogorov relation becomes

$$
\begin{equation*}
p_{i k}^{m+n}=\sum_{j} p_{i j}^{m} p_{j k}^{n}, \quad i, k \in I, m, n \in \mathbb{N}, \tag{25}
\end{equation*}
$$

or in matrix notation, $p^{m+n}=p^{m} p^{n}$. Thus, $p^{n}$ is the $n$th power of the matrix $p=p^{1}$, which justifies our notation. Regarding the initial distribution $\nu$ as a row vector $\left(\nu_{i}\right)$, we may write the distribution at time $n$ as $\nu p^{n}$.

As before, we define $r_{i j}=P_{i}\left\{\tau_{j}<\infty\right\}$, where $\tau_{j}=\inf \left\{n>0 ; X_{n}=j\right\}$. A Markov chain in $I$ is said to be irreducible if $r_{i j}>0$ for all $i, j \in I$, so that every state can be reached from any other state. For irreducible chains, all states have the same recurrence and periodicity properties.

Proposition 7.16 (irreducible chains) For an irreducible Markov chain,
(i) the states are either all recurrent or all transient;
(ii) all states have the same period;
(iii) if $\nu$ is invariant, then $\nu_{i}>0$ for all $i$.

For the proof of (i) we need the following lemma.
Lemma 7.17 (recurrence classes) Let $i \in I$ be recurrent, and define $C_{i}=$ $\left\{j \in I ; r_{i j}>0\right\}$. Then $r_{j k}=1$ for all $j, k \in C_{i}$, and all states in $C_{i}$ are recurrent.

Proof: By the recurrence of $i$ and the strong Markov property, we get for any $j \in C_{i}$

$$
\begin{aligned}
0 & =P_{i}\left\{\tau_{j}<\infty, \tau_{i} \circ \theta_{\tau_{j}}=\infty\right\} \\
& =P_{i}\left\{\tau_{j}<\infty\right\} P_{j}\left\{\tau_{i}=\infty\right\}=r_{i j}\left(1-r_{j i}\right)
\end{aligned}
$$

Since $r_{i j}>0$ by hypothesis, we obtain $r_{j i}=1$. Fixing any $m, n \in \mathbb{N}$ with $p_{i j}^{m}, p_{j i}^{n}>0$, we get by (25)

$$
E_{j} \kappa_{j} \geq \sum_{s>0} p_{j j}^{m+n+s} \geq \sum_{s>0} p_{j i}^{n} p_{i i}^{s} p_{i j}^{m}=p_{j i}^{n} p_{i j}^{m} E_{i} \kappa_{i}=\infty
$$

and so $j$ is recurrent by Proposition 7.12. Reversing the roles of $i$ and $j$ gives $r_{i j}=1$. Finally, we get for any $j, k \in C_{i}$

$$
r_{j k} \geq P_{j}\left\{\tau_{i}<\infty, \tau_{k} \circ \theta_{\tau_{i}}<\infty\right\}=r_{j i} r_{i k}=1 .
$$

Proof of Proposition 7.16: (i) This is clear from Lemma 7.17.
(ii) Fix any $i, j \in I$, and choose $m, n \in \mathbb{N}$ with $p_{i j}^{m}, p_{j i}^{n}>0$. By (25),

$$
p_{j j}^{m+h+n} \geq p_{j i}^{n} p_{i i}^{h} p_{i j}^{m}, \quad h \geq 0
$$

For $h=0$ we get $p_{j j}^{m+n}>0$, and so $d_{j} \mid(m+n)\left(d_{j}\right.$ divides $\left.m+n\right)$. In general, $p_{i i}^{h}>0$ then implies $d_{j} \mid h$, so $d_{j} \leq d_{i}$. Reversing the roles of $i$ and $j$ yields $d_{i} \leq d_{j}$, so $d_{i}=d_{j}$.
(iii) Fix any $i \in I$. Choosing $j \in I$ with $\nu_{j}>0$ and then $n \in \mathbb{N}$ with $p_{j i}^{n}>0$, we may conclude from (21) that even $\nu_{i}>0$.

We may now state the basic ergodic theorem for irreducible Markov chains. For any signed measure $\mu$ we define $\|\mu\|=\sup _{A}|\mu A|$.

Theorem 7.18 (ergodic behavior, Markov, Kolmogorov) For an irreducible, aperiodic Markov chain, exactly one of these conditions holds:
(i) There exists a unique invariant distribution $\nu$; furthermore, $\nu_{i}>0$ for all $i \in I$, and for any distribution $\mu$ on $I$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|P_{\mu} \circ \theta_{n}^{-1}-P_{\nu}\right\|=0 \tag{26}
\end{equation*}
$$

(ii) No invariant distribution exists, and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} p_{i j}^{n}=0, \quad i, j \in I \tag{27}
\end{equation*}
$$

A Markov chain satisfying (i) is clearly recurrent, whereas one that satisfies (ii) may be either recurrent or transient. This leads to the further classification of the irreducible, aperiodic, and recurrent Markov chains into positive recurrent and null recurrent ones, depending on whether (i) or (ii) applies.

We shall prove Theorem 7.18 by the method of coupling. Here the general idea is to compare the distributions of two processes $X$ and $Y$, by constructing copies $\tilde{X} \stackrel{d}{=} X$ and $\tilde{Y} \stackrel{d}{=} Y$ on a common probability space. By a suitable choice of joint distribution, it is sometimes possible to reduce the original problem to a pathwise comparison. Coupling often leads to simple intuitive proofs, and we shall see further applications of the method in Chapters 8, $12,13,14$, and 20 . For our present needs, an elementary coupling by independence is sufficient.

Lemma 7.19 (coupling) Let $X$ and $Y$ be independent Markov chains on some countable state spaces I and $J$, with transition matrices $\left(p_{i i^{\prime}}\right)$ and $\left(q_{j j^{\prime}}\right)$, respectively. Then the pair $(X, Y)$ is again Markov with transition matrix $r_{i j, i^{\prime} j^{\prime}}=p_{i i^{\prime}} q_{j j^{\prime}}$. If $X$ and $Y$ are irreducible and aperiodic, then so is $(X, Y)$, and in that case $(X, Y)$ is recurrent whenever invariant distributions exist for both $X$ and $Y$.

Proof: The first assertion is easily proved by computation of the finitedimensional distributions of $(X, Y)$ for an arbitrary initial distribution $\mu \otimes \nu$ on $I \times J$, using Proposition 7.2. Now assume that $X$ and $Y$ are irreducible and aperiodic. Fixing any $i, i^{\prime} \in I$ and $j, j^{\prime} \in J$, it is seen from Proposition 7.14 that $r_{i j, i^{\prime} j^{\prime}}^{n}=p_{i i^{\prime}}^{n} q_{j j^{\prime}}^{n}>0$ for all but finitely many $n \in \mathbb{N}$, and so even $(X, Y)$ has the stated properties. Finally, if $\mu$ and $\nu$ are invariant distributions for $X$ and $Y$, respectively, then $\mu \otimes \nu$ is invariant for $(X, Y)$, and the last assertion follows by Proposition 7.13.

The point of the construction is that if the coupled processes eventually meet, their distributions must agree asymptotically.

Lemma 7.20 (strong ergodicity) Let the Markov chain in $I^{2}$ with transition matrix $p_{i i^{\prime}} p_{j j^{\prime}}$ be irreducible and recurrent. Then for any distributions $\mu$ and $\nu$ on $I$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|P_{\mu} \circ \theta_{n}^{-1}-P_{\nu} \circ \theta_{n}^{-1}\right\|=0 \tag{28}
\end{equation*}
$$

Proof (Doeblin): Let $X$ and $Y$ be independent with distributions $P_{\mu}$ and $P_{\nu}$. By Lemma 7.19 the pair $(X, Y)$ is again Markov with respect to the induced filtration $\mathcal{F}$, and by Proposition 7.9 the strong Markov property holds for $(X, Y)$ at every finite optional time $\tau$. Taking $\tau=\inf \left\{n \geq 0 ; X_{n}=\right.$ $\left.Y_{n}\right\}$, we get for any measurable set $A \subset I^{\infty}$

$$
P\left[\theta_{\tau} X \in A \mid \mathcal{F}_{\tau}\right]=P_{X_{\tau}} A=P_{Y_{\tau}} A=P\left[\theta_{\tau} Y \in A \mid \mathcal{F}_{\tau}\right] .
$$

In particular, $\left(\tau, X^{\tau}, \theta_{\tau} X\right) \stackrel{d}{=}\left(\tau, X^{\tau}, \theta_{\tau} Y\right)$. Defining $\tilde{X}_{n}=X_{n}$ for $n \leq \tau$ and $\tilde{X}_{n}=Y_{n}$ otherwise, we obtain $\tilde{X} \stackrel{d}{=} X$, so for any $A$ as above

$$
\begin{aligned}
\mid P\left\{\theta_{n} X\right. & \in A\}-P\left\{\theta_{n} Y \in A\right\} \mid \\
& =\left|P\left\{\theta_{n} \tilde{X} \in A\right\}-P\left\{\theta_{n} Y \in A\right\}\right| \\
& =\left|P\left\{\theta_{n} \tilde{X} \in A, \tau>n\right\}-P\left\{\theta_{n} Y \in A, \tau>n\right\}\right| \\
& \leq P\{\tau>n\} \rightarrow 0 .
\end{aligned}
$$

The next result ensures the existence of an invariant distribution. Here a coupling argument is again useful.

Lemma 7.21 (existence) If (27) fails, then an invariant distribution exists.

Proof: Assume that (27) fails, so that $\lim \sup _{n} p_{i_{0}, j_{0}}^{n}>0$ for some $i_{0}, j_{0} \in$ $I$. By a diagonal argument we may choose a subsequence $N^{\prime} \subset \mathbb{N}$ and some constants $c_{j}$ with $c_{j_{0}}>0$ such that $p_{i_{0}, j}^{n} \rightarrow c_{j}$ along $N^{\prime}$ for every $j \in I$. Note that $0<\sum_{j} c_{j} \leq 1$ by Fatou's lemma.

To extend the convergence to arbitrary $i$, let $X$ and $Y$ be independent processes with the given transition matrix $\left(p_{i j}\right)$, and conclude from Lemma 7.19 that $(X, Y)$ is an irreducible Markov chain on $I^{2}$ with transition probabilities $q_{i j, i^{\prime} j^{\prime}}=p_{i i^{\prime}} p_{j j^{\prime}}$. If $(X, Y)$ is transient, then by Proposition 7.12

$$
\sum_{n}\left(p_{i j}^{n}\right)^{2}=\sum_{n} q_{i i, j j}^{n}<\infty, \quad i, j \in I
$$

and (27) follows. The pair $(X, Y)$ is then recurrent and Lemma 7.20 yields $p_{i j}^{n}-p_{i_{0}, j}^{n} \rightarrow 0$ for all $i, j \in I$. Hence, $p_{i j}^{n} \rightarrow c_{j}$ along $N^{\prime}$ for all $i$ and $j$.

Next conclude from the Chapman-Kolmogorov relation that

$$
p_{i k}^{n+1}=\sum_{j} p_{i j}^{n} p_{j k}=\sum_{j} p_{i j} p_{j k}^{n}, \quad i, k \in I .
$$

Using Fatou's lemma on the left and dominated convergence on the right, we get as $n \rightarrow \infty$ along $N^{\prime}$

$$
\begin{equation*}
\sum_{j} c_{j} p_{j k} \leq \sum_{j} p_{i j} c_{k}=c_{k}, \quad k \in I \tag{29}
\end{equation*}
$$

Summing over $k$ gives $\sum_{j} c_{j} \leq 1$ on both sides, and so (29) holds with equality. Thus, $\left(c_{i}\right)$ is invariant and we get an invariant distribution $\nu$ by taking $\nu_{i}=c_{i} / \sum_{j} c_{j}$.

Proof of Theorem 7.18: If no invariant distribution exists, then (27) holds by Lemma 7.21 . Now let $\nu$ be an invariant distribution, and note that $\nu_{i}>0$ for all $i$ by Proposition 7.16. By Lemma 7.19, the coupled chain in Lemma 7.20 is irreducible and recurrent, so (28) holds for any initial distribution $\mu$, and (26) follows since $P_{\nu} \circ \theta_{n}^{-1}=P_{\nu}$ by Lemma 7.11. If even $\nu^{\prime}$ is invariant, then (26) yields $P_{\nu^{\prime}}=P_{\nu}$, and so $\nu^{\prime}=\nu$.

The limits in Theorem 7.18 may be expressed in terms of the mean recurrence times $E_{j} \tau_{j}$, as follows.

Theorem 7.22 (mean recurrence times, Kolmogorov) For a Markov chain in $I$ and for states $i, j \in I$ with $j$ aperiodic, we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} p_{i j}^{n}=\frac{P_{i}\left\{\tau_{j}<\infty\right\}}{E_{j} \tau_{j}} \tag{30}
\end{equation*}
$$

Proof: First take $i=j$. If $j$ is transient, then $p_{j j}^{n} \rightarrow 0$ and $E_{j} \tau_{j}=\infty$, and so (30) is trivially true. If instead $j$ is recurrent, then the restriction of $X$ to the set $C_{j}=\left\{i ; r_{j i}>0\right\}$ is irreducible recurrent by Lemma 7.17 and aperiodic by Proposition 7.16. Hence, $p_{j j}^{n}$ converges by Theorem 7.18.

To identify the limit, define

$$
L_{n}=\sup \left\{k \in \mathbb{Z}_{+} ; \tau_{j}^{k} \leq n\right\}=\sum_{k=1}^{n} 1\left\{X_{k}=j\right\}, \quad n \in \mathbb{N}
$$

The $\tau_{j}^{n}$ form a random walk under $P_{j}$, so by the law of large numbers

$$
\frac{L\left(\tau_{j}^{n}\right)}{\tau_{j}^{n}}=\frac{n}{\tau_{j}^{n}} \rightarrow \frac{1}{E_{j} \tau_{j}} \quad P_{j} \text {-a.s. }
$$

By the monotonicity of $L_{k}$ and $\tau_{j}^{n}$ it follows that $L_{n} / n \rightarrow\left(E_{j} \tau_{j}\right)^{-1}$ a.s. $P_{j}$. Noting that $L_{n} \leq n$, we get by dominated convergence

$$
\frac{1}{n} \sum_{k=1}^{n} p_{j j}^{k}=\frac{E_{j} L_{n}}{n} \rightarrow \frac{1}{E_{j} \tau_{j}},
$$

and (30) follows.
Now let $i \neq j$. Using the strong Markov property, the disintegration theorem, and dominated convergence, we get

$$
\begin{aligned}
p_{i j}^{n} & =P_{i}\left\{X_{n}=j\right\}=P_{i}\left\{\tau_{j} \leq n,\left(\theta_{\tau_{j}} X\right)_{n-\tau_{j}}=j\right\} \\
& =E_{i}\left[p_{j j}^{n-\tau_{j}} ; \tau_{j} \leq n\right] \rightarrow P_{i}\left\{\tau_{j}<\infty\right\} / E_{j} \tau_{j} .
\end{aligned}
$$

We return to continuous time and a general state space, to clarify the nature of the strong Markov property of a process $X$ at finite optional times $\tau$. The condition is clearly a combination of the conditional independence $\theta_{\tau} X \Perp_{X_{\tau}} \mathcal{F}_{\tau}$ and the strong homogeneity

$$
\begin{equation*}
P\left[\theta_{\tau} X \in \cdot \mid X_{\tau}\right]=P_{X_{\tau}} \quad \text { a.s. } \tag{31}
\end{equation*}
$$

Though (31) appears to be weaker than (13), the two properties are in fact equivalent, under suitable regularity conditions on $X$ and $\mathcal{F}$.

Theorem 7.23 (strong homogeneity) Fix a separable metric space $(S, \rho)$, a probability kernel $\left(P_{x}\right)$ from $S$ to $D(S)$, and a right-continuous filtration $\mathcal{F}$ on $\mathbb{R}_{+}$. Let $X$ be an $\mathcal{F}$-adapted rcll process in $S$ satisfying (31) for all bounded optional times $\tau$. Then the strong Markov property holds at any such time $\tau$.

Our proof is based on a zero-one law for absorption probabilities, involving the sets

$$
\begin{equation*}
I=\left\{w \in D ; w_{t} \equiv w_{0}\right\}, \quad A=\left\{x \in S ; P_{x} I=1\right\} \tag{32}
\end{equation*}
$$

Lemma 7.24 (absorption) For $X$ as in Theorem 7.23 and for any optional time $\tau<\infty$, we have

$$
\begin{equation*}
P_{X_{\tau}} I=1_{I}\left(\theta_{\tau} X\right)=1_{A}\left(X_{\tau}\right) \quad \text { a.s. } \tag{33}
\end{equation*}
$$

Proof: We may clearly assume that $\tau$ is bounded, say by $n \in \mathbb{N}$. Fix any $h>0$, and divide $S$ into disjoint Borel sets $B_{1}, B_{2}, \ldots$ of diameter $<h$. For each $k \in \mathbb{N}$, define

$$
\begin{equation*}
\tau_{k}=n \wedge \inf \left\{t>\tau ; \rho\left(X_{\tau}, X_{t}\right)>h\right\} \quad \text { on }\left\{X_{\tau} \in B_{k}\right\} \tag{34}
\end{equation*}
$$

and put $\tau_{k}=\tau$ otherwise. The times $\tau_{k}$ are again bounded and optional, and we note that

$$
\begin{equation*}
\left\{X_{\tau_{k}} \in B_{k}\right\} \subset\left\{X_{\tau} \in B_{k}, \sup _{t \in[\tau, n]} \rho\left(X_{\tau}, X_{t}\right) \leq h\right\} \tag{35}
\end{equation*}
$$

Using (31) and (35), we get as $n \rightarrow \infty$ and $h \rightarrow 0$

$$
\begin{aligned}
& E\left[P_{X_{\tau}} I^{c} ; \theta_{\tau} X \in I\right]=\sum_{k} E\left[P_{X_{\tau}} I^{c} ; \theta_{\tau} X \in I, X_{\tau} \in B_{k}\right] \\
& \leq \sum_{k} E\left[P_{X_{\tau_{k}}} I^{c} ; X_{\tau_{k}} \in B_{k}\right] \\
&=\sum_{k} P\left\{\theta_{\tau_{k}} X \notin I, X_{\tau_{k}} \in B_{k}\right\} \\
& \leq \sum_{k} P\left\{\theta_{\tau} X \notin I, X_{\tau} \in B_{k}, \sup _{t \in[\tau, n]} \rho\left(X_{\tau}, X_{t}\right) \leq h\right\} \\
& \rightarrow P\left\{\theta_{\tau} X \notin I, \sup _{t \geq \tau} \rho\left(X_{\tau}, X_{t}\right)=0\right\}=0,
\end{aligned}
$$

and so $P_{X_{\tau}} I=1$ a.s. on $\left\{\theta_{\tau} X \in I\right\}$. Since also $E P_{X_{\tau}} I=P\left\{\theta_{\tau} X \in I\right\}$ by (31), we obtain the first relation in (33). The second relation follows by the definition of $A$.

Proof of Theorem 7.23: Define $I$ and $A$ as in (32). To prove (13) on $\left\{X_{\tau} \in A\right\}$, fix any times $t_{1}<\cdots<t_{n}$ and Borel sets $B_{1}, \ldots, B_{n}$, write $B=\bigcap_{k} B_{k}$, and conclude from (31) and Lemma 7.24 that

$$
\begin{aligned}
P\left[\bigcap_{k}\left\{X_{\tau+t_{k}} \in B_{k}\right\} \mid \mathcal{F}_{\tau}\right] & =P\left[X_{\tau} \in B \mid \mathcal{F}_{\tau}\right]=1\left\{X_{\tau} \in B\right\} \\
& =P\left[X_{\tau} \in B \mid X_{\tau}\right]=P_{X_{\tau}}\left\{w_{0} \in B\right\} \\
& =P_{X_{\tau}} \bigcap_{k}\left\{w_{t_{k}} \in B_{k}\right\}
\end{aligned}
$$

This extends to (13) by a monotone class argument.
To prove (13) on $\left\{X_{\tau} \notin A\right\}$, we may assume that $\tau \leq n$ a.s., and divide $A^{c}$ into disjoint Borel sets $B_{k}$ of diameter $<h$. Fix any $F \in \mathcal{F}_{\tau}$ with $F \subset$ $\left\{X_{\tau} \notin A\right\}$. For each $k \in \mathbb{N}$, define $\tau_{k}$ as in (34) on the set $F^{c} \cap\left\{X_{\tau} \in B_{k}\right\}$, and let $\tau_{k}=\tau$ otherwise. Note that (35) remains true on $F^{c}$. Using (31), (35), and Lemma 7.24, we get as $n \rightarrow \infty$ and $h \rightarrow 0$

$$
\begin{aligned}
\mid P\left[\theta_{\tau} X\right. & \in \cdot ; F]-E\left[P_{X_{\tau}} ; F\right] \mid \\
& =\left|\sum_{k} E\left[1\left\{\theta_{\tau} X \in \cdot\right\}-P_{X_{\tau}} ; X_{\tau} \in B_{k}, F\right]\right| \\
& =\left|\sum_{k} E\left[1\left\{\theta_{\tau_{k}} X \in \cdot\right\}-P_{X_{\tau_{k}}} ; X_{\tau_{k}} \in B_{k}, F\right]\right| \\
& =\left|\sum_{k} E\left[1\left\{\theta_{\tau_{k}} X \in \cdot\right\}-P_{X_{\tau_{k}}} ; X_{\tau_{k}} \in B_{k}, F^{c}\right]\right| \\
\leq & \sum_{k} P\left[X_{\tau_{k}} \in B_{k} ; F^{c}\right]
\end{aligned}
$$

$$
\begin{aligned}
& \leq \sum_{k} P\left\{X_{\tau} \in B_{k}, \sup _{t \in[\tau, n]} \rho\left(X_{\tau}, X_{t}\right) \leq h\right\} \\
& \rightarrow P\left\{X_{\tau} \notin A, \sup _{t \geq \tau} \rho\left(X_{\tau}, X_{t}\right)=0\right\}=0
\end{aligned}
$$

Hence, the left-hand side is zero.

## Exercises

1. Let $X$ be a process with $X_{s} \Perp_{X_{t}}\left\{X_{u}, u \geq t\right\}$ for all $s<t$. Show that $X$ is Markov with respect to the induced filtration.
2. Let $X$ be a Markov process in some space $S$, and fix a measurable function $f$ on $S$. Show by an example that the process $Y_{t}=f\left(X_{t}\right)$ need not be Markov. (Hint: Let $X$ be a simple symmetric random walk on $\mathbb{Z}$, and take $f(x)=[x / 2]$.)
3. Let $X$ be a Markov process in $\mathbb{R}$ with transition functions $\mu_{t}$ satisfying $\mu_{t}(x, B)=\mu_{t}(-x,-B)$. Show that the process $Y_{t}=\left|X_{t}\right|$ is again Markov.
4. Fix any process $X$ on $\mathbb{R}_{+}$, and define $Y_{t}=X^{t}=\left\{X_{s \wedge t} ; s \geq 0\right\}$. Show that $Y$ is Markov with respect to the induced filtration.
5. Consider a random element $\xi$ in some Borel space and a filtration $\mathcal{F}$ with $\mathcal{F}_{\infty} \subset \sigma\{\xi\}$. Show that the measure-valued process $X_{t}=P\left[\xi \in \cdot \mid \mathcal{F}_{t}\right]$ is Markov. (Hint: Note that $\xi \Perp_{X_{t}} \mathcal{F}_{t}$ for all $t$.)
6. For any Markov process $X$ on $\mathbb{R}_{+}$and time $u>0$, show that the reversed process $Y_{t}=X_{u-t}, t \in[0, u]$, is Markov with respect to the induced filtration. Also show by an example that a possible time homogeneity of $X$ need not carry over to $Y$.
7. Let $X$ be a time-homogeneous Markov process in some Borel space $S$. Show that there exist some measurable functions $f_{h}: S \times[0,1] \rightarrow S$, $h \geq 0$, and $U(0,1)$ random variables $\vartheta_{t, h} \Perp X^{t}, t, h \geq 0$, such that $X_{t+h}=$ $f_{h}\left(X_{t}, \vartheta_{t, h}\right)$ a.s. for all $t, h \geq 0$.
8. Let $X$ be a time-homogeneous and rcll Markov process in some Polish space $S$. Show that there exist a measurable function $f: S \times[0,1] \rightarrow$ $D\left(\mathbb{R}_{+}, S\right)$ and some $U(0,1)$ random variables $\vartheta_{t} \Perp X^{t}$ such that $\theta_{t} X=$ $f\left(X_{t}, \vartheta_{t}\right)$ a.s. Extend the result to optional times taking countably many values.
9. Let $X$ be a process on $\mathbb{R}_{+}$with state space $S$, and define $Y_{t}=\left(X_{t}, t\right)$, $t \geq 0$. Show that $X$ and $Y$ are simultanously Markov, and that $Y$ is then time-homogeneous. Give a relation between the transition kernels for $X$ and $Y$. Express the strong Markov property of $Y$ at a random time $\tau$ in terms of the process $X$.
10. Let $X$ be a discrete-time Markov process in $S$ with invariant distribution $\nu$. Show for any measurable set $B \subset S$ that $P_{\nu}\left\{X_{n} \in B\right.$ i.o. $\} \geq \nu B$. Use the result to give an alternative proof of Proposition 7.13. (Hint: Use Fatou's lemma.)
11. Fix an irreducible Markov chain in $S$ with period $d$. Show that $S$ has a unique partition into subsets $S_{1}, \ldots, S_{d}$ such that $p_{i j}=0$ unless $i \in S_{k}$ and $j \in S_{k+1}$ for some $k \in\{1, \ldots, d\}$, where the addition is defined modulo $d$.
12. Let $X$ be an irreducible Markov chain with period $d$, and define $S_{1}, \ldots, S_{d}$ as above. Show that the restrictions of $\left(X_{n d}\right)$ to $S_{1}, \ldots, S_{d}$ are irreducible, aperiodic and either all positive recurrent or all null recurrent. In the former case, show that the original chain has a unique invariant distribution $\nu$. Further show that (26) holds iff $\mu S_{k}=1 / d$ for all $k$. (Hint: If $\left(X_{n d}\right)$ has an invariant distribution $\nu^{k}$ in $S_{k}$, then $\nu_{j}^{k+1}=\sum_{i} \nu_{i}^{k} p_{i j}$ form an invariant distribution in $S_{k+1}$.)
13. Given a Markov chain $X$ on $S$, define the classes $C_{i}$ as in Lemma 7.17. Show that if $j \in C_{i}$ but $i \notin C_{j}$ for some $i, j \in S$, then $i$ is transient. If instead $i \in C_{j}$ for every $j \in C_{i}$, show that $C_{i}$ is irreducible (i.e., the restriction of $X$ to $C_{i}$ is an irreducible Markov chain). Further show that the irreducible sets are disjoint and that every state outside all irreducible sets is transient.
14. For an arbitrary Markov chain, show that (26) holds iff $\sum_{j}\left|p_{i j}^{n}-\nu_{j}\right| \rightarrow$ 0 for all $i$.
15. Let $X$ be an irreducible, aperiodic Markov chain in $\mathbb{N}$. Show that $X$ is transient iff $X_{n} \rightarrow \infty$ a.s. under any initial distribution and is null recurrent iff the same divergence holds in probability but not a.s.
16. For every irreducible, positive recurrent subset $S_{k} \subset S$, there exists a unique invariant distribution $\nu_{k}$ restricted to $S_{k}$, and every invariant distribution is a convex combination $\sum_{k} c_{k} \nu_{k}$.
17. Show that a Markov chain on a finite state space $S$ has at least one irreducible set and one invariant distribution. (Hint: Starting from any $i_{0} \in S$, choose $i_{1} \in C_{i_{0}}, i_{2} \in C_{i_{1}}$, etc. Then $\bigcap_{n} C_{i_{n}}$ is irreducible.)
18. Let $X$ and $Y$ be independent Markov processes with transition kernels $\mu_{s, t}$ and $\nu_{s, t}$. Show that $(X, Y)$ is again Markov with transition kernels $\mu_{s, t}(x, \cdot) \otimes \nu_{s, t}(y, \cdot)$. (Hint: Compute the finite-dimensional distributions from Proposition 7.2 , or use Proposition 5.8 with no computations.)
19. Let $X$ and $Y$ be independent, irreducible Markov chains with periods $d_{1}$ and $d_{2}$. Show that $Z=(X, Y)$ is irreducible iff $d_{1}$ and $d_{2}$ have greatest common divisor 1 and that $Z$ then has period $d_{1} d_{2}$.
20. State and prove a discrete-time version of Theorem 7.23. Further simplify the continuous-time proof when $S$ is countable.

## Chapter 8

## Random Walks and Renewal Theory


#### Abstract

Recurrence and transience; dependence on dimension; general recurrence criteria; symmetry and duality; Wiener-Hopf factorization; ladder time and height distribution; stationary renewal process; renewal theorem


A random walk in $\mathbb{R}^{d}$ is defined as a discrete-time random process $\left(S_{n}\right)$ evolving by i.i.d. steps $\xi_{n}=\Delta S_{n}=S_{n}-S_{n-1}$. For most purposes we may take $S_{0}=0$, so that $S_{n}=\xi_{1}+\ldots+\xi_{n}$ for all $n$. Random walks may be regarded as the simplest of all Markov processes. Indeed, we recall from Chapter 7 that random walks are precisely the discrete-time Markov processes in $\mathbb{R}^{d}$ that are both space- and time-homogeneous. (In continuous time, a similar role is played by the so-called Lévy processes, to be studied in Chapter 13.) Despite their simplicity, random walks exhibit many basic features of Markov processes in discrete time and hence may serve as a good introduction to the general subject. We shall further see how random walks enter naturally into the discussion of certain continuous-time phenomena.

Some basic facts about random walks were obtained in previous chapters. Thus, some simple zero-one laws were established in Chapter 2, and in Chapters 3 and 4 we proved the ultimate versions of the laws of large numbers and the central limit theorem, both of which deal with the asymptotic behavior of $n^{-c} S_{n}$ for suitable constants $c>0$. More sophisticated limit theorems of this type are derived in Chapters 12, 13, and 14 through approximation by Brownian motion and other Lévy processes.

Random walks in $\mathbb{R}^{d}$ are either recurrent or transient, and our first major task in this chapter is to derive a recurrence criterion in terms of the transition distribution $\mu$. Next we consider some striking connections between maximum and return times, anticipating the arcsine laws of Chapters 11, 12 , and 13. This is followed by a detailed study of ladder times and heights for one-dimensional random walks, culminating with the Wiener-Hopf factorization and Baxter's formula. Finally, we prove a two-sided version of the renewal theorem, which describes the asymptotic behavior of the occupation measure and associated intensity for a transient random walk.

In addition to the already mentioned connections to other chapters, we note the relevance of renewal theory for the study of continuous-time Markov chains, as considered in Chapter 10. Renewal processes may further be regarded as constituting an elementary subclass of the regenerative sets, to be
studied in full generality in Chapter 19 in connection with local time and excursion theory.

To begin our systematic discussion of random walks, assume as before that $S_{n}=\xi_{1}+\cdots+\xi_{n}$ for all $n \in \mathbb{Z}_{+}$, where the $\xi_{n}$ are i.i.d. random vectors in $\mathbb{R}^{d}$. The distribution of $\left(S_{n}\right)$ is then determined by the common distribution $\mu=P \circ \xi_{n}^{-1}$ of the increments. By the effective dimension of $\left(S_{n}\right)$ we mean the dimension of the linear subspace spanned by the support of $\mu$. For most purposes, we may assume that the effective dimension agrees with the dimension of the underlying space, since we may otherwise restrict our attention to a suitable subspace.

The occupation measure of $\left(S_{n}\right)$ is defined as the random measure

$$
\eta B=\sum_{n \geq 0} 1\left\{S_{n} \in B\right\}, \quad B \in \mathcal{B}^{d} .
$$

We also need to consider the corresponding intensity measure

$$
(E \eta) B=E(\eta B)=\sum_{n \geq 0} P\left\{S_{n} \in B\right\}, \quad B \in \mathcal{B}^{d}
$$

Writing $B_{x}^{\varepsilon}=\{y ;|x-y|<\varepsilon\}$, we may introduce the accessible set $A$, the mean recurrence set $M$, and the recurrence set $R$, respectively given by

$$
\begin{aligned}
A & =\bigcap_{\varepsilon>0}\left\{x \in \mathbb{R}^{d} ; E \eta B_{x}^{\varepsilon}>0\right\} \\
M & =\bigcap_{\varepsilon>0}\left\{x \in \mathbb{R}^{d} ; E \eta B_{x}^{\varepsilon}=\infty\right\} \\
R & =\bigcap_{\varepsilon>0}\left\{x \in \mathbb{R}^{d} ; \eta B_{x}^{\varepsilon}=\infty \text { a.s. }\right\} .
\end{aligned}
$$

The following result gives the basic dichotomy for random walks in $\mathbb{R}^{d}$.
Theorem 8.1 (recurrence dichotomy) Let $\left(S_{n}\right)$ be a random walk in $\mathbb{R}^{d}$, and define $A, M$, and $R$ as above. Then exactly one of these conditions holds:
(i) $R=M=A$, which is then a closed additive subgroup of $\mathbb{R}^{d}$;
(ii) $R=M=\emptyset$, and $\left|S_{n}\right| \rightarrow \infty$ a.s.

A random walk is said to be recurrent if (i) holds and to be transient otherwise.

Proof: Since trivially $R \subset M \subset A$, the relations in (i) and (ii) are equivalent to $A \subset R$ and $M=\emptyset$, respectively. Further note that $A$ is a closed additive semigroup.

First assume $P\left\{\left|S_{n}\right| \rightarrow \infty\right\}<1$, so that $P\left\{\left|S_{n}\right|<r\right.$ i.o. $\}>0$ for some $r>0$. Fix any $\varepsilon>0$, cover the $r$-ball around 0 by finitely many open balls $B_{1}, \ldots, B_{n}$ of radius $\varepsilon / 2$, and note that $P\left\{S_{n} \in B_{k}\right.$ i.o. $\}>0$ for at least one $k$. By the Hewitt-Savage 0-1 law, the latter probability equals 1. Thus, the optional time $\tau=\inf \left\{n \geq 0 ; S_{n} \in B_{k}\right\}$ is a.s. finite, and the strong Markov property at $\tau$ yields

$$
1=P\left\{S_{n} \in B_{k} \text { i.o. }\right\} \leq P\left\{\left|S_{\tau+n}-S_{\tau}\right|<\varepsilon \text { i.o. }\right\}=P\left\{\left|S_{n}\right|<\varepsilon \text { i.o. }\right\} .
$$

Hence, $0 \in R$ in this case
To extend the latter relation to $A \subset R$, fix any $x \in A$ and $\varepsilon>0$. By the strong Markov property at $\sigma=\inf \left\{n \geq 0 ;\left|S_{n}-x\right|<\varepsilon / 2\right\}$,

$$
\begin{aligned}
P\left\{\left|S_{n}-x\right|<\varepsilon \text { i.o. }\right\} & \geq P\left\{\sigma<\infty,\left|S_{\sigma+n}-S_{\sigma}\right|<\varepsilon / 2 \text { i.o. }\right\} \\
& =P\{\sigma<\infty\} P\left\{\left|S_{n}\right|<\varepsilon / 2 \text { i.o. }\right\}>0
\end{aligned}
$$

and by the Hewitt-Savage 0-1 law the probability on the left equals 1. Thus, $x \in R$. The asserted group property will follow if we can prove that even $-x \in A$. This is clear if we write

$$
\begin{aligned}
P\left\{\left|S_{n}+x\right|<\varepsilon \text { i.o. }\right\} & =P\left\{\left|S_{\sigma+n}-S_{\sigma}+x\right|<\varepsilon \text { i.o. }\right\} \\
& \geq P\left\{\left|S_{n}\right|<\varepsilon / 2 \text { i.o. }\right\}=1 .
\end{aligned}
$$

Next assume that $\left|S_{n}\right| \rightarrow \infty$ a.s. Fix any $m, k \in \mathbb{N}$, and conclude from the Markov property at $m$ that

$$
\begin{aligned}
& P\left\{\left|S_{m}\right|<r, \inf _{n \geq k}\left|S_{m+n}\right| \geq r\right\} \\
& \quad \geq P\left\{\left|S_{m}\right|<r, \inf _{n \geq k}\left|S_{m+n}-S_{m}\right| \geq 2 r\right\} \\
& \quad=P\left\{\left|S_{m}\right|<r\right\} P\left\{\inf _{n \geq k}\left|S_{n}\right| \geq 2 r\right\}
\end{aligned}
$$

Here the event on the left can occur for at most $k$ different values of $m$, and therefore

$$
P\left\{\inf _{n \geq k}\left|S_{n}\right| \geq 2 r\right\} \sum_{m} P\left\{\left|S_{m}\right|<r\right\}<\infty, \quad k \in \mathbb{N}
$$

As $k \rightarrow \infty$ the probability on the left tends to one. Hence, the sum converges, and we get $E \eta B<\infty$ for any bounded set $B$. This shows that $M=\emptyset$.

The next result gives some easily verified recurrence criteria.
Theorem 8.2 (recurrence for $d=1,2) \quad A$ random walk $\left(S_{n}\right)$ in $\mathbb{R}^{d}$ is recurrent under each of these conditions:
(i) $d=1$ and $n^{-1} S_{n} \xrightarrow{P} 0$;
(ii) $d=2, E \xi_{1}=0$, and $E\left|\xi_{1}\right|^{2}<\infty$.

In (i) we recognize the weak law of large numbers, which is characterized in Theorem 4.16. In particular, the condition is fulfilled when $E \xi_{1}=0$. By contrast, $E \xi_{1} \in(0, \infty]$ implies $S_{n} \rightarrow \infty$ a.s. by the strong law of large numbers, so in that case $\left(S_{n}\right)$ is transient.

Our proof of Theorem 8.2 is based on the following scaling relation. As before, $a \leq b$ means that $a \leq c b$ for some constant $c>0$.

Lemma 8.3 (scaling) For any random walk $\left(S_{n}\right)$ in $\mathbb{R}^{d}$,

$$
\sum_{n \geq 0} P\left\{\left|S_{n}\right| \leq r \varepsilon\right\} \lesssim r^{d} \sum_{n \geq 0} P\left\{\left|S_{n}\right| \leq \varepsilon\right\}, \quad r \geq 1, \varepsilon>0
$$

Proof: Cover the ball $\{x ;|x| \leq r \varepsilon\}$ by balls $B_{1}, \ldots, B_{m}$ of radius $\varepsilon / 2$, and note that we can make $m \leq r^{d}$. Introduce the optional times $\tau_{k}=\inf \left\{n ; S_{n} \in\right.$ $\left.B_{k}\right\}, k=1, \ldots, m$, and conclude from the strong Markov property that

$$
\begin{aligned}
\sum_{n} P\left\{\left|S_{n}\right| \leq r \varepsilon\right\} & \leq \sum_{k} \sum_{n} P\left\{S_{n} \in B_{k}\right\} \\
& \leq \sum_{k} \sum_{n} P\left\{\left|S_{\tau_{k}+n}-S_{\tau_{k}}\right| \leq \varepsilon ; \tau_{k}<\infty\right\} \\
& =\sum_{k} P\left\{\tau_{k}<\infty\right\} \sum_{n} P\left\{\left|S_{n}\right| \leq \varepsilon\right\} \\
& \leq r^{d} \sum_{n} P\left\{\left|S_{n}\right| \leq \varepsilon\right\}
\end{aligned}
$$

Proof of Theorem 8.2 (Chung and Ornstein): (i) Fix any $\varepsilon>0$ and $r \geq 1$, and conclude from Lemma 8.3 that

$$
\sum_{n} P\left\{\left|S_{n}\right| \leq \varepsilon\right\} \geq r^{-1} \sum_{n} P\left\{\left|S_{n}\right| \leq r \varepsilon\right\}=\int_{0}^{\infty} P\left\{\left|S_{[r t]}\right| \leq r \varepsilon\right\} d t
$$

Here the integrand on the right tends to 1 as $r \rightarrow \infty$, so the integral tends to $\infty$ by Fatou's lemma, and the recurrence of $\left(S_{n}\right)$ follows by Theorem 8.1.
(ii) We may assume that $\left(S_{n}\right)$ is two-dimensional, since the one-dimensional case is already covered by part (i). By the central limit theorem we have $n^{-1 / 2} S_{n} \xrightarrow{d} \zeta$, where the random vector $\zeta$ has a nondegenerate normal distribution. In particular, $P\{|\zeta| \leq c\} \geqslant c^{2}$ for bounded $c>0$. Now fix any $\varepsilon>0$ and $r \geq 1$, and conclude from Lemma 8.3 that

$$
\sum_{n} P\left\{\left|S_{n}\right| \leq \varepsilon\right\} \geq r^{-2} \sum_{n} P\left\{\left|S_{n}\right| \leq r \varepsilon\right\}=\int_{0}^{\infty} P\left\{\left|S_{\left[r^{2} t\right]}\right| \leq r \varepsilon\right\} d t .
$$

As $r \rightarrow \infty$, we get by Fatou's lemma

$$
\sum_{n} P\left\{\left|S_{n}\right| \leq \varepsilon\right\} \gtrless \int_{0}^{\infty} P\left\{|\zeta| \leq \varepsilon t^{-1 / 2}\right\} d t \geq \varepsilon^{2} \int_{1}^{\infty} t^{-1} d t=\infty
$$

and the recurrence follows again by Theorem 8.1.
We shall next derive a general recurrence criterion, stated in terms of the characteristic function $\hat{\mu}$ of $\mu$. Write $B_{\varepsilon}=\left\{x \in \mathbb{R}^{d} ;|x|<\varepsilon\right\}$.

Theorem 8.4 (recurrence criterion, Chung and Fuchs) Let $\left(S_{n}\right)$ be a random walk in $\mathbb{R}^{d}$ based on some distribution $\mu$, and fix any $\varepsilon>0$. Then $\left(S_{n}\right)$ is recurrent iff

$$
\begin{equation*}
\sup _{0<r<1} \int_{B_{\varepsilon}} \Re \frac{1}{1-r \hat{\mu}_{t}} d t=\infty . \tag{1}
\end{equation*}
$$

The proof is based on an elementary identity.
Lemma 8.5 (Parseval) Let $\mu$ and $\nu$ be probability measures on $\mathbb{R}^{d}$ with characteristic functions $\hat{\mu}$ and $\hat{\nu}$. Then $\int \hat{\mu} d \nu=\int \hat{\nu} d \mu$.

Proof: Use Fubini's theorem.

Proof of Theorem 8.4: The function $f(s)=(1-|s|)_{+}$has Fourier transform $\hat{f}(t)=2 t^{-2}(1-\cos t)$, so the tensor product $f^{\otimes d}(s)=\prod_{k \leq d} f\left(s_{k}\right)$ on $\mathbb{R}^{d}$ has Fourier transform $\hat{f}^{\otimes d}(t)=\prod_{k \leq d} \hat{f}\left(t_{k}\right)$. Writing $\mu^{* n}=P \circ S_{n}^{-1}$, we get by Lemma 8.5 for any $a>0$ and $n \in \mathbb{Z}_{+}$

$$
\int \hat{f}^{\otimes d}(x / a) \mu^{* n}(d x)=a^{d} \int f^{\otimes d}(a t) \hat{\mu}_{t}^{n} d t .
$$

By Fubini's theorem, it follows that, for any $r \in(0,1)$,

$$
\begin{equation*}
\int \hat{f}^{\otimes d}(x / a) \sum_{n \geq 0} r^{n} \mu^{* n}(d x)=a^{d} \int \frac{f^{\otimes d}(a t)}{1-r \hat{\mu}_{t}} d t . \tag{2}
\end{equation*}
$$

Now assume that (1) is false. Taking $\delta=\varepsilon^{-1} d^{1 / 2}$, we get by (2)

$$
\begin{aligned}
\sum_{n} P\left\{\left|S_{n}\right|<\delta\right\} & =\sum_{n} \mu^{* n}\left(B_{\delta}\right) \lesssim \int \hat{f}^{\otimes d}(x / \delta) \sum_{n} \mu^{* n}(d x) \\
& =\delta^{d} \sup _{r<1} \int \frac{f^{\otimes d}(\delta t)}{1-r \hat{\mu}_{t}} d t \lesssim \varepsilon^{-d} \sup _{r<1} \int_{B_{\varepsilon}} \frac{d t}{1-r \hat{\mu}_{t}}<\infty
\end{aligned}
$$

and so $\left(S_{n}\right)$ is transient by Theorem 8.1.
To prove the converse, we note that $\hat{f}^{\otimes d}$ has Fourier transform $(2 \pi)^{d} f^{\otimes d}$. Hence, (2) remains true with $f$ and $\hat{f}$ interchanged, apart from a factor $(2 \pi)^{d}$ on the left. If $\left(S_{n}\right)$ is transient, then for any $\varepsilon>0$ with $\delta=\varepsilon^{-1} d^{1 / 2}$ we get

$$
\begin{aligned}
\sup _{r<1} \int_{B_{\varepsilon}} \frac{d t}{1-r \hat{\mu}_{t}} & \leq \sup _{r<1} \int \frac{\hat{f}^{\otimes d}(t / \varepsilon)}{1-r \hat{\mu}_{t}} d t \\
& \leq \varepsilon^{d} \int f^{\otimes d}(\varepsilon x) \sum_{n} \mu^{* n}(d x) \\
& \leq \varepsilon^{d} \sum_{n} \mu^{* n}\left(B_{\delta}\right)<\infty .
\end{aligned}
$$

In particular, we note that if $\mu$ is symmetric in the sense that $\xi_{1} \stackrel{d}{=}-\xi_{1}$, then $\hat{\mu}$ is real valued and the last criterion reduces to

$$
\int_{B_{\varepsilon}} \frac{d t}{1-\hat{\mu}_{t}}=\infty .
$$

By a symmetrization of $\left(S_{n}\right)$ we mean a random walk $\tilde{S}_{n}=S_{n}-S_{n}^{\prime}, n \geq 0$, where $\left(S_{n}^{\prime}\right)$ is an independent copy of $\left(S_{n}\right)$. The following result relates the recurrence behavior of $\left(S_{n}\right)$ and $\left(\tilde{S}_{n}\right)$.

Corollary 8.6 (symmetrization) If a random walk $\left(S_{n}\right)$ is recurrent, then so is the symmetrized version $\left(\tilde{S}_{n}\right)$.

Proof: Noting that $(\Re z)\left(\Re z^{-1}\right) \leq 1$ for any complex number $z \neq 0$, we get

$$
\Re \frac{1}{1-r \hat{\mu}^{2}} \leq \frac{1}{1-r \Re \hat{\mu}^{2}} \leq \frac{1}{1-r|\hat{\mu}|^{2}} .
$$

Thus, if $\left(\tilde{S}_{n}\right)$ is transient, then so is the random walk $\left(S_{2 n}\right)$ by Theorem 8.4. But then $\left|S_{2 n}\right| \rightarrow \infty$ a.s. by Theorem 8.1, and so $\left|S_{2 n+1}\right| \rightarrow \infty$ a.s. By combination, $\left|S_{n}\right| \rightarrow \infty$ a.s., which means that $\left(S_{n}\right)$ is transient.

The following sufficient conditions for recurrence or transience are often more convenient for applications.

Corollary 8.7 (sufficient conditions) Fix any $\varepsilon>0$. Then $\left(S_{n}\right)$ is recurrent if

$$
\begin{equation*}
\int_{B_{\varepsilon}} \Re \frac{1}{1-\hat{\mu}_{t}} d t=\infty \tag{3}
\end{equation*}
$$

and transient if

$$
\begin{equation*}
\int_{B_{\varepsilon}} \frac{d t}{1-\Re \hat{\mu}_{t}}<\infty . \tag{4}
\end{equation*}
$$

Proof: First assume (3). By Fatou's lemma, we get for any sequence $r_{n} \uparrow 1$

$$
\liminf _{n \rightarrow \infty} \int_{B_{\varepsilon}} \Re \frac{1}{1-r_{n} \hat{\mu}} \geq \int_{B_{\varepsilon}} \lim _{n \rightarrow \infty} \Re \frac{1}{1-r_{n} \hat{\mu}}=\int_{B_{\varepsilon}} \Re \frac{1}{1-\hat{\mu}}=\infty .
$$

Thus, (1) holds, and ( $S_{n}$ ) is recurrent.
Now assume (4) instead. Decreasing $\varepsilon$ if necessary, we may further assume that $\Re \hat{\mu} \geq 0$ on $B_{\varepsilon}$. As before, we get

$$
\int_{B_{\varepsilon}} \Re \frac{1}{1-r \hat{\mu}} \leq \int_{B_{\varepsilon}} \frac{1}{1-r \Re \hat{\mu}} \leq \int_{B_{\varepsilon}} \frac{1}{1-\Re \hat{\mu}}<\infty,
$$

and so (1) fails. Thus, $\left(S_{n}\right)$ is transient.
The last result enables us to supplement Theorem 8.2 with some conclusive information for $d \geq 3$.

Theorem 8.8 (transience for $d \geq 3$ ) Any random walk of effective dimension $d \geq 3$ is transient.

Proof: We may assume that the symmetrized distribution is again $d$ dimensional, since $\mu$ is otherwise supported by some hyperplane outside the origin, and the transience follows by the strong law of large numbers. By Corollary 8.6, it is enough to prove that the symmetrized random walk $\left(\tilde{S}_{n}\right)$ is transient, and so we may assume that $\mu$ is symmetric. Considering the conditional distributions on $B_{r}$ and $B_{r}^{c}$ for large enough $r>0$, we may write $\mu$ as a convex combination $c \mu_{1}+(1-c) \mu_{2}$, where $\mu_{1}$ is symmetric and
$d$-dimensional with bounded support. Letting $\left(r_{i j}\right)$ denote the covariance matrix of $\mu_{1}$, we get as in Lemma 4.10

$$
\hat{\mu}_{1}(t)=1-\frac{1}{2} \sum_{i, j} r_{i j} t_{i} t_{j}+o\left(|t|^{2}\right), \quad t \rightarrow 0 .
$$

Since the matrix $\left(r_{i j}\right)$ is positive definite, it follows that $1-\hat{\mu}_{1}(t) \geq|t|^{2}$ for small enough $|t|$, say for $t \in B_{\varepsilon}$. A similar relation then holds for $\hat{\mu}$, so

$$
\int_{B_{\varepsilon}} \frac{d t}{1-\hat{\mu}_{t}} \leq \int_{B_{\varepsilon}} \frac{d t}{|t|^{2}} \lesssim \int_{0}^{\varepsilon} r^{d-3} d r<\infty
$$

Thus, $\left(S_{n}\right)$ is transient by Theorem 8.4.
We turn to a more detailed study of the one-dimensional random walk $S_{n}=\xi_{1}+\cdots+\xi_{n}, n \in \mathbb{Z}_{+}$. Say that $\left(S_{n}\right)$ is simple if $\left|\xi_{1}\right|=1$ a.s. For a simple, symmetric random walk $\left(S_{n}\right)$ we note that

$$
\begin{equation*}
u_{n} \equiv P\left\{S_{2 n}=0\right\}=2^{-2 n}\binom{2 n}{n}, \quad n \in \mathbb{Z}_{+} \tag{5}
\end{equation*}
$$

The following result gives a surprising connection between the probabilities $u_{n}$ and the distribution of last return to the origin.

Proposition 8.9 (last return, Feller) Let $\left(S_{n}\right)$ be a simple, symmetric random walk in $\mathbb{Z}$, put $\sigma_{n}=\max \left\{k \leq n ; S_{2 k}=0\right\}$, and define $u_{n}$ by (5). Then

$$
P\left\{\sigma_{n}=k\right\}=u_{k} u_{n-k}, \quad 0 \leq k \leq n .
$$

Our proof will be based on a simple symmetry property, which will also appear in a continuous-time version as Lemma 11.14.

Lemma 8.10 (reflection principle, André) For any symmetric random walk $\left(S_{n}\right)$ and optional time $\tau$, we have $\left(\tilde{S}_{n}\right) \stackrel{d}{=}\left(S_{n}\right)$, where

$$
\tilde{S}_{n}=S_{n \wedge \tau}-\left(S_{n}-S_{n \wedge \tau}\right), \quad n \geq 0 .
$$

Proof: We may clearly assume that $\tau<\infty$ a.s. Writing $S_{n}^{\prime}=S_{\tau+n}-S_{\tau}$, $n \in \mathbb{Z}_{+}$, we get by the strong Markov property $S \stackrel{d}{=} S^{\prime} \Perp\left(S^{\tau}, \tau\right)$, and by symmetry $-S \stackrel{d}{=} S$. Hence, by combination $\left(-S^{\prime}, S^{\tau}, \tau\right) \stackrel{d}{=}\left(S^{\prime}, S^{\tau}, \tau\right)$, and the assertion follows by suitable assembly.

Proof of Proposition 8.9: By the Markov property at time $2 k$, we get

$$
P\left\{\sigma_{n}=k\right\}=P\left\{S_{2 k}=0\right\} P\left\{\sigma_{n-k}=0\right\}, \quad 0 \leq k \leq n,
$$

which reduces the proof to the case when $k=0$. Thus, it remains to show that

$$
P\left\{S_{2} \neq 0, \ldots, S_{2 n} \neq 0\right\}=P\left\{S_{2 n}=0\right\}, \quad n \in \mathbb{N}
$$

By the Markov property at time 1, the left-hand side equals

$$
\frac{1}{2} P\left\{\min _{k<2 n} S_{k}=0\right\}+\frac{1}{2} P\left\{\max _{k<2 n} S_{k}=0\right\}=P\left\{M_{2 n-1}=0\right\}
$$

where $M_{n}=\max _{k \leq n} S_{k}$. Using Lemma 8.10 with $\tau=\inf \left\{k ; S_{k}=1\right\}$, we get

$$
\begin{aligned}
1-P & \left\{M_{2 n-1}=0\right\}=P\left\{M_{2 n-1} \geq 1\right\} \\
& =P\left\{M_{2 n-1} \geq 1, S_{2 n-1} \geq 1\right\}+P\left\{M_{2 n-1} \geq 1, S_{2 n-1} \leq 0\right\} \\
& =P\left\{S_{2 n-1} \geq 1\right\}+P\left\{S_{2 n-1} \geq 2\right\} \\
& =1-P\left\{S_{2 n-1}=1\right\}=1-P\left\{S_{2 n}=0\right\}
\end{aligned}
$$

We shall now prove an even more striking connection between the maximum of a symmetric random walk and the last return probabilities in Proposition 8.9. Related results for Brownian motion and more general random walks will appear in Theorems 11.16 and 12.11.

Theorem 8.11 (first maximum, Sparre-Andersen) Let $\left(S_{n}\right)$ be a random walk based on a symmetric, diffuse distribution, put $M_{n}=\max _{k \leq n} S_{k}$, and write $\tau_{n}=\min \left\{k \geq 0 ; S_{k}=M_{n}\right\}$. Define $\sigma_{n}$ as in Proposition 8.9 in terms of a simple, symmetric random walk. Then $\tau_{n} \stackrel{d}{=} \sigma_{n}$ for every $n \geq 0$.

Here and below, we shall use the relation

$$
\begin{equation*}
\left(S_{1}, \ldots, S_{n}\right) \stackrel{d}{=}\left(S_{n}-S_{n-1}, \ldots, S_{n}-S_{0}\right), \quad n \in \mathbb{N} \tag{6}
\end{equation*}
$$

valid for any random walk $\left(S_{n}\right)$. The formula is obvious from the fact that $\left(\xi_{1}, \ldots, \xi_{n}\right) \stackrel{d}{=}\left(\xi_{n}, \ldots, \xi_{1}\right)$.

Proof of Theorem 8.11: By the symmetry of $\left(S_{n}\right)$ together with (6), we have

$$
\begin{equation*}
v_{k} \equiv P\left\{\tau_{k}=0\right\}=P\left\{\tau_{k}=k\right\}, \quad k \geq 0 \tag{7}
\end{equation*}
$$

Using the Markov property at time $k$, we hence obtain

$$
\begin{equation*}
P\left\{\tau_{n}=k\right\}=P\left\{\tau_{k}=k\right\} P\left\{\tau_{n-k}=0\right\}=v_{k} v_{n-k}, \quad 0 \leq k \leq n \tag{8}
\end{equation*}
$$

Clearly $\sigma_{0}=\tau_{0}=0$. Proceeding by induction, assume that $\sigma_{k} \stackrel{d}{=} \tau_{k}$ and hence $u_{k}=v_{k}$ for all $k<n$. Comparing (8) with Proposition 8.9, we obtain $P\left\{\sigma_{n}=k\right\}=P\left\{\tau_{n}=k\right\}$ for $0<k<n$, and by (7) the equality extends to $k=0$ and $n$. Thus, $\sigma_{n} \stackrel{d}{=} \tau_{n}$.

For a general one-dimensional random walk $\left(S_{n}\right)$, we may introduce the ascending ladder times $\tau_{1}, \tau_{2}, \ldots$, given recursively by

$$
\begin{equation*}
\tau_{n}=\inf \left\{k>\tau_{n-1} ; S_{k}>S_{\tau_{n-1}}\right\}, \quad n \in \mathbb{N}, \tag{9}
\end{equation*}
$$

starting with $\tau_{0}=0$. The associated ascending ladder heights are defined as the random variables $S_{\tau_{n}}, n \in \mathbb{N}$, where $S_{\infty}$ may be interpreted as $\infty$. In a similar way, we may define the descending ladder times $\tau_{n}^{-}$and heights $S_{\tau_{n}^{-}}$, $n \in \mathbb{N}$. The times $\tau_{n}$ and $\tau_{n}^{-}$are clearly optional, so the strong Markov property implies that the pairs $\left(\tau_{n}, S_{\tau_{n}}\right)$ and $\left(\tau_{n}^{-}, S_{\tau_{n}^{-}}\right)$form possibly terminating random walks in $\overline{\mathbb{R}}^{2}$.

Replacing the relation $S_{k}>S_{\tau_{n-1}}$ in (9) by $S_{k} \geq S_{\tau_{n-1}}$, we obtain the weak ascending ladder times $\sigma_{n}$ and heights $S_{\sigma_{n}}$. Similarly, we may introduce the weak descending ladder times $\sigma_{n}^{-}$and heights $S_{\sigma_{n}^{-}}$. The mentioned sequences are connected by a pair of simple but powerful duality relations.

Lemma 8.12 (duality) Let $\eta, \eta^{\prime}, \zeta$, and $\zeta^{\prime}$ denote the occupation measures of the sequences $\left(S_{\tau_{n}}\right),\left(S_{\sigma_{n}}\right),\left(S_{n} ; n<\tau_{1}^{-}\right)$, and $\left(S_{n} ; n<\sigma_{1}^{-}\right)$, respectively. Then $E \eta=E \zeta^{\prime}$ and $E \eta^{\prime}=E \zeta$.

Proof: By (6) we have for any $B \in \mathcal{B}(0, \infty)$ and $n \in \mathbb{N}$

$$
\begin{align*}
P\left\{S_{1} \wedge \cdots \wedge S_{n-1}>0, S_{n} \in B\right\} & =P\left\{S_{1} \vee \cdots \vee S_{n-1}<S_{n} \in B\right\} \\
& =\sum_{k} P\left\{\tau_{k}=n, S_{\tau_{k}} \in B\right\} \tag{10}
\end{align*}
$$

Summing over $n \geq 1$ gives $E \zeta^{\prime} B=E \eta B$, and the first assertion follows. The proof of the second assertion is similar.

The last lemma yields some interesting information. For example, in a simple symmetric random walk, the expected number of visits to an arbitrary state $k \neq 0$ before the first return to 0 is constant and equal to 1 . In particular, the mean recurrence time is infinite, and so $\left(S_{n}\right)$ is a null recurrent Markov chain.

The following result shows how the asymptotic behavior of a random walk is related to the expected values of the ladder times.

Proposition 8.13 (fluctuations and mean ladder times) For any nondegenerate random walk $\left(S_{n}\right)$ in $\mathbb{R}$, exactly one of these cases occurs:
(i) $S_{n} \rightarrow \infty$ a.s. and $E \tau_{1}<\infty$;
(ii) $S_{n} \rightarrow-\infty$ a.s. and $E \tau_{1}^{-}<\infty$;
(iii) $\lim \sup _{n}\left( \pm S_{n}\right)=\infty$ a.s. and $E \sigma_{1}=E \sigma_{1}^{-}=\infty$.

Proof: By Corollary 2.17 there are only three possibilities: $S_{n} \rightarrow \infty$ a.s., $S_{n} \rightarrow-\infty$ a.s., and $\limsup _{n}\left( \pm S_{n}\right)=\infty$ a.s. In the first case $\sigma_{n}^{-}<\infty$ for finitely many $n$, say for $n<\kappa<\infty$. Here $\kappa$ is geometrically distributed, and so $E \tau_{1}=E \kappa<\infty$ by Lemma 8.12. The proof in case (ii) is similar. In case (iii) the variables $\tau_{n}$ and $\tau_{n}^{-}$are all finite, and Lemma 8.12 yields $E \sigma_{1}=E \sigma_{1}^{-}=\infty$.

Next we shall see how the asymptotic behavior of a random walk is related to the expected values of $\xi_{1}$ and $S_{\tau_{1}}$. Here we define $E \xi=E \xi^{+}-E \xi^{-}$ whenever $E \xi^{+} \wedge E \xi^{-}<\infty$.

Proposition 8.14 (fluctuations and mean ladder heights) If $\left(S_{n}\right)$ is a nondegenerate random walk in $\mathbb{R}$, then
(i) $E \xi_{1}=0$ implies $\lim \sup _{n}\left( \pm S_{n}\right)=\infty$ a.s.;
(ii) $E \xi_{1} \in(0, \infty]$ implies $S_{n} \rightarrow \infty$ a.s. and $E S_{\tau_{1}}=E \tau_{1} E \xi_{1}$;
(iii) $E \xi_{1}^{+}=E \xi_{1}^{-}=\infty$ implies $E S_{\tau_{1}}=-E S_{\tau_{1}^{-}}=\infty$.

The first assertion is an immediate consequence of Theorem 8.2 (i). It can also be obtained more directly, as follows.

Proof: (i) By symmetry, we may assume that $\lim \sup _{n} S_{n}=\infty$ a.s. If $E \tau_{1}<\infty$, then the law of large numbers applies to each of the three ratios in the equation

$$
\frac{S_{\tau_{n}}}{\tau_{n}} \frac{\tau_{n}}{n}=\frac{S_{\tau_{n}}}{n}, \quad n \in \mathbb{N}
$$

and we get $0=E \xi_{1} E \tau_{1}=E S_{\tau_{1}}>0$. The contradiction shows that $E \tau_{1}=\infty$, and so $\lim \inf _{n} S_{n}=-\infty$ by Proposition 8.13.
(ii) In this case $S_{n} \rightarrow \infty$ a.s. by the law of large numbers, and the formula $E S_{\tau_{1}}=E \tau_{1} E \xi_{1}$ follows as before.
(iii) This is clear from the relations $S_{\tau_{1}} \geq \xi_{1}^{+}$and $S_{\tau_{1}^{-}} \leq-\xi_{1}^{-}$.

We shall now derive a celebrated factorization, which can be used to obtain more detailed information about the distributions of ladder times and heights. Here we shall write $\chi^{ \pm}$for the possibly defective distributions of the pairs $\left(\tau_{1}, S_{\tau_{1}}\right)$ and ( $\tau_{1}^{-}, S_{\tau_{1}^{-}}$), respectively, and let $\psi^{ \pm}$denote the corresponding distributions of $\left(\sigma_{1}, S_{\sigma_{1}}\right)$ and $\left(\sigma_{1}^{-}, S_{\sigma_{1}^{-}}\right)$. Put $\chi_{n}^{ \pm}=\chi^{ \pm}(\{n\} \times \cdot)$ and $\psi_{n}^{ \pm}=\psi^{ \pm}(\{n\} \times \cdot)$. Let us further introduce the measure $\chi^{0}$ on $\mathbb{N}$, given by

$$
\begin{aligned}
\chi_{n}^{0} & =P\left\{S_{1} \wedge \cdots \wedge S_{n-1}>0=S_{n}\right\} \\
& =P\left\{S_{1} \vee \cdots \vee S_{n-1}<0=S_{n}\right\}, \quad n \in \mathbb{N}
\end{aligned}
$$

where the second equality holds by (6).

Theorem 8.15 (Wiener-Hopf factorization) For random walks in $\mathbb{R}$ based on a distribution $\mu$, we have

$$
\begin{align*}
\delta_{0}-\delta_{1} \otimes \mu & =\left(\delta_{0}-\chi^{+}\right) *\left(\delta_{0}-\psi^{-}\right)=\left(\delta_{0}-\psi^{+}\right) *\left(\delta_{0}-\chi^{-}\right)  \tag{11}\\
\delta_{0}-\psi^{ \pm} & =\left(\delta_{0}-\chi^{ \pm}\right) *\left(\delta_{0}-\chi^{0}\right) \tag{12}
\end{align*}
$$

Note that the convolutions in (11) are defined on the space $\mathbb{Z}_{+} \times \mathbb{R}$, whereas those in (12) can be regarded as defined on $\mathbb{Z}_{+}$. Alternatively, we may consider $\chi^{0}$ as a measure on $\mathbb{N} \times\{0\}$, and interpret all convolutions as defined on $\mathbb{Z}_{+} \times \mathbb{R}$.

Proof: Define the measures $\rho_{1}, \rho_{2}, \ldots$ on $(0, \infty)$ by

$$
\begin{align*}
\rho_{n} B & =P\left\{S_{1} \wedge \cdots \wedge S_{n-1}>0, S_{n} \in B\right\} \\
& =E \sum_{k} 1\left\{\tau_{k}=n, S_{\tau_{k}} \in B\right\}, \quad n \in \mathbb{N}, B \in \mathcal{B}(0, \infty) \tag{13}
\end{align*}
$$

where the second equality holds by (10). Put $\rho_{0}=\delta_{0}$, and regard the sequence $\rho=\left(\rho_{n}\right)$ as a measure on $\mathbb{Z}_{+} \times(0, \infty)$. Noting that the corresponding measures on $\mathbb{R}$ equal $\rho_{n}+\psi_{n}^{-}$and using the Markov property at time $n-1$, we get

$$
\begin{equation*}
\rho_{n}+\psi_{n}^{-}=\rho_{n-1} * \mu=\left(\rho *\left(\delta_{1} \otimes \mu\right)\right)_{n}, \quad n \in \mathbb{N} . \tag{14}
\end{equation*}
$$

Applying the strong Markov property at $\tau_{1}$ to the second expression in (13), it is further seen that

$$
\begin{equation*}
\rho_{n}=\sum_{k=1}^{n} \chi_{k}^{+} * \rho_{n-k}=\left(\chi^{+} * \rho\right)_{n}, \quad n \in \mathbb{N} . \tag{15}
\end{equation*}
$$

Recalling the values at zero, we get from (14) and (15)

$$
\rho+\psi^{-}=\delta_{0}+\rho *\left(\delta_{1} \otimes \mu\right), \quad \rho=\delta_{0}+\chi^{+} * \rho .
$$

Eliminating $\rho$ between the two equations, we obtain the first relation in (11), and the second one follows by symmetry.

To prove (12), we note that the restriction of $\psi^{+}$to $(0, \infty)$ equals $\psi_{n}^{+}-\chi_{n}^{0}$. Thus, for $B \in \mathcal{B}(0, \infty)$,

$$
\left(\chi_{n}^{+}-\psi_{n}^{+}+\chi_{n}^{0}\right) B=P\left\{\max _{k<n} S_{k}=0, S_{n} \in B\right\} .
$$

Decomposing the event on the right according to the time of first return to 0 , we get

$$
\chi_{n}^{+}-\psi_{n}^{+}+\chi_{n}^{0}=\sum_{k=1}^{n-1} \chi_{k}^{0} \chi_{n-k}^{+}=\left(\chi^{0} * \chi^{+}\right)_{n}, \quad n \in \mathbb{N},
$$

and so $\chi^{+}-\psi^{+}+\chi^{0}=\chi^{0} * \chi^{+}$, which is equivalent to the "plus" version of (12). The "minus" version follows by symmetry.

The preceding factorization yields in particular an explicit formula for the joint distribution of the first ladder time and height.

Theorem 8.16 (ladder distributions, Sparre-Andersen, Baxter) If $\left(S_{n}\right)$ is a random walk in $\mathbb{R}$, then for $|s|<1$ and $u \geq 0$,

$$
\begin{equation*}
E s^{\tau_{1}} \exp \left(-u S_{\tau_{1}}\right)=1-\exp \left\{-\sum_{n=1}^{\infty} \frac{s^{n}}{n} E\left[e^{-u S_{n}} ; S_{n}>0\right]\right\} \tag{16}
\end{equation*}
$$

For $\left(\sigma_{1}, S_{\sigma_{1}}\right)$ a similar relation holds with $S_{n}>0$ replaced by $S_{n} \geq 0$.

Proof: Introduce the mixed generating and characteristic functions

$$
\hat{\chi}_{s, t}^{+}=E s^{\tau_{1}} \exp \left(i t S_{\tau_{1}}\right), \quad \hat{\psi}_{s, t}^{-}=E s^{\sigma_{1}^{-}} \exp \left(i t S_{\sigma_{1}^{-}}\right)
$$

and note that the first relation in (11) is equivalent to

$$
1-s \hat{\mu}_{t}=\left(1-\hat{\chi}_{s, t}^{+}\right)\left(1-\hat{\psi}_{s, t}^{-}\right), \quad|s|<1, t \in \mathbb{R}
$$

Taking logarithms and expanding in Taylor series, we obtain

$$
\sum_{n} n^{-1}\left(s \hat{\mu}_{t}\right)^{n}=\sum_{n} n^{-1}\left(\hat{\chi}_{s, t}^{+}\right)^{n}+\sum_{n} n^{-1}\left(\hat{\psi}_{s, t}^{-}\right)^{n} .
$$

For fixed $s \in(-1,1)$, this equation is of the form $\hat{\nu}=\hat{\nu}^{+}+\hat{\nu}^{-}$, where $\nu$ and $\nu^{ \pm}$are bounded signed measures on $\mathbb{R},(0, \infty)$, and $(-\infty, 0]$, respectively. By the uniqueness theorem for characteristic functions we get $\nu=\nu^{+}+\nu^{-}$. In particular, $\nu^{+}$equals the restriction of $\nu$ to $(0, \infty)$. Thus, the corresponding Laplace transforms agree, and (16) follows by summation of a Taylor series for the logarithm. A similar argument yields the formula for $\left(\sigma_{1}, S_{\sigma_{1}}\right)$.

From the last result we may easily obtain expressions for the probability that a random walk stays negative or nonpositive and deduce criteria for its divergence to $-\infty$.

Corollary 8.17 (negativity and divergence to $-\infty$ ) For any random walk $\left(S_{n}\right)$ in $\mathbb{R}$, we have

$$
\begin{align*}
& P\left\{\tau_{1}=\infty\right\}=\left(E \sigma_{1}^{-}\right)^{-1}=\exp \left\{-\sum_{n \geq 1} n^{-1} P\left\{S_{n}>0\right\}\right\}  \tag{17}\\
& P\left\{\sigma_{1}=\infty\right\}=\left(E \tau_{1}^{-}\right)^{-1}=\exp \left\{-\sum_{n \geq 1} n^{-1} P\left\{S_{n} \geq 0\right\}\right\} \tag{18}
\end{align*}
$$

Furthermore, the following conditions are both equivalent to $S_{n} \rightarrow-\infty$ a.s.:

$$
\sum_{n \geq 1} n^{-1} P\left\{S_{n}>0\right\}<\infty, \quad \sum_{n \geq 1} n^{-1} P\left\{S_{n} \geq 0\right\}<\infty
$$

Proof: The last expression for $P\left\{\tau_{1}=\infty\right\}$ follows from (16) with $u=0$ as we let $s \rightarrow 1$. Similarly, the formula for $P\left\{\sigma_{1}=\infty\right\}$ is obtained from the version of (16) for the pair $\left(\sigma_{1}, S_{\sigma_{1}}\right)$. In particular, $P\left\{\tau_{1}=\infty\right\}>0$ iff the series in (17) converges, and similarly for the condition $P\left\{\sigma_{1}=\infty\right\}>0$ in terms of the series in (18). Since both conditions are equivalent to $S_{n} \rightarrow-\infty$ a.s., the last assertion follows. Finally, the first equalities in (17) and (18) are obtained most easily from Lemma 8.12 if we note that the number of strict or weak ladder times $\tau_{n}<\infty$ or $\sigma_{n}<\infty$ is geometrically distributed.

We turn to a detailed study of the occupation measure $\eta=\sum_{n \geq 0} \delta_{S_{n}}$ of a transient random walk on $\mathbb{R}$, based on transition and initial distributions $\mu$ and $\nu$. Recall from Theorem 8.1 that the associated intensity measure $E \eta=\nu * \sum_{n} \mu^{* n}$ is locally finite. By the strong Markov property, the sequence
$\left(S_{\tau+n}-S_{\tau}\right)$ has the same distribution for every finite optional time $\tau$. Thus, a similar invariance holds for the occupation measure, and the associated intensities must agree. A renewal is then said to occur at time $\tau$, and the whole subject is known as renewal theory. In the special case when $\mu$ and $\nu$ are supported by $\mathbb{R}_{+}$, we shall refer to $\eta$ as a renewal process based on $\mu$ and $\nu$, and to $E \eta$ as the associated renewal measure. One usually assumes that $\nu=\delta_{0}$; if not, we say that $\eta$ is delayed.

The occupation measure $\eta$ is clearly a random measure on $\mathbb{R}$, in the sense that $\eta B$ is a random variable for every bounded Borel set $B$. From Lemma 10.1 we anticipate the simple fact that the distribution of a random measure on $\mathbb{R}_{+}$is determined by the distributions of the integrals $\eta f=\int f d \eta$ for all $f \in C_{K}^{+}\left(\mathbb{R}_{+}\right)$, the space of continuous functions $f: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$with bounded support. For any measure $\mu$ on $\mathbb{R}$ and constant $t \geq 0$, we may introduce the shifted measure $\theta_{t} \mu$ on $\mathbb{R}_{+}$, given by $\left(\theta_{t} \mu\right) B=\mu(B+t)$ for arbitrary $B \in \mathcal{B}\left(\mathbb{R}_{+}\right)$. A random measure $\eta$ on $\mathbb{R}$ is said to be stationary on $\mathbb{R}_{+}$if $\theta_{t} \eta \stackrel{d}{=} \theta_{0} \eta$.

Given a renewal process $\eta$ based on some distribution $\mu$, the delayed process $\tilde{\eta}=\delta_{\alpha} * \eta$ is said to be a stationary version of $\eta$ if $\nu=P \circ \alpha^{-1}$ is chosen such that the random measure $\tilde{\eta}$ becomes stationary on $\mathbb{R}_{+}$. The following result shows that such a version exists iff $\mu$ has finite mean, in which case $\nu$ is uniquely determined by $\mu$. Write $\lambda$ for Lebesgue measure on $\mathbb{R}_{+}$, and recall that $\delta_{x}$ denotes a unit mass at $x$.

Proposition 8.18 (stationary renewal process) Let $\eta$ be a renewal process based on some distribution $\mu$ on $\mathbb{R}_{+}$with mean $c$. Then $\eta$ has a stationary version $\tilde{\eta}$ iff $c \in(0, \infty)$. In that case $E \tilde{\eta}=c^{-1} \lambda$, and the initial distribution of $\tilde{\eta}$ is uniquely given by $\nu=c^{-1}\left(\delta_{0}-\mu\right) * \lambda$, or

$$
\begin{equation*}
\nu[0, t]=c^{-1} \int_{0}^{t} \mu(s, \infty) d s, \quad t \geq 0 \tag{19}
\end{equation*}
$$

Proof: By Fubini's theorem,

$$
\begin{aligned}
E \eta & =E \sum_{n} \delta_{S_{n}}=\sum_{n} P \circ S_{n}^{-1}=\sum_{n} \nu * \mu^{* n} \\
& =\nu+\mu * \sum_{n} \nu * \mu^{* n}=\nu+\mu * E \eta,
\end{aligned}
$$

and so $\nu=\left(\delta_{0}-\mu\right) * E \eta$. If $\eta$ is stationary, then $E \eta$ is shift invariant, and Lemma 1.29 yields $E \eta=a \lambda$ for some constant $a>0$. Thus, $\nu=a\left(\delta_{0}-\mu\right) * \lambda$, and (19) holds with $c^{-1}$ replaced by $a$. As $t \rightarrow \infty$, we get $1=a c$ by Lemma 2.4. Hence, $c \in(0, \infty)$ and $a=c^{-1}$.

Conversely, assume that $c \in(0, \infty)$, and let $\nu$ be given by (19). Then

$$
\begin{aligned}
E \eta & =\nu * \sum_{n} \mu^{* n}=c^{-1}\left(\delta_{0}-\mu\right) * \lambda * \sum_{n} \mu^{* n} \\
& =c^{-1} \lambda *\left\{\sum_{n \geq 0} \mu^{* n}-\sum_{n \geq 1} \mu^{* n}\right\}=c^{-1} \lambda .
\end{aligned}
$$

By the strong Markov property, the shifted random measure $\theta_{t} \eta$ is again a renewal process based on $\mu$, say with initial distribution $\nu_{t}$. As before,

$$
\nu_{t}=\left(\delta_{0}-\mu\right) *\left(\theta_{t} E \eta\right)=\left(\delta_{0}-\mu\right) * E \eta=\nu,
$$

which implies the asserted stationarity of $\eta$.
From the last result we may deduce a corresponding statement for the occupation measure of a general random walk.

Proposition 8.19 (stationary occupation measure) Let $\eta$ be the occupation measure of a random walk in $\mathbb{R}$ based on distributions $\mu$ and $\nu$, where $\mu$ has mean $c \in(0, \infty)$, and $\nu$ is defined as in (19) in terms of the ladder height distribution $\tilde{\mu}$ and its mean $\tilde{c}$. Then $\eta$ is stationary on $\mathbb{R}_{+}$with intensity $c^{-1}$.

Proof: Since $S_{n} \rightarrow \infty$ a.s., Propositions 8.13 and 8.14 show that the ladder times $\tau_{n}$ and heights $H_{n}=S_{\tau_{n}}$ have finite mean, and by Proposition 8.18 the renewal process $\zeta=\sum_{n} \delta_{H_{n}}$ is stationary for the prescribed choice of $\nu$. Fixing $t \geq 0$ and putting $\sigma_{t}=\inf \left\{n \in \mathbb{Z}_{+} ; S_{n} \geq t\right\}$, we note in particular that $S_{\sigma_{t}}-t$ has distribution $\nu$. By the strong Markov property at $\sigma_{t}$, the sequence $S_{\sigma_{t}+n}-t, n \in \mathbb{Z}_{+}$, has then the same distribution as $\left(S_{n}\right)$. Since $S_{k}<t$ for $k<\sigma_{t}$, we get $\theta_{t} \eta \stackrel{d}{=} \eta$ on $\mathbb{R}_{+}$, which proves the asserted stationarity.

To identify the intensity, let $\eta_{n}$ denote the occupation measure of the sequence $S_{k}-H_{n}, \tau_{n} \leq k<\tau_{n+1}$, and note that $H_{n} \Perp \eta_{n} \stackrel{d}{=} \eta_{0}$ for each $n$, by the strong Markov property. Hence, by Fubini's theorem,

$$
E \eta=E \sum_{n} \eta_{n} * \delta_{H_{n}}=\sum_{n} E\left(\delta_{H_{n}} * E \eta_{n}\right)=E \eta_{0} * E \sum_{n} \delta_{H_{n}}=E \eta_{0} * E \zeta
$$

Noting that $E \zeta=\tilde{c}^{-1} \lambda$ by Proposition 8.18 , that $E \eta_{0}(0, \infty)=0$, and that $\tilde{c}=c E \tau_{1}$ by Proposition 8.14, we get on $\mathbb{R}_{+}$

$$
E \eta=\frac{E \eta_{0} \mathbb{R}_{-}}{\tilde{c}} \lambda=\frac{E \tau_{1}}{\tilde{c}} \lambda=c^{-1} \lambda
$$

The next result describes the asymptotic behavior of the occupation measure $\eta$ and its intensity $E \eta$. Under weak restrictions on $\mu$, we shall see how $\theta_{t} \eta$ approaches the corresponding stationary version $\tilde{\eta}$, whereas $E \eta$ is asymptotically proportional to Lebesgue measure. For simplicity, we assume that the mean of $\mu$ exists in $\overline{\mathbb{R}}$. Thus, if $\xi$ is a random variable with distribution $\mu$, we assume that $E\left(\xi^{+} \wedge \xi^{-}\right)<\infty$ and define $E \xi=E \xi^{+}-E \xi^{-}$.

It is natural to state the result in terms of vague convergence for measures on $\mathbb{R}_{+}$, and the corresponding notion of distributional convergence for random measures. Recall that, for locally finite measures $\nu, \nu_{1}, \nu_{2}, \ldots$ on $\mathbb{R}_{+}$, the vague convergence $\nu_{n} \xrightarrow{v} \nu$ means that $\nu_{n} f \rightarrow \nu f$ for all $f \in C_{K}^{+}\left(\mathbb{R}_{+}\right)$. Similarly, if $\eta, \eta_{1}, \eta_{2}, \ldots$ are random measures on $\mathbb{R}_{+}$, we define the distributional
convergence $\eta_{n} \xrightarrow{d} \eta$ by the condition $\eta_{n} f \xrightarrow{d} \eta f$ for every $f \in C_{K}^{+}\left(\mathbb{R}_{+}\right)$. (The latter notion of convergence will be studied in detail in Chapter 14.) A measure $\mu$ on $\mathbb{R}$ is said to be nonarithmetic if the additive subgroup generated by supp $\mu$ is dense in $\mathbb{R}$.

Theorem 8.20 (two-sided renewal theorem, Blackwell, Feller and Orey) Let $\eta$ be the occupation measure of a random walk in $\mathbb{R}$ based on distributions $\mu$ and $\nu$, where $\mu$ is nonarithmetic with mean $c \in \overline{\mathbb{R}} \backslash\{0\}$. If $c \in(0, \infty)$, let $\tilde{\eta}$ be the stationary version in Proposition 8.19, and otherwise put $\tilde{\eta}=0$. Then as $t \rightarrow \infty$,
(i) $\theta_{t} \eta \xrightarrow{d} \tilde{\eta}$,
(ii) $\theta_{t} E \eta \xrightarrow{v} E \tilde{\eta}=\left(c^{-1} \vee 0\right) \lambda$.

Our proof is based on two lemmas. First we consider the distribution $\nu_{t}$ of the first nonnegative ladder height for the shifted process $\left(S_{n}-t\right)$. The key step for $c \in(0, \infty)$ is to show that $\nu_{t}$ converges weakly toward the corresponding distribution $\tilde{\nu}$ for the stationary version. This will be accomplished by a coupling argument.

Lemma 8.21 (asymptotic delay) If $c \in(0, \infty)$, then $\nu_{t} \xrightarrow{w} \tilde{\nu}$ as $t \rightarrow \infty$.
Proof: Let $\alpha$ and $\alpha^{\prime}$ be independent random variables with distributions $\nu$ and $\tilde{\nu}$. Choose some i.i.d. sequences $\left(\xi_{k}\right) \Perp\left(\vartheta_{k}\right)$ independent of $\alpha$ and $\alpha^{\prime}$ such that $P \circ \xi_{k}^{-1}=\mu$ and $P\left\{\vartheta_{k}= \pm 1\right\}=\frac{1}{2}$. Then

$$
\tilde{S}_{n}=\alpha^{\prime}-\alpha-\sum_{k \leq n} \vartheta_{k} \xi_{k}, \quad n \in \mathbb{Z}_{+},
$$

is a random walk based on a nonarithmetic distribution with mean 0 , and so by Theorems 8.1 and 8.2 the set $\left\{\tilde{S}_{n}\right\}$ is a.s. dense in $\mathbb{R}$. For any $\varepsilon>0$, the optional time $\sigma=\inf \left\{n \geq 0 ; \tilde{S}_{n} \in[0, \varepsilon]\right\}$ is then a.s. finite.

Now define $\vartheta_{k}^{\prime}=(-1)^{1\{k \leq \sigma\}} \vartheta_{k}, k \in \mathbb{N}$, and note as in Lemma 8.10 that $\left\{\alpha^{\prime},\left(\xi_{k}, \vartheta_{k}^{\prime}\right)\right\} \stackrel{d}{=}\left\{\alpha^{\prime},\left(\xi_{k}, \vartheta_{k}\right)\right\}$. Let $\kappa_{1}<\kappa_{2}<\cdots$ be the values of $k$ with $\vartheta_{k}=1$, and define $\kappa_{1}^{\prime}<\kappa_{2}^{\prime}<\cdots$ similarly in terms of $\left(\vartheta_{k}^{\prime}\right)$. By a simple conditioning argument, the sequences

$$
S_{n}=\alpha+\sum_{j \leq n} \xi_{\kappa_{j}}, \quad S_{n}^{\prime}=\alpha^{\prime}+\sum_{j \leq n} \xi_{\kappa_{j}^{\prime}}, \quad n \in \mathbb{Z}_{+},
$$

are random walks based on $\mu$ and the initial distributions $\nu$ and $\tilde{\nu}$, respectively. Writing $\sigma_{ \pm}=\sum_{k \leq \sigma} 1\left\{\vartheta_{k}= \pm 1\right\}$, we note that

$$
S_{\sigma_{-}+n}^{\prime}-S_{\sigma_{+}+n}=\tilde{S}_{\sigma} \in[0, \varepsilon], \quad n \in \mathbb{Z}_{+} .
$$

Putting $\gamma=S_{\sigma_{+}}^{*} \vee{S_{\sigma_{-}}^{\prime *}}^{*}$, and considering the first entry of $\left(S_{n}\right)$ and $\left(S_{n}^{\prime}\right)$ into the interval $[t, \infty)$, we obtain

$$
\tilde{\nu}[\varepsilon, x]-P\{\gamma \geq t\} \leq \nu_{t}[0, x] \leq \tilde{\nu}[0, x+\varepsilon]+P\{\gamma \geq t\} .
$$

Letting $t \rightarrow \infty$ and then $\varepsilon \rightarrow 0$, and noting that $\tilde{\nu}\{0\}=0$ by stationarity, we get $\nu_{t}[0, x] \rightarrow \tilde{\nu}[0, x]$.

The following simple statement will be needed to deduce (ii) from (i) in the main theorem.

Lemma 8.22 (uniform integrability) Let $\eta$ be the occupation measure of a transient random walk $\left(S_{n}\right)$ in $\mathbb{R}^{d}$ with arbitrary initial distribution, and fix any bounded set $B \in \mathcal{B}^{d}$. Then the random variables $\eta(B+x)$, $x \in \mathbb{R}^{d}$, are uniformly integrable.

Proof: Fix any $x \in \mathbb{R}^{d}$, and put $\tau=\inf \left\{t \geq 0 ; S_{n} \in B+x\right\}$. Letting $\eta_{0}$ denote the occupation measure of an independent random walk starting at 0 , we get by the strong Markov property

$$
\eta(B+x) \stackrel{d}{=} \eta_{0}\left(B+x-S_{\tau}\right) 1\{\tau<\infty\} \leq \eta_{0}(B-B)
$$

In remains to note that $E \eta_{0}(B-B)<\infty$ by Theorem 8.1, since $\left(S_{n}\right)$ is transient.

Proof of Theorem $8.20(c<\infty)$ : By Lemma 8.22 it is enough to prove (i). If $c<0$, then $S_{n} \rightarrow-\infty$ a.s. by the law of large numbers, so $\theta_{t} \eta=0$ for sufficiently large $t$, and (i) follows. If instead $c \in(0, \infty)$, then $\nu_{t} \xrightarrow{w} \tilde{\nu}$ by Lemma 8.21, and we may choose some random variables $\alpha_{t}$ and $\alpha$ with distributions $\nu_{t}$ and $\nu$, respectively, such that $\alpha_{t} \rightarrow \alpha$ a.s. We may further introduce the occupation measure $\eta_{0}$ of an independent random walk starting at 0 .

Now fix any $f \in C_{K}^{+}\left(\mathbb{R}_{+}\right)$, and extend $f$ to $\mathbb{R}$ by putting $f(x)=0$ for $x<0$. Since $\tilde{\nu} \ll \lambda$ we have $\eta_{0}\{-\alpha\}=0$ a.s., and so by the strong Markov property and dominated convergence

$$
\left(\theta_{t} \eta\right) f \stackrel{d}{=} \int f\left(\alpha_{t}+x\right) \eta_{0}(d x) \rightarrow \int f(\alpha+x) \eta_{0}(d x) \stackrel{d}{=} \tilde{\eta} f
$$

$(c=\infty)$ : In this case it is clearly enough to prove (ii). Then note that $E \eta=\nu * E \chi * E \zeta$, where $\chi$ is the occupation measure of the ladder height sequence of $\left(S_{n}-S_{0}\right)$, and $\zeta$ is the occupation measure of the same process prior to the first ladder time. Here $E \zeta \mathbb{R}_{-}<\infty$ by Proposition 8.13 , so by dominated convergence it suffices to show that $\theta_{t} E \chi \xrightarrow{v} 0$. Since the mean of the ladder height distribution is again infinite by Proposition 8.14, we may henceforth take $\nu=\delta_{0}$ and let $\mu$ be an arbitrary distribution on $\mathbb{R}_{+}$with infinite mean.

Put $I=[0,1]$, and note that $E \eta(I+t)$ is bounded by Lemma 8.22. Define $b=\limsup _{t} E \eta(I+t)$, and choose a sequence $t_{k} \rightarrow \infty$ with $E \eta(I+$ $\left.t_{k}\right) \rightarrow b$. Here we may subtract the finite measures $\mu^{* j}$ for $j<m$ to get $\left(\mu^{* m} * E \eta\right)\left(I+t_{k}\right) \rightarrow b$ for all $m \in \mathbb{Z}_{+}$. By the reverse Fatou lemma, we
obtain for any $B \in \mathcal{B}\left(\mathbb{R}_{+}\right)$

$$
\begin{align*}
\liminf _{k \rightarrow \infty} & E \eta\left(I-B+t_{k}\right) \mu^{* m} B \\
& \geq \liminf _{k \rightarrow \infty} \int_{B} E \eta\left(I-x+t_{k}\right) \mu^{* m}(d x) \\
& =b-\limsup _{k \rightarrow \infty} \int_{B^{c}} E \eta\left(I-x+t_{k}\right) \mu^{* m}(d x) \\
& \geq b-\int_{B^{c}} \limsup _{k \rightarrow \infty} E \eta\left(I-x+t_{k}\right) \mu^{* m}(d x) \geq b \mu^{* m} B \tag{20}
\end{align*}
$$

Now fix any $h>0$ with $\mu(0, h]>0$. Noting that $E \eta[r, r+h]>0$ for all $r \geq 0$ and writing $J=[0, a]$ with $a=h+1$, we get by (20)

$$
\begin{equation*}
\liminf _{k \rightarrow \infty} E \eta\left(J+t_{k}-r\right) \geq b, \quad r \geq a \tag{21}
\end{equation*}
$$

Next conclude from the identity $\delta_{0}=\left(\delta_{0}-\mu\right) * E \eta$ that

$$
1=\int_{0}^{t_{k}} \mu\left(t_{k}-x, \infty\right) E \eta(d x) \geq \sum_{n \geq 1} \mu(n a, \infty) E \eta\left(J+t_{k}-n a\right) .
$$

As $k \rightarrow \infty$ we get by (21) and Fatou's lemma $1 \geq b \sum_{k \geq 1} \mu(n a, \infty)$, and since the sum diverges by Lemma 2.4, it follows that $b=0$.

We shall use the preceding theory to study the renewal equation $F=$ $f+F * \mu$, which often arises in applications. Here the convolution $F * \mu$ is defined by

$$
(F * \mu)_{t}=\int_{0}^{t} F(t-s) \mu(d s), \quad t \geq 0
$$

whenever the integrals on the right exist. Under suitable regularity conditions, the renewal equation has the unique solution $F=f * \bar{\mu}$, where $\bar{\mu}$ denotes the renewal measure $\sum_{n \geq 0} \mu^{* n}$. Additional conditions ensure the solution $F$ to converge at $\infty$.

A precise statement requires some further terminology. By a regular step function we shall mean a function on $\mathbb{R}_{+}$of the form

$$
\begin{equation*}
f_{t}=\sum_{j \geq 1} a_{j} 1_{[j-1, j)}(t / h), \quad t \geq 0 \tag{22}
\end{equation*}
$$

where $h>0$ and $a_{1}, a_{2}, \ldots \in \mathbb{R}$. A measurable function $f$ on $\mathbb{R}_{+}$is said to be directly Riemann integrable if $\lambda|f|<\infty$ and there exist some regular step functions $f_{n}^{ \pm}$with $f_{n}^{-} \leq f \leq f_{n}^{+}$and $\lambda\left(f_{n}^{+}-f_{n}^{-}\right) \rightarrow 0$.

Corollary 8.23 (renewal equation) Fix a distribution $\mu \neq \delta_{0}$ on $\mathbb{R}_{+}$with associated renewal measure $\bar{\mu}$, and let $f$ be a locally bounded and measurable function on $\mathbb{R}_{+}$. Then the equation $F=f+F * \mu$ has the unique, locally bounded solution $F=f * \bar{\mu}$. If $f$ is also directly Riemann integrable and if $\mu$ is nonarithmetic with mean $c$, then $F_{t} \rightarrow c^{-1} \lambda f$ as $t \rightarrow \infty$.

Proof: Iterating the renewal equation, we get

$$
\begin{equation*}
F=\sum_{k<n} f * \mu^{* k}+F * \mu^{n}, \quad n \in \mathbb{N} . \tag{23}
\end{equation*}
$$

The law of large numbers yields $\mu^{* n}[0, t] \rightarrow 0$ as $n \rightarrow \infty$ for fixed $t \geq 0$, so for locally bounded $F$ we get $F * \mu^{* n} \rightarrow 0$. If even $f$ is locally bounded, then by (23) and Fubini's theorem

$$
F=\sum_{k \geq 0} f * \mu^{* k}=f * \sum_{k \geq 0} \mu^{* k}=f * \bar{\mu}
$$

Conversely, $f+f * \bar{\mu} * \mu=f * \bar{\mu}$, which shows that $F=f * \bar{\mu}$ solves the given equation.

Now let $\mu$ be nonarithmetic. If $f$ is a regular step function as in (22), then by Theorem 8.20 and dominated convergence we get as $t \rightarrow \infty$

$$
\begin{aligned}
F_{t} & =\int_{0}^{t} f(t-s) \bar{\mu}(d s)=\sum_{j \geq 1} a_{j} \bar{\mu}((0, h]+t-j h) \\
& \rightarrow c^{-1} h \sum_{j \geq 1} a_{j}=c^{-1} \lambda f .
\end{aligned}
$$

In the general case, we may introduce some regular step functions $f_{n}^{ \pm}$with $f_{n}^{-} \leq f \leq f_{n}^{+}$and $\lambda\left(f_{n}^{+}-f_{n}^{-}\right) \rightarrow 0$, and note that

$$
\left(f_{n}^{-} * \bar{\mu}\right)_{t} \leq F_{t} \leq\left(f_{n}^{+} * \bar{\mu}\right)_{t}, \quad t \geq 0, n \in \mathbb{N}
$$

Letting $t \rightarrow \infty$ and then $n \rightarrow \infty$, we obtain $F_{t} \rightarrow c^{-1} \lambda f$.

## Exercises

1. Show that if $\left(S_{n}\right)$ is recurrent, then so is the random walk $\left(S_{n k}\right)$ for each $k \in \mathbb{N}$. (Hint: If $\left(S_{n k}\right)$ is transient, then so is $\left(S_{n k+j}\right)$ for any $j>0$.)
2. For any nondegenerate random walk $\left(S_{n}\right)$ in $\mathbb{R}^{d}$, show that $\left|S_{n}\right| \xrightarrow{P} \infty$. (Hint: Use Lemma 4.1.)
3. Let $\left(S_{n}\right)$ be a random walk in $\mathbb{R}$ based on a symmetric, nondegenerate distribution with bounded support. Show that $\left(S_{n}\right)$ is recurrent, using the fact that $\lim _{\sup _{n}}\left( \pm S_{n}\right)=\infty$ a.s.
4. Show that the accessible set $A$ equals the closed semigroup generated by $\operatorname{supp} \mu$. Also show by examples that $A$ may or may not be a group.
5. Let $\nu$ be an invariant measure on the accessible set of a recurrent random walk in $\mathbb{R}^{d}$. Show by examples that $E \eta$ may or may not be of the form $\infty \cdot \nu$.
6. Show that a nondegenerate random walk in $\mathbb{R}^{d}$ has no invariant distribution. (Hint: If $\nu$ is invariant, then $\mu * \nu=\nu$.)
7. Show by examples that the conditions in Theorem 8.2 are not necessary. (Hint: For $d=2$, consider mixtures of $N\left(0, \sigma^{2}\right)$ and use Lemma 4.18.)
8. Consider a random walk $\left(S_{n}\right)$ based on the symmetric $p$-stable distribution on $\mathbb{R}$ with characteristic function $e^{-|t|^{p}}$. Show that $\left(S_{n}\right)$ is recurrent for $p \geq 1$ and transient for $p<1$.
9. Let $\left(S_{n}\right)$ be a random walk in $\mathbb{R}^{2}$ based on the distribution $\mu^{2}$, where $\mu$ is symmetric $p$-stable. Show that $\left(S_{n}\right)$ is recurrent for $p=2$ and transient for $p<2$.
10. Let $\mu=c \mu_{1}+(1-c) \mu_{2}$, where $\mu_{1}$ and $\mu_{2}$ are symmetric distributions on $\mathbb{R}^{d}$ and $c$ is a constant in $(0,1)$. Show that a random walk based on $\mu$ is recurrent iff recurrence holds for the random walks based on $\mu_{1}$ and $\mu_{2}$.
11. Let $\mu=\mu_{1} * \mu_{2}$, where $\mu_{1}$ and $\mu_{2}$ are symmetric distributions on $\mathbb{R}^{d}$. Show that if a random walk based on $\mu$ is recurrent, then so are the random walks based on $\mu_{1}$ and $\mu_{2}$. Also show by an example that the converse is false. (Hint: For the latter part, let $\mu_{1}$ and $\mu_{2}$ be supported by orthogonal subspaces.)
12. For any symmetric, recurrent random walk on $\mathbb{Z}^{d}$, show that the expected number of visits to an accessible state $k \neq 0$ before return to the origin equals 1. (Hint: Compute the distribution, assuming probability $p$ for return before visit to $k$.)
13. Use Proposition 8.13 to show that any nondegenerate random walk in $\mathbb{Z}^{d}$ has infinite mean recurrence time. Compare with the preceding problem.
14. Show how part (i) of Proposition 8.14 can be strengthened by means of Theorems 4.16 and 8.2.
15. For a nondegenerate random walk in $\mathbb{R}$, show that $\lim \sup _{n} S_{n}=\infty$ a.s. iff $\sigma_{1}<\infty$ a.s. and that $S_{n} \rightarrow \infty$ a.s. iff $E \sigma_{1}<\infty$. In both conditions, note that $\sigma_{1}$ can be replaced by $\tau_{1}$.
16. Let $\eta$ be a renewal process based on some nonarithmetic distribution on $\mathbb{R}_{+}$. Show for any $\varepsilon>0$ that $\sup \{t>0 ; E \eta[t, t+\varepsilon]=0\}<\infty$. (Hint: Imitate the proof of Proposition 7.14.)
17. Let $\mu$ be a distribution on $\mathbb{Z}_{+}$such that the group generated by $\operatorname{supp} \mu$ equals $\mathbb{Z}$. Show that Proposition 8.18 remains true with $\nu\{n\}=c^{-1} \mu(n, \infty)$, $n \geq 0$, and prove a corresponding version of Proposition 8.19.
18. Let $\eta$ be the occupation measure of a random walk on $\mathbb{Z}$ based on some distribution $\mu$ with mean $c \in \overline{\mathbb{R}} \backslash\{0\}$ such that the group generated by $\operatorname{supp} \mu$ equals $\mathbb{Z}$. Show as in Theorem 8.20 that $E \eta\{n\} \rightarrow c^{-1} \vee 0$.
19. Derive the renewal theorem for random walks on $\mathbb{Z}_{+}$from the ergodic theorem for discrete-time Markov chains, and conversely. (Hint: Given a distribution $\mu$ on $\mathbb{N}$, construct a Markov chain $X$ on $\mathbb{Z}_{+}$with $X_{n+1}=X_{n}+1$ or 0 , and such that the recurrence times at 0 are i.i.d. $\mu$. Note that $X$ is aperiodic iff $\mathbb{Z}$ is the smallest group containing $\operatorname{supp} \mu$.)
20. Fix a distribution $\mu$ on $\mathbb{R}$ with symmetrization $\tilde{\mu}$. Note that if $\tilde{\mu}$ is nonarithmetic, then so is $\mu$. Show by an example that the converse is false.
21. Simplify the proof of Lemma 8.21 , in the case when even the symmetrization $\tilde{\mu}$ is nonarithmetic. (Hint: Let $\xi_{1}, \xi_{2}, \ldots$ and $\xi_{1}^{\prime}, \xi_{2}^{\prime}, \ldots$ be i.i.d. $\mu$, and define $\tilde{S}_{n}=\alpha^{\prime}-\alpha+\sum_{k \leq n}\left(\xi_{k}^{\prime}-\xi_{k}\right)$.)
22. Show that any monotone and Lebesgue integrable function on $\mathbb{R}_{+}$is directly Riemann integrable.
23. State and prove the counterpart of Corollary 8.23 for arithmetic distributions.
24. Let $\left(\xi_{n}\right)$ and $\left(\eta_{n}\right)$ be independent i.i.d. sequences with distributions $\mu$ and $\nu$, put $S_{n}=\sum_{k \leq n}\left(\xi_{k}+\eta_{k}\right)$, and define $U=\bigcup_{n \geq 0}\left[S_{n}, S_{n}+\xi_{n+1}\right)$. Show that $F_{t}=P\{t \in U\}$ satisfies the renewal equation $\bar{F}=f+F * \mu * \nu$ with $f_{t}=\mu(t, \infty)$. Assuming $\mu$ and $\nu$ to have finite means, show also that $F_{t}$ converges as $t \rightarrow \infty$, and identify the limit.
25. Consider a renewal process $\eta$ based on some nonarithmetic distribution $\mu$ with mean $c<\infty$, fix an $h>0$, and define $F_{t}=P\{\eta[t, t+h]=0\}$. Show that $F=f+F * \mu$, where $f_{t}=\mu(t+h, \infty)$. Also show that $F_{t}$ converges as $t \rightarrow \infty$, and identify the limit. (Hint: Consider the first point of $\eta$ in $(0, t)$, if any.)
26. For $\eta$ as above, let $\tau=\inf \{t \geq 0 ; \eta[t, t+h]=0\}$, and put $F_{t}=$ $P\{\tau \leq t\}$. Show that $F_{t}=\mu(h, \infty)+\int_{0}^{h \wedge t} \mu(d s) F_{t-s}$, or $F=f+F * \mu_{h}$, where $\mu_{h}=1_{[0, h]} \cdot \mu$ and $f \equiv \mu(h, \infty)$.

## Chapter 9

## Stationary Processes and Ergodic Theory

> Stationarity, invariance, and ergodicity; mean and a.s. ergodic theorem; continuous time and higher dimensions; ergodic decomposition; subadditive ergodic theorem; products of random matrices; exchangeable sequences and processes; predictable sampling

A random process in discrete or continuous time is said to be stationary if its distribution is invariant under shifts. Stationary processes are important in their own right; they may also arise under broad conditions as steady-state limits of various Markov and renewal-type processes, as we already saw in Chapters 7 and 8 and will see again in Chapters 10 and 20. The aim of this chapter is to present some of the most useful general results for stationary and related processes.

The most fundamental result for stationary random sequences is the mean and a.s. ergodic theorem, a powerful extension of the law of large numbers. Here the limit is generally a random variable, measurable with respect to the so-called invariant $\sigma$-field. Of special interest is the ergodic case, when the invariant $\sigma$-field is trivial and the time average reduces to a constant. For more general sequences, the distribution admits a decomposition into ergodic components, obtainable through conditioning with respect to the invariant $\sigma$-field.

We will consider several extensions of the basic ergodic theorem, including versions in continuous time and in higher dimensions. Additionally, we shall prove a version of the powerful subadditive ergodic theorem and discuss an important application to random matrices.

Just as the elementary Markov property may be extended to a strong version, it is useful to strengthen the condition of stationarity by requiring invariance in distribution under arbitrary optional shifts. This leads to the notions of exchangeable sequences and to processes with exchangeable increments. The fairly elementary mean ergodic theorem yields an easy proof of de Finetti's theorem, the fact that exchangeable sequences are conditionally i.i.d. In the other direction, we shall establish the striking and useful predictable sampling theorem, which in turn will lead to simple proofs of the arcsine laws in Chapters 11, 12, and 13.

The material in this chapter is related in many ways to other parts of the book. Apart from the already mentioned connections, there are also
links to the ratio ergodic theorem for diffusions in Chapter 20 as well as to various applications and extensions in Chapters 10, 11, and 14 of results for exchangeable sequences and processes. Furthermore, there is a relation between the predictable sampling theorem here and some results on random time-change appearing in Chapters 16 and 22.

We now return to the basic notions of stationarity and invariance. A measurable transformation $T$ on some measure space $(S, \mathcal{S}, \mu)$ is said to be measure-preserving or $\mu$-preserving if $\mu \circ T^{-1}=\mu$. Thus, if $\xi$ is a random element of $S$ with distribution $\mu$, then $T$ is measure-preserving iff $T \xi \equiv$ $T \circ \xi \stackrel{d}{=} \xi$. In particular, consider a random sequence $\xi=\left(\xi_{0}, \xi_{1}, \ldots\right)$ in some measurable space $\left(S^{\prime}, \mathcal{S}^{\prime}\right)$, and let $\theta$ denote the shift on $S=\left(S^{\prime}\right)^{\infty}$ given by $\theta\left(x_{0}, x_{1}, \ldots\right)=\left(x_{1}, x_{2}, \ldots\right)$. Then $\xi$ is said to be stationary if $\theta \xi \stackrel{d}{=} \xi$. The following result shows that the general situation is equivalent to this special case.

Lemma 9.1 (stationarity and invariance) Let $\xi$ be a random element in some measurable space $S$, and let $T$ be a measurable transformation on $S$. Then $T \xi \stackrel{d}{=} \xi$ iff the sequence $\left(T^{n} \xi\right)$ is stationary, in which case even $\left(f \circ T^{n} \xi\right)$ is stationary for any measurable function $f$. Conversely, any stationary sequence of random elements admits such a representation.

Proof: Assuming $T \xi \stackrel{d}{=} \xi$, we get

$$
\theta\left(f \circ T^{n} \xi\right)=\left(f \circ T^{n+1} \xi\right)=\left(f \circ T^{n} T \xi\right) \stackrel{d}{=}\left(f \circ T^{n} \xi\right),
$$

and so $\left(f \circ T^{n} \xi\right)$ is stationary. Conversely, assume that $\eta=\left(\eta_{0}, \eta_{1}, \ldots\right)$ is stationary. Then $\eta_{n}=\pi_{0}\left(\theta^{n} \eta\right)$, where $\pi_{0}\left(x_{0}, x_{1}, \ldots\right)=x_{0}$, and we note that $\theta \eta \stackrel{d}{=} \eta$ by the stationarity of $\eta$.

In particular, we note that if $\xi_{0}, \xi_{1}, \ldots$ is a stationary sequence of random elements in some measurable space $S$, and if $f$ is a measurable mapping of $S^{\infty}$ into some measurable space $S^{\prime}$, then the random sequence

$$
\eta_{n}=f\left(\xi_{n}, \xi_{n+1}, \ldots\right), \quad n \in \mathbb{Z}_{+}
$$

is again stationary.
The definition of stationarity extends in the obvious way to random sequences indexed by $\mathbb{Z}$. The two-sided case is often more convenient because of the group structure of the associated family of shifts. The next result shows that the two cases are essentially equivalent. Recall our convention from Chapter 5 about the existence of randomization variables.

Lemma 9.2 (two-sided extension) Let $\xi_{0}, \xi_{1}, \ldots$ be a stationary sequence of random elements in some Borel space $S$. Then there exist some random elements $\xi_{-1}, \xi_{-2}, \ldots$ in $S$ such that the extended sequence $\ldots, \xi_{-1}, \xi_{0}, \xi_{1}, \ldots$ is stationary.

Proof: Using some i.i.d. $U(0,1)$ random variables $\vartheta_{1}, \vartheta_{2}, \ldots$ independent of $\xi=\left(\xi_{0}, \xi_{1}, \ldots\right)$, we may construct the $\xi_{-n}$ recursively such that $\left(\xi_{-n}, \xi_{-n+1}, \ldots\right) \stackrel{d}{=} \xi$ for all $n$. In fact, assume that the required elements $\xi_{-1}, \ldots, \xi_{-n}$ have already been constructed as functions of $\xi, \vartheta_{1}, \ldots, \vartheta_{n}$. Then $\left(\xi_{-n}, \xi_{-n+1}, \ldots\right) \stackrel{d}{=} \theta \xi$, so even $\xi_{-n-1}$ exists by Theorem 5.10. Finally, note that the extended sequence is stationary by Proposition 2.2.

Now fix a measurable transformation $T$ on some measure space $(S, \mathcal{S}, \mu)$, and let $\mathcal{S}^{\mu}$ denote the $\mu$-completion of $\mathcal{S}$. A set $I \subset S$ is said to be invariant if $T^{-1} I=I$ and almost invariant if $T^{-1} I=I$ a.e. $\mu$, in the sense that $\mu\left(T^{-1} I \Delta I\right)=0$. Since inverse mappings preserve the basic set operations, it is clear that the classes $\mathcal{I}$ and $\mathcal{I}^{\prime}$ of invariant sets in $\mathcal{S}$ and almost invariant sets in the completion $\mathcal{S}^{\mu}$ form $\sigma$-fields in $S$, the so-called invariant and almost invariant $\sigma$-fields, respectively.

A measurable function $f$ on $S$ is said to be invariant if $f \circ T \equiv f$ and almost invariant if $f \circ T=f$ a.e. $\mu$. The following result gives the basic relationship between invariant or almost invariant sets and functions.

Lemma 9.3 (invariant sets and functions) Fix a measurable transformation $T$ on some measure space $(S, \mathcal{S}, \mu)$, and let $f$ be a measurable mapping of $S$ into some Borel space $S^{\prime}$. Then $f$ is invariant or almost invariant iff it is $\mathcal{I}$-measurable or $\mathcal{I}^{\prime}$-measurable, respectively.

Proof: First apply a Borel isomorphism to reduce to the case when $S^{\prime}=\mathbb{R}$. If $f$ is invariant or almost invariant, then so is the set $I_{x}=f^{-1}(-\infty, x)$ for any $x \in \mathbb{R}$, and so $I_{x} \in \mathcal{I}$ or $\mathcal{I}^{\prime}$, respectively. Conversely, if $f$ is measurable w.r.t. $\mathcal{I}$ or $\mathcal{I}^{\prime}$, then $I_{x} \in \mathcal{I}$ or $\mathcal{I}^{\prime}$, respectively, for every $x \in \mathbb{R}$. Hence, the function $f_{n}(s)=2^{-n}\left[2^{n} f(s)\right], s \in S$, is invariant or almost invariant for every $n \in \mathbb{N}$, and the invariance or almost invariance clearly carries over to the limit $f$.

The next result shows how the invariant and almost invariant $\sigma$-fields are related. Here we write $\mathcal{I}^{\mu}$ for the $\mu$-completion of $\mathcal{I}$ in $\mathcal{S}^{\mu}$, the $\sigma$-field generated by $\mathcal{I}$ and the $\mu$-null sets in $\mathcal{S}^{\mu}$.

Lemma 9.4 (almost invariance) Let $\mathcal{I}$ and $\mathcal{I}^{\prime}$ be the invariant and almost invariant $\sigma$-fields associated with a measure-preserving mapping $T$ on some probability space $(S, \mathcal{S}, \mu)$. Then $\mathcal{I}^{\prime}=\mathcal{I}^{\mu}$.

Proof: If $J \in \mathcal{I}^{\mu}$, there exists some $I \in \mathcal{I}$ with $\mu(I \Delta J)=0$. Since $T$ is $\mu$-preserving, we get

$$
\begin{aligned}
\mu\left(T^{-1} J \Delta J\right) & \leq \mu\left(T^{-1} J \Delta T^{-1} I\right)+\mu\left(T^{-1} I \Delta I\right)+\mu(I \Delta J) \\
& =\mu \circ T^{-1}(J \Delta I)=\mu(J \Delta I)=0
\end{aligned}
$$

which shows that $J \in \mathcal{I}^{\prime}$. Conversely, given any $J \in \mathcal{I}^{\prime}$, we may choose some $J^{\prime} \in \mathcal{S}$ with $\mu\left(J \Delta J^{\prime}\right)=0$ and put $I=\bigcap_{n} \cup_{k \geq n} T^{-n} J^{\prime}$. Then, clearly, $I \in \mathcal{I}$ and $\mu(I \Delta J)=0$, and so $J \in \mathcal{I}^{\mu}$.

A measure-preserving mapping $T$ on some probability space $(S, \mathcal{S}, \mu)$ is said to be ergodic w.r.t. $\mu$, or $\mu$-ergodic if the invariant $\sigma$-field $\mathcal{I}$ is $\mu$-trivial, in the sense that $\mu I=0$ or 1 for every $I \in \mathcal{I}$. Depending on our viewpoint, we may prefer to say that $\mu$ is ergodic w.r.t. $T$, or $T$-ergodic. The terminology carries over to any random element $\xi$ with distribution $\mu$, which is said to be ergodic whenever this is true for $T$ or $\mu$. Thus, $\xi$ is ergodic iff $P\{\xi \in I\}=0$ or 1 for any $I \in \mathcal{I}$, that is, if the $\sigma$-field $\mathcal{I}_{\xi}=\xi^{-1} \mathcal{I}$ in $\Omega$ is $P$-trivial. In particular, a stationary sequence $\xi=\left(\xi_{n}\right)$ is ergodic if the shift-invariant $\sigma$-field is trivial w.r.t. the distribution of $\xi$.

The next result shows how the ergodicity of a random element $\xi$ is related to the ergodicity of the generated stationary sequence.

Lemma 9.5 (ergodicity) Consider a random element $\xi$ in $S$ and a measurable transformation $T$ on $S$ with $T \xi \stackrel{d}{=} \xi$. Then $\xi$ is $T$-ergodic iff the sequence $\left(T^{n} \xi\right)$ is $\theta$-ergodic, in which case even $\eta=\left(f \circ T^{n} \xi\right)$ is $\theta$-ergodic for any measurable mapping $f$ on $S$.

Proof: Fix any measurable mapping $f: S \rightarrow S^{\prime}$, and define $F=\left(f \circ T^{n}\right.$; $n \geq 0)$. Then $F \circ T=\theta \circ F$, so if the set $I \subset\left(S^{\prime}\right)^{\infty}$ is $\theta$-invariant, we have $T^{-1} F^{-1} I=F^{-1} \theta^{-1} I=F^{-1} I$. Thus, $F^{-1} I$ is $T$-invariant in $S$. Assuming $\xi$ to be ergodic, we hence obtain $P\{\eta \in I\}=P\left\{\xi \in F^{-1} I\right\}=0$ or 1 , which shows that even $\eta$ is ergodic.

Conversely, let the sequence $\left(T^{n} \xi\right)$ be ergodic, and fix any $T$-invariant set $I$ in $S$. Put $F=\left(T^{n} ; n \geq 0\right)$, and define $A=\left\{s \in S^{\infty} ; s_{n} \in I\right.$ i.o. $\}$. Then $I=F^{-1} A$ and $A$ is $\theta$-invariant, so we get $P\{\xi \in I\}=P\left\{\left(T^{n} \xi\right) \in A\right\}=0$ or 1 , which shows that even $\xi$ is ergodic.

We proceed to state the fundamental a.s. and mean ergodic theorem for stationary sequences of random variables. The result may be regarded as an extension of the law of large numbers.

Theorem 9.6 (ergodic theorem, von Neumann, Birkhoff) Fix a measurable space $S$, a measurable transformation $T$ on $S$ with associated invariant $\sigma$ field $\mathcal{I}$, and a random element $\xi$ in $S$ with $T \xi \stackrel{d}{=} \xi$. Consider a measurable function $f: S \rightarrow \mathbb{R}$ with $f(\xi) \in L^{p}$ for some $p \geq 1$. Then

$$
n^{-1} \sum_{k<n} f\left(T^{k} \xi\right) \rightarrow E\left[f(\xi) \mid \xi^{-1} \mathcal{I}\right] \text { a.s. and in } L^{p} .
$$

The proof is based on a simple, but clever, estimate.

Lemma 9.7 (maximal ergodic lemma, Hopf) Consider a stationary sequence of integrable random variables $\xi_{1}, \xi_{2}, \ldots$, and define $S_{n}=\xi_{1}+\cdots+\xi_{n}$. Then $E\left[\xi_{1} ; \sup _{n} S_{n}>0\right] \geq 0$.

Proof (Garsia): Write $S_{n}^{\prime}=\xi_{2}+\cdots+\xi_{n+1}$, and define

$$
M_{n}=S_{0} \vee \cdots \vee S_{n}, \quad M_{n}^{\prime}=S_{0}^{\prime} \vee \cdots \vee S_{n}^{\prime}, \quad n \in \mathbb{N}
$$

Fixing $n \in \mathbb{N}$, we get on the set $\left\{M_{n}>0\right\}$

$$
M_{n}=S_{1} \vee \cdots \vee S_{n}=\xi_{1}+M_{n-1}^{\prime} \leq \xi_{1}+M_{n}^{\prime}
$$

On the other hand, $M_{n} \leq M_{n}^{\prime}$ on $\left\{M_{n}=0\right\}$. Noting that $M_{n} \stackrel{d}{=} M_{n}^{\prime}$ by the assumed stationarity, we obtain

$$
E\left[\xi_{1} ; M_{n}>0\right] \geq E\left[M_{n}-M_{n}^{\prime} ; M_{n}>0\right] \geq E\left[M_{n}-M_{n}^{\prime}\right]=0
$$

Since $M_{n} \uparrow \sup _{n} S_{n}$ as $n \in \mathbb{N}$, the assertion now follows by dominated convergence.

Proof of Theorem 9.6 (Yosida and Kakutani): Write $\eta=f(\xi)$, $\eta_{k}=$ $f\left(T^{k-1} \xi\right), S_{n}=\eta_{1}+\cdots+\eta_{n}$, and $\mathcal{I}_{\xi}=\xi^{-1} \mathcal{I}$. First assume that $E\left[\eta \mid \mathcal{I}_{\xi}\right]=0$ a.s. Fix any $\varepsilon>0$, and define

$$
A=\left\{\lim \sup _{n}\left(S_{n} / n\right)>\varepsilon\right\}, \quad \eta_{n}^{\prime}=\left(\eta_{n}-\varepsilon\right) 1_{A}
$$

Writing $S_{n}^{\prime}=\eta_{1}^{\prime}+\cdots+\eta_{n}^{\prime}$, we note that

$$
\left\{\sup _{n} S_{n}^{\prime}>0\right\}=\left\{\sup _{n}\left(S_{n}^{\prime} / n\right)>0\right\}=\left\{\sup _{n}\left(S_{n} / n\right)>\varepsilon\right\} \cap A=A
$$

Now $A \in \mathcal{I}_{\xi}$, so the sequence $\left(\eta_{n}^{\prime}\right)$ is stationary, and Lemma 9.7 yields

$$
0 \leq E\left[\eta_{1}^{\prime} ; \sup _{n} S_{n}^{\prime}>0\right]=E[\eta-\varepsilon ; A]=E\left[E\left[\eta \mid \mathcal{I}_{\xi}\right] ; A\right]-\varepsilon P A=-\varepsilon P A
$$

which implies $P A=0$. Thus, $\lim \sup _{n}\left(S_{n} / n\right) \leq \varepsilon$ a.s. Since $\varepsilon$ is arbitrary, we get $\limsup _{n}\left(S_{n} / n\right) \leq 0$ a.s. Applying this result to $\left(-S_{n}\right)$ yields $\liminf _{n}\left(S_{n} / n\right) \geq 0$ a.s., and by combination $S_{n} / n \rightarrow 0$ a.s.

If $E\left[\eta \mid \mathcal{I}_{\xi}\right] \neq 0$, we may apply the previous result to the sequence $\zeta_{n}=$ $\eta_{n}-E\left[\eta \mid \mathcal{I}_{\xi}\right]$, which is again stationary, since the second term is an invariant function of $\xi$, because of Lemma 9.3.

To prove the $L^{p}$-convergence, introduce for fixed $r>0$ the random variables $\eta^{\prime}=\eta 1\{|\eta| \leq r\}$ and $\eta^{\prime \prime}=\eta-\eta^{\prime}$, and define $\eta_{n}^{\prime}$ and $\eta_{n}^{\prime \prime}$ similarly in terms of $\eta_{n}$. Let $S_{n}^{\prime}$ and $S_{n}^{\prime \prime}$ denote the corresponding partial sums. Then $\left|S_{n}^{\prime} / n\right| \leq r$, and so the convergence $S_{n}^{\prime} / n \rightarrow E\left[\eta^{\prime} \mid \mathcal{I}_{\xi}\right]$ remains valid in $L^{p}$. From Minkowski's and Jensen's inequalities it is further seen that

$$
\left\|n^{-1} S_{n}^{\prime \prime}-E\left[\eta^{\prime \prime} \mid \mathcal{I}_{\xi}\right]\right\|_{p} \leq n^{-1} \sum_{k \leq n}\left\|\eta_{k}^{\prime \prime}\right\|_{p}+\left\|E\left[\eta^{\prime \prime} \mid \mathcal{I}_{\xi}\right]\right\|_{p} \leq 2\left\|\eta^{\prime \prime}\right\|_{p}
$$

Thus,

$$
\limsup _{n \rightarrow \infty}\left\|n^{-1} S_{n}-E\left[\eta \mid \mathcal{I}_{\xi}\right]\right\|_{p} \leq 2\left\|\eta^{\prime \prime}\right\|_{p}
$$

Here the right-hand side tends to zero as $r \rightarrow \infty$, and the desired convergence follows.

Writing $\mathcal{I}$ and $\mathcal{T}$ for the shift-invariant and tail $\sigma$-fields, respectively, in $\mathbb{R}^{\infty}$, we note that $\mathcal{I} \subset \mathcal{T}$. Thus, for any sequence of random variables $\xi=\left(\xi_{1}, \xi_{2}, \ldots\right)$ we have $\mathcal{I}_{\xi}=\xi^{-1} \mathcal{I} \subset \xi^{-1} \mathcal{T}$. By Kolmogorov's 0-1 law the latter $\sigma$-field is trivial when the $\xi_{n}$ are independent. If they are even i.i.d. and integrable, then Theorem 9.6 yields $n^{-1}\left(\xi_{1}+\cdots+\xi_{n}\right) \rightarrow E \xi_{1}$ a.s. and in $L^{1}$, in agreement with Theorem 3.23. Hence, the last theorem contains the strong law of large numbers.

Our next aim is to extend the ergodic theorem to continuous time. We may then consider a family of transformations $T_{t}$ on $S, t \geq 0$, satisfying the semigroup or flow property $T_{s+t}=T_{s} T_{t}$. A flow $\left(T_{t}\right)$ on $S$ is said to be measurable if the mapping $(x, t) \mapsto T_{t} x$ is product measurable from $S \times \mathbb{R}_{+}$to $S$. The invariant $\sigma$-field $\mathcal{I}$ now consists of all sets $I \in \mathcal{S}$ such that $T_{t}^{-1} I=I$ for all $t$. A random element $\xi$ in $S$ is said to be $\left(T_{t}\right)$-stationary if $T_{t} \xi \stackrel{d}{=} \xi$ for all $t \geq 0$.

Theorem 9.8 (continuous-time ergodic theorem) Fix a measurable space $S$, let $\left(T_{t}\right)$ be a measurable flow on $S$ with invariant $\sigma$-field $\mathcal{I}$, and let $\xi$ be a $\left(T_{t}\right)$ stationary random element in $S$. Consider a measurable function $f: S \rightarrow \mathbb{R}$ with $f(\xi) \in L^{p}$ for some $p \geq 1$. Then as $t \rightarrow \infty$,

$$
\begin{equation*}
t^{-1} \int_{0}^{t} f\left(T_{s} \xi\right) d s \rightarrow E\left[f(\xi) \mid \xi^{-1} \mathcal{I}\right] \text { a.s. and in } L_{p} \tag{1}
\end{equation*}
$$

Proof: We may clearly assume that $f \geq 0$. Writing $X_{s}=f\left(T_{s} \xi\right)$, we get by Jensen's inequality and Fubini's theorem

$$
E\left|t^{-1} \int_{0}^{t} X_{s} d s\right|^{p} \leq E t^{-1} \int_{0}^{t} X_{s}^{p} d s=t^{-1} \int_{0}^{t} E X_{s}^{p} d s=E X_{0}^{p}<\infty
$$

Thus, to see that the time averages in (1) converge a.s. and in $L_{p}$, it suffices to apply Theorem 9.6 to the function $g(x)=\int_{0}^{1} f\left(T_{s} x\right) d s$ and the shift $T=T_{1}$.

To identify the limit $\eta$, fix any $I \in \mathcal{I}$, and conclude from the invariance of $I$ and the stationarity of $\xi$ that

$$
E\left[f\left(T_{s} \xi\right) ; \xi \in I\right]=E\left[f\left(T_{s} \xi\right) ; T_{s} \xi \in I\right]=E[f(\xi) ; \xi \in I]
$$

By Fubini's theorem and the established $L^{1}$-convergence,

$$
E\left[X_{0} ; \xi \in I\right]=E\left[t^{-1} \int_{0}^{t} X_{s} d s ; \xi \in I\right] \rightarrow E[\eta ; \xi \in I]
$$

Thus, $E\left[\eta \mid \xi^{-1} \mathcal{I}\right]=E\left[X_{0} \mid \xi^{-1} \mathcal{I}\right]$ a.s., and it remains to show that $\eta$ is a.s. $\xi^{-1} \mathcal{I}$-measurable. This is clear since

$$
\eta=\lim _{r \rightarrow \infty} \limsup _{n \rightarrow \infty} n^{-1} \int_{r}^{r+n} X_{s} d s \text { a.s. }
$$

Next we shall see how the $L^{p}$-convergence in Theorem 9.6 can be extended to higher dimensions. As in Lemma 9.1 for $d=1$, any stationary array $X$ indexed by $\mathbb{Z}_{+}^{d}$ can be written as

$$
\begin{equation*}
X_{k_{1}, \ldots, k_{d}}=f\left(T_{1}^{k_{1}} \cdots T_{d}^{k_{d}} \xi\right), \quad\left(k_{1}, \ldots, k_{d}\right) \in \mathbb{Z}_{+}^{d} \tag{2}
\end{equation*}
$$

where $\xi$ is a random element in some measurable space $(S, \mathcal{S})$, and $T_{1}, \ldots, T_{d}$ are commuting measurable transformations on $S$ that preserve the distribution $\mu=P \circ \xi^{-1}$. The invariant $\sigma$-field $\mathcal{I}$ now consists of all sets in $\mathcal{S}$ that are invariant under $T_{1}, \ldots, T_{d}$.

Theorem 9.9 (multivariate mean ergodic theorem) Let $\left(X_{k}\right)$ be given by (2) in terms of some random element $\xi$ in $S$, some commuting, $P \circ \xi^{-1}$-preserving transformations $T_{1}, \ldots, T_{d}$ on $S$, and some measurable function $f: S \rightarrow \mathbb{R}$ with $f(\xi) \in L^{p}$ for some $p \geq 1$. Write $\mathcal{I}$ for the $\left(T_{1}, \ldots, T_{d}\right)$-invariant $\sigma$-field in $S$. Then as $n_{1}, \ldots, n_{d} \rightarrow \infty$,

$$
\begin{equation*}
\left(n_{1} \cdots n_{d}\right)^{-1} \sum_{k_{1}<n_{1}} \cdots \sum_{k_{d}<n_{d}} X_{k_{1}, \ldots, k_{d}} \rightarrow E\left[f(\xi) \mid \xi^{-1} \mathcal{I}\right] \quad \text { in } L^{p} . \tag{3}
\end{equation*}
$$

Proof: For convenience we may write (3) in the form $[n]^{-1} \sum_{k<n} X_{k} \rightarrow$ $E\left[f(\xi) \mid \xi^{-1} \mathcal{I}\right]$, where $k=\left(k_{1}, \ldots, k_{d}\right), n=\left(n_{1}, \ldots, n_{d}\right)$, and $[n]=n_{1} \cdots n_{d}$. The result will be proved by induction on $d$. If it holds in dimensions $\leq d-1$, then in the $d$-dimensional case there exist some $\eta_{0}, \eta_{1}, \ldots \in L^{p}$ with

$$
\begin{equation*}
\left[n^{\prime}\right]^{-1} \sum_{k^{\prime}<n^{\prime}} X_{j, k^{\prime}} \rightarrow \eta_{j} \text { in } L^{p}, \quad j \in \mathbb{Z}_{+} \tag{4}
\end{equation*}
$$

where $k^{\prime}=\left(k_{2}, \ldots, k_{d}\right)$ and $n^{\prime}=\left(n_{2}, \ldots, n_{d}\right)$, and the convergence holds as $n_{2}, \ldots, n_{d} \rightarrow \infty$. The sequence $\left(\eta_{j}\right)$ is again stationary, and so the onedimensional result yields $m^{-1} \sum_{j<m} \eta_{j} \rightarrow \eta$ in $L^{p}$ for some $\eta \in L^{p}$. Noting that the rate of convergence in (4) is independent of $j$, we get by Minkowski's inequality, as $n_{1}, \ldots, n_{d} \rightarrow \infty$,

$$
\begin{aligned}
& \left\|[n]^{-1} \sum_{k<n} X_{k}-\eta\right\|_{p} \\
& \quad \leq\left\|\left[n^{\prime}\right]^{-1} \sum_{k^{\prime}<n^{\prime}} X_{0, k^{\prime}}-\eta_{0}\right\|_{p}+\left\|n_{1}^{-1} \sum_{j<n_{1}} \eta_{j}-\eta\right\|_{p} \rightarrow 0
\end{aligned}
$$

We may finally deduce the a.s. relation $\eta=E\left[f(\xi) \mid \xi^{-1} \mathcal{I}\right]$ in the same way as for Theorem 9.8.

We turn to another main topic of this chapter, the decomposition of an invariant distribution into ergodic components. For motivation, consider the setting of Theorem 9.6 or 9.9 , and assume that $S$ is Borel, to ensure the existence of regular conditional distributions. Writing $\eta=P\left[\xi \in \cdot \mid \xi^{-1} \mathcal{I}\right]$, we get

$$
\begin{equation*}
P \circ \xi^{-1}=E P\left[\xi \in \cdot \mid \xi^{-1} \mathcal{I}\right]=E \eta=\int m P \circ \eta^{-1}(d m) \tag{5}
\end{equation*}
$$

Furthermore, for any $I \in \mathcal{I}$ we note that $\eta I=P\left[\xi \in I \mid \xi^{-1} \mathcal{I}\right]=1\{\xi \in I\}$ a.s., and so $\eta I=0$ or 1 a.s. If the exceptional null set can be chosen to be independent of $I$, we may conclude that $\eta$ is a.s. ergodic, and (5) gives the desired ergodic decomposition of $\mu=P \circ \xi^{-1}$. Though the suggested result is indeed true, a rigorous proof is surprisingly hard.

Theorem 9.10 (ergodicity via conditioning, Farrell, Varadarajan) Let $S$, $T_{1}, \ldots, T_{d}, \xi$, and $\mathcal{I}$ be such as in Theorem 9.9, and let $S$ be Borel. Then the random measure $\eta=P\left[\xi \in \cdot \mid \xi^{-1} \mathcal{I}\right]$ is a.s. invariant and ergodic under $T_{1}, \ldots, T_{d}$.

Our proof is based on a lemma involving the empirical distributions $\eta_{n}=$ $\mu_{n}(\xi, \cdot)$, where

$$
\mu_{n}(s, B)=n^{-d} \sum_{k_{1}<n} \cdots \sum_{k_{d}<n} 1_{B}\left(T_{1}^{k_{1}} \cdots T_{d}^{k_{d}} s\right), \quad B \in \mathcal{S}, n \in \mathbb{N}
$$

Note that $\eta_{n} B \xrightarrow{P} \eta B$ for every $B \in \mathcal{S}$ by Theorem 9.9. A class $\mathcal{C} \subset \mathcal{S}$ is said to be (measure) determining if a probability measure on $S$ is uniquely determined by its values on $\mathcal{C}$.

Lemma 9.11 (ergodicity via sample means) Assume for some countable determining class $\mathcal{C} \subset \mathcal{S}$ and subsequence $N^{\prime} \subset \mathbb{N}$ that $\eta_{n} B \rightarrow P\{\xi \in B\}$ a.s. along $N^{\prime}$ for all $B \in \mathcal{C}$. Then $\xi$ is ergodic.

Proof: By Theorem 9.9 we have $P\{\xi \in B\}=\eta B$ a.s. for all $B \in \mathcal{C}$. Since $\mathcal{C}$ is countable and determining, it follows that $P \circ \xi^{-1}=\eta$ a.s. Letting $I \in \mathcal{I}$, we get a.s.

$$
P\{\xi \in I\}=\eta I=P\left[\xi \in I \mid \xi^{-1} \mathcal{I}\right]=1_{I}(\xi) \in\{0,1\}
$$

Hence, the left-hand side is either 0 or 1 , which shows that $\xi$ is ergodic.
Proof of Theorem 9.10: Since $S$ is Borel, we may choose a countable determining class $\mathcal{C} \subset \mathcal{S}$. For any $B \in \mathcal{C}$ and $i \in\{1, \ldots, d\}$, we have a.s.

$$
\eta T_{i}^{-1} B=P\left[T_{i} \xi \in B \mid \mathcal{I}_{\xi}\right]=P\left[\xi \in B \mid \mathcal{I}_{\xi}\right]=\eta B
$$

where $\mathcal{I}_{\xi}=\xi^{-1} \mathcal{I}$. Thus, $\eta$ is a.s. invariant.
By Theorem 9.9 and Lemma 3.2 together with a diagonal argument, we may next choose a subsequence $N^{\prime} \subset \mathbb{N}$ such that $\eta_{n} B \rightarrow \eta B$ a.s. along $N^{\prime}$ for every $B \in \mathcal{C}$. Using Theorem 5.4, we get along $N^{\prime}$

$$
1=P\left[\eta_{n} B \rightarrow \eta B \mid \mathcal{I}_{\xi}\right]=\eta\left\{s \in S ; \mu_{n}(s, B) \rightarrow \eta B\right\} \quad \text { a.s. }, \quad B \in \mathcal{C} .
$$

The asserted a.s. ergodicity of $\eta$ now follows by Lemma 9.11.

As we have seen, (5) gives a decomposition of the invariant distribution $\mu=P \circ \xi^{-1}$ into ergodic components. The next result shows that the decomposition is unique; it further characterizes the ergodic measures as extreme elements in the convex set of invariant measures.

To explain the terminology, recall that a subset $M$ of a linear space is said to be convex if $c m_{1}+(1-c) m_{2} \in M$ for all $m_{1}, m_{2} \in M$ and $c \in(0,1)$. In that case, we say that an element $m \in M$ is extreme if any relation $m=c m_{1}+(1-c) m_{2}$ with $m_{1}, m_{2}$, and $c$ as above implies $m_{1}=m_{2}=m$. For sets of measures $\mu$ on some measurable space $(S, \mathcal{S})$, we define measurability with respect to the $\sigma$-field induced by all evaluation maps $\pi_{B}: \mu \mapsto \mu B$, $B \in \mathcal{S}$.

Theorem 9.12 (ergodic decomposition, Krylov and Bogolioubov) Let $T_{1}$, $\ldots, T_{d}$ be commuting measurable transformations on some Borel space $S$. Then the $\left(T_{1}, \ldots, T_{d}\right)$-invariant probability measures on $S$ form a convex set $M$ whose extreme elements are precisely the ergodic measures in $M$. Moreover, every measure $\mu \in M$ has a unique representation $\mu=\int m \nu(d m)$ with $\nu$ restricted to the class of ergodic measures.

Proof: The set $M$ is clearly convex, and Theorem 9.10 shows that every measure $\mu \in M$ has a representation $\int m \nu(d m)$, where $\nu$ is restricted to the class of ergodic measures. To see that $\nu$ is unique, introduce a regular version $\eta=\mu[\cdot \mid \mathcal{I}]$, and fix a determining class $\mathcal{C} \subset \mathcal{S}$. By Theorem 9.9, there exists a subsequence $N^{\prime} \subset \mathbb{N}$ such that $\mu_{n} B \rightarrow \eta B$ a.s. $\mu$ along $N^{\prime}$ for all $B \in \mathcal{C}$. Thus,

$$
\begin{equation*}
m\left\{s \in S ; \mu_{n}(s, B) \rightarrow \eta(s, B), B \in \mathcal{C}\right\}=1 \text { a.e. } \nu \tag{6}
\end{equation*}
$$

again with convergence along $N^{\prime}$. Since $\nu$ is restricted to ergodic measures, (6) remains true with $\eta(s, B)$ replaced by $m B$, and since $\mathcal{C}$ is determining we obtain $m\{s ; \eta(s, \cdot)=m\}=1$ a.e. $\nu$. Hence, for any measurable set $A \subset M$,

$$
\mu\{\eta \in A\}=\int m\{\eta \in A\} \nu(d m)=\int 1_{A}(m) \nu(d m)=\nu A
$$

which shows that $\nu=\mu \circ \eta^{-1}$.
To prove the equivalence of ergodicity and extremality, fix any measure $\mu \in M$ with ergodic decomposition $\int m \nu(d m)$. First assume that $\mu$ is extreme. If it is not ergodic, then $\nu$ is nondegenerate, and we may write $\nu=c \nu_{1}+(1-c) \nu_{2}$ for some $\nu_{1} \perp \nu_{2}$ and $c \in(0,1)$. Since $\mu$ is extreme, we get $\int m \nu_{1}(d m)=\int m \nu_{2}(d m)$, and so $\nu_{1}=\nu_{2}$ by the uniqueness of the decomposition. The contradiction shows that $\mu$ is ergodic.

Next let $\mu$ be ergodic, so that $\nu=\delta_{\mu}$, and assume $\mu=c \mu_{1}+(1-c) \mu_{2}$ with $\mu_{1}, \mu_{2} \in M$ and $c \in(0,1)$. If $\mu_{i}=\int m \nu_{i}(d m)$ for $i=1,2$, then $\delta_{\mu}=$ $c \nu_{1}+(1-c) \nu_{2}$ by the uniqueness of the decomposition. Hence, $\nu_{1}=\nu_{2}=\delta_{\mu}$, and so $\mu_{1}=\mu_{2}$, which shows that $\mu$ is extreme.

Our next aim is to prove a subadditive version of Theorem 9.6. For motivation and later needs, we begin with a simple result for nonrandom sequences. A sequence $c_{1}, c_{2}, \ldots \in \mathbb{R}$ is said to be subadditive if $c_{m+n} \leq c_{m}+c_{n}$ for all $m, n \in \mathbb{N}$.

Lemma 9.13 (subadditive sequences) For any subadditive sequence $c_{1}, c_{2}$, $\ldots \in \mathbb{R}$, we have

$$
\lim _{n \rightarrow \infty} \frac{c_{n}}{n}=\inf _{n} \frac{c_{n}}{n} \in[-\infty, \infty)
$$

Proof: Iterating the subadditivity relation, we get for any $k, n \in \mathbb{N}$

$$
c_{n} \leq[n / k] c_{k}+c_{n-k[n / k]} \leq[n / k] c_{k}+c_{1} \vee \cdots \vee c_{k-1} .
$$

Noting that $[n / k] \sim n / k$ as $n \rightarrow \infty$, we get $\lim \sup _{n \rightarrow \infty}\left(c_{n} / n\right) \leq c_{k} / k$ for all $k$, and so

$$
\inf _{n} \frac{c_{n}}{n} \leq \liminf _{n \rightarrow \infty} \frac{c_{n}}{n} \leq \limsup _{n \rightarrow \infty} \frac{c_{n}}{n} \leq \inf _{n} \frac{c_{n}}{n}
$$

We turn to the more general case of two-dimensional arrays $c_{j, k}, 0 \leq$ $j<k$, which are said to be subadditive if $c_{0, n} \leq c_{0, m}+c_{m, n}$ for all $m<n$. For arrays of the form $c_{j, k}=c_{k-j}$, the present definition reduces to the previous one. Also note that subadditivity holds trivially for arrays of the form $c_{j, k}=a_{j+1}+\cdots+a_{k}$.

We shall extend the ergodic theorem to subadditive arrays of random variables $X_{j, k}, 0 \leq j<k$. Recall from Theorem 9.6 that, when $X_{m, n}=$ $\eta_{j+1}+\cdots+\eta_{k}$ for some stationary and integrable sequence of random variables $\eta_{k}$, then $X_{0, n} / n$ converges a.s. and in $L^{1}$. A similar result holds for general subadditive arrays $\left(X_{j, k}\right)$ whenever they are jointly stationary, in the sense that $\left(X_{j+1, k+1}\right) \stackrel{d}{=}\left(X_{j, k}\right)$. To allow a wider range of applications, we shall prove the result under the slightly weaker assumptions

$$
\begin{array}{rll}
\left(X_{k, 2 k}, X_{2 k, 3 k}, \ldots\right) & \stackrel{d}{=}\left(X_{0, k}, X_{k, 2 k}, \ldots\right), & k \in \mathbb{N}, \\
\left(X_{k, k+1}, X_{k, k+2}, \ldots\right) & \stackrel{d}{=}\left(X_{0,1}, X_{0,2}, \ldots\right), & k \in \mathbb{N} . \tag{8}
\end{array}
$$

For reference, we may restate the subadditivity condition

$$
\begin{equation*}
X_{0, n} \leq X_{0, m}+X_{m, n}, \quad 0<m<n \tag{9}
\end{equation*}
$$

Theorem 9.14 (subadditive ergodic theorem, Kingman) Let $\left(X_{m, n}\right)$ be a subadditive array of random variables satisfying (7) and (8), put $\xi_{n}=X_{0, n}$, and assume that $E \xi_{1}^{+}<\infty$. Then $\xi_{n} / n$ converges a.s. toward some random variable $\bar{\xi}$ in $[-\infty, \infty)$ with $E \bar{\xi}=\inf _{n}\left(E \xi_{n} / n\right) \equiv c$. The convergence holds even in $L^{1}$ when $c>-\infty$. If the sequences in (7) are ergodic, then $\bar{\xi}$ is a.s. a constant.

Proof (Liggett): By (8) and (9) we have $E \xi_{n}^{+} \leq n E \xi_{1}^{+}<\infty$. Let us first assume $c>-\infty$, so that the $X_{m, n}$ are all integrable. Iterating (9) yields

$$
\begin{equation*}
\frac{\xi_{n}}{n} \leq n^{-1} \sum_{j=1}^{[n / k]} X_{(j-1) k, j k}+n^{-1} \sum_{j=k[n / k]+1}^{n} X_{j-1, j}, \quad n, k \in \mathbb{N} . \tag{10}
\end{equation*}
$$

For fixed $k$ the sequence $X_{(j-1) k, j k}, j \in \mathbb{N}$, is stationary by (7), and so Theorem 9.6 yields $n^{-1} \sum_{j \leq n} X_{(j-1) k, j k} \rightarrow \bar{\xi}_{k}$ a.s. and in $L^{1}$, where $E \bar{\xi}_{k}=E \xi_{k}$. Hence, the first term in (10) tends a.s. and in $L^{1}$ toward $\bar{\xi}_{k} / k$. Similarly, $n^{-1} \sum_{j \leq n} X_{j-1, j} \rightarrow \bar{\xi}_{1}$ a.s. and in $L^{1}$, so the second term in (10) tends in the same sense to 0 . Thus, the right-hand side tends a.s. and in $L^{1}$ toward $\bar{\xi}_{k} / k$, and since $k$ is arbitrary we get

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left(\xi_{n} / n\right) \leq \inf _{n}\left(\bar{\xi}_{n} / n\right) \equiv \bar{\xi}<\infty \quad \text { a.s.. } \tag{11}
\end{equation*}
$$

The variables $\xi_{n}^{+} / n$ are clearly uniformly integrable by Proposition 3.12, and moreover

$$
\begin{equation*}
E \limsup _{n \rightarrow \infty}\left(\xi_{n} / n\right) \leq E \bar{\xi} \leq \inf _{n}\left(E \bar{\xi}_{n} / n\right)=\inf _{n}\left(E \xi_{n} / n\right)=c \tag{12}
\end{equation*}
$$

To get a lower bound, introduce for each $n \in \mathbb{N}$ a random variable $\kappa_{n} \Perp\left(X_{m, n}\right)$, uniformly distributed over the set $\{1, \ldots, n\}$, and define

$$
\xi_{k}^{n}=X_{\kappa_{n}, \kappa_{n}+k}, \quad \eta_{k}^{n}=\xi_{\kappa_{n}+k}-\xi_{\kappa_{n}+k-1}, \quad k \in \mathbb{N}
$$

By (8) we have

$$
\begin{equation*}
\left(\xi_{1}^{n}, \xi_{2}^{n}, \ldots\right) \stackrel{d}{=}\left(\xi_{1}, \xi_{2}, \ldots\right), \quad n \in \mathbb{N} . \tag{13}
\end{equation*}
$$

Moreover, $\eta_{k}^{n} \leq X_{\kappa_{n}+k-1, \kappa_{n}+k} \stackrel{d}{=} \xi_{1}$ by (9) and (8), and so the random variables $\left(\eta_{k}^{n}\right)^{+}$are uniformly integrable. On the other hand, the sequence $E \xi_{1}, E \xi_{2}, \ldots$ is subadditive, and so Lemma 9.13 yields as $n \rightarrow \infty$

$$
\begin{equation*}
E \eta_{k}^{n}=n^{-1}\left(E \xi_{n+k}-E \xi_{k-1}\right) \rightarrow \inf _{n}\left(E \xi_{n} / n\right)=c, \quad k \in \mathbb{N} \tag{14}
\end{equation*}
$$

In particular, $\sup _{n} E\left|\eta_{k}^{n}\right|<\infty$, and so the sequence $\eta_{k}^{1}, \eta_{k}^{2}, \ldots$ is tight for each $k$. By Theorems 3.29, 4.19, and 5.14 there exist some random variables $\xi_{k}^{\prime}$ and $\eta_{k}$ such that

$$
\begin{equation*}
\left(\xi_{1}^{n}, \xi_{2}^{n}, \ldots ; \eta_{1}^{n}, \eta_{2}^{n}, \ldots\right) \xrightarrow{d}\left(\xi_{1}^{\prime}, \xi_{2}^{\prime}, \ldots ; \eta_{1}, \eta_{2}, \ldots\right) \tag{15}
\end{equation*}
$$

along a subsequence. Here $\left(\xi_{k}^{\prime}\right) \stackrel{d}{=}\left(\xi_{k}\right)$ by (13), and by Theorem 5.10 we may then assume that $\xi_{k}^{\prime}=\xi_{k}$ for each $k$.

The sequence $\eta_{1}, \eta_{2}, \ldots$ is clearly stationary, and by Lemma 3.11 it is also integrable. Using (9) we get

$$
\eta_{1}^{n}+\cdots+\eta_{k}^{n}=\xi_{\kappa_{n}+k}-\xi_{\kappa_{n}} \leq X_{\vartheta_{n}, \vartheta_{n}+k}=\xi_{k}^{n}
$$

and in the limit $\eta_{1}+\cdots+\eta_{k} \leq \xi_{k}$ a.s. Hence, Theorem 9.6 yields

$$
\xi_{n} / n \geq n^{-1} \sum_{k \leq n} \eta_{n} \rightarrow \bar{\eta} \text { a.s. and in } L^{1}
$$

for some $\bar{\eta} \in L^{1}$. In particular, even the variables $\xi_{n}^{-} / n$ are uniformly integrable, and hence so are $\xi_{n} / n$. Using Lemma 3.11 and the uniform integrability of the variables $\left(\eta_{k}^{n}\right)^{+}$together with (12) and (14), we get

$$
c=\limsup _{n \rightarrow \infty} E \eta_{1}^{n} \leq E \eta_{1}=E \bar{\eta} \leq E \liminf _{n \rightarrow \infty} \frac{\xi_{n}}{n} \leq E \limsup _{n \rightarrow \infty} \frac{\xi_{n}}{n} \leq E \bar{\xi} \leq c .
$$

Thus, $\xi_{n} / n$ converges a.s., and by (11) the limit equals $\bar{\xi}$. By Lemma 3.11 the convergence holds even in $L^{1}$ and $E \bar{\xi}=c$. If the sequences in (7) are ergodic, then $\bar{\xi}_{n}=E \xi_{n}$ a.s. for each $n$, and so $\bar{\xi}=c$ a.s.

Now assume instead that $c=-\infty$. Then for each $r \in \mathbb{Z}$ the truncated array $X_{m, n} \vee r(n-m), 0 \leq m<n$, satisfies the hypotheses of the theorem with $c$ replaced by $c^{r}=\inf _{n}\left(E \xi_{n}^{r} / n\right) \geq r$, where $\xi_{n}^{r}=\xi_{n} \vee r n$. Thus, $\xi_{n}^{r} / n=\left(\xi_{n} / n\right) \vee r$ converges a.s. toward some random variable $\bar{\xi}^{r}$ with mean $c^{r}$, and so $\xi_{n} / n \rightarrow \inf _{r} \bar{\xi}^{r} \equiv \bar{\xi}$. Finally, $E \bar{\xi}=\inf _{r} c^{r}=c=-\infty$ by monotone convergence.

As an application of the last theorem, we may derive a celebrated ergodic theorem for products of random matrices.

Theorem 9.15 (random matrices, Furstenberg and Kesten) Consider a stationary sequence of random $d \times d$ matrices $X^{n}$ whose elements are strictly positive with integrable logarithms. Then there exists some random variable $\xi$ such that $n^{-1} \log \left(X^{1} \cdots X^{n}\right)_{i j} \rightarrow \xi$ a.s. and in $L^{1}$ for all $i$ and $j$.

Proof: First let $i=j=1$, and define

$$
\xi_{m, n}=\log \left(X^{m+1} \cdots X^{n}\right)_{11}, \quad 0 \leq m<n
$$

The array $\left(-\xi_{m, n}\right)$ is clearly subadditive and jointly stationary, and moreover $E\left|\xi_{0,1}\right|<\infty$ by hypothesis. Further note that

$$
\left(X^{1} \cdots X^{n}\right)_{11} \leq d^{n-1} \prod_{k \leq n} \max _{i, j} X_{i j}^{k}
$$

Hence,

$$
\xi_{0, n}-(n-1) \log d \leq \sum_{k \leq n} \log \max _{i, j} X_{i j}^{k} \leq \sum_{k \leq n} \sum_{i, j}\left|\log X_{i j}^{k}\right|
$$

and so

$$
n^{-1} E \xi_{0, n} \leq \log d+\sum_{i, j} E\left|\log X_{i, j}^{1}\right|<\infty
$$

Thus, by Theorem 9.14 and its proof, there exists some invariant random variable $\xi$ with $\xi_{0, n} / n \rightarrow \xi$ a.s. and in $L^{1}$.

To extend the convergence to arbitrary $i, j \in\{1, \ldots, d\}$, we may write for any $n \in \mathbb{N}$

$$
\begin{aligned}
X_{i 1}^{2}\left(X^{3} \cdots X^{n}\right)_{11} X_{1 j}^{n+1} & \leq\left(X^{2} \cdots X^{n+1}\right)_{i j} \\
& \leq\left(X_{1 i}^{1} X_{j 1}^{n+2}\right)^{-1}\left(X^{1} \cdots X^{n+2}\right)_{11}
\end{aligned}
$$

Noting that $n^{-1} \log X_{i j}^{n} \rightarrow 0$ a.s. and in $L^{1}$ by Theorem 9.6 and using the stationarity of $\left(X^{n}\right)$ and invariance of $\xi$, we obtain $n^{-1} \log \left(X^{2} \cdots X^{n+1}\right)_{i j} \rightarrow \xi$ a.s. and in $L^{1}$, and the desired convergence follows by stationarity.

We shall now consider invariance under transformations other than shifts. A finite or infinite random sequence $\xi=\left(\xi_{1}, \xi_{2}, \ldots\right)$ in some measurable space $(S, \mathcal{S})$ is said to be exchangeable if

$$
\begin{equation*}
\left(\xi_{k_{1}}, \xi_{k_{2}}, \ldots\right) \stackrel{d}{=}\left(\xi_{1}, \xi_{2}, \ldots\right) \tag{16}
\end{equation*}
$$

for all finite permutations $k_{1}, k_{2}, \ldots$ of the index set $I$. For infinite $I$, we further say that $\xi$ is spreadable if (16) holds for all subsequences $k_{1}<k_{2}<\ldots$ of $\mathbb{N}$. Finally, given any random probability measure $\eta$ on $S$, we say that $\xi$ is conditionally $\eta$-i.i.d. if $P[\xi \in \cdot \mid \eta]=\eta^{\otimes I}$ a.s., where the conditioning is with respect to the $\sigma$-field generated by all random variables $\eta B, B \in \mathcal{S}$. The latter property clearly implies that $\xi$ is exchangeable. Also note that any infinite exchangeable sequence is trivially spreadable. We shall prove the remarkable fact that, for infinite sequences, all three properties are in fact equivalent.

Theorem 9.16 (infinite exchangeable sequences, de Finetti, Ryll-Nardzewski) Let $\xi=\left(\xi_{k}\right)$ be an infinite random sequence in some Borel space $S$. Then $\xi$ is spreadable iff $P[\xi \in \cdot \mid \eta]=\eta^{\infty}$ a.s. for some random probability measure $\eta$ on $S$, in which case $\eta$ is a.s. unique.

Proof: Assume that $\xi$ is spreadable, and let $\eta$ be a regular version of $P\left[\xi_{1} \in \cdot \mid \xi^{-1} \mathcal{I}\right]$. Fix any bounded measurable functions $f_{1}, f_{2}, \ldots$ on $S$ and a bounded $\mathcal{I}$-measurable function $g$ on $S^{\infty}$. Using the spreadability of $\xi$, we get by Lemma 9.3, Theorem 9.6, and dominated convergence

$$
\begin{aligned}
E \prod_{k \leq n} f_{k}\left(\xi_{k}\right) \cdot g(\xi) & =E \prod_{k<n} f_{k}\left(\xi_{k}\right) \cdot m^{-1} \sum_{j \leq m} f_{n}\left(\xi_{n+j}\right) \cdot g(\xi) \\
& =E \prod_{k<n} f_{k}\left(\xi_{k}\right) \cdot \eta f_{n} \cdot g(\xi)
\end{aligned}
$$

Since $\eta$ is $\xi^{-1} \mathcal{I}$-measurable, Lemma 1.13 shows that $\eta f_{n}=g_{n}(\xi)$ for some $\mathcal{I}$-measurable functions $g_{n}$. We may then proceed by induction to obtain

$$
E \prod_{k \leq n} f_{k}\left(\xi_{k}\right) \cdot g(\xi)=E \prod_{k \leq n} \eta f_{n} \cdot g(\xi)
$$

Thus, $P\left[\xi \in A \mid \xi^{-1} \mathcal{I}\right]=\eta^{\infty} A$ a.s. for any measurable cylinder set $A=B_{1} \times$ $\cdots \times B_{n} \times S^{\infty}$, and the general relation follows by a monotone class argument. Finally, $P[\xi \in \cdot \mid \eta]=\eta^{\infty}$ a.s., since $\eta$ is $\xi^{-1} \mathcal{I}$-measurable.

To prove the uniqueness of $\eta$, conclude from the law of large numbers and Theorem 5.4 that

$$
n^{-1} \sum_{k \leq n} 1_{B}\left(\xi_{k}\right) \rightarrow \eta B \text { a.s., } \quad B \in \mathcal{S} .
$$

The last result shows that any infinite, exchangeable sequence in a Borel space is mixed i.i.d., in the sense that $P \circ \xi^{-1}=E \eta^{\infty}$ for some random probability measure $\eta$. For finite sequences the statement fails, and we need to replace the i.i.d. sequences by so-called urn sequences, generated by successive drawing without replacement from a finite set.

To make this precise, fix any measurable space $S$, and consider a measure of the form $\mu=\sum_{k \leq n} \delta_{s_{k}}$, where $s_{1}, \ldots, s_{n} \in S$. The associated factorial measure $\mu^{(n)}$ on $S^{n}$ is defined by

$$
\mu^{(n)}=\sum_{p} \delta_{s \circ p},
$$

where the summation extends over all permutations $p=\left(p_{1}, \ldots, p_{n}\right)$ of $1, \ldots, n$, and we are writing $s \circ p=\left(s_{p_{1}}, \ldots, s_{p_{n}}\right)$. Note that $\mu^{(n)}$ is independent of the order of $s_{1}, \ldots, s_{n}$ and is measurable as a function of $\mu$.

Proposition 9.17 (finite exchangeable sequences) Let $\xi_{1}, \ldots, \xi_{n}$ be random elements in some measurable space, and put $\xi=\left(\xi_{k}\right)$ and $\eta=\sum_{k} \delta_{\xi_{k}}$. Then $\xi$ is exchangeable iff $P[\xi \in \cdot \mid \eta]=\eta^{(n)} / n$ ! a.s.

Proof: Since $\eta$ is invariant under permutations of $\xi_{1}, \ldots, \xi_{n}$, we note that $(\xi \circ p, \eta) \stackrel{d}{=}(\xi, \eta)$ for any permutation $p$ of $1, \ldots, n$. Now introduce an exchangeable random permutation $\pi \Perp \xi$ of $1, \ldots, n$. Using Fubini's theorem twice, we get for any measurable sets $A$ and $B$ in appropriate spaces

$$
\begin{aligned}
P\{\xi \in B, \eta \in A\} & =P\{\xi \circ \pi \in B, \eta \in A\} \\
& =E[P[\xi \circ \pi \in B \mid \xi] ; \eta \in A] \\
& =E\left[(n!)^{-1} \eta^{(n)} B ; \eta \in A\right] .
\end{aligned}
$$

Just as for the martingale and Markov properties, even the notions of exchangeability and spreadability may be related to a filtration $\mathcal{F}=\left(\mathcal{F}_{n}\right)$. Thus, a finite or infinite sequence of random elements $\xi=\left(\xi_{1}, \xi_{2}, \ldots\right)$ is said to be $\mathcal{F}$-exchangeable if $\xi$ is $\mathcal{F}$-adapted and such that, for every $n \geq 0$, the shifted sequence $\theta_{n} \xi=\left(\xi_{n+1}, \xi_{n+2}, \ldots\right)$ is conditionally exchangeable, given $\mathcal{F}_{n}$. For infinite sequences $\xi$, the notion of $\mathcal{F}$-spreadability is defined in a similar way. (Since those definitions may be stated without reference to regular conditional distributions, no restrictions need to be imposed on $S$.) When $\mathcal{F}$ is the filtration induced by $\xi$, the stated properties reduce to the unqualified versions considered earlier.

An infinite sequence $\xi$ is said to be strongly stationary or $\mathcal{F}$-stationary if $\theta_{\tau} \xi \stackrel{d}{=} \xi$ for every finite optional time $\tau \geq 0$. By the prediction sequence of $\xi$ we mean the set of conditional distributions

$$
\begin{equation*}
\pi_{n}=P\left[\theta_{n} \xi \in \cdot \mid \mathcal{F}_{n}\right], \quad n \in \mathbb{Z}_{+} \tag{17}
\end{equation*}
$$

The random probability measures $\pi_{0}, \pi_{1}, \ldots$ on $S$ are said to form a measurevalued martingale if $\left(\pi_{n} B\right)$ is a real-valued martingale for every measurable set $B \subset S$.

The next result shows that strong stationarity is equivalent to exchangeability and exhibits an interesting connection with martingale theory.

Proposition 9.18 (strong stationarity) Fix a Borel space $S$, a filtration $\mathcal{F}$ on $\mathbb{Z}_{+}$, and an infinite, $\mathcal{F}$-adapted random sequence $\xi$ in $S$ with prediction sequence $\pi$. Then these conditions are equivalent:
(i) $\xi$ is $\mathcal{F}$-exchangeable;
(ii) $\xi$ is $\mathcal{F}$-spreadable;
(iii) $\xi$ is $\mathcal{F}$-stationary;
(iv) $\pi$ is a measure-valued $\mathcal{F}$-martingale.

Proof: Conditions (i) and (ii) are equivalent by Theorem 9.16. Assuming (ii), we get a.s. for any $B \in \mathcal{S}^{\infty}$ and $n \in \mathbb{Z}_{+}$

$$
\begin{equation*}
E\left[\pi_{n+1} B \mid \mathcal{F}_{n}\right]=P\left[\theta_{n+1} \xi \in B \mid \mathcal{F}_{n}\right]=P\left[\theta_{n} \xi \in B \mid \mathcal{F}_{n}\right]=\pi_{n} B \tag{18}
\end{equation*}
$$

which proves (iv). Conversely, (ii) is easily obtained by iteration from the second equality in (18), and so (ii) and (iv) are equivalent.

Next we note that (17) extends by Lemma 5.2 to

$$
\pi_{\tau} B=P\left[\theta_{\tau} \xi \in B \mid \mathcal{F}_{\tau}\right] \text { a.s., } \quad B \in \mathcal{S}^{\infty}
$$

for any finite optional time $\tau$. By Lemma 6.13 it follows that (iv) is equivalent to

$$
P\left\{\theta_{\tau} \xi \in B\right\}=E \pi_{\tau} B=E \pi_{0} B=P\{\xi \in B\}, \quad B \in \mathcal{S}^{\infty}
$$

which in turn is equivalent to (iii).

We shall now see how the property of exchangeability extends to a wide class of random transformations. For a precise statement, we say that an integer-valued random variable $\tau$ is predictable with respect to a given filtration $\mathcal{F}$, if the time $\tau-1$ is $\mathcal{F}$-optional.

Theorem 9.19 (predictable sampling) Let $\xi=\left(\xi_{1}, \xi_{2}, \ldots\right)$ be a finite or infinite $\mathcal{F}$-exchangeable sequence of random elements in some measurable space $S$, and let $\tau_{1}, \ldots, \tau_{n}$ be a.s. distinct $\mathcal{F}$-predictable times in the index set of $\xi$. Then

$$
\begin{equation*}
\left(\xi_{\tau_{1}}, \ldots, \xi_{\tau_{n}}\right) \stackrel{d}{=}\left(\xi_{1}, \ldots, \xi_{n}\right) . \tag{19}
\end{equation*}
$$

Of special interest is the case of optional skipping, when $\tau_{1}<\tau_{2}<\cdots$. If $\tau_{k} \equiv \tau+k$ for some optional time $\tau<\infty$, then (19) reduces to the strong stationarity in Proposition 9.18. In general, we are requiring neither $\xi$ to be infinite nor the $\tau_{k}$ to be increasing.

For both applications and proof, it is useful to introduce the associated allocation sequence

$$
\alpha_{j}=\inf \left\{k ; \tau_{k}=j\right\}, \quad j \in I,
$$

where $I$ is the index set of $\xi$. Note that a finite value of $\alpha_{j}$ gives the position of $j$ in the permuted sequence $\left(\tau_{k}\right)$. The random times $\tau_{k}$ are clearly predictable iff the $\alpha_{j}$ form a predictable sequence in the sense of Chapter 6.

Proof of Theorem 9.19: First let $\xi$ be indexed by $I=\{1, \ldots, n\}$, so that $\left(\tau_{1}, \ldots, \tau_{n}\right)$ and $\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ are inverse random permutations of $I$. For each $m \in\{0, \ldots, n\}$, put $\alpha_{j}^{m}=\alpha_{j}$ for all $j \leq m$, and define recursively

$$
\alpha_{j+1}^{m}=\min \left(I \backslash\left\{\alpha_{1}^{m}, \ldots, \alpha_{j}^{m}\right\}\right), \quad m \leq j \leq n .
$$

Then $\left(\alpha_{1}^{m}, \ldots, \alpha_{n}^{m}\right)$ is a predictable and $\mathcal{F}_{m-1}$-measurable permutation of $1, \ldots, n$. Since, moreover, $\alpha_{j}^{m}=\alpha_{j}^{m-1}=\alpha_{j}$ whenever $j<m$, Theorem 5.4 yields for any bounded measurable functions $f_{1}, \ldots, f_{n}$ on $S$

$$
\begin{aligned}
E \prod_{j} f_{\alpha_{j}^{m}}\left(\xi_{j}\right) & =E E\left[\prod_{j} f_{\alpha_{j}^{m}}\left(\xi_{j}\right) \mid \mathcal{F}_{m-1}\right] \\
& =E \prod_{j<m} f_{\alpha_{j}^{m}}\left(\xi_{j}\right) E\left[\prod_{j \geq m} f_{\alpha_{j}^{m}}\left(\xi_{j}\right) \mid \mathcal{F}_{m-1}\right] \\
& =E \prod_{j<m} f_{\alpha_{j}^{m-1}}\left(\xi_{j}\right) E\left[\prod_{j \geq m} f_{\alpha_{j}^{m-1}}\left(\xi_{j}\right) \mid \mathcal{F}_{m-1}\right] \\
& =E \prod_{j} f_{\alpha_{j}^{m-1}}\left(\xi_{j}\right)
\end{aligned}
$$

Summing over $m \in\{1, \ldots, n\}$ and noting that $\alpha_{j}^{n}=\alpha_{j}$ and $\alpha_{j}^{0}=j$ for all $j$, we get

$$
E \prod_{k} f_{k}\left(\xi_{\tau_{k}}\right)=E \prod_{j} f_{\alpha_{j}}\left(\xi_{j}\right)=E \prod_{k} f_{k}\left(\xi_{k}\right)
$$

which extends to (19) by a monotone class argument.
Next assume that $I=\{1, \ldots, m\}$ with $m>n$. We may then extend the sequence $\left(\tau_{k}\right)$ to $I$ by recursively defining

$$
\begin{equation*}
\tau_{k+1}=\min \left(I \backslash\left\{\tau_{1}, \ldots, \tau_{k}\right\}\right), \quad k \geq n \tag{20}
\end{equation*}
$$

so that $\tau_{1}, \ldots, \tau_{m}$ form a random permutation of $I$. Using (20), it is seen by induction that the times $\tau_{n+1}, \ldots, \tau_{m}$ are again predictable, so the previous case applies, and (19) follows.

Finally, assume that $I=\mathbb{N}$. For each $m \in \mathbb{N}$ we may introduce the predictable times

$$
\tau_{k}^{m}=\tau_{k} 1\left\{\tau_{k} \leq m\right\}+(m+k) 1\left\{\tau_{k}>m\right\}, \quad k=1, \ldots, n,
$$

and conclude from (19) in the finite case that

$$
\begin{equation*}
\left(\xi_{\tau_{1}^{m}}, \ldots, \xi_{\tau_{n}^{m}}\right) \stackrel{d}{=}\left(\xi_{1}, \ldots, \xi_{n}\right) \tag{21}
\end{equation*}
$$

As $m \rightarrow \infty$, we have $\tau_{k}^{m} \rightarrow \tau_{k}$, and (19) follows from (21) by dominated convergence.

The last result yields a simple proof of yet another basic property of random walks in $\mathbb{R}$, a striking relation between the first maximum and the number of positive values. The latter result will in turn lead to simple proofs of the arcsine laws in Theorems 11.16 and 12.11.

Corollary 9.20 (positivity and first maximum, Sparre-Andersen) Let $\xi_{1}$, $\ldots, \xi_{n}$ be exchangeable random variables, and put $S_{k}=\xi_{1}+\cdots+\xi_{k}$. Then

$$
\sum_{k \leq n} 1\left\{S_{k}>0\right\} \stackrel{d}{=} \min \left\{k \geq 0 ; S_{k}=\max _{j \leq n} S_{j}\right\}
$$

Proof: Put $\tilde{\xi}_{k}=\xi_{n-k+1}$ for $k=1, \ldots, n$, and note that the $\tilde{\xi}_{k}$ remain exchangeable for the filtration $\mathcal{F}_{k}=\sigma\left\{S_{n}, \tilde{\xi}_{1}, \ldots, \tilde{\xi}_{k}\right\}, k=0, \ldots, n$. Write $\tilde{S}_{k}=\tilde{\xi}_{1}+\cdots+\tilde{\xi}_{k}$, and introduce the predictable permutation

$$
\alpha_{k}=\sum_{j=0}^{k-1} 1\left\{\tilde{S}_{j}<S_{n}\right\}+(n-k+1) 1\left\{\tilde{S}_{k-1} \geq S_{n}\right\}, \quad k=1, \ldots, n
$$

Define $\xi_{k}^{\prime}=\sum_{j} \tilde{\xi}_{j} 1\left\{\alpha_{j}=k\right\}$ for $k=1, \ldots, n$, and conclude from Theorem 9.19 that $\left(\xi_{k}^{\prime}\right) \stackrel{d}{=}\left(\xi_{k}\right)$. Writing $S_{k}^{\prime}=\xi_{1}^{\prime}+\cdots+\xi_{k}^{\prime}$, we further note that

$$
\min \left\{k \geq 0 ; S_{k}^{\prime}=\max _{j} S_{j}^{\prime}\right\}=\sum_{j=0}^{n-1} 1\left\{\tilde{S}_{j}<S_{n}\right\}=\sum_{k=1}^{n} 1\left\{S_{k}>0\right\}
$$

Turning to continuous time, we say that a process $X$ on some real interval has exchangeable or spreadable increments if, for any disjoint subintervals $(s, t]$ of equal length, the associated increments $X_{t}-X_{s}$ are exchangeable or spreadable, respectively. Let us further say that the increments of $X$ are conditionally stationary and independent, given some $\sigma$-field $\mathcal{I}$, if the stated property holds conditionally for any finite set of intervals. Finally, say that $X$ is continuous in probability if $X_{s} \xrightarrow{P} X_{t}$ as $s \rightarrow t$.

The following continuous-time version of Theorem 9.16 characterizes the exchangeable-increment processes on $\mathbb{R}_{+}$. The much harder finite-interval case is not considered until Theorem 14.25.

Theorem 9.21 (exchangeable-increment processes, Bühlmann) Let the process $X$ on $\mathbb{R}_{+}$be continuous in probability. Then $X$ has spreadable increments iff the increments are conditionally stationary and independent, given some $\sigma$-field $\mathcal{I}$.

Proof: The sufficiency is obvious, so it is enough to prove that the stated condition is necessary. Thus, assume that $X$ has spreadable increments. Then the increments $\xi_{n k}$ over the dyadic intervals $I_{n k}=2^{-n}(k-1, k]$ are
spreadable for fixed $n$, so by Theorem 9.16 they are conditionally $\eta_{n}$-i.i.d. for some random probability measure $\eta_{n}$ on $\mathbb{R}$. Using Corollary 2.12 and the uniqueness in Theorem 9.16, we obtain

$$
\begin{equation*}
\eta_{n}^{* 2^{n-m}}=\eta_{m} \text { a.s., } \quad m<n . \tag{22}
\end{equation*}
$$

Thus, for any $m<n$, the increments $\xi_{m k}$ are conditionally $\eta_{m}$-i.i.d. given $\eta_{n}$. Since the $\sigma$-fields $\sigma\left(\eta_{n}\right)$ are a.s. nondecreasing by (22), Theorem 6.23 shows that the $\xi_{m k}$ remain conditionally $\eta_{m}$-i.i.d. given $\mathcal{I} \equiv \sigma\left\{\eta_{0}, \eta_{1}, \ldots\right\}$.

Now fix any disjoint intervals $I_{1}, \ldots, I_{n}$ of equal length with associated increments $\xi_{1}, \ldots, \xi_{n}$. Here we may approximate by disjoint intervals $I_{1}^{m}, \ldots$, $I_{n}^{m}$ of equal length with dyadic endpoints. For each $m$, the associated increments $\xi_{k}^{m}$ are conditionally i.i.d., given $\mathcal{I}$. Thus, for any bounded, continuous functions $f_{1}, \ldots, f_{n}$,

$$
\begin{equation*}
E\left[\prod_{k \leq n} f_{k}\left(\xi_{k}^{m}\right) \mid \mathcal{I}\right]=\prod_{k \leq n} E\left[f_{k}\left(\xi_{k}^{m}\right) \mid \mathcal{I}\right]=\prod_{k \leq n} E\left[f_{k}\left(\xi_{1}^{m}\right) \mid \mathcal{I}\right] \tag{23}
\end{equation*}
$$

Since $X$ is continuous in probability, we have $\xi_{k}^{m} \xrightarrow{P} \xi_{k}$ for each $k$, so (23) extends by dominated convergence to the original variables $\xi_{k}$. By suitable approximation and monotone class arguments, we may finally extend the relations to any measurable indicator functions $f_{k}=1_{B_{k}}$.

## Exercises

1. State and prove continuous-time, two-sided, and higher-dimensional versions of Lemma 9.1.
2. Consider a stationary random sequence $\xi=\left(\xi_{1}, \xi_{2}, \ldots\right)$. Show that the $\xi_{n}$ are i.i.d. iff $\xi_{1} \Perp\left(\xi_{2}, \xi_{2}, \ldots\right)$.
3. Fix a Borel space $S$, and let $X$ be a stationary array of $S$-valued random elements in $S$, indexed by $\mathbb{N}^{d}$. Show that there exists a stationary array $Y$ indexed by $\mathbb{Z}^{d}$ such that $X=Y$ a.s. on $\mathbb{N}^{d}$.
4. Let $X$ be a stationary process on $\mathbb{R}_{+}$with values in some Borel space $S$. Show that there exists a stationary process $Y$ on $\mathbb{R}$ with $X \stackrel{d}{=} Y$ on $\mathbb{R}_{+}$. Strengthen this to a.s. equality when $S$ is a complete metric space and $X$ is right-continuous.
5. Consider a two-sided, stationary random sequence $\xi$ with restriction $\eta$ to $\mathbb{N}$. Show that $\xi$ and $\eta$ are simultaneously ergodic. (Hint: For any measurable, invariant set $I \in S^{\mathbb{Z}}$, there exists some measurable, invariant set $I^{\prime} \in S^{\mathbb{N}}$ with $I=S^{\mathbb{Z}_{-}} \times I^{\prime}$ a.s. $P \circ \xi^{-1}$.)
6. Establish two-sided and higher-dimensional versions of Lemmas 9.4 and 9.5 as well as of Theorem 9.8.
7. A measure-preserving transformation $T$ on some probability space $(S, \mathcal{S}, \mu)$ is said to be mixing if $\mu\left(A \cap T^{-n} B\right) \rightarrow \mu A \cdot \mu B$ for all $A, B \in \mathcal{S}$. Prove the counterpart of Lemma 9.5 for mixing. Also, show that any mixing transformation is ergodic. (Hint: For the latter assertion, take $A=B$ to be invariant.)
8. Show that it is enough to verify the mixing property for sets in a generating $\pi$-system. Use this fact to prove that any i.i.d. sequence is mixing under shifts.
9. Fix any $a \in \mathbb{R}$, and define $T s=s+a(\bmod 1)$ on $[0,1]$. Show that $T$ fails to be mixing but is ergodic iff $a \notin \mathbb{Q}$. (Hint: To prove the ergodicity, let $I \subset[0,1]$ be $T$-invariant. Then so is the measure $1_{I} \cdot \lambda$, and since the points $k a$ are dense in $[0,1]$, it follows that $1_{I} \cdot \lambda$ is invariant. Now use Lemma 1.29.)
10. (Bohl, Sierpiński, Weyl) For any $a \notin \mathbb{Q}$, let $\mu_{n}=n^{-1} \sum_{k \leq n} \delta_{k a}$, where $k a$ is defined modulo 1 as a number in $[0,1]$. Show that $\mu_{n} \xrightarrow{\bar{w}} \lambda$. (Hint: Apply Theorem 9.6 to the mapping of the previous exercise.)
11. Prove that the transformation $T s=2 s(\bmod 1)$ on $[0,1]$ is mixing. Also show how the mapping of Lemma 2.20 can be generated as in Lemma 9.1 by means of $T$.
12. Note that Theorem 9.6 remains true for invertible shifts $T$, with averages taken over increasing index sets $\left[a_{n}, b_{n}\right]$ with $b_{n}-a_{n} \rightarrow \infty$. Show by an example that the a.s. convergence may fail without the assumption of monotonicity. (Hint: Consider an i.i.d. sequence $\left(\xi_{n}\right)$ and disjoint intervals [ $a_{n}, b_{n}$ ], and use the Borel-Cantelli lemma.)
13. Consider a one- or two-sided stationary random sequence $\left(\xi_{n}\right)$ in some measurable space $(S, \mathcal{S})$, and fix any $B \in \mathcal{S}$. Show that a.s. either $\xi_{n} \in B^{c}$ for all $n$ or $\xi_{n} \in B$ i.o. (Hint: Use Theorem 9.6.)
14. (von Neumann) Give a direct proof of the $L^{2}$-version of Theorem 9.6. (Hint: Define a unitary operator $U$ on $L^{2}(S)$ by $U f=f \circ T$. Let $M$ denote the $U$-invariant subspace of $L^{2}$ and put $A=I-U$. Check that $M^{\perp}=\bar{R}_{A}$, the closed range of $A$. By Theorem 1.34 it is enough to take $f \in M$ or $f \in R_{A}$.) Deduce the general $L^{p}$-version, and extend the argument to higher dimensions.
15. In the context of Theorem 9.12 , show that the ergodic measures form a measurable subset of $M$. (Hint: Use Lemma 1.38, Proposition 3.31, and Theorem 9.9.)
16. Prove a continuous-time version of Theorem 9.12.
17. Deduce Theorem 3.23 for $p \leq 1$ from Theorem 9.14. (Hint: Take $X_{m, n}=\left|S_{n}-S_{m}\right|^{p}$, and note that $E\left|S_{n}\right|^{p}=o(n)$ when $p<1$.)
18. Let $\xi=\left(\xi_{1}, \xi_{2}, \ldots\right)$ be a stationary sequence of random variables, fix any $B \in \mathcal{B}\left(\mathbb{R}^{d}\right)$, and let $\kappa_{n}$ be the number of indices $k \in\{1, \ldots, n-d\}$ with $\left(\xi_{k}, \ldots, \xi_{d}\right) \in B$. Prove from Theorem 9.14 that $\kappa_{n} / n$ converges a.s. Deduce the same result from Theorem 9.6, by considering suitable subsequences.
19. Show by an example that a finite, exchangeable sequence need not be mixed i.i.d.
20. Let the random sequence $\xi$ be conditionally $\eta$-i.i.d. Show that $\xi$ is ergodic iff $\eta$ is a.s. nonrandom.
21. Let $\xi$ and $\eta$ be random probability measures on some Borel space such that $E \xi^{\infty}=E \eta^{\infty}$. Show that $\xi \stackrel{d}{=} \eta$. (Hint: Use the law of large numbers.)
22. Let $\xi_{1}, \xi_{2}, \ldots$ be spreadable random elements in some Borel space $S$. Prove the existence of a measurable function $f:[0,1]^{2} \rightarrow S$ and some i.i.d. $U(0,1)$ random variables $\vartheta_{0}, \vartheta_{1}, \ldots$ such that $\xi_{n}=f\left(\vartheta_{0}, \vartheta_{n}\right)$ a.s. for all $n$. (Hint: Use Lemma 2.22, Proposition 5.13, and Theorems 5.10 and 9.16.)
23. Let $\xi=\left(\xi_{1}, \xi_{2}, \ldots\right)$ be an $\mathcal{F}$-spreadable random sequence in some Borel space $S$. Prove the existence of some random measure $\eta$ such that, for each $n \in \mathbb{Z}_{+}$, the sequence $\theta^{n} \xi$ is conditionally $\eta$-i.i.d. given $\mathcal{F}_{n}$ and $\eta$.
24. Let $\xi_{1}, \ldots, \xi_{n}$ be exchangeable random variables, fix a Borel set $B$, and let $\tau_{1}<\cdots<\tau_{\nu}$ be the indices $k \in\{1, \ldots, n\}$ with $\sum_{j<k} \xi_{j} \in B$. Construct a random vector $\left(\eta_{1}, \ldots, \eta_{n}\right) \stackrel{d}{=}\left(\xi_{1}, \ldots, \xi_{n}\right)$ such that $\xi_{\tau_{k}}=\eta_{k}$ a.s. for all $k \leq \nu$. (Hint: Extend the sequence $\left(\tau_{k}\right)$ to $k \in(\nu, n]$, and apply Theorem 9.19.)
25. Prove a version of Corollary 9.20 for the last maximum.

# Poisson and Pure Jump-Type Markov Processes 


#### Abstract

Existence and characterizations of Poisson processes; Cox processes, randomization and thinning; one-dimensional uniqueness criteria; Markov transition and rate kernels; embedded Markov chains and explosion; compound and pseudo-Poisson processes; Kolmogorov's backward equation; ergodic behavior of irreducible chains


Poisson processes and Brownian motion constitute the basic building blocks of modern probability theory. Our first goal in this chapter is to introduce the family of Poisson and related processes. In particular, we construct Poisson processes on bounded sets as mixed sample processes and derive a variety of Poisson characterizations in terms of independence, symmetry, and renewal properties. A randomization of the underlying intensity measure leads to the richer class of Cox processes. We also consider the related randomizations of general point processes, obtainable through independent motions of the individual point masses. In particular, we will see how the latter type of transformations preserve the Poisson property.

It is usually most convenient to regard Poisson and other point processes on an abstract space as integer-valued random measures. The relevant parts of this chapter may then serve at the same time as an introduction to random measure theory. In particular, Cox processes and randomizations will be used to derive some general uniqueness criteria for simple point processes and diffuse random measures. The notions and results of this chapter form a basis for the corresponding weak convergence theory developed in Chapter 14, where Poisson and Cox processes appear as limits in important special cases.

Our second goal is to continue the theory of Markov processes from Chapter 7 with a detailed study of pure jump-type processes. The evolution of such a process is governed by a rate kernel $\alpha$, which determines both the rate at which transitions occur and the associated transition probabilities. For bounded $\alpha$ one gets a pseudo-Poisson process, which may be described as a discrete-time Markov chain with transition times given by an independent, homogeneous Poisson process. Of special interest is the case of compound Poisson processes, where the underlying Markov chain is a random walk. In

Chapter 17 we shall see how every Feller process can be approximated in a natural way by pseudo-Poisson processes, recognized in that context by the boundedness of their generators. A similar compound Poisson approximation of general Lévy processes is utilized in Chapter 13.

In addition to the already mentioned connections to other topics, we note the fundamental role of Poisson processes for the theory of Lévy processes in Chapter 13 and for excursion theory in Chapter 19. In Chapter 22 the independent-increment characterization of Poisson processes is extended to a criterion in terms of compensators, and we derive some related time-change results. Finally, the ergodic theory for continuous-time Markov chains developed at the end of this chapter is analogous to the theory for discrete-time chains in Chapter 7, and also to the relevant results for one-dimensional diffusions obtained in Chapter 20.

To introduce the basic notions of random measure theory, we may fix a topological space $S$, which we assume to be locally compact, secondcountable, and Hausdorff (abbreviated as lcscH). We denote the Borel $\sigma$-field in $S$ by $\mathcal{S}$. In applications, $S$ is typically an open subset of a Euclidean space $\mathbb{R}^{d}$, and on a first reading one may assume that $S=\mathbb{R}^{d}$. Write $\hat{\mathcal{S}}$ for the ring of relatively compact sets in $\mathcal{S}$. By a random measure on $S$ we mean a locally finite kernel $\xi$ from the basic probability space $(\Omega, \mathcal{A})$ into $(S, \mathcal{S})$. Thus, $\xi$ is a mapping from $\Omega \times \mathcal{S}$ to $[0, \infty]$ such that $\xi(\omega, B)$ is a locally finite measure in $B$ for fixed $\omega$ and an $[0, \infty]$-valued random variable in $\omega$ for fixed $B$. Here the term locally finite means that $\xi(\cdot, B)<\infty$ a.s. for all $B \in \hat{\mathcal{S}}$.

By Lemma 1.37 it is equivalent to think of $\xi$ as a random element in the space $\mathcal{M}(S)$ of locally finite measures on $S$, equipped with the $\sigma$-field induced by all evaluation maps $\pi_{B}: \mu \mapsto \mu B$. For convenience we write $\xi B=\xi(\cdot, B)$ and $\xi f=\int f d \xi=\int f(s) \xi(\cdot, d s)$. The integral $\xi f$ is measurable, hence an $[0, \infty]$-valued random variable, for every measurable function $f: S \rightarrow \mathbb{R}_{+}$. In particular, we note that $\xi f<\infty$ for all $f \in C_{K}^{+}(S)$, the space of continuous functions $f: S \rightarrow \mathbb{R}_{+}$with compact support. By monotone convergence, the intensity $E \xi$, given by $(E \xi) B=E(\xi B)$, is again a measure on $S$, although it may not be $\sigma$-finite in general.

The following result provides the basic uniqueness criteria for random measures. Stronger results are given for simple point processes and diffuse random measures in Theorem 10.9, and related convergence criteria appear in Theorem 14.16.

Lemma 10.1 (uniqueness of random measures) Let $\xi$ and $\eta$ be random measures on $S$. Then $\xi \stackrel{d}{=} \eta$ iff $E e^{-\xi f}=E e^{-\eta f}$ for all $f \in C_{K}^{+}(S)$ and also iff

$$
\begin{equation*}
\left(\xi B_{1}, \ldots, \xi B_{n}\right) \stackrel{d}{=}\left(\eta B_{1}, \ldots, \eta B_{n}\right), \quad B_{1}, \ldots, B_{n} \in \hat{\mathcal{S}}, n \in \mathbb{N} . \tag{1}
\end{equation*}
$$

Proof: The sufficiency of (1) is clear from Proposition 2.2. Now assume that $E e^{-\xi f}=E e^{-\eta f}$ for every $f \in C_{K}^{+}$. Since $C_{K}^{+}$is closed under positive
linear combinations, Theorem 4.3 yields

$$
\left(\xi f_{1}, \ldots, \xi f_{n}\right) \stackrel{d}{=}\left(\eta f_{1}, \ldots, \eta f_{n}\right), \quad f_{1}, \ldots, f_{n} \in C_{K}^{+}, n \in \mathbb{N}
$$

By Theorem 1.1 we get $P \circ \xi^{-1}=P \circ \eta^{-1}$ on $\mathcal{F} \equiv \sigma\left\{\pi_{f} ; f \in C_{K}^{+}\right\}$, where $\pi_{f}: \mu \mapsto \mu f$, and it remains to show that $\mathcal{F}$ contains $\mathcal{G} \equiv \sigma\left\{\pi_{B} ; B \in \hat{\mathcal{S}}\right\}$.

Then fix any compact set $B \subset S$, and choose some functions $f_{n} \in C_{K}^{+}$ with $f_{n} \downarrow 1_{B}$. Then $\mu f_{n} \downarrow \mu B$ for every $\mu \in \mathcal{M}(S)$, and so the mapping $\pi_{B}$ is $\mathcal{F}$-measurable by Lemma 1.10. Next apply Theorem 1.1 to the Borel subsets of an arbitrary compact set, to see that $\pi_{B}$ is $\mathcal{F}$-measurable for any $B \in \hat{\mathcal{S}}$. Hence, $\mathcal{G} \subset \mathcal{F}$.

By a point process on $S$ we mean an integer-valued random measure $\xi$. In this case $\xi B$ is clearly a $\mathbb{Z}_{+}$-valued random variable for every $B \in \hat{\mathcal{S}}$. The support of $\xi$ is a locally finite random subset $\Xi \subset S$. We say that $\xi$ is simple if each point of $\Xi$ has mass 1 , so that $\xi B=|\Xi \cap B|$ for all $B \in \mathcal{S}$, where $|B|$ denotes the cardinality of the set $B$. In general, $\xi B \geq|\Xi \cap B|$, and a simple approximation shows that $\xi^{*} B=|\Xi \cap B|$ is measurable and hence a simple point process on $S$. Point processes may be regarded as random elements in the space $\mathcal{N}(S) \subset \mathcal{M}(S)$ of locally finite, integer-valued measures on $S$.

We shall often use partitions of the sample space $S$. By a dissecting system we mean an array of Borel sets $D_{n j} \subset S$ that form a nested sequence of finite partitions of $S$, one for each $n$, and have the following further property. For any compact set $K \subset S$ with open cover $\left\{G_{i}\right\}$, we assume the existence of some $n$ such that every set $K \cap D_{n j}$ is contained in some $G_{i}$. To construct a dissecting system, we may start from any countable base $B_{1}, B_{2}, \ldots$, and let $D_{n 1}, D_{n 2}, \ldots$ be the partition of $S$ induced by the sets $B_{1}, \ldots, B_{n}$. It is then easy to verify the dissecting property. For a simple application, note that if $\left(D_{n j}\right)$ is dissecting and $\mu \in \mathcal{N}(S)$, then $\sum_{j}\left\{\mu\left(B \cap D_{n j}\right) \wedge 1\right\} \rightarrow \mu^{*} B$ for every $B \in \mathcal{S}$. In particular, this shows that the mapping $\mu \mapsto \mu^{*}$ is measurable.

A random measure $\xi$ on $S$ is said to have independent increments if $\xi B_{1}, \ldots, \xi B_{n}$ are independent for any disjoint sets $B_{1}, \ldots, B_{n} \in \hat{\mathcal{S}}, n \in \mathbb{N}$. By a Poisson process on $S$ with intensity measure $\mu \in \mathcal{M}(S)$ we mean a point process $\xi$ on $S$ with independent increments such that $\xi B$ is Poisson distributed with mean $\mu B$ for every $B \in \hat{\mathcal{S}}$. By Lemma 10.1 the stated conditions specify the distribution of $\xi$, which is then determined by the intensity measure $\mu$.

Results for Poisson and related processes may often be derived by easy computations involving Laplace functionals. For this purpose we need the real version of the following formula; the complex version is not required until Chapter 13.

Lemma 10.2 (characteristic functional) Let $\xi$ be a Poisson process on $S$ with intensity $\mu$. Then for any measurable function $f: S \rightarrow \mathbb{R}_{+}$,

$$
\begin{equation*}
E e^{-\xi f}=\exp \left\{-\mu\left(1-e^{-f}\right)\right\} \tag{2}
\end{equation*}
$$

If instead $f: S \rightarrow \mathbb{R}$ is measurable with $\mu(|f| \wedge 1)<\infty$, then (2) holds with $f$ replaced by $-i f$.

Proof: If $\eta$ is a Poisson random variable with mean $c$, then

$$
E e^{a \eta}=e^{-c} \sum_{n \geq 0} \frac{(c a)^{n}}{n!}=e^{-c(1-a)}, \quad a \in \mathbb{C}
$$

Thus, for $f=\sum_{k \leq m} a_{k} 1_{B_{k}}$ with $a_{1}, \ldots, a_{m} \in \mathbb{C}$ and disjoint $B_{1}, \ldots, B_{m} \in \hat{\mathcal{S}}$,

$$
\begin{aligned}
E e^{-\xi f} & =E \exp \left\{-\sum_{k} a_{k} \xi B_{k}\right\}=\prod_{k} E e^{-a_{k} \xi B_{k}} \\
& =\prod_{k} \exp \left\{-\mu B_{k}\left(1-e^{-a_{k}}\right)\right\} \\
& =\exp \left\{-\sum_{k} \mu B_{k}\left(1-e^{-a_{k}}\right)\right\}=e^{-\mu\left(1-e^{-f}\right)} .
\end{aligned}
$$

For general $f \geq 0$ we may choose some simple functions $f_{n} \geq 0$ with $f_{n} \uparrow f$ and conclude by monotone convergence that $\xi f_{n} \rightarrow \xi f$ and $\mu\left(1-e^{-f_{n}}\right) \rightarrow$ $\mu\left(1-e^{-f}\right)$. Formula (2) then follows by dominated convergence from the version for $f_{n}$.

Next assume that $\mu(|f| \wedge 1)<\infty$. Writing (2) with $f$ replaced by $c|f|$ and letting $c \downarrow 0$, we get by dominated convergence $P\{\xi|f|<\infty\}=e^{0}=1$, and so $\xi|f|<\infty$ a.s. Next choose some simple functions $f_{n} \rightarrow f$ with $\left|f_{n}\right| \leq|f|$, and note that $\left|1-e^{-i f_{n}}\right| \leq(|f| \wedge 2)$ by Lemma 4.14. By dominated convergence we obtain $\xi f_{n} \rightarrow \xi f$ and $\mu\left(1-e^{-i f_{n}}\right) \rightarrow \mu\left(1-e^{-i f}\right)$. Thus, (2) follows with $f$ replaced by $-i f$ from the version for $-i f_{n}$.

To prepare for the construction of a general Poisson process, fix an arbitrary probability measure $\mu$ on $S$, and let $\gamma_{1}, \gamma_{2}, \ldots$ be i.i.d. random elements in $S$ with distribution $\mu$. A point process with the same distribution as $\xi=\sum_{k \leq n} \delta_{\gamma_{k}}$ is called a sample process based on $\mu$ and $n$. Note that $\xi=n \hat{\mu}_{n}$, where $\hat{\mu}_{n}$ denotes the empirical distribution based on the random sample $\gamma_{1}, \ldots, \gamma_{n}$. Next consider a $\mathbb{Z}_{+}$-valued random variable $\kappa \Perp\left(\gamma_{n}\right)$ with distribution $\nu$. A point process distributed as $\xi=\sum_{k \leq \kappa} \delta_{\gamma_{k}}$ is called a mixed sample process based on $\mu$ and $\nu$.

The following result gives the basic connection between Poisson and mixed sample processes. Write $\mu[\cdot \mid B]=\mu(\cdot \cap B) / \mu B$ for $\mu B>0$.

Proposition 10.3 (Poisson and mixed sample processes) Let $\xi$ be a point process on some $\sigma$-finite measure space $(S, \mathcal{S}, \mu)$. Then $\xi$ is Poisson with intensity $\mu$, iff for every $B \in \mathcal{S}$ with $\mu B \in(0, \infty)$, the restriction $1_{B} \cdot \xi$ is a mixed sample process based on the measure $\mu[\cdot \mid B]$ and the Poisson distribution with mean $\mu B$.

Proof: Fix any $B \in \mathcal{S}$ with $0<\mu B<\infty$, and define $\eta=\sum_{k \leq \kappa} \delta_{\gamma_{k}}$, where $\gamma_{1}, \gamma_{2}, \ldots$ are i.i.d. $\mu[\cdot \mid B]$ and $\kappa$ is an independent Poisson variable with mean $\mu B$. Then $E s^{\kappa}=e^{-\mu B(1-s)}$, and so by Fubini's theorem

$$
\begin{aligned}
E e^{-\eta f} & =E \exp \left\{-\sum_{k \leq \kappa} f\left(\gamma_{k}\right)\right\}=E\left(E e^{-f\left(\gamma_{1}\right)}\right)^{\kappa}=E\left(\mu\left[e^{-f} \mid B\right]\right)^{\kappa} \\
& =\exp \left\{-\mu B\left(1-\mu\left[e^{-f} \mid B\right]\right)\right\}=\exp \left\{-\mu\left[1-e^{-f} ; B\right]\right\}
\end{aligned}
$$

By Lemmas 10.1 and 10.2 we may conclude that $\eta$ is Poisson with $E \eta=1_{B} \cdot \mu$, and the asserted equivalence follows since $B$ is arbitrary.

We may now state the basic existence theorem for Poisson processes. For this result alone, no regularity conditions are imposed on the space $S$. Recall that a measure $\mu$ on $S$ is said to be diffuse if $\mu\{s\}=0$ for all $s \in S$.

Proposition 10.4 (Poisson existence and simplicity, Kingman, Mecke) For any $\sigma$-finite measure space $(S, \mathcal{S}, \mu)$ there exists a Poisson process $\xi$ on $S$ with $E \xi=\mu$. When $S$ is Borel, $\xi$ is a.s. simple iff $\mu$ is diffuse.

Proof: We may decompose $S$ into disjoint subsets $B_{1}, B_{2}, \ldots \in \mathcal{S}$ with measures $\mu B_{n} \in(0, \infty)$. By Corollary 5.18 there exist some independent mixed sample processes $\xi_{1}, \xi_{2}, \ldots$ on $S$ such that each $\xi_{n}$ is based on the measure $\mu\left[\cdot \mid B_{n}\right]$ and the Poisson distribution with mean $\mu B_{n}$. Then Proposition 10.3 shows that each process $\xi_{n}$ is Poisson with $E \xi_{n}=1_{B_{n}} \cdot \mu$, and so $\xi=\sum_{n} \xi_{n}$ is Poisson with intensity $E \xi=\sum_{n}\left(1_{B_{n}} \cdot \mu\right)=\mu$.

To prove the last assertion, it is enough to establish the corresponding property for mixed sample processes. Then let $\gamma_{1}, \gamma_{2}, \ldots$ be i.i.d. with distribution $\mu$. By Fubini's theorem

$$
P\left\{\gamma_{i}=\gamma_{j}\right\}=\int \mu\{s\} \mu(d s)=\sum_{s}(\mu\{s\})^{2}, \quad i \neq j
$$

and so the $\gamma_{j}$ are a.s. distinct iff $\mu$ is diffuse.
Now return to the setting of an arbitrary lescH space $S$. We shall introduce two basic constructions of point processes from a given random measure or point process on $S$. First consider an arbitrary random measure $\xi$ on $S$. By a Cox process directed by $\xi$ we mean a point process $\eta$ on $S$ such that $\eta$ is conditionally Poisson, given $\xi$, with $E[\eta \mid \xi]=\xi$ a.s.

We next define a $\nu$-randomization $\zeta$ of an arbitrary point process $\xi$ on $S$, where $\nu$ is a probability kernel from $S$ to some $\operatorname{lcscH}$ space $T$. Assuming first that $\xi$ is nonrandom and equal to $m=\sum_{k} \delta_{s_{k}}$, we may take $\zeta=\sum_{k} \delta_{s_{k}, \gamma_{k}}$, where the $\gamma_{k}$ are independent random elements in $T$ with distributions $\nu\left(s_{k}, \cdot\right)$. Note that the distribution $\rho_{m}$ of $\zeta$ depends only on $m$. In general, we define a $\nu$-randomization $\zeta$ of $\xi$ by the condition $P[\zeta \in \cdot \mid \xi]=\rho_{\xi}$ a.s. In the special case when $T=\{0,1\}$ and $\nu(s,\{0\}) \equiv p \in[0,1]$, we refer to the point process $\xi_{p}=\zeta(\cdot \times\{0\})$ on $S$ as a $p$-thinning of $\xi$.

The following result ensures the existence of Cox processes, randomizations, and thinnings.

Proposition 10.5 (Cox processes and randomizations) For any random measure $\xi$ on some lcscH space $S$, there exists a Cox process $\eta$ directed by $\xi$, defined on a suitable extension of the basic probability space. Similarly, given any point process $\xi$ on $S$ and probability kernel $\nu$ from $S$ to some lcscH space $T$, there exists in the same sense some $\nu$-randomization $\zeta$ of $\xi$.

Proof: Let $\rho_{m}$ denote the distribution of a Poisson process with intensity $m \in \mathcal{M}(S)$. For disjoint sets $B_{1}, \ldots, B_{n} \in \hat{\mathcal{S}}$ we have

$$
\rho_{m} \bigcap_{j \leq n}\left\{\mu B_{j}=k_{j}\right\}=\prod_{j \leq n} \frac{\left(m B_{j}\right)^{k_{j}}}{k_{j}!} e^{-m B_{j}}
$$

and so the left-hand side is a measurable function of $m$. In general, the probability on the left is a finite sum of such products, and so the measurability remains valid. Since the sets on the left form a $\pi$-system generating the $\sigma$ field in $\mathcal{N}(S)$, Lemma 1.37 shows that $\rho$ is a probability kernel from $\mathcal{M}(S)$ to $\mathcal{N}(S)$. The existence of $\eta$ now follows by Lemma 5.9.

In case of randomizations, we may first assume that $T=[0,1]$ and $\nu(s, \cdot) \equiv \lambda$. For each $m \in \mathcal{N}(S)$, let $\rho_{m}$ denote the distribution of a $\lambda$ randomization of $m$. By Lemma 5.9 we need to verify that $\rho$ is a kernel from $\mathcal{N}(S)$ to $\mathcal{N}(S \times T)$. It is then enough to show that $\rho_{m} \bigcap_{j \leq n}\left\{\mu A_{j}=k_{j}\right\}$ is measurable for any measurable rectangles $A_{k}=B_{k} \times C_{k} \subset S \times[0,1]$, and we may further reduce to the case when $B_{1}=\cdots=B_{n}$ and the sets $C_{1}, \ldots, C_{n}$ are disjoint. The stated probability is then given by a multinomial distribution, and the desired measurability follows.

For general $T$ and $\nu$, Lemma 2.22 provides a measurable function $f$ : $S \times[0,1] \rightarrow T$ such that $f(s, \vartheta)$ has distribution $\nu(s, \cdot)$ when $\vartheta$ is $U(0,1)$. Letting $\eta$ be a $\lambda$-randomization of $\xi$ and writing $g(s, t)=(s, f(s, t))$, we may define $\zeta=\eta \circ g^{-1}$, which is clearly a $\nu$-randomization of $\xi$.

The following result shows in particular that the Poisson and Cox properties are preserved under randomizations and thinnings.

Proposition 10.6 (iterated transforms) For any lcscH spaces $S, T$, and $U$ and probability kernels $\mu$ and $\nu$ from $S$ to $T$ and from $S \times T$ to $U$, respectively, we have the following:
(i) If $\eta$ is a Cox process directed by some random measure $\xi$ on $S$ and $\zeta$ is a $\mu$-randomization of $\eta$ with $\zeta \Perp_{\eta} \xi$, then $\zeta$ is again Cox and directed by $\xi \otimes \mu$;
(ii) if $\eta$ is a $\mu$-randomization of some point process $\xi$ on $S$ and $\zeta$ is a $\nu$-randomization of $\eta$, then $\zeta$ is a $\mu \otimes \nu$-randomization of $\xi$.

Note that the conditional independence in (i) holds automatically when $\zeta$ is constructed by randomization, as in Lemma 5.9. The result will be proved by means of Laplace functionals, which requires a simple lemma. Here a kernel $\mu$ is regarded as an operator, given by $\mu f(s)=\int \mu(s, d t) f(t)$. We shall further write $\hat{\mu}(s, \cdot)=\delta_{s} \otimes \mu(s, \cdot)$, so that $\nu \otimes \mu=\nu \hat{\mu}$.

Lemma 10.7 (Laplace functionals) Consider a Cox process $\eta$ directed by $\xi$, a $\mu$-randomization $\zeta$ of $\xi$, and a p-thinning $\xi_{p}$ of $\xi$. The corresponding

Laplace functionals are related by

$$
\begin{align*}
\psi_{\xi, \eta}(f, g) & =\psi_{\xi}\left(f+1-e^{-g}\right)  \tag{3}\\
\psi_{\zeta}(f) & =\psi_{\xi}\left(-\log \hat{\mu} e^{-f}\right)  \tag{4}\\
\psi_{\xi, \xi_{p}}(f, g) & =\psi_{\xi}\left(f-\log \left\{1-p\left(1-e^{-g}\right)\right\}\right) \tag{5}
\end{align*}
$$

A comparison of (3) and (5) suggests that, for small $p>0$, a $p$-thinning should be nearly Cox. The statement will be made precise in Theorem 14.19.

Proof: To prove (3), we note that by Lemma 10.2

$$
\begin{aligned}
\psi_{\xi, \eta}(f, g) & =E e^{-\xi f-\eta g}=E e^{-\xi f} E\left[e^{-\eta g} \mid \xi\right] \\
& =E e^{-\xi f} \exp \left\{-\xi\left(1-e^{-g}\right)\right\}=\psi_{\xi}\left(f+1-e^{-g}\right)
\end{aligned}
$$

To prove (4) we may first assume that $\xi=\sum_{k} \delta_{s_{k}}$ is nonrandom. Introducing random elements $\tau_{k}$ in $T$ with distributions $\mu\left(s_{k}, \cdot\right)$, we get

$$
\begin{aligned}
\psi_{\zeta}(f) & =E e^{-\zeta f}=E \exp \left\{-\sum_{k} f\left(s_{k}, \tau_{k}\right)\right\} \\
& =\prod_{k} E e^{-f\left(s_{k}, \tau_{k}\right)}=\prod_{k} \hat{\mu} e^{-f}\left(s_{k}\right) \\
& =\exp \sum_{k} \log \hat{\mu} e^{-f}\left(s_{k}\right)=\exp \xi \log \hat{\mu} e^{-f} .
\end{aligned}
$$

Hence, in general,

$$
\psi_{\zeta}(f)=E \exp \xi \log \hat{\mu} e^{-f}=\psi_{\xi}\left(-\log \hat{\mu} e^{-f}\right)
$$

Relation (5) may be either deduced from (4) or derived directly by the same method.

Proof of Proposition 10.6: To prove (i), we may conclude from Lemma 10.7 and the conditional independence that

$$
\begin{aligned}
\psi_{\xi \hat{\mu}, \zeta}(f, g) & =E e^{-\xi \hat{\mu} f} E\left[e^{-\zeta g} \mid \xi, \eta\right]=E e^{-\xi \hat{\mu} f} e^{\eta \log \hat{\mu} e^{-g}} \\
& =\psi_{\xi}\left(\hat{\mu} f+1-\hat{\mu} e^{-g}\right)=\psi_{\xi \hat{\mu}}\left(f+1-e^{-g}\right) .
\end{aligned}
$$

The result now follows by Lemmas 10.1 and 10.7.
To prove (ii), we may use Lemma 10.7 to obtain

$$
\psi_{\zeta}(f)=\psi_{\eta}\left(-\log \hat{\nu} e^{-f}\right)=\psi_{\xi}\left(-\log \hat{\mu} \hat{\nu} e^{-f}\right)=\psi_{\xi}\left(-\log (\mu \otimes \nu)^{\wedge} e^{-f}\right) .
$$

We now proceed to establish a simple uniqueness property of Cox processes and thinnings, which is needed in a subsequent proof.

Lemma 10.8 (uniqueness for Cox processes and thinnings) If $\eta$ and $\eta^{\prime}$ are Cox processes directed by $\xi$ and $\xi^{\prime}$, respectively, then $\xi \stackrel{d}{=} \xi^{\prime}$ iff $\eta \stackrel{d}{=} \eta^{\prime}$. Similarly, if $\xi_{p}$ and $\xi_{p}^{\prime}$ are $p$-thinnings of $\xi$ and $\xi^{\prime}$, respectively, for some $p \in(0,1)$, then $\xi \stackrel{d}{=} \xi^{\prime}$ iff $\xi_{p} \stackrel{d}{=} \xi_{p}^{\prime}$.

Proof: Inverting the first relation in Lemma 10.7, we get for any bounded measurable function $f: S \rightarrow \mathbb{R}_{+}$

$$
\psi_{\xi}(t f)=\psi_{\eta}(-\log (1-t f)), \quad t \in\left[0,\|f\|^{-1}\right)
$$

where $\|f\|=\sup _{s} f_{s}$. Here the left-hand side is analytic in $t \in(0, \infty)$, and so $\psi_{\xi}(f)$ is uniquely determined by $\psi_{\eta}$. The first assertion now follows by Lemma 10.1. The proof of the second assertion is similar.

We shall use the Cox transformations and thinnings to establish some general uniqueness criteria for simple point processes and diffuse random measures, improving the elementary statements in Lemma 10.1. Related convergence criteria are given in Proposition 14.17 and Theorems 14.27 and 14.28 .

## Theorem 10.9 (one-dimensional uniqueness criteria)

(i) Let $\xi$ and $\eta$ be simple point processes on $S$. Then $\xi \stackrel{d}{=} \eta$ iff $P\{\xi B=0\}$ $=P\{\eta B=0\}$ for all $B \in \hat{\mathcal{S}}$.
(ii) Let $\xi$ and $\eta$ be simple point processes or diffuse random measures on $S$, and fix any $c>0$. Then $\xi \stackrel{d}{=} \eta$ iff $E e^{-c \xi B}=E e^{-c \eta B}$ for all $B \in \hat{\mathcal{S}}$.
(iii) Let $\xi$ be a simple point process or diffuse random measure on $S$, and let $\eta$ be an arbitrary random measure on $S$. Then $\xi \stackrel{d}{=} \eta$ iff $\xi B \stackrel{d}{=} \eta B$ for all $B \in \hat{\mathcal{S}}$.

Proof: (i) Assume the stated condition. The class $\mathcal{C}$ of sets $\{\mu ; \mu B=0\}$ with $B \in \mathcal{S}$ is clearly a $\pi$-system, and so Theorem 1.1 yields $P \circ \xi^{-1}=P \circ \eta^{-1}$ on $\sigma(\mathcal{C})$. From the construction of $\mu^{*}$ via dissecting systems, it is further seen that the mapping $\mu \mapsto \mu^{*}$ is $\sigma(\mathcal{C})$-measurable. Hence, $\xi=\xi^{*} \stackrel{d}{=} \eta^{*}=\eta$.
(ii) In the diffuse case, let $\tilde{\xi}$ and $\tilde{\eta}$ be Cox processes directed by $c \xi$ and $c \eta$, respectively. By dominated convergence, Lemma 10.7 applies with $g=\infty \cdot 1_{B}$, and we get

$$
P\{\tilde{\xi} B=0\}=E e^{-c \xi B}=E e^{-c \eta B}=P\{\tilde{\eta} B=0\}, \quad B \in \hat{\mathcal{S}} .
$$

Since $\tilde{\xi}$ and $\tilde{\eta}$ are a.s. simple by Proposition 10.4, part (i) yields $\tilde{\xi} \xlongequal{=} \tilde{\eta}$, and hence $\xi \stackrel{d}{=} \eta$ by Lemma 10.8. For simple point processes we may use a similar argument, based on thinnings instead of Cox processes.
(iii) Fix a dissecting system $\left(D_{n j}\right)$. Under the stated condition, we get in the point process case $\eta D_{n j} \in \overline{\mathbb{Z}}_{+}$outside a fixed null set, and it follows easily that even $\eta$ is a point process. Then (i) yields $\xi \stackrel{d}{=} \eta^{*}$, so for any $B \in \hat{\mathcal{S}}$ we get $E e^{-\eta B}=E e^{-\xi B}=E e^{-\eta^{*} B}$ and therefore $\eta B=\eta^{*} B$ a.s. Hence, $\eta$ is a.s. simple, and so $\xi \stackrel{d}{=} \eta^{*}=\eta$.

Next assume that $\xi$ is a.s. diffuse. Introduce Cox processes $\tilde{\xi}$ and $\tilde{\eta}$ as before, and note that $\tilde{\xi} B \stackrel{d}{=} \tilde{\eta} B$ for each $B \in \hat{\mathcal{S}}$. Since $\tilde{\xi}$ is also a.s. simple
by Proposition 10.4, we may conclude as before that $\tilde{\xi} \stackrel{d}{=} \tilde{\eta}$. Hence, $\xi \stackrel{d}{=} \eta$ by Lemma 10.8.

As a simple consequence, we get the following characterization of Poisson processes.

Corollary 10.10 (one-dimensional Poisson criterion, Rényi) Let $\xi$ be a random measure on $S$ with $\xi\{s\}=0$ a.s. for all $s \in S$. Then $\xi$ is Poisson iff $\xi B$ is Poisson distributed for every $B \in \hat{\mathcal{S}}$, in which case $\mu=E \xi$ is locally finite and diffuse.

Proof: The measure $\mu$ is locally finite and diffuse, since $\mu B=E \xi B<\infty$ for all $B \in \hat{\mathcal{S}}$ and $\mu\{s\}=E \xi\{s\}=0$ for all $s \in S$. By Proposition 10.4 there exists some a.s. simple Poisson process $\eta$ on $S$ with $E \eta=\mu$. Since $\xi B \stackrel{d}{=} \eta B$ for every $B \in \hat{\mathcal{S}}$, we get $\xi \stackrel{d}{=} \eta$ by Theorem 10.9.

We proceed to extend the basic definitions to the case of marks. Let us then fix two lcscH spaces $S$ and $K$, equipped with their Borel $\sigma$-fields $\mathcal{S}$ and $\mathcal{K}$, respectively. By a $K$-marked point process on $S$ we mean a point process $\xi$ on $S \times K$ such that $\xi(\{s\} \times K) \leq 1$ holds identically for all $s \in S$. Note that the projection $\xi(\cdot \times K)$ is not required to be locally finite.

We say that $\xi$ has independent increments if the point processes $\xi\left(B_{1} \times \cdot\right)$, $\ldots, \xi\left(B_{n} \times \cdot\right)$ on $K$ are independent for any disjoint sets $B_{1}, \ldots, B_{n} \in \hat{\mathcal{S}}$. We further say that $\xi$ is a Poisson process if it is Poisson in the usual sense on the product space $S \times K$. The following result characterizes Poisson processes in terms of the independence property. The result plays a crucial role in Chapters 13 and 19. A related characterization in terms of compensators is given in Corollary 22.25.

Theorem 10.11 (independence and Poisson property, Erlang, Lévy) Let $\xi$ be a $K$-marked point process on $S$ such that $\xi(\{s\} \times K)=0$ a.s. for all $s \in S$. Then $\xi$ is Poisson iff it has independent increments, in which case $E \xi$ is locally finite with diffuse projections onto $S$.

The proof will be based on a simple lemma.
Lemma 10.12 (dissection properties) Let $\xi$ be a simple point process on $S$ with $\xi\{s\}=0$ a.s. for all $s \in S$. Fix a set $B \in \hat{\mathcal{S}}$ and a dissecting system $\left(D_{n j}\right)$, and define $B_{n j}=B \cap D_{n j}$. Then
(i) $\max _{j} \xi B_{n j} \vee 1 \rightarrow 1$ a.s.;
(ii) $\max _{j} P\left\{\xi B_{n j}>0\right\} \rightarrow 0$.

Proof: (i) Fix any $\mu \in \mathcal{N}(S)$. For each $s \in \bar{B}$ we may choose an open set $G_{s} \ni s$ with $\mu^{*} G_{s} \leq 1$. By the dissecting property we may next choose $n$ so large that each set $B_{n j}$ lies in some $G_{s}$. Then $\max _{j} \mu^{*} B_{n j} \leq 1$.
(ii) Fix any $\varepsilon>0$. For each $s \in \bar{B}$ we have $P\{\xi\{s\}>0\}=0$, and by dominated convergence we may then choose an open set $G_{s} \ni s$ with $P\left\{\xi G_{s}>0\right\}<\varepsilon$. By the dissecting property we may next choose $n$ so large that each set $B_{n j}$ lies in some $G_{s}$. Then $\max _{j} P\left\{\xi B_{n j}>0\right\}<\varepsilon$.

Proof of Theorem 10.11: Fix any bounded Borel set $B \subset S \times K$, and note that the projection $\eta=\left(1_{B} \cdot \xi\right)(\cdot \times K)$ is a simple point process on $S$ with independent increments such that $\eta\{s\}=0$ a.s. for all $s \in S$. Now introduce a dissecting system $\left(D_{n j}\right)$ of $S$. By Lemma 10.12 the random variables $\eta D_{n j}$ form a null array with $\max _{j} \eta D_{n j} \vee 1 \rightarrow 1$ a.s., and so $\xi B=\eta S=\sum_{j} \eta D_{n j}$ is Poisson by Theorem 4.7. Since $B$ was arbitrary, the whole process $\xi$ is Poisson by Corollary 10.10.

The last theorem yields in particular a representation of random measures with independent increments. A version for general processes on $\mathbb{R}_{+}$will be proved in Theorem 13.4.

Corollary 10.13 (independent-increment random measures) A random measure $\xi$ on $S$ has independent increments and satisfies $\xi\{s\}=0$ a.s. for all s iff

$$
\begin{equation*}
\xi B=\alpha B+\int_{0}^{\infty} x \eta(B \times d x), \quad B \in \hat{\mathcal{S}}, \tag{6}
\end{equation*}
$$

for some nonrandom, diffuse measure $\alpha$ on $S$ and some Poisson process $\eta$ on $S \times(0, \infty)$ with $\eta(\{s\} \times(0, \infty))=0$ a.s. for all $s \in S$ and

$$
\begin{equation*}
\int_{0}^{\infty}(x \wedge 1) E \eta(B \times d x)<\infty, \quad B \in \hat{\mathcal{S}} . \tag{7}
\end{equation*}
$$

Proof: Define $\eta=\sum_{s} \delta_{s, \xi\{s\}}$ and note that $\eta$ may be regarded as a $\xi$ measurable point process on $S$ with marks in $(0, \infty)$. Subtracting the atomic part, we get a diffuse random measure $\alpha$ satisfying (6). If $\xi$ has independent increments and $\xi\{s\}=0$ a.s. for all $s$, then the corresponding properties hold for $\alpha$ and $\eta$, and so $\alpha$ is nonrandom by Theorem 4.11 whereas $\eta$ is Poisson by Theorem 10.11. Furthermore, Lemma 10.2 shows that (7) is necessary and sufficient for the local finiteness of the integral in (6).

The next result gives a related characterization by symmetry. Given a random measure $\xi$ and a diffuse measure $\mu$ on $S$, we say that $\xi$ is $\mu$-symmetric if $\xi \circ f^{-1} \stackrel{d}{=} \xi$ for every $\mu$-preserving mapping $f$ on $S$.

Theorem 10.14 (symmetric and mixed Poisson processes) Fix a diffuse, locally finite, and unbounded measure $\mu$ on $S$, and let $\xi$ be a simple point process on $S$. Then $\xi$ is $\mu$-symmetric iff it is conditionally Poisson with intensity measure $\alpha \mu$, given some random variable $\alpha \geq 0$.

Proof: First assume that $\mu B=0$ for some $B \in \mathcal{S}$. Fix any $a \in B^{c}$, and define $f(x)=x$ on $B^{c}$ and $f(x)=a$ on $B$. Then $f$ is $\mu$-preserving, so we get $\xi B \stackrel{d}{=} \xi \circ f^{-1} B=0$, and therefore $\xi B=0$ a.s.

By Theorem A1.6 we may assume that $S$ is a Borel subset of $\mathbb{R}_{+}$. Let $f$ be $\mu$-preserving on $\mathbb{R}_{+}$, and define $\tilde{f}=f$ on $f^{-1} S$ and $\tilde{f}=a \in S$ on $f^{-1} S^{c}$. Since $\mu \circ f^{-1} S^{c}=0$, we note that $\tilde{f}$ is $\mu$-preserving on $S$ and that $\xi \circ f^{-1} S^{c}=0$ a.s. Thus, $\xi \circ f^{-1}=\xi \circ \tilde{f}^{-1} \stackrel{d}{=} \xi$, which reduces the discussion to the case when $S=\mathbb{R}_{+}$.

Next assume that $A \in \mathcal{S}$ with $\mu A^{c}=0$, and let $f$ be $\mu$-preserving on $A$. Define $\tilde{f}=f$ on $A$ and $\tilde{f}(x) \equiv x$ on $A^{c}$. Then $\tilde{f}$ is $\mu$-preserving on $\mathbb{R}_{+}$, and so $\xi \circ \tilde{f}^{-1} \stackrel{d}{=} \xi$, which implies $\xi \circ f^{-1} \stackrel{d}{=} \xi$ on $A$. Since, moreover, $\xi A^{c}=0$ a.s., it is equivalent to take $S=A$. Now define $g(x)=\inf \{t \geq 0 ; \mu[0, t]>x\}$, and note that $g$ maps bijectively onto the right support $A=\bigcap_{h>0}\{t \geq 0$; $\mu[t, t+h)>0\}$ with $\lambda \circ g^{-1}=\mu$. Since $\mu A^{c}=0$, we may henceforth assume that $\mu=\lambda$.

By Theorem 9.21, the increments of $\xi$ over dyadic intervals are conditionally stationary and independent, given some $\sigma$-field $\mathcal{I}$. By Theorem 4.7 applied to the conditional distribution of all dyadic increments, the latter are seen to be conditionally Poisson, and so $\xi$ is conditionally a homogeneous Poisson process. The associated rate $\alpha$ may be constructed as an $\mathcal{I}$-measurable random variable, using the law of large numbers, and so it is equivalent to condition on $\alpha$.

Integrals with respect to Poisson processes occur frequently in applications. The next result gives criteria for the existence of the integrals $\xi f$, $\left(\xi-\xi^{\prime}\right) f$, and $(\xi-\mu) f$, where $\xi$ and $\xi^{\prime}$ are independent Poisson processes with a common intensity measure $\mu$. In each case the integral may be defined as a limit in probability of elementary integrals $\xi f_{n},\left(\xi-\xi^{\prime}\right) f_{n}$, or $(\xi-\mu) f_{n}$, respectively, where the $f_{n}$ are bounded with compact support and such that $\left|f_{n}\right| \leq|f|$ and $f_{n} \rightarrow f$. The integral of $f$ is said to exist if the appropriate limit exists and is independent of the choice of approximating functions $f_{n}$.

Theorem 10.15 (Poisson integrals) Let $\xi$ and $\xi^{\prime}$ be independent Poisson processes on $S$ with a common $\sigma$-finite intensity measure $\mu$, and fix any measurable function $f$ on $S$. Then
(i) $\xi f$ exists iff $\mu(|f| \wedge 1)<\infty$;
(ii) $\left(\xi-\xi^{\prime}\right) f$ exists iff $\mu\left(f^{2} \wedge 1\right)<\infty$;
(iii) $(\xi-\mu) f$ exists iff $\mu\left(f^{2} \wedge|f|\right)<\infty$.

If one of the conditions fails, then the corresponding set of approximating elementary integrals is not tight.

Proof: (i) If $\xi|f|<\infty$ a.s., then $\mu(|f| \wedge 1)<\infty$ by Lemma 10.2. The converse implication was established in the proof of the same lemma.
(ii) First consider a deterministic counting measure $\nu=\sum_{k} \delta_{s_{k}}$, and define $\tilde{\nu}=\sum_{k} \vartheta_{k} \delta_{s_{k}}$ where $\vartheta_{1}, \vartheta_{2}, \ldots$ are i.i.d. random variables with $P\left\{\vartheta_{k}= \pm 1\right\}$ $=\frac{1}{2}$. By Theorem 3.17 the series $\tilde{\nu} f$ converges a.s. iff $\nu f^{2}<\infty$, and otherwise
$\left|\tilde{\nu} f_{n}\right| \xrightarrow{P} \infty$ for any bounded approximations $f_{n}=1_{B_{n}} f$ with $B_{n} \in \hat{\mathcal{S}}$. The result extends by conditioning to arbitrary point processes $\nu$ and their symmetric randomizations $\tilde{\nu}$. Now Proposition 10.6 exhibits $\xi-\xi^{\prime}$ as such a randomization of the Poisson process $\xi+\xi^{\prime}$, and by part (i) we have $\left(\xi+\xi^{\prime}\right) f^{2}<\infty$ a.s. iff $\mu\left(f^{2} \wedge 1\right)<\infty$.
(iii) Write $f=g+h$, where $g=f 1\{|f| \leq 1\}$ and $h=f 1\{|f|>1\}$. First assume that $\mu g^{2}+\mu|h|=\mu\left(f^{2} \wedge|f|\right)<\infty$. Since clearly $E(\xi f-\mu f)^{2}=\mu f^{2}$, the integral $(\xi-\mu) g$ exists. Furthermore, $\xi h$ exists by part (i). Hence, even $(\xi-\mu) f=(\xi-\mu) g+\xi h-\mu h$ exists.

Conversely, assume that $(\xi-\mu) f$ exists. Then so does $\left(\xi-\xi^{\prime}\right) f$, and by part (ii) we get $\mu g^{2}+\mu\{h \neq 0\}=\mu\left(f^{2} \wedge 1\right)<\infty$. The existence of $(\xi-\mu) g$ now follows by the direct assertion, and trivially even $\xi h$ exists. Thus, the existence of $\mu h=(\xi-\mu) g+\xi h-(\xi-\mu) f$ follows, and so $\mu|h|<\infty$.

A Poisson process $\xi$ on $\mathbb{R}_{+}$is said to be time-homogeneous with rate $c \geq 0$ if $E \xi=c \lambda$. In that case Proposition 7.5 shows that $N_{t}=\xi[0, t], t \geq 0$, is a space- and time-homogeneous Markov process. We shall introduce a more general class of Markov processes.

A process $X$ in some measurable space $(S, \mathcal{S})$ is said to be of pure jump type if its paths are a.s. right-continuous and constant apart from isolated jumps. We denote the jump times of $X$ by $\tau_{1}, \tau_{2}, \ldots$, with the understanding that $\tau_{n}=\infty$ if there are fewer than $n$ jumps. By Lemma 6.3 and a simple approximation, the times $\tau_{n}$ are seen to be optional with respect to the rightcontinuous filtration $\mathcal{F}=\left(\mathcal{F}_{t}\right)$ induced by $X$. For convenience we may choose $X$ to be the identity mapping on the canonical path space $\Omega$. When $X$ is Markov, the distribution with initial state $x$ is denoted by $P_{x}$, and we note that the mapping $x \mapsto P_{x}$ is a kernel from $(S, \mathcal{S})$ to $\left(\Omega, \mathcal{F}_{\infty}\right)$.

We begin our study of pure jump-type Markov processes by proving an extension of the elementary strong Markov property in Proposition 7.9. A further extension appears as Theorem 17.17.

Theorem 10.16 (strong Markov property, Doob) A pure jump-type Markov process satisfies the strong Markov property at every optional time.

Proof: For any optional time $\tau$, we may choose some optional times $\sigma_{n} \geq$ $\tau+2^{-n}$ taking countably many values such that $\sigma_{n} \rightarrow \tau$ a.s. By Proposition 7.9 we get, for any $A \in \mathcal{F}_{\tau} \cap\{\tau<\infty\}$ and $B \in \mathcal{F}_{\infty}$,

$$
\begin{equation*}
P\left[\theta_{\sigma_{n}} X \in B ; A\right]=E\left[P_{X_{\sigma_{n}}} B ; A\right] . \tag{8}
\end{equation*}
$$

By the right-continuity of $X$, we have $P\left\{X_{\sigma_{n}} \neq X_{\tau}\right\} \rightarrow 0$. If $B$ depends on finitely many coordinates, it is further clear that

$$
P\left(\left\{\theta_{\sigma_{n}} X \in B\right\} \triangle\left\{\theta_{\tau} X \in B\right\}\right) \rightarrow 0, \quad n \rightarrow \infty .
$$

Hence, (8) remains true for such sets $B$ with $\sigma_{n}$ replaced by $\tau$, and the relation extends to the general case by a monotone class argument.

We shall now see how the homogeneous Poisson processes may be characterized as special renewal processes. Recall that a random variable $\gamma$ is said to be exponentially distributed with rate $c>0$ if $P\{\gamma>t\}=e^{-c t}$ for all $t \geq 0$. In this case, clearly $E \gamma=c^{-1}$.

Proposition 10.17 (Poisson and renewal processes) Let $\xi$ be a simple point process on $\mathbb{R}_{+}$with atoms at $\tau_{1}<\tau_{2}<\cdots$, and put $\tau_{0}=0$. Then $\xi$ is homogeneous Poisson with rate $c>0$ iff the differences $\tau_{n}-\tau_{n-1}$ are i.i.d. and exponentially distributed with mean $c^{-1}$.

Proof: First assume that $\xi$ is Poisson with rate $c$. Then $N_{t}=\xi[0, t]$ is a space- and time-homogeneous pure jump-type Markov process. By Lemma 6.6 and Theorem 10.16, the strong Markov property holds at each $\tau_{n}$, and by Theorem 7.10 we get

$$
\tau_{1} \stackrel{d}{=} \tau_{n+1}-\tau_{n} \Perp\left(\tau_{1}, \ldots, \tau_{n}\right), \quad n \in \mathbb{N} .
$$

Thus, the variables $\tau_{n}-\tau_{n-1}$ are i.i.d., and it remains to note that

$$
P\left\{\tau_{1}>t\right\}=P\{\xi[0, t]=0\}=e^{-c}
$$

Conversely, assume that $\tau_{1}, \tau_{2}, \ldots$ have the stated properties. Consider a homogeneous Poisson process $\eta$ with rate $c$ and with atoms at $\sigma_{1}<\sigma_{2}<\cdots$, and conclude from the necessity part that $\left(\sigma_{n}\right) \stackrel{d}{=}\left(\tau_{n}\right)$. Hence,

$$
\xi=\sum_{n} \delta_{\tau_{n}} \stackrel{d}{=} \sum_{n} \delta_{\sigma_{n}}=\eta
$$

We proceed to examine the structure of a general pure jump-type Markov process. The first and crucial step is then to describe the distributions associated with the first jump. Say that a state $x \in S$ is absorbing if $P_{x}\{X \equiv x\}=1$, that is, if $P_{x}\left\{\tau_{1}=\infty\right\}=1$.

Lemma 10.18 (first jump) If $x$ is nonabsorbing, then under $P_{x}$ the time $\tau_{1}$ until the first jump is exponentially distributed and independent of $\theta_{\tau_{1}} X$.

Proof: Put $\tau_{1}=\tau$. Using the Markov property at fixed times, we get for any $s, t \geq 0$

$$
P_{x}\{\tau>s+t\}=P_{x}\left\{\tau>s, \tau \circ \theta_{s}>t\right\}=P_{x}\{\tau>s\} P_{x}\{\tau>t\} .
$$

The only nonincreasing solutions to this Cauchy equation are of the form $P_{x}\{\tau>t\}=e^{-c t}$ with $c \in[0, \infty]$. Since $x$ is nonabsorbing and $\tau>0$ a.s., we have $c \in(0, \infty)$, and so $\tau$ is exponentially distributed with parameter $c$.

By the Markov property at fixed times, we further get for any $B \in \mathcal{F}_{\infty}$

$$
\begin{aligned}
P_{x}\left\{\tau>t, \theta_{\tau} X \in B\right\} & =P_{x}\left\{\tau>t,\left(\theta_{\tau} X\right) \circ \theta_{t} \in B\right\} \\
& =P_{x}\{\tau>t\} P_{x}\left\{\theta_{\tau} X \in B\right\}
\end{aligned}
$$

which shows that $\tau \Perp \theta_{\tau} X$.

Writing $X_{\infty}=x$ when $X$ is eventually absorbed at $x$, we may define the rate function $c$ and jump transition kernel $\mu$ by

$$
c(x)=\left(E_{x} \tau_{1}\right)^{-1}, \quad \mu(x, B)=P_{x}\left\{X_{\tau_{1}} \in B\right\}, \quad x \in S, B \in \mathcal{S} .
$$

For convenience we may combine $c$ and $\mu$ into a rate kernel $\alpha(x, B)=$ $c(x) \mu(x, B)$ or $\alpha=c \mu$, where the required measurability is clear from that for the kernel $\left(P_{x}\right)$. Conversely, $\mu$ may be reconstructed from $\alpha$ if we add the requirement that $\mu(x, \cdot)=\delta_{x}$ when $\alpha(x, \cdot)=0$, conforming with our convention for absorbing states. This ensures that $\mu$ is a measurable function of $\alpha$.

The following theorem gives an explicit representation of the process in terms of a discrete-time Markov chain and a sequence of exponentially distributed random variables. The result shows in particular that the distributions $P_{x}$ are uniquely determined by the rate kernel $\alpha$. As usual, we assume the existence of required randomization variables.

Theorem 10.19 (embedded Markov chain) Let X be a pure jump-type Markov process with rate kernel $\alpha=c \mu$. Then there exist a Markov process $Y$ on $\mathbb{Z}_{+}$with transition kernel $\mu$ and an independent sequence of i.i.d., exponentially distributed random variables $\gamma_{1}, \gamma_{2}, \ldots$ with mean 1 such that a.s.

$$
\begin{equation*}
X_{t}=Y_{n} \text { for } t \in\left[\tau_{n}, \tau_{n+1}\right), \quad n \in \mathbb{Z}_{+} \tag{9}
\end{equation*}
$$

where

$$
\begin{equation*}
\tau_{n}=\sum_{k=1}^{n} \frac{\gamma_{k}}{c\left(Y_{k-1}\right)}, \quad n \in \mathbb{Z}_{+} . \tag{10}
\end{equation*}
$$

Proof: To satisfy (9), put $\tau_{0}=0$, and define $Y_{n}=X_{\tau_{n}}$ for $n \in \mathbb{Z}_{+}$. Introduce some i.i.d. exponentially distributed random variables $\gamma_{1}^{\prime}, \gamma_{2}^{\prime}, \ldots \Perp X$ with mean 1 , and define for $n \in \mathbb{N}$

$$
\gamma_{n}=\left(\tau_{n}-\tau_{n-1}\right) c\left(Y_{n}\right) 1\left\{\tau_{n-1}<\infty\right\}+\gamma_{n}^{\prime} 1\left\{c\left(Y_{n}\right)=0\right\}
$$

By Lemma 10.18, we get for any $t \geq 0, B \in \mathcal{S}$, and $x \in S$ with $c(x)>0$

$$
P_{x}\left\{\gamma_{1}>t, Y_{1} \in B\right\}=P_{x}\left\{\tau_{1} c(x)>t, Y_{1} \in B\right\}=e^{-t} \mu(x, B)
$$

a result that clearly remains true when $c(x)=0$. By the strong Markov property we obtain for every $n$, a.s. on $\left\{\tau_{n}<\infty\right\}$,

$$
\begin{equation*}
P_{x}\left[\gamma_{n+1}>t, Y_{n+1} \in B \mid \mathcal{F}_{\tau_{n}}\right]=P_{Y_{n}}\left\{\gamma_{1}>t, Y_{1} \in B\right\}=e^{-t} \mu\left(Y_{n}, B\right) \tag{11}
\end{equation*}
$$

The strong Markov property also gives $\tau_{n+1}<\infty$ a.s. on the set $\left\{\tau_{n}<\infty\right.$, $\left.c\left(Y_{n}\right)>0\right\}$. Arguing recursively, we get $\left\{c\left(Y_{n}\right)=0\right\}=\left\{\tau_{n+1}=\infty\right\}$ a.s., and (10) follows. Using the same relation, it is also easy to check that (11) remains a.s. true on $\left\{\tau_{n}=\infty\right\}$, and in both cases we may clearly replace $\mathcal{F}_{\tau_{n}}$ by $\mathcal{G}_{n}=\mathcal{F}_{\tau_{n}} \vee \sigma\left\{\gamma_{1}^{\prime}, \ldots, \gamma_{n}^{\prime}\right\}$. Thus, the pairs $\left(\gamma_{n}, Y_{n}\right)$ form a discrete-time

Markov process with the desired transition kernel. By Proposition 7.2, the latter property together with the initial distribution determine uniquely the joint distribution of $Y$ and $\left(\gamma_{n}\right)$.

In applications the rate kernel $\alpha$ is normally given, and it is important to decide whether a corresponding Markov process $X$ exists. As before we may write $\alpha(x, B)=c(x) \mu(x, B)$ for a suitable choice of rate function $c: S \rightarrow \mathbb{R}_{+}$ and transition kernel $\mu$ on $S$, where $\mu(x, \cdot)=\delta_{x}$ when $c(x)=0$ and otherwise $\mu(x,\{x\})=0$. If $X$ does exist, it clearly may be constructed as in Theorem 10.19. The construction fails when $\zeta \equiv \sup _{n} \tau_{n}<\infty$, in which case an explosion is said to occur at time $\zeta$.

Theorem 10.20 (synthesis) Fix a kernel $\alpha=c \mu$ on $S$ with $\alpha(x,\{x\}) \equiv 0$, and consider a Markov chain $Y$ with transition kernel $\mu$ and some independent, i.i.d., exponentially distributed random variables $\gamma_{1}, \gamma_{2}, \ldots$ with mean 1. Assume that $\sum_{n} \gamma_{n} / c\left(Y_{n-1}\right)=\infty$ a.s. under every initial distribution for $Y$. Then (9) and (10) define a pure jump-type Markov process with rate kernel $\alpha$.

Proof: Let $P_{x}$ be the distribution of the sequences $Y=\left(Y_{n}\right)$ and $\Gamma=\left(\gamma_{n}\right)$ when $Y_{0}=x$. For convenience, we may regard $(Y, \Gamma)$ as the identity mapping on the canonical space $\Omega=S^{\infty} \times \mathbb{R}_{+}^{\infty}$. Construct $X$ from $(Y, \Gamma)$ as in (9) and (10), with $X_{t}=s_{0}$ arbitrary for $t \geq \sup _{n} \tau_{n}$, and introduce the filtrations $\mathcal{G}=\left(\mathcal{G}_{n}\right)$ induced by $(Y, \gamma)$ and $\mathcal{F}=\left(\mathcal{F}_{t}\right)$ induced by $X$. It suffices to prove the Markov property $P_{x}\left[\theta_{t} X \in \cdot \mid \mathcal{F}_{t}\right]=P_{X_{t}}\{X \in \cdot\}$, since the rate kernel may then be identified via Theorem 10.19.

Then fix any $t \geq 0$ and $n \in \mathbb{Z}_{+}$, and define

$$
\kappa=\sup \left\{k ; \tau_{k} \leq t\right\}, \quad \beta=\left(t-\tau_{n}\right) c\left(Y_{n}\right)
$$

Put $T^{m}(Y, \Gamma)=\left\{\left(Y_{k}, \gamma_{k+1}\right) ; k \geq m\right\},\left(Y^{\prime}, \Gamma^{\prime}\right)=T^{n+1}(Y, \Gamma)$, and $\gamma^{\prime}=\gamma_{n+1}$. Since clearly

$$
\mathcal{F}_{t}=\mathcal{G}_{n} \vee \sigma\left\{\gamma^{\prime}>\beta\right\} \text { on }\{\kappa=n\}
$$

it is enough by Lemma 5.2 to prove that

$$
P_{x}\left[\left(Y^{\prime}, \Gamma^{\prime}\right) \in \cdot, \gamma^{\prime}-\beta>r \mid \mathcal{G}_{n}, \gamma^{\prime}>\beta\right]=P_{Y_{n}}\left\{T(Y, \Gamma) \in \cdot, \gamma_{1}>r\right\} .
$$

Now $\left(Y^{\prime}, \Gamma^{\prime}\right) \Perp_{\mathcal{G}_{n}}\left(\gamma^{\prime}, \beta\right)$ because $\gamma^{\prime} \Perp\left(\mathcal{G}_{n}, Y^{\prime}, \Gamma^{\prime}\right)$, and so the left-hand side equals

$$
\begin{aligned}
& \frac{P_{x}\left[\left(Y^{\prime}, \Gamma^{\prime}\right) \in \cdot, \gamma^{\prime}-\beta>r \mid \mathcal{G}_{n}\right]}{P_{x}\left[\gamma^{\prime}>\beta \mid \mathcal{G}_{n}\right]} \\
& \quad=P_{x}\left[\left(Y^{\prime}, \Gamma^{\prime}\right) \in \cdot \mid \mathcal{G}_{n}\right] \frac{P_{x}\left[\gamma^{\prime}-\beta>r \mid \mathcal{G}_{n}\right]}{P_{x}\left[\gamma^{\prime}>\beta \mid \mathcal{G}_{n}\right]}=\left(P_{Y_{n}} \circ T^{-1}\right) e^{-r},
\end{aligned}
$$

as required.

To complete the picture, we need a convenient criterion for nonexplosion.

Proposition 10.21 (explosion) Fix a rate kernel $\alpha$ and an initial state $x$, and let $\left(Y_{n}\right)$ and $\left(\tau_{n}\right)$ be such as in Theorem 10.19. Then a.s.

$$
\begin{equation*}
\tau_{n} \rightarrow \infty \quad \text { iff } \quad \sum_{n}\left\{c\left(Y_{n}\right)\right\}^{-1}=\infty \tag{12}
\end{equation*}
$$

In particular, $\tau_{n} \rightarrow \infty$ a.s. when $x$ is recurrent for $\left(Y_{n}\right)$.
Proof: Write $\beta_{n}=\left\{c\left(Y_{n-1}\right)\right\}^{-1}$. Noting that $E e^{-u \gamma_{n}}=(1+u)^{-1}$ for all $u \geq 0$, we get by (10) and Fubini's theorem

$$
\begin{equation*}
E\left[e^{-u \zeta} \mid Y\right]=\prod_{n}\left(1+u \beta_{n}\right)^{-1}=\exp \left\{-\sum_{n} \log \left(1+u \beta_{n}\right)\right\} \quad \text { a.s. } \tag{13}
\end{equation*}
$$

Since $\frac{1}{2}(r \wedge 1) \leq \log (1+r) \leq r$ for all $r>0$, the series on the right converges for every $u>0$ iff $\sum_{n} \beta_{n}<\infty$. Letting $u \rightarrow 0$ in (13), we get by dominated convergence

$$
P[\zeta<\infty \mid Y]=1\left\{\sum_{n} \beta_{n}<\infty\right\}
$$

which implies (12). If $x$ is visited infinitely often, then the series $\sum_{n} \beta_{n}$ has infinitely many terms $c_{x}^{-1}>0$, and the last assertion follows.

By a pseudo-Poisson process in some measurable space $S$ we mean a process of the form $X=Y \circ N$ a.s., where $Y$ is a discrete-time Markov process in $S$ and $N$ is an independent homogeneous Poisson process. Letting $\mu$ be the transition kernel of $Y$ and writing $c$ for the constant rate of $N$, we may construct a kernel

$$
\begin{equation*}
\alpha(x, B)=c \mu(x, B \backslash\{x\}), \quad x \in S, B \in \mathcal{B}(S) \tag{14}
\end{equation*}
$$

which is measurable since $\mu(x,\{x\})$ is a measurable function of $x$. The next result characterizes pseudo-Poisson processes in terms of the rate kernel.

Proposition 10.22 (pseudo-Poisson processes) A process $X$ in some Borel space $S$ is pseudo-Poisson iff it is pure jump-type Markov with a bounded rate function. Specifically, if $X=Y \circ N$ a.s. for some Markov chain $Y$ with transition kernel $\mu$ and an independent Poisson process $N$ with constant rate $c$, then $X$ has the rate kernel in (14).

Proof: Assume that $X=Y \circ N$ with $Y$ and $N$ as stated. Letting $\tau_{1}, \tau_{2}, \ldots$ be the jump times of $N$ and writing $\mathcal{F}$ for the filtration induced by the pair $(X, N)$, it may be seen as in Theorem 10.20 that $X$ is $\mathcal{F}$-Markov. To identify the rate kernel $\alpha$, fix any initial state $x$, and note that the first jump of $X$ occurs at the first time $\tau_{n}$ when $Y_{n}$ leaves $x$. For each transition of $Y$, this happens with probability $p_{x}=\mu\left(x,\{x\}^{c}\right)$. By Proposition 10.6 the time until first jump is then exponentially distributed with parameter $c p_{x}$. If $p_{x}>0$, we further note that the location of $X$ after the first jump has distribution $\mu(x, \cdot \backslash\{x\}) / p_{x}$. Thus, $\alpha$ is given by (14).

Conversely, let $X$ be a pure jump-type Markov process with uniformly bounded rate kernel $\alpha \neq 0$. Put $r_{x}=\alpha(x, S)$ and $c=\sup _{x} r_{x}$, and note that the kernel

$$
\mu(x, \cdot)=c^{-1}\left\{\alpha(x, \cdot)+\left(c-r_{x}\right) \delta_{x}\right\}, \quad x \in S
$$

satisfies (14). Thus, if $X^{\prime}=Y^{\prime} \circ N^{\prime}$ is a pseudo-Poisson process based on $\mu$ and $c$, then $X^{\prime}$ is again Markov with rate kernel $\alpha$, so $X \stackrel{d}{=} X^{\prime}$. Hence, Corollary 5.11 yields $X=Y \circ N$ a.s. for some pair $(Y, N) \stackrel{d}{=}\left(Y^{\prime}, N^{\prime}\right)$.

If the underlying Markov chain $Y$ is a random walk in some measurable Abelian group $S$, then $X=Y \circ N$ is called a compound Poisson process. In this case $X-X_{0} \Perp X_{0}$, the jump sizes are i.i.d., and the jump times are given by an independent homogeneous Poisson process. Thus, the distribution of $X-X_{0}$ is determined by the characteristic measure $\nu=c \mu$, where $c$ is the rate of the jump time process and $\mu$ is the common distribution of the jumps. A kernel $\alpha$ on $S$ is said to be homogeneous if $\alpha(x, B)=\alpha(0, B-x)$ for all $x$ and $B$. Furthermore, a process $X$ in $S$ is said to have independent increments if $X_{t}-X_{s} \Perp\left\{X_{r} ; r \leq s\right\}$ for any $s<t$.

The next result characterizes compound Poisson processes in two ways, analytically in terms of the rate kernel and probabilistically in terms of the increments of the process.

Corollary 10.23 (compound Poisson processes) For a pure jump-type process $X$ in some measurable Abelian group, these conditions are equivalent:
(i) $X$ is Markov with homogeneous rate kernel;
(ii) $X$ has independent increments;
(iii) $X$ is compound Poisson.

Proof: If a pure jump-type Markov process is space-homogeneous, then its rate kernel is clearly homogeneous; the converse follows from the representation in Theorem 10.19. Thus, (i) and (ii) are equivalent by Proposition 7.5. Next Theorem 10.19 shows that (i) implies (iii), and the converse follows by Theorem 10.20.

We shall now derive a combined differential and integral equation for the transition kernels $\mu_{t}$. An abstract version of this result appears in Theorem 17.6. For any measurable and suitably integrable function $f: S \rightarrow \mathbb{R}$, we define

$$
T_{t} f(x)=\int f(y) \mu_{t}(x, d y)=E_{x} f\left(X_{t}\right), \quad x \in S, t \geq 0
$$

Theorem 10.24 (backward equation, Kolmogorov) Let $\alpha$ be the rate kernel of a pure jump-type Markov process on S, and fix any bounded, measurable function $f: S \rightarrow \mathbb{R}$. Then $T_{t} f(x)$ is continuously differentiable in $t$ for fixed $x$, and we have

$$
\begin{equation*}
\frac{\partial}{\partial t} T_{t} f(x)=\int \alpha(x, d y)\left\{T_{t} f(y)-T_{t} f(x)\right\}, \quad t \geq 0, x \in S \tag{15}
\end{equation*}
$$

Proof: Put $\tau=\tau_{1}$ and let $x \in S$ and $t \geq 0$. By the strong Markov property at $\sigma=\tau \wedge t$ and Theorem 5.4,

$$
\begin{aligned}
T_{t} f(x) & =E_{x} f\left(X_{t}\right)=E_{x} f\left(\left(\theta_{\sigma} X\right)_{t-\sigma}\right)=E_{x} T_{t-\sigma} f\left(X_{\sigma}\right) \\
& =f(x) P_{x}\{\tau>t\}+E_{x}\left[T_{t-\tau} f\left(X_{\tau}\right) ; \tau \leq t\right] \\
& =f(x) e^{-t c_{x}}+\int_{0}^{t} e^{-s c_{x}} d s \int \alpha(x, d y) T_{t-s} f(y),
\end{aligned}
$$

and so

$$
\begin{equation*}
e^{t c_{x}} T_{t} f(x)=f(x)+\int_{0}^{t} e^{s c_{x}} d s \int \alpha(x, d y) T_{s} f(y) \tag{16}
\end{equation*}
$$

Here the use of the disintegration theorem is justified by the fact that $X(\omega, t)$ is product measurable on $\Omega \times \mathbb{R}_{+}$because of the right-continuity of the paths.

From (16) we note that $T_{t} f(x)$ is continuous in $t$ for each $x$, and so by dominated convergence the inner integral on the right is continuous in $s$. Hence, $T_{t} f(x)$ is continuously differentiable in $t$, and (15) follows by an easy computation.

The next result relates the invariant distributions of a pure jump-type Markov process to those of the embedded Markov chain.

Proposition 10.25 (invariance) Let the processes $X$ and $Y$ be related as in Theorem 10.19, and fix a probability measure $\nu$ on $S$ with $\int c d \nu<\infty$. Then $\nu$ is invariant for $X$ iff $c \cdot \nu$ is invariant for $Y$.

Proof: By Theorem 10.24 and Fubini's theorem we have for any bounded measurable function $f: S \rightarrow \mathbb{R}$

$$
E_{\nu} f\left(X_{t}\right)=\int f(x) \nu(d x)+\int_{0}^{t} d s \int \nu(d x) \int \alpha(x, d y)\left\{T_{s} f(y)-T_{s} f(x)\right\}
$$

Thus, $\nu$ is invariant for $X$ iff the second term on the right is identically zero. Now (15) shows that $T_{t} f(x)$ is continuous in $t$, and by dominated convergence this is also true for the integral

$$
I_{t}=\int \nu(d x) \int \alpha(x, d y)\left\{T_{t} f(y)-T_{t} f(x)\right\}, \quad t \geq 0
$$

Thus, the condition becomes $I_{t} \equiv 0$. Since $f$ is arbitrary, it is enough to take $t=0$. The condition then reduces to $(\nu \alpha) f \equiv \nu(c f)$ or $(c \cdot \nu) \mu=c \cdot \nu$, which means that $c \cdot \nu$ is invariant for $Y$.

By a continuous-time Markov chain we mean a pure jump-type Markov process on a countable state space $I$. Here the kernels $\mu_{t}$ may be specified by the set of transition functions $p_{i j}^{t}=\mu_{t}(i,\{j\})$. The connectivity properties are simpler than in discrete time, and the notion of periodicity has no counterpart in the continuous-time theory.

Lemma 10.26 (positivity) For any $i, j \in I$ we have either $p_{i j}^{t}>0$ for all $t>0$ or $p_{i j}^{t}=0$ for all $t \geq 0$. In particular, $p_{i i}^{t}>0$ for all $t$ and $i$.

Proof: Let $q=\left(q_{i j}\right)$ be the transition matrix of the embedded Markov chain $Y$ in Theorem 10.19. If $q_{i j}^{n}=P_{i}\left\{Y_{n}=j\right\}=0$ for all $n \geq 0$, then clearly $1\left\{X_{t} \neq j\right\} \equiv 1$ a.s. $P_{i}$, and so $p_{i j}^{t}=0$ for all $t \geq 0$. If instead $q_{i j}^{n}>0$ for some $n \geq 0$, there exist some states $i=i_{0}, i_{1}, \ldots, i_{n}=j$ with $q_{i_{k-1}, i_{k}}>0$ for $k=1, \ldots, n$. Noting that the distribution of $\left(\gamma_{1}, \ldots, \gamma_{n+1}\right)$ has positive density $\prod_{k \leq n+1} e^{-x_{k}}>0$ on $\mathbb{R}_{+}^{n+1}$, we obtain for any $t>0$

$$
p_{i j}^{t} \geq P\left\{\sum_{k=1}^{n} \frac{\gamma_{k}}{c_{i_{k-1}}} \leq t<\sum_{k=1}^{n+1} \frac{\gamma_{k}}{c_{i_{k-1}}}\right\} \prod_{k=1}^{n} q_{i_{k-1}, i_{k}}>0
$$

Since $p_{i i}^{0}=q_{i i}^{0}=1$, we get in particular $p_{i i}^{t}>0$ for all $t \geq 0$.
A continuous-time Markov chain is said to be irreducible if $p_{i j}^{t}>0$ for all $i, j \in I$ and $t>0$. Note that this holds iff the associated discrete-time process $Y$ in Theorem 10.19 is irreducible. In that case clearly $\sup \{t>0$; $\left.X_{t}=j\right\}<\infty$ iff $\sup \left\{n>0 ; Y_{n}=j\right\}<\infty$. Thus, when $Y$ is recurrent, the sets $\left\{t ; X_{t}=j\right\}$ are a.s. unbounded under $P_{i}$ for all $i \in I$; otherwise, they are a.s. bounded. The two possibilities are again referred to as recurrence and transience, respectively.

The basic ergodic Theorem 7.18 for discrete-time Markov chains has an analogous version in continuous time.

Theorem 10.27 (ergodic behavior) For an irreducible, continuous-time Markov chain, exactly one of these cases occurs:
(i) There exists a unique invariant distribution $\nu$; furthermore, $\nu_{i}>0$ for all $i \in I$, and for any distribution $\mu$ on $I$,

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\left\|P_{\mu} \circ \theta_{t}^{-1}-P_{\nu}\right\|=0 \tag{17}
\end{equation*}
$$

(ii) No invariant distribution exists, and $p_{i j}^{t} \rightarrow 0$ for all $i, j \in I$.

Proof: By Lemma 10.26 the discrete-time chain $X_{n h}, n \in \mathbb{Z}_{+}$, is irreducible and aperiodic. Assume that $\left(X_{n h}\right)$ is positive recurrent for some $h>0$, say with invariant distribution $\nu$. Then the chain $\left(X_{n h^{\prime}}\right)$ is positive recurrent for every $h^{\prime}$ of the form $2^{-m} h$, and by the uniqueness in Theorem 7.18 it has the same invariant distribution. Since the paths are right-continuous, we may conclude by a simple approximation that $\nu$ is invariant even for the original process $X$.

For any distribution $\mu$ on $I$ we have

$$
\left\|P_{\mu} \circ \theta_{t}^{-1}-P_{\nu}\right\|=\left\|\sum_{i} \mu_{i} \sum_{j}\left(p_{i j}^{t}-\nu_{j}\right) P_{j}\right\| \leq \sum_{i} \mu_{i} \sum_{j}\left|p_{i j}^{t}-\nu_{j}\right|
$$

Thus, (17) follows by dominated convergence if we can show that the inner sum on the right tends to zero. This is clear if we put $n=[t / h]$ and $r=t-n h$ and note that by Theorem 7.18

$$
\sum_{k}\left|p_{i k}^{t}-\nu_{k}\right| \leq \sum_{j} \sum_{k}\left|p_{i j}^{n h}-\nu_{j}\right| p_{j k}^{r}=\sum_{j}\left|p_{i j}^{n h}-\nu_{j}\right| \rightarrow 0
$$

It remains to consider the case when $\left(X_{n h}\right)$ is null recurrent or transient for every $h>0$. Fixing any $i, k \in I$ and writing $n=[t / h]$ and $r=t-n h$ as before, we get

$$
p_{i k}^{t}=\sum_{j} p_{i j}^{r} p_{j k}^{n h} \leq p_{i k}^{n h}+\sum_{j \neq i} p_{i j}^{r}=p_{i k}^{n h}+\left(1-p_{i i}^{r}\right)
$$

which tends to zero as $t \rightarrow \infty$ and then $h \rightarrow 0$, by Theorem 7.18 and the continuity of $p_{i i}^{t}$.

As in discrete time, we note that condition (ii) of the last theorem holds for any transient Markov chain, whereas a recurrent chain may satisfy either condition. Recurrent chains satisfying (i) and (ii) are again referred to as positive recurrent and null recurrent, respectively. It is interesting to note that $X$ may be positive recurrent even when the embedded, discrete-time chain $Y$ is null recurrent, and vice versa. On the other hand, $X$ clearly has the same ergodic properties as the discrete-time processes $\left(X_{n h}\right), h>0$.

Let us next introduce the first exit and recurrence times

$$
\gamma_{j}=\inf \left\{t>0 ; X_{t} \neq j\right\}, \quad \tau_{j}=\inf \left\{t>\gamma_{j} ; X_{t}=j\right\}
$$

As in Theorem 7.22 for the discrete-time case, we may express the asymptotic transition probabilities in terms of the mean recurrence times $E_{j} \tau_{j}$. To avoid trivial exceptions, we may confine our attention to nonabsorbing states.

Theorem 10.28 (mean recurrence times) For any continuous-time Markov chain in $I$ and states $i, j \in I$ with $j$ nonabsorbing, we have

$$
\begin{equation*}
\lim _{t \rightarrow \infty} p_{i j}^{t}=\frac{P_{i}\left\{\tau_{j}<\infty\right\}}{c_{j} E_{j} \tau_{j}} \tag{18}
\end{equation*}
$$

Proof: It is enough to take $i=j$, since the general statement will then follow as in the proof of Theorem 7.22. If $j$ is transient, then $1\left\{X_{t}=j\right\} \rightarrow 0$ a.s. $P_{j}$, and so by dominated convergence $p_{j j}^{t}=P_{j}\left\{X_{t}=j\right\} \rightarrow 0$. This agrees with (18), since in this case $P_{j}\left\{\tau_{j}=\infty\right\}>0$. Turning to the recurrent case, let $C_{j}$ be the class of states $i$ accessible from $j$. Then $C_{j}$ is clearly irreducible, and so $p_{j j}^{t}$ converges by Theorem 10.27.

To identify the limit, define

$$
L_{t}^{j}=\lambda\left\{s \leq t ; X_{s}=j\right\}=\int_{0}^{t} 1\left\{X_{s}=j\right\} d s, \quad t \geq 0
$$

and let $\tau_{j}^{n}$ denote the instant of $n$th return to $j$. Letting $m, n \rightarrow \infty$ with $|m-n| \leq 1$ and using the strong Markov property and the law of large numbers, we get $P_{j}$-a.s.

$$
\frac{L^{j}\left(\tau_{j}^{m}\right)}{\tau_{j}^{n}}=\frac{L^{j}\left(\tau_{j}^{m}\right)}{m} \cdot \frac{n}{\tau_{j}^{n}} \cdot \frac{m}{n} \rightarrow \frac{E_{j} \gamma_{j}}{E_{j} \tau_{j}}=\frac{1}{c_{j} E_{j} \tau_{j}} .
$$

By the monotonicity of $L^{j}$, it follows that $t^{-1} L_{t}^{j} \rightarrow\left(c_{j} E_{j} \tau_{j}\right)^{-1}$ a.s. Hence, by Fubini's theorem and dominated convergence,

$$
\frac{1}{t} \int_{0}^{t} p_{j j}^{s} d s=\frac{E_{j} L_{t}^{j}}{t} \rightarrow \frac{1}{c_{j} E_{j} \tau_{j}},
$$

and (18) follows.

## Exercises

1. Show that two random measures $\xi$ and $\eta$ are independent iff $E e^{-\xi f-\eta g}$ $=E e^{-\xi f} E e^{-\eta g}$ for all $f, g \in C_{K}^{+}$. In the case of simple point processes, prove also the equivalence of $P\{\xi B+\eta C=0\}=P\{\xi B=0\} P\{\eta C=0\}$ for any $B, C \in \hat{\mathcal{S}}$. (Hint: Regard the pair $(\xi, \eta)$ as a random measure on $2 S$.)
2. Let $\xi_{1}, \xi_{2}, \ldots$ be independent Poisson processes with intensity measures $\mu_{1}, \mu_{2}, \ldots$ such that the measure $\mu=\sum_{k} \mu_{k}$ is $\sigma$-finite. Show that $\xi=\sum_{k} \xi_{k}$ is again Poisson with intensity measure $\mu$.
3. Show that the class of mixed sample processes is preserved under randomization.
4. Let $\xi$ be a Cox process on $S$ directed by some random measure $\eta$, and let $f$ be a measurable mapping into some space $T$ such that $\eta \circ f^{-1}$ is a.s. locally finite. Prove directly from definitions that $\xi \circ f^{-1}$ is a Cox process on $T$ directed by $\eta \circ f^{-1}$. Derive a corresponding result for $p$-thinnings.
5. Consider a $p$-thinning $\eta$ of $\xi$ and a $p^{\prime}$-thinning $\zeta$ of $\eta$ with $\zeta \Perp_{\eta} \xi$. Show that $\zeta$ is a $p p^{\prime}$-thinning of $\xi$.
6. Let $\xi$ be a Cox process directed by $\eta$ or a $p$-thinning of $\eta$ with $p \in(0,1)$, and fix two disjoint sets $B, C \in \hat{\mathcal{S}}$. Show that $\xi B \Perp \xi C$ iff $\eta B \Perp \eta C$. (Hint: Compute the Laplace transforms. The if assertions can also be obtained from Proposition 5.8.)
7. Use Lemma 10.7 to derive expressions for $P\{\xi B=0\}$ when $\xi$ is a Cox process directed by $\eta$, a $\mu$-randomization of $\eta$, or a $p$-thinning of $\eta$. (Hint: Note that $E e^{-t \xi B} \rightarrow P\{\xi B=0\}$ as $t \rightarrow 0$.)
8. Let $\xi$ be a $p$-thinning of $\eta$, where $p \in(0,1)$. Show that $\xi$ and $\eta$ are simultaneously Cox. (Hint: Use Lemma 10.8.)
9. Let the simple point process $\xi$ be symmetric with respect to Lebesgue measure $\lambda$ on $[0,1]$. Show that $\xi$ is a mixed sample process based on $\lambda$. (Hint: Reduce to the case when $\xi[0,1]$ is a constant, and estimate $P\{\xi U=0\}$ for finite unions $U$ of dyadic intervals.)
10. Show that the distribution of a simple point process $\xi$ on $\mathbb{R}$ is not determined, in general, by the distributions of $\xi I$ for all intervals $I$. (Hint: If $\xi$ is restricted to $\{1, \ldots, n\}$, then the distributions of all $\xi I$ give $\sum_{k \leq n} k(n-$ $k+1) \leq n^{3}$ linear relations between the $2^{n}-1$ parameters.)
11. Show that the distribution of a point process is not determined, in general, by the one-dimensional distributions. (Hint: If $\xi$ is restricted to $\{0,1\}$ with $\xi\{0\} \vee \xi\{1\} \leq n$, then the one-dimensional distributions give $4 n$ linear relations between the $n(n+2)$ parameters.)
12. Show that Lemma 10.1 remains valid with $B_{1}, \ldots, B_{n}$ restricted to an arbitrary preseparating class $\mathcal{C}$, as defined in Chapter 14 or Appendix A2. Also show that Theorem 10.9 holds with $B$ restricted to a separating class. (Hint: Extend to the case when $\mathcal{C}=\{B \in \hat{\mathcal{S}} ;(\xi+\eta) \partial B=0$ a.s. $\}$. Then use monotone class arguments for sets in $S$ and in $\mathcal{M}(S)$.)
13. Show that Theorem 10.11 remains true for any measurable space $K$ that admits a partition into measurable sets $A_{1}, A_{2}, \ldots$, where $\xi\left(\cdot \times A_{n}\right)$ is a.s. locally finite for each $n$. (Hint: Reduce to the case when $\xi(\cdot \times K)$ is a.s. locally finite, fix any disjoint measurable sets $B_{1}, \ldots, B_{n} \subset S \times K$, and define $\eta_{k}=\left(1_{B_{k}} \cdot \xi\right)(\cdot \times K), k \leq n$. Then $\eta_{1}, \ldots, \eta_{n}$ are independent Poisson, by Theorem 12.3 applied to the space $n S$.)
14. Extend Corollary 10.13 to the case when $p_{s}=P\{\xi\{s\}>0\}$ may be positive. (Hint: By Fatou's lemma, $p_{s}>0$ for at most countably many $s$.)
15. Prove Theorem 10.15 (i) and (iii) by means of characteristic functions.
16. Let $\xi$ and $\xi^{\prime}$ be independent Poisson processes on $S$ with $E \xi=E \xi^{\prime}=$ $\mu$, and let $f_{1}, f_{2}, \ldots: S \rightarrow \mathbb{R}$ be measurable with $\infty>\mu\left(f_{n}^{2} \wedge 1\right) \rightarrow \infty$. Show that $\left|\left(\xi-\xi^{\prime}\right) f_{n}\right| \xrightarrow{P} \infty$. (Hint: Consider the symmetrization $\tilde{\nu}$ of a fixed measure $\nu \in \mathcal{N}(S)$ with $\nu f_{n}^{2} \rightarrow \infty$, and argue along subsequences as in the proof of Theorem 3.17.)
17. For any pure jump-type Markov process on $S$, show that $P_{x}\left\{\tau_{2} \leq t\right\}$ $=o(t)$ for all $x \in S$. Also note that the bound can be sharpened to $O\left(t^{2}\right)$ if the rate function is bounded, but not in general. (Hint: Use Lemma 10.18 and dominated convergence.)
18. Show that any transient, discrete-time Markov chain $Y$ can be embedded into an exploding (resp., nonexploding) continuous-time chain $X$. (Hint: Use Propositions 7.12 and 10.21.)
19. In Corollary 10.23, use the measurability of the mapping $X=Y \circ N$ to deduce the implication (iii) $\Rightarrow$ (i) from its converse. (Hint: Proceed as in the proof of Proposition 10.17.) Also use Proposition 10.6 to show that (iii) implies (ii), and prove the converse by means of Theorem 10.11.
20. Consider a pure jump-type Markov process on $(S, \mathcal{S})$ with transition kernels $\mu_{t}$ and rate kernel $\alpha$. Show for any $x \in S$ and $B \in \mathcal{S}$ that $\alpha(x, B)=$ $\dot{\mu}_{0}(x, B \backslash\{x\})$. (Hint: Take $f=1_{B \backslash\{x\}}$ in Theorem 10.24, and use dominated convergence.)
21. Use Theorem 10.24 to derive a system of differential equations for the transition functions $p_{i j}(t)$ of a continuous-time Markov chain. (Hint: Take $f(i)=\delta_{i j}$ for fixed $j$.)
22. Give an example of a positive recurrent, continuous-time Markov chain such that the embedded discrete-time chain is null recurrent, and vice versa. (Hint: Use Proposition 10.25.)
23. Establish Theorem 10.27 directly, imitating the proof of Theorem 7.18.

## Chapter 11

## Gaussian Processes and Brownian Motion


#### Abstract

Symmetries of Gaussian distribution; existence and path properties of Brownian motion; strong Markov and reflection properties; arcsine and uniform laws; law of the iterated logarithm; Wiener integrals and isonormal Gaussian processes; multiple Wiener-Itô integrals; chaos expansion of Brownian functionals


The main purpose of this chapter is to initiate the study of Brownian motion, arguably the single most important object in modern probability theory. Indeed, we shall see in Chapters 12 and 14 how the Gaussian limit theorems of Chapter 4 can be extended to approximations of broad classes of random walks and discrete-time martingales by a Brownian motion. In Chapter 16 we show how every continuous local martingale may be represented in terms of Brownian motion through a suitable random time-change. Similarly, the results of Chapters 18 and 20 demonstrate how large classes of diffusion processes may be constructed from Brownian motion by various pathwise transformations. Finally, a close relationship between Brownian motion and classical potential theory is uncovered in Chapters 21 and 22.

The easiest construction of Brownian motion is via a so-called isonormal Gaussian process on $L^{2}\left(\mathbb{R}_{+}\right)$, whose existence is a consequence of the characteristic spherical symmetry of the multivariate Gaussian distributions. Among the many important properties of Brownian motion, this chapter covers the Hölder continuity and existence of quadratic variation, the strong Markov and reflection properties, the three arcsine laws, and the law of the iterated logarithm.

The values of an isonormal Gaussian process on $L^{2}\left(\mathbb{R}_{+}\right)$may be identified with integrals of $L^{2}$-functions with respect to the associated Brownian motion. Many processes of interest have representations in terms of such integrals, and in particular we shall consider spectral and moving average representations of stationary Gaussian processes. More generally, we shall introduce the multiple Wiener-Itô integrals $I_{n} f$ of functions $f \in L^{2}\left(\mathbb{R}_{+}^{n}\right)$ and establish the fundamental chaos expansion of Brownian $L^{2}$-functionals.

The present material is related to practically every other chapter in the book. Thus, we refer to Chapter 4 for the definition of Gaussian distributions and the basic Gaussian limit theorem, to Chapter 5 for the transfer theorem,
to Chapter 6 for properties of martingales and optional times, to Chapter 7 for basic facts about Markov processes, to Chapter 8 for some similarities with random walks, to Chapter 9 for some basic symmetry results, and to Chapter 10 for analogies with the Poisson process.

Our study of Brownian motion per se is continued in Chapter 16 with the basic recurrence or transience dichotomy, some further invariance properties, and a representation of Brownian martingales. Brownian local time and additive functionals are studied in Chapter 19. In Chapter 21 we consider some basic properties of Brownian hitting distributions, and in Chapter 22 we examine the relationship between excessive functions and additive functionals of Brownian motion. A further discussion of multiple integrals and chaos expansions appears in Chapter 16.

To begin with some basic definitions, we shall say that a process $X$ on some parameter space $T$ is Gaussian if the random variable $c_{1} X_{t_{1}}+\cdots+c_{n} X_{t_{n}}$ is Gaussian for any choice of $n \in \mathbb{N}, t_{1}, \ldots, t_{n} \in T$, and $c_{1}, \ldots, c_{n} \in \mathbb{R}$. This holds in particular if the $X_{t}$ are independent Gaussian random variables. A Gaussian process $X$ is said to be centered if $E X_{t}=0$ for all $t \in T$. We shall further say that the processes $X^{i}$ on $T_{i}, i \in I$, are jointly Gaussian if the combined process $X=\left\{X_{t}^{i} ; t \in T_{i}, i \in I\right\}$ is Gaussian. The latter condition is certainly fulfilled if the processes $X^{i}$ are independent and Gaussian.

The following simple facts clarify the fundamental role of the covariance function. As usual, we assume all distributions to be defined on the $\sigma$-fields generated by the evaluation maps.

Lemma 11.1 (covariance function)
(i) The distribution of a Gaussian process $X$ on $T$ is determined by the functions $E X_{t}$ and $\operatorname{cov}\left(X_{s}, X_{t}\right), s, t \in T$.
(ii) The jointly Gaussian processes $X^{i}$ on $T_{i}, i \in I$, are independent iff $\operatorname{cov}\left(X_{s}^{i}, X_{t}^{j}\right)=0$ for all $s \in T_{i}$ and $t \in T_{j}, i \neq j$ in $I$.
Proof: (i) Let $X$ and $Y$ be Gaussian processes on $T$ with the same means and covariances. Then the random variables $c_{1} X_{t_{1}}+\cdots+c_{n} X_{t_{n}}$ and $c_{1} Y_{t_{1}}+\cdots+c_{n} Y_{t_{n}}$ have the same mean and variance for any $c_{1}, \ldots, c_{n} \in \mathbb{R}$ and $t_{1}, \ldots, t_{n} \in T, n \in \mathbb{N}$, and since both variables are Gaussian, their distributions must agree. By the Cramér-Wold theorem it follows that $\left(X_{t_{1}}, \ldots, X_{t_{n}}\right) \stackrel{d}{=}\left(Y_{t_{1}}, \ldots, Y_{t_{n}}\right)$ for any $t_{1}, \ldots, t_{n} \in T, n \in \mathbb{N}$, and so $X \stackrel{d}{=} Y$ by Proposition 2.2.
(ii) Assume the stated condition. To prove the asserted independence, we may assume $I$ to be finite. Introduce some independent processes $Y^{i}, i \in I$, with the same distributions as the $X^{i}$, and note that the combined processes $X=\left(X^{i}\right)$ and $Y=\left(Y^{i}\right)$ have the same means and covariances. Hence, the joint distributions agree by part (i). In particular, the independence between the processes $Y^{i}$ implies the corresponding property for the processes $X^{i}$. $\square$

The following result characterizes the Gaussian distributions by a simple symmetry property.

Proposition 11.2 (spherical symmetry, Maxwell) Let $\xi_{1}, \ldots, \xi_{d}$ be i.i.d. random variables, where $d \geq 2$. Then the distribution of $\left(\xi_{1}, \ldots, \xi_{d}\right)$ is spherically symmetric iff the $\xi_{i}$ are centered Gaussian.

Proof: Let $\varphi$ denote the common characteristic function of $\xi_{1}, \ldots, \xi_{d}$, and assume the stated condition. In particular, $-\xi_{1} \stackrel{d}{=} \xi_{1}$, and so $\varphi$ is real valued and symmetric. Noting that $s \xi_{1}+t \xi_{2} \stackrel{d}{=} \xi_{1} \sqrt{s^{2}+t^{2}}$, we obtain the functional equation $\varphi(s) \varphi(t)=\varphi\left(\sqrt{s^{2}+t^{2}}\right)$, and by iteration we get $\varphi^{n}(t)=\varphi(t \sqrt{n})$ for all $n$. Thus, for rational $t^{2}$ we have $\varphi(t)=e^{a t^{2}}$ for some constant $a$, and by continuity the solution extends to all real $t$. Finally, $a \leq 0$ since $|\varphi| \leq 1$.

Conversely, assume $\xi_{1}, \ldots, \xi_{d}$ to be centered Gaussian, and let $\left(\eta_{1}, \ldots\right.$, $\left.\eta_{d}\right)$ be obtained from $\left(\xi_{1}, \ldots, \xi_{d}\right)$ by an arbitrary orthogonal transformation. Then both random vectors are Gaussian, and we note that $\operatorname{cov}\left(\eta_{i}, \eta_{j}\right)$ $=\operatorname{cov}\left(\xi_{i}, \xi_{j}\right)$ for all $i$ and $j$. Hence, the two distributions agree by Lemma 11.1.

In infinite dimensions, the Gaussian distribution can be deduced from the rotational symmetry alone, without any assumption of independence.

Theorem 11.3 (unitary invariance, Schoenberg, Freedman) For any infinite sequence of random variables $\xi_{1}, \xi_{2}, \ldots$, the distribution of $\left(\xi_{1}, \ldots, \xi_{n}\right)$ is spherically symmetric for every $n \geq 1$ iff the $\xi_{k}$ are conditionally i.i.d. $N\left(0, \sigma^{2}\right)$, given some random variable $\sigma^{2} \geq 0$.

Proof: The $\xi_{n}$ are clearly exchangeable, and so there exists by Theorem 9.16 some random probability measure $\mu$ such that the $\xi_{n}$ are conditionally $\mu$-i.i.d. given $\mu$. By the law of large numbers, we get

$$
\mu B=\lim _{n \rightarrow \infty} n^{-1} \sum_{k \leq n} 1\left\{\xi_{k} \in B\right\} \text { a.s., } \quad B \in \mathcal{B},
$$

which shows that $\mu$ is a.s. $\left\{\xi_{3}, \xi_{4}, \ldots\right\}$-measurable. Now conclude from the spherical symmetry that, for any orthogonal transformation $T$ on $\mathbb{R}^{2}$,

$$
P\left[\left(\xi_{1}, \xi_{2}\right) \in B \mid \xi_{3}, \ldots, \xi_{n}\right]=P\left[T\left(\xi_{1}, \xi_{2}\right) \in B \mid \xi_{3}, \ldots, \xi_{n}\right], \quad B \in \mathcal{B}\left(\mathbb{R}^{2}\right)
$$

As $n \rightarrow \infty$, we get $\mu^{2}=\mu^{2} \circ T^{-1}$ a.s. Considering a countable dense set of mappings $T$, it is clear that the exceptional null set can be chosen to be independent of $T$. Thus, $\mu^{2}$ is a.s. spherically symmetric, and so $\mu$ is a.s. centered Gaussian by Proposition 11.2. It remains to take $\sigma^{2}=\int x^{2} \mu(d x)$.

Now fix a separable Hilbert space $H$. By an isonormal Gaussian process on $H$ we mean a centered Gaussian process $\eta h, h \in H$, such that $E(\eta h \eta k)=$ $\langle h, k\rangle$, the inner product of $h$ and $k$. To construct such a process $\eta$, we may introduce an orthonormal basis (ONB) $e_{1}, e_{2}, \ldots \in H$, and let $\xi_{1}, \xi_{2}, \ldots$ be independent $N(0,1)$ random variables. For any element $h=\sum_{i} b_{i} e_{i}$, we define $\eta h=\sum_{i} b_{i} \xi_{i}$, where the series converges a.s. and in $L^{2}$ since $\sum_{i} b_{i}^{2}<\infty$.

The process $\eta$ is clearly centered Gaussian. Furthermore, it is linear, in the sense that $\eta(a h+b k)=a \eta h+b \eta k$ a.s. for all $h, k \in H$ and $a, b \in \mathbb{R}$. Assuming that $k=\sum_{i} c_{i} e_{i}$, we may compute

$$
E(\eta h \eta k)=\sum_{i, j} b_{i} c_{j} E\left(\xi_{i} \xi_{j}\right)=\sum_{i} b_{i} c_{i}=\langle h, k\rangle
$$

By Lemma 11.1 the stated conditions uniquely determine the distribution of $\eta$. In particular, the symmetry property in Proposition 11.2 extends to a distributional invariance of $\eta$ under any unitary transformation on $H$.

The following result shows how the Gaussian distribution arises naturally in the context of processes with independent increments. It is interesting to compare with the similar Poisson characterization in Theorem 10.11.

Theorem 11.4 (independence and Gaussian property, Lévy) Let $X$ be a continuous process in $\mathbb{R}^{d}$ with independent increments. Then $X-X_{0}$ is Gaussian, and there exist some continuous functions $b$ in $\mathbb{R}^{d}$ and a in $\mathbb{R}^{d^{2}}$, the latter with nonnegative definite increments such that $X_{t}-X_{s}$ is $N\left(b_{t}-\right.$ $b_{s}, a_{t}-a_{s}$ ) for any $s<t$.

Proof: Fix any $s<t$ in $\mathbb{R}_{+}$and $u \in \mathbb{R}^{d}$. For every $n \in \mathbb{N}$ we may divide the interval $[s, t]$ into $n$ subintervals of equal length, and we denote the corresponding increments of $u X$ by $\xi_{n 1}, \ldots, \xi_{n n}$. By the continuity of $X$ we have $\max _{j}\left|\xi_{n j}\right| \rightarrow 0$ a.s., and so Theorem 4.15 shows that $u\left(X_{t}-X_{s}\right)=\sum_{j} \xi_{n j}$ is a Gaussian random variable. Since $X$ has independent increments, it follows that the process $X-X_{0}$ is Gaussian. Writing $b_{t}=E X_{t}-E X_{0}$ and $a_{t}=\operatorname{cov}\left(X_{t}-X_{0}\right)$, we get $E\left(X_{t}-X_{s}\right)=E X_{t}-E X_{s}=b_{t}-b_{s}$, and by the independence,

$$
0 \leq \operatorname{cov}\left(X_{t}-X_{s}\right)=\operatorname{cov}\left(X_{t}\right)-\operatorname{cov}\left(X_{s}\right)=a_{t}-a_{s}, \quad s<t
$$

The continuity of $X$ yields $X_{s} \xrightarrow{d} X_{t}$ as $s \rightarrow t$, so $b_{s} \rightarrow b_{t}$ and $a_{s} \rightarrow a_{t}$. Thus, both functions are continuous.

If the process $X$ in Theorem 11.4 has stationary, independent increments and starts at 0 , then the mean and covariance functions are clearly linear. The simplest choice in one dimension is to take $b=0$ and $a_{t}=t$, so that $X_{t}-$ $X_{s}$ is $N(0, t-s)$ for all $s<t$. The next result shows that the corresponding process exists, and it also gives an estimate of the local modulus of continuity. More precise rates of continuity are obtained in Theorem 11.18 and Lemma 12.7.

Theorem 11.5 (existence of Brownian motion, Wiener) There exists a continuous Gaussian process $B$ in $\mathbb{R}$ with stationary independent increments and $B_{0}=0$ such that $B_{t}$ is $N(0, t)$ for every $t \geq 0$. For any $c \in\left(0, \frac{1}{2}\right), B$ is further a.s. locally Hölder continuous with exponent c.

Proof: Let $\eta$ be an isonormal Gaussian process on $L^{2}\left(\mathbb{R}_{+}, \lambda\right)$, and define $B_{t}=\eta 1_{[0, t]}, t \geq 0$. Since indicator functions of disjoint intervals are orthogonal, the increments of the process $B$ are uncorrelated and hence independent. Furthermore, we have $\left\|1_{(s, t]}\right\|^{2}=t-s$ for any $s \leq t$, and so $B_{t}-B_{s}$ is $N(0, t-s)$. For any $s \leq t$ we get

$$
\begin{equation*}
B_{t}-B_{s} \stackrel{d}{=} B_{t-s} \stackrel{d}{=}(t-s)^{1 / 2} B_{1}, \tag{1}
\end{equation*}
$$

whence,

$$
E\left|B_{t}-B_{s}\right|^{c}=(t-s)^{c / 2} E\left|B_{1}\right|^{c}<\infty, \quad c>0
$$

and the asserted Hölder continuity follows by Theorem 2.23.
A process $B$ as in Theorem 11.5 is called a (standard) Brownian motion or a Wiener process. By a Brownian motion in $\mathbb{R}^{d}$ we mean a process $B_{t}=\left(B_{t}^{1}, \ldots, B_{t}^{d}\right)$, where $B^{1}, \ldots, B^{d}$ are independent, one-dimensional Brownian motions. From Proposition 11.2 we note that the distribution of $B$ is invariant under orthogonal transformations of $\mathbb{R}^{d}$. It is also clear that any continuous process $X$ in $\mathbb{R}^{d}$ with stationary independent increments and $X_{0}=0$ can be written as $X_{t}=b t+\sigma B_{t}$ for some vector $b$ and matrix $\sigma$.

From Brownian motion we may construct other important Gaussian processes. For example, a Brownian bridge may be defined as a process on $[0,1]$ with the same distribution as $X_{t}=B_{t}-t B_{1}, t \in[0,1]$. An easy computation shows that $X$ has covariance function $r_{s, t}=s(1-t), 0 \leq s \leq t \leq 1$.

The Brownian motion and bridge have many nice symmetry properties. For example, if $B$ is a Brownian motion, then so is $-B$ as well as the process $c^{-1} B\left(c^{2} t\right)$ for any $c>0$. The latter transformation is frequently employed and will often be referred to as a Brownian scaling. We may also note that, for each $u>0$, the processes $B_{u \pm t}-B_{u}$ are Brownian motions on $\mathbb{R}_{+}$and $[0, u]$, respectively. If $B$ is instead a Brownian bridge, then so are the processes $-B_{t}$ and $B_{1-t}$.

The following result gives some less obvious invariance properties. Further, possibly random mappings that preserve the distribution of a Brownian motion or bridge are exhibited in Theorem 11.11, Lemma 11.14, and Proposition 16.9.

Lemma 11.6 (scaling and inversion) If $B$ is a Brownian motion, then so is the process $t B_{1 / t}$, whereas $(1-t) B_{t /(1-t)}$ and $t B_{(1-t) / t}$ are Brownian bridges. If $B$ is instead a Brownian bridge, then the processes $(1+t) B_{t /(1+t)}$ and $(1+t) B_{1 /(1+t)}$ are Brownian motions.

Proof: Since all processes are centered Gaussian, it suffices by Lemma 11.1 to verify that they have the desired covariance functions. This is clear from the expressions $s \wedge t$ and $(s \wedge t)(1-s \vee t)$ for the covariance functions of the Brownian motion and bridge.

From Proposition 7.5 together with Theorem 11.4 we note that any spaceand time-homogeneous, continuous Markov process in $\mathbb{R}^{d}$ has the form $\sigma B_{t}+$ $t b+c$, where $B$ is a Brownian motion in $\mathbb{R}^{d}, \sigma$ is a $d \times d$ matrix, and $b$ and $c$ are vectors in $\mathbb{R}^{d}$. The next result gives a general characterization of Gaussian Markov processes.

Proposition 11.7 (Gaussian Markov processes) Let $X$ be a Gaussian process on some index set $T \subset \mathbb{R}$, and define $r_{s, t}=\operatorname{cov}\left(X_{s}, X_{t}\right)$. Then $X$ is Markov iff

$$
\begin{equation*}
r_{s, u}=r_{s, t} r_{t, u} / r_{t, t}, \quad s \leq t \leq u \quad \text { in } T, \tag{2}
\end{equation*}
$$

where $0 / 0=0$. If $X$ is further stationary and defined on $\mathbb{R}$, then $r_{s, t}=$ $a e^{-b|s-t|}$ for some constants $a \geq 0$ and $b \in[0, \infty]$.

Proof: Subtracting the means if necessary, we may assume that $E X_{t} \equiv 0$. Now fix any times $t \leq u$ in $T$, and choose $a \in \mathbb{R}$ such that $X_{u}^{\prime} \equiv X_{u}-$ $a X_{t} \perp X_{t}$. Thus, $a=r_{t, u} / r_{t, t}$ when $r_{t, t} \neq 0$, and if $r_{t, t}=0$, we may take $a=0$. By Lemma 11.1 we get $X_{u}^{\prime} \Perp X_{t}$.

First assume that $X$ is Markov, and let $s \leq t$ be arbitrary. Then $X_{s} \Perp_{X_{t}} X_{u}$, and so $X_{s} \Perp_{X_{t}} X_{u}^{\prime}$. Since also $X_{t} \Perp X_{u}^{\prime}$ by the choice of $a$, Proposition 5.8 yields $X_{s} \Perp X_{u}^{\prime}$. Hence, $r_{s, u}=a r_{s, t}$, and (2) follows as we insert the expression for $a$. Conversely, (2) implies $X_{s} \perp X_{u}^{\prime}$ for all $s \leq t$, and so $\mathcal{F}_{t} \Perp X_{u}^{\prime}$ by Lemma 11.1, where $\mathcal{F}_{t}=\sigma\left\{X_{s} ; s \leq t\right\}$. By Proposition 5.8 it follows that $\mathcal{F}_{t} \Perp_{X_{t}} X_{u}$, which is the required Markov property of $X$ at $t$.

If $X$ is stationary, then $r_{s, t}=r_{|s-t|, 0}=r_{|s-t|}$, and (2) reduces to the Cauchy equation $r_{0} r_{s+t}=r_{s} r_{t}, s, t \geq 0$, which admits the only bounded solutions $r_{t}=a e^{-b t}$.

A continuous, centered Gaussian process on $\mathbb{R}$ with covariance function $r_{t}=\frac{1}{2} e^{-|t|}$ is called a stationary Ornstein-Uhlenbeck process. Such a process $Y$ can be expressed in terms of a Brownian motion $B$ as $Y_{t}=e^{-t} B\left(\frac{1}{2} e^{2 t}\right)$, $t \in \mathbb{R}$. The last result shows that the Ornstein-Uhlenbeck process is essentially the only stationary Gaussian process that is also a Markov process.

We will now study some basic sample path properties of Brownian motion.
Lemma 11.8 (level sets) If $B$ is a Brownian motion or bridge, then

$$
\lambda\left\{t ; B_{t}=u\right\}=0 \quad \text { a.s. }, \quad u \in \mathbb{R} .
$$

Proof: Introduce the processes $X_{t}^{n}=B_{[n t] / n}, t \in \mathbb{R}_{+}$or $[0,1], n \in \mathbb{N}$, and note that $X_{t}^{n} \rightarrow B^{t}$ for every $t$. Since each process $X^{n}$ is product measurable on $\Omega \times \mathbb{R}_{+}$or $\Omega \times[0,1]$, the same thing is true for $B$. Now use Fubini's theorem to conclude that

$$
E \lambda\left\{t ; B_{t}=u\right\}=\int P\left\{B_{t}=u\right\} d t=0, \quad u \in \mathbb{R}
$$

The next result shows that Brownian motion has locally finite quadratic variation. An extension to general continuous semimartingales is obtained in Proposition 15.18.

Theorem 11.9 (quadratic variation, Lévy) Let $B$ be a Brownian motion, and fix any $t>0$ and a sequence of partitions $0=t_{n, 0}<t_{n, 1}<\cdots<t_{n, k_{n}}=t$, $n \in \mathbb{N}$, such that $h_{n} \equiv \max _{k}\left(t_{n, k}-t_{n, k-1}\right) \rightarrow 0$. Then

$$
\begin{equation*}
\zeta_{n} \equiv \sum_{k}\left(B_{t_{n, k}}-B_{t_{n, k-1}}\right)^{2} \rightarrow t \text { in } L^{2} \tag{3}
\end{equation*}
$$

If the partitions are nested, then also $\zeta_{n} \rightarrow t$ a.s.
Proof (Doob): To prove (3), we may use the scaling property $B_{t}-B_{s} \stackrel{d}{=}$ $|t-s|^{1 / 2} B_{1}$ to obtain

$$
\begin{aligned}
E \zeta_{n} & =\sum_{k} E\left(B_{t_{n, k}}-B_{t_{n, k-1}}\right)^{2} \\
& =\sum_{k}\left(t_{n, k}-t_{n, k-1}\right) E B_{1}^{2}=t, \\
\operatorname{var}\left(\zeta_{n}\right) & =\sum_{k} \operatorname{var}\left(B_{t_{n, k}}-B_{t_{n, k-1}}\right)^{2} \\
& =\sum_{k}\left(t_{n, k}-t_{n, k-1}\right)^{2} \operatorname{var}\left(B_{1}^{2}\right) \leq h_{n} t E B_{1}^{4} \rightarrow 0 .
\end{aligned}
$$

For nested partitions we may prove the a.s. convergence by showing that the sequence $\left(\zeta_{n}\right)$ is a reverse martingale, that is,

$$
\begin{equation*}
E\left[\zeta_{n-1}-\zeta_{n} \mid \zeta_{n}, \zeta_{n+1}, \ldots\right]=0 \text { a.s., } \quad n \in \mathbb{N} . \tag{4}
\end{equation*}
$$

Inserting intermediate partitions if necessary, we may assume that $k_{n}=n$ for all $n$. In that case there exist some numbers $t_{1}, t_{2}, \ldots \in[0, t]$ such that the $n$th partition has division points $t_{1}, \ldots, t_{n}$. To verify (4) for a fixed $n$, we may further introduce an auxiliary random variable $\vartheta \Perp B$ with $P\{\vartheta= \pm 1\}=\frac{1}{2}$, and replace $B$ by the Brownian motion

$$
B_{s}^{\prime}=B_{s \wedge t_{n}}+\vartheta\left(B_{s}-B_{s \wedge t_{n}}\right), \quad s \geq 0 .
$$

Since $B^{\prime}$ has the same sums $\zeta_{n}, \zeta_{n+1}, \ldots$ as $B$ whereas $\zeta_{n-1}-\zeta_{n}$ is replaced by $\vartheta\left(\zeta_{n}-\zeta_{n-1}\right)$, it is enough to show that $E\left[\vartheta\left(\zeta_{n}-\zeta_{n-1}\right) \mid \zeta_{n}, \zeta_{n+1}, \ldots\right]=0$ a.s. This is clear from the choice of $\vartheta$ if we first condition on $\zeta_{n-1}, \zeta_{n}, \ldots$.

The last result implies that $B$ has locally unbounded variation. This explains why the stochastic integral $\int V d B$ cannot be defined as an ordinary Stieltjes integral and a more sophisticated approach is required in Chapter 15.

Corollary 11.10 (linear variation) Brownian motion has a.s. unbounded variation on every interval $[s, t]$ with $s<t$.

Proof: The quadratic variation vanishes for any continuous function of bounded variation on $[s, t]$.

From Proposition 7.5 we note that Brownian motion $B$ is a space-homogeneous Markov process with respect to its induced filtration. If the Markov property holds for some more general filtration $\mathcal{F}=\left(\mathcal{F}_{t}\right)$-that is, if $B$ is
adapted to $\mathcal{F}$ and such that the process $B_{t}^{\prime}=B_{s+t}-B_{s}$ is independent of $\mathcal{F}_{s}$ for each $s \geq 0$-we say that $B$ is a Brownian motion with respect to $\mathcal{F}$, or an $\mathcal{F}$-Brownian motion. In particular, we may take $\mathcal{F}_{t}=\mathcal{G}_{t} \vee \mathcal{N}, t \geq 0$, where $\mathcal{G}$ is the filtration induced by $B$ and $\mathcal{N}=\sigma\{N \subset A ; A \in \mathcal{A}, P A=0\}$. With this construction, $\mathcal{F}$ becomes right-continuous by Corollary 6.25.

The Markov property of $B$ will now be extended to suitable optional times. A more general version of this result appears in Theorem 17.17. As in Chapter 6, we shall write $\mathcal{F}_{t}^{+}=\mathcal{F}_{t+}$.

Theorem 11.11 (strong Markov property, Hunt) For any $\mathcal{F}$-Brownian motion $B$ in $\mathbb{R}^{d}$ and a.s. finite $\mathcal{F}^{+}$-optional time $\tau$, the process $B_{t}^{\prime}=B_{\tau+t}-B_{\tau}$, $t \geq 0$, is again a Brownian motion independent of $\mathcal{F}_{\tau}^{+}$.

Proof: As in Lemma 6.4, we may approximate $\tau$ by optional times $\tau_{n} \rightarrow \tau$ that take countably many values and satisfy $\tau_{n} \geq \tau+2^{-n}$. Then $\mathcal{F}_{\tau}^{+} \subset \bigcap_{n} \mathcal{F}_{\tau_{n}}$ by Lemmas 6.1 and 6.3 , and so by Proposition 7.9 and Theorem 7.10 each process $B_{t}^{n}=B_{\tau_{n}+t}-B_{\tau_{n}}, t \geq 0$, is a Brownian motion independent of $\mathcal{F}_{\tau}^{+}$. The continuity of $B$ yields $B_{t}^{n} \rightarrow B_{t}^{\prime}$ a.s. for every $t$. By dominated convergence we then obtain, for any $A \in \mathcal{F}_{\tau}^{+}$and $t_{1}, \ldots, t_{k} \in \mathbb{R}_{+}, k \in \mathbb{N}$, and for bounded continuous functions $f: \mathbb{R}^{k} \rightarrow \mathbb{R}$,

$$
E\left[f\left(B_{t_{1}}^{\prime}, \ldots, B_{t_{k}}^{\prime}\right) ; A\right]=E f\left(B_{t_{1}}, \ldots, B_{t_{k}}\right) \cdot P A
$$

The general relation $P\left[B^{\prime} \in \cdot, A\right]=P\{B \in \cdot\} \cdot P A$ now follows by a straightforward extension argument.

If $B$ is a Brownian motion in $\mathbb{R}^{d}$, then a process with the same distribution as $|B|$ is called a Bessel process of order $d$. More general Bessel processes may be obtained as solutions to suitable SDEs. The next result shows that $|B|$ inherits the strong Markov property from $B$.

Corollary 11.12 (Bessel processes) If $B$ is an $\mathcal{F}$-Brownian motion in $\mathbb{R}^{d}$, then $|B|$ is a strong $\mathcal{F}^{+}$-Markov process.

Proof: By Theorem 11.11 it is enough to show that $|B+x| \stackrel{d}{=}|B+y|$ whenever $|x|=|y|$. We may then choose an orthogonal transformation $T$ on $\mathbb{R}^{d}$ with $T x=y$, and note that

$$
|B+x|=|T(B+x)|=|T B+y| \stackrel{d}{=}|B+y|
$$

We shall use the strong Markov property to derive the distribution of the maximum of Brownian motion up to a fixed time. A stronger result is obtained in Corollary 19.3.

Proposition 11.13 (maximum process, Bachelier) Let $B$ be a Brownian motion in $\mathbb{R}$, and define $M_{t}=\sup _{s \leq t} B_{s}, t \geq 0$. Then

$$
M_{t} \stackrel{d}{=} M_{t}-B_{t} \stackrel{d}{=}\left|B_{t}\right|, \quad t \geq 0
$$

For the proof we shall need the following continuous-time counterpart to Lemma 8.10.

Lemma 11.14 (reflection principle) For any optional time $\tau$, a Brownian motion $B$ has the same distribution as the reflected process

$$
\tilde{B}_{t}=B_{t \wedge \tau}-\left(B_{t}-B_{t \wedge \tau}\right), \quad t \geq 0
$$

Proof: It is enough to compare the distributions up to a fixed time $t$, and so we may assume that $\tau<\infty$. Define $B_{t}^{\tau}=B_{\tau \wedge t}$ and $B_{t}^{\prime}=B_{\tau+t}-B_{\tau}$. By Theorem 11.11 the process $B^{\prime}$ is a Brownian motion independent of $\left(\tau, B^{\tau}\right)$. Since, moreover, $-B^{\prime} \stackrel{d}{=} B^{\prime}$, we get $\left(\tau, B^{\tau}, B^{\prime}\right) \stackrel{d}{=}\left(\tau, B^{\tau},-B^{\prime}\right)$. It remains to note that

$$
B_{t}=B_{t}^{\tau}+B_{(t-\tau)_{+}}^{\prime}, \quad \tilde{B}_{t}=B_{t}^{\tau}-B_{(t-\tau)_{+}}^{\prime}, \quad t \geq 0 .
$$

Proof of Proposition 11.13: By scaling it is sufficient to take $t=1$. Applying Lemma 11.14 with $\tau=\inf \left\{t ; B_{t}=x\right\}$, we get

$$
P\left\{M_{1} \geq x, B_{1} \leq y\right\}=P\left\{\tilde{B}_{1} \geq 2 x-y\right\}, \quad x \geq y \vee 0
$$

By differentiation it follows that the pair $\left(M_{1}, B_{1}\right)$ has probability density $-2 \varphi^{\prime}(2 x-y)$, where $\varphi$ denotes the standard normal density. Changing variables, we may conclude that $\left(M_{1}, M_{1}-B_{1}\right)$ has density $-2 \varphi^{\prime}(x+y), x, y \geq 0$. Thus, both $M_{1}$ and $M_{1}-B_{1}$ have density $2 \varphi(x), x \geq 0$.

To prepare for the next main result, we shall derive another elementary sample path property.

Lemma 11.15 (local extremes) The local maxima and minima of a Brownian motion or bridge are a.s. distinct.

Proof: Let $B$ be a Brownian motion, and fix any intervals $I=[a, b]$ and $J=[c, d]$ with $b<c$. Write

$$
\sup _{t \in J} B_{t}-\sup _{t \in I} B_{t}=\sup _{t \in J}\left(B_{t}-B_{c}\right)+\left(B_{c}-B_{b}\right)-\sup _{t \in I}\left(B_{t}-B_{b}\right) .
$$

Here the second term on the right has a diffuse distribution, and by independence the same thing is true for the whole expression. In particular, the difference on the left is a.s. nonzero. Since $I$ and $J$ are arbitrary, this proves the result for local maxima. The case of local minima and the mixed case are similar.

The result for the Brownian bridge $B^{\circ}$ follows from that for Brownian motion, since the distributions of the two processes are equivalent (mutually absolutely continuous) on any interval $[0, t]$ with $t<1$. To see this, construct from $B$ and $B^{\circ}$ the corresponding "bridges"

$$
X_{s}=B_{s}-\frac{s}{t} B_{t}, \quad Y_{s}=B_{s}^{\circ}-\frac{s}{t} B_{t}^{\circ}, \quad s \in[0, t]
$$

and check that $B_{t} \Perp X \stackrel{d}{=} Y \Perp B_{t}^{\circ}$. The stated equivalence now follows from the fact that $N(0, t) \sim N(0, t(1-t))$ when $t \in[0,1)$.

The next result involves the arcsine law, which may be defined as the distribution of $\xi=\sin ^{2} \alpha$ when $\alpha$ is $U(0,2 \pi)$. The name comes from the fact that

$$
P\{\xi \leq t\}=P\{|\sin \alpha| \leq \sqrt{t}\}=\frac{2}{\pi} \arcsin \sqrt{t}, \quad t \in[0,1] .
$$

Note that the arcsine distribution is symmetric around $\frac{1}{2}$, since

$$
\xi=\sin ^{2} \alpha \stackrel{d}{=} \cos ^{2} \alpha=1-\sin ^{2} \alpha=1-\xi .
$$

The following celebrated result exhibits three interesting functionals of Brownian motion, all of which are arcsine distributed.

Theorem 11.16 (arcsine laws, Lévy) For a Brownian motion $B$ on $[0,1]$ with maximum $M_{1}$, these random variables are all arcsine distributed:

$$
\tau_{1}=\lambda\left\{t ; B_{t}>0\right\} ; \quad \tau_{2}=\inf \left\{t ; B_{t}=M_{1}\right\} ; \quad \tau_{3}=\sup \left\{t ; B_{t}=0\right\}
$$

It is interesting to compare the relations $\tau_{1} \stackrel{d}{=} \tau_{2} \stackrel{d}{=} \tau_{3}$ with the discretetime versions obtained in Theorem 8.11 and Corollary 9.20. In Theorems 12.11 and 13.21, the arcsine laws are extended by approximation to appropriate random walks and Lévy processes.

Proof: To see that $\tau_{1} \stackrel{d}{=} \tau_{2}$, let $n \in \mathbb{N}$, and note that by Corollary 9.20

$$
n^{-1} \sum_{k \leq n} 1\left\{B_{k / n}>0\right\} \stackrel{d}{=} n^{-1} \min \left\{k \geq 0 ; B_{k / n}=\max _{j \leq n} B_{j / n}\right\}
$$

By Lemma 11.15 the right-hand side tends a.s. to $\tau_{2}$ as $n \rightarrow \infty$. To see that the left-hand side converges to $\tau_{1}$, we may conclude from Lemma 11.8 that

$$
\lambda\left\{t \in[0,1] ; B_{t}>0\right\}+\lambda\left\{t \in[0,1] ; B_{t}<0\right\}=1 \text { a.s. }
$$

It remains to note that, for any open set $G \subset[0,1]$,

$$
\liminf _{n \rightarrow \infty} n^{-1} \sum_{k \leq n} 1_{G}(k / n) \geq \lambda G
$$

For $i=2$, fix any $t \in[0,1]$, let $\xi$ and $\eta$ be independent $N(0,1)$, and let $\alpha$ be $U(0,2 \pi)$. Using Proposition 11.13 and the circular symmetry of the distribution of $(\xi, \eta)$, we get

$$
\begin{aligned}
P\left\{\tau_{2} \leq t\right\} & =P\left\{\sup _{s \leq t}\left(B_{s}-B_{t}\right) \geq \sup _{s \geq t}\left(B_{s}-B_{t}\right)\right\} \\
& =P\left\{\left|B_{t}\right| \geq\left|B_{1}-B_{t}\right|\right\}=P\left\{t \xi^{2} \geq(1-t) \eta^{2}\right\} \\
& =P\left\{\frac{\eta^{2}}{\xi^{2}+\eta^{2}} \leq t\right\}=P\left\{\sin ^{2} \alpha \leq t\right\} .
\end{aligned}
$$

For $i=3$, we may write

$$
\begin{aligned}
P\left\{\tau_{3}<t\right\} & =P\left\{\sup _{s \geq t} B_{s}<0\right\}+P\left\{\inf _{s \geq t} B_{s}>0\right\} \\
& =2 P\left\{\sup _{s \geq t}\left(B_{s}-B_{t}\right)<-B_{t}\right\}=2 P\left\{\left|B_{1}-B_{t}\right|<B_{t}\right\} \\
& =P\left\{\left|B_{1}-B_{t}\right|<\left|B_{t}\right|\right\}=P\left\{\tau_{2} \leq t\right\} .
\end{aligned}
$$

The first two arcsine laws have the following counterparts for the Brownian bridge.

Theorem 11.17 (uniform laws) For a Brownian bridge $B$ with maximum $M_{1}$, these random variables are both $U(0,1)$ :

$$
\tau_{1}=\lambda\left\{t ; B_{t}>0\right\} ; \quad \tau_{2}=\inf \left\{t ; B_{t}=M_{1}\right\}
$$

Proof: The relation $\tau_{1} \stackrel{d}{=} \tau_{2}$ may be proved in the same way as for Brownian motion. To see that $\tau_{2}$ is $U(0,1)$, write $(x)=x-[x]$, and consider for each $u \in[0,1]$ the process $B_{t}^{u}=B_{(u+t)}-B_{u}, t \in[0,1]$. It is easy to check that $B^{u} \stackrel{d}{=} B$ for each $u$, and further that the maximum of $B^{u}$ occurs at $\left(\tau_{2}-u\right)$. By Fubini's theorem we hence obtain for any $t \in[0,1]$

$$
P\left\{\tau_{2} \leq t\right\}=\int_{0}^{1} P\left\{\left(\tau_{2}-u\right) \leq t\right\} d u=E \lambda\left\{u ;\left(\tau_{2}-u\right) \leq t\right\}=t
$$

From Theorem 11.5 we note that $t^{-c} B_{t} \rightarrow 0$ a.s. as $t \rightarrow 0$ for any $c \in\left[0, \frac{1}{2}\right)$. The following classical result gives the exact growth rate of Brownian motion at 0 and $\infty$. Extensions to random walks and renewal processes are obtained in Corollaries 12.8 and 12.14.

Theorem 11.18 (laws of the iterated logarithm, Khinchin) For a Brownian motion $B$ in $\mathbb{R}$, we have a.s.

$$
\limsup _{t \rightarrow 0} \frac{B_{t}}{\sqrt{2 t \log \log (1 / t)}}=\limsup _{t \rightarrow \infty} \frac{B_{t}}{\sqrt{2 t \log \log t}}=1
$$

Proof: The Brownian inversion $\tilde{B}_{t}=t B_{1 / t}$ of Lemma 11.6 converts the two formulas into one another, so it is enough to prove the result for $t \rightarrow \infty$. Then we note that as $u \rightarrow \infty$

$$
\int_{u}^{\infty} e^{-x^{2} / 2} d x \sim u^{-1} \int_{u}^{\infty} x e^{-x^{2} / 2} d x=u^{-1} e^{-u^{2} / 2}
$$

By Proposition 11.13 we hence obtain, uniformly in $t>0$,

$$
P\left\{M_{t}>u t^{1 / 2}\right\}=2 P\left\{B_{t}>u t^{1 / 2}\right\} \sim(2 / \pi)^{1 / 2} u^{-1} e^{-u^{2} / 2}
$$

where $M_{t}=\sup _{s \leq t} B_{s}$. Writing $h_{t}=(2 t \log \log t)^{1 / 2}$, we get for any $r>1$ and $c>0$

$$
P\left\{M\left(r^{n}\right)>\operatorname{ch}\left(r^{n-1}\right)\right\} \lesssim n^{-c^{2} / r}(\log n)^{-1 / 2}, \quad n \in \mathbb{N} .
$$

Fixing $c>1$ and choosing $r<c^{2}$, it follows by the Borel-Cantelli lemma that

$$
P\left\{\lim \sup _{t \rightarrow \infty}\left(B_{t} / h_{t}\right)>c\right\} \leq P\left\{M\left(r^{n}\right)>\operatorname{ch}\left(r^{n-1}\right) \text { i.o. }\right\}=0
$$

which shows that $\limsup \mathrm{sim}_{t \rightarrow \infty}\left(B_{t} / h_{t}\right) \leq 1$ a.s.
To prove the reverse inequality, we may write

$$
P\left\{B\left(r^{n}\right)-B\left(r^{n-1}\right)>\operatorname{ch}\left(r^{n}\right)\right\} \gtrsim n^{-c^{2} r /(r-1)}(\log n)^{-1 / 2}, \quad n \in \mathbb{N}
$$

Taking $c=\{(r-1) / r\}^{1 / 2}$, we get by the Borel-Cantelli lemma

$$
\limsup _{t \rightarrow \infty} \frac{B_{t}-B_{t / r}}{h_{t}} \geq \limsup _{n \rightarrow \infty} \frac{B\left(r^{n}\right)-B\left(r^{n-1}\right)}{h\left(r^{n}\right)} \geq\left(\frac{r-1}{r}\right)^{1 / 2} \text { a.s. }
$$

The upper bound obtained earlier yields $\lim \sup _{t \rightarrow \infty}\left(-B_{t / r} / h_{t}\right) \leq r^{-1 / 2}$, and combining the two estimates gives

$$
\limsup _{t \rightarrow \infty} \frac{B_{t}}{h_{t}} \geq\left(1-r^{-1}\right)^{1 / 2}-r^{-1 / 2} \text { a.s. }
$$

Here we may finally let $r \rightarrow \infty$ to obtain $\lim \sup _{t \rightarrow \infty}\left(B_{t} / h_{t}\right) \geq 1$ a.s.
In the proof of Theorem 11.5 we constructed a Brownian motion $B$ from an isonormal Gaussian process $\eta$ on $L^{2}\left(\mathbb{R}_{+}, \lambda\right)$ such that $B_{t}=\eta 1_{[0, t]}$ a.s. for all $t \geq 0$. If instead we are starting from a Brownian motion $B$ on $\mathbb{R}_{+}$, the existence of an associated isonormal Gaussian process $\eta$ may be inferred from Theorem 5.10. Since every function $h \in L^{2}\left(\mathbb{R}_{+}, \lambda\right)$ can be approximated by simple step functions, as in the proof of Lemma 1.33, we note that the random variables $\eta h$ are a.s. unique. We shall see how they can also be constructed directly from $B$ as suitable Wiener integrals $\int h d B$. As already noted, the latter fail to exist in the pathwise Stieltjes sense, and so a different approach is needed.

As a first step, we may consider the class $\mathcal{S}$ of simple step functions of the form

$$
h_{t}=\sum_{j \leq n} a_{j} 1_{\left(t_{j-1}, t_{j}\right]}(t), \quad t \geq 0
$$

where $n \in \mathbb{Z}_{+}, 0=t_{0}<\cdots<t_{n}$, and $a_{1}, \ldots, a_{n} \in \mathbb{R}$. For such integrands $h$, we may define the integral in the obvious way as

$$
\eta h=\int_{0}^{\infty} h_{t} d B_{t}=B h=\sum_{j \leq n} a_{j}\left(B_{t_{j}}-B_{t_{j-1}}\right)
$$

Here $\eta h$ is clearly centered Gaussian with variance

$$
E(\eta h)^{2}=\sum_{j \leq n} a_{j}^{2}\left(t_{j}-t_{j-1}\right)=\int_{0}^{\infty} h_{t}^{2} d t=\|h\|^{2}
$$

where $\|h\|$ denotes the norm in $L^{2}\left(\mathbb{R}_{+}, \lambda\right)$. Thus, the integration $h \mapsto \eta h=$ $\int h d B$ defines a linear isometry from $\mathcal{S} \subset L^{2}\left(\mathbb{R}_{+}, \lambda\right)$ into $L^{2}(\Omega, P)$.

Since $\mathcal{S}$ is dense in $L^{2}\left(\mathbb{R}_{+}, \lambda\right)$, we may extend the integral by continuity to a linear isometry $h \mapsto \eta h=\int h d B$ from $L^{2}(\lambda)$ to $L^{2}(P)$. Here $\eta h$ is again centered Gaussian for every $h \in L^{2}(\lambda)$, and by linearity the whole process $h \mapsto \eta h$ is then Gaussian. By a polarization argument it is also clear that the integration preserves inner products, in the sense that

$$
E(\eta h \eta k)=\int_{0}^{\infty} h_{t} k_{t} d t=\langle h, k\rangle, \quad h, k \in L^{2}(\lambda) .
$$

We shall consider two general ways of representing stationary Gaussian processes in terms of Wiener integrals $\eta h$. Here a complex notation is convenient. By a complex-valued, isonormal Gaussian process on a (real) Hilbert space $H$ we mean a process $\zeta=\xi+i \eta$ on $H$ such that $\xi$ and $\eta$ are independent, real-valued, isonormal Gaussian processes on $H$. For any $f=g+i h$ with $g, h \in H$, we define $\zeta f=\xi g-\eta h+i(\xi h+\eta g)$.

Now let $X$ be a stationary, centered Gaussian process on $\mathbb{R}$ with covariance function $r_{t}=E X_{s} X_{s+t}, s, t \in \mathbb{R}$. We know that $r$ is nonnegative definite, and it is further continuous whenever $X$ is continuous in probability. In that case Bochner's theorem yields a unique spectral representation

$$
r_{t}=\int_{-\infty}^{\infty} e^{i t x} \mu(d x), \quad t \in \mathbb{R}
$$

where the spectral measure $\mu$ is a bounded, symmetric measure on $\mathbb{R}$.
The following result gives a similar spectral representation of the process $X$ itself. By a different argument, the result extends to suitable non-Gaussian processes. As usual, we assume that the basic probability space is rich enough to support the required randomization variables.

Proposition 11.19 (spectral representation, Stone, Cramér) Let $X$ be an $L^{2}$-continuous, stationary, centered Gaussian process on $\mathbb{R}$ with spectral measure $\mu$. Then there exists a complex, isonormal Gaussian process $\zeta$ on $L^{2}(\mu)$ such that

$$
\begin{equation*}
X_{t}=\Re \int_{-\infty}^{\infty} e^{i t x} d \zeta_{x} \quad \text { a.s., } \quad t \in \mathbb{R} \tag{5}
\end{equation*}
$$

Proof: Denoting the right-hand side of (5) by $Y$, we may compute

$$
\begin{aligned}
E Y_{s} Y_{t} & =E \int\left(\cos s x d \xi_{x}-\sin s x d \eta_{x}\right) \int\left(\cos t x d \xi_{x}-\sin t x d \eta_{x}\right) \\
& =\int(\cos s x \cos t x-\sin s x \sin t x) \mu(d x) \\
& =\int \cos (s-t) x \mu(d x)=\int e^{i(s-t) x} \mu(d x)=r_{s-t}
\end{aligned}
$$

Since both $X$ and $Y$ are centered Gaussian, Lemma 11.1 shows that $Y \stackrel{d}{=} X$. Now both $X$ and $\zeta$ are continuous and defined on the separable spaces $L^{2}(X)$ and $L^{2}(\mu)$, and so they may be regarded as random elements in suitable Polish spaces. The a.s. representation in (5) then follows by Theorem 5.10.

Another useful representation may be obtained under suitable regularity conditions on the spectral measure $\mu$.

Proposition 11.20 (moving average representation) Let $X$ be an $L^{2}$-continuous, stationary, centered Gaussian process on $\mathbb{R}$ with absolutely continuous spectral measure $\mu$. Then there exist an isonormal Gaussian process $\eta$ on $L^{2}(\mathbb{R}, \lambda)$ and some function $f \in L^{2}(\lambda)$ such that

$$
\begin{equation*}
X_{t}=\int_{-\infty}^{\infty} f_{t-s} d \eta_{s} \quad \text { a.s., } \quad t \in \mathbb{R} \tag{6}
\end{equation*}
$$

Proof: Fix a symmetric density $g \geq 0$ of $\mu$, and define $h=g^{1 / 2}$. Then $h \in L^{2}(\lambda)$, and we may introduce the Fourier transform in the sense of Plancherel,

$$
\begin{equation*}
f_{s}=\hat{h}_{s}=(2 \pi)^{-1 / 2} \lim _{a \rightarrow \infty} \int_{-a}^{a} e^{i s x} h_{x} d x, \quad s \in \mathbb{R} \tag{7}
\end{equation*}
$$

which is again real valued and square integrable. For each $t \in \mathbb{R}$ the function $k_{x}=e^{-i t x} h_{x}$ has Fourier transform $\hat{k}_{s}=f_{s-t}$, and so by Parseval's relation

$$
\begin{equation*}
r_{t}=\int_{-\infty}^{\infty} e^{i t x} h_{x}^{2} d x=\int_{-\infty}^{\infty} h_{x} \bar{k}_{x} d x=\int_{-\infty}^{\infty} f_{s} f_{s-t} d s \tag{8}
\end{equation*}
$$

Now consider any isonormal Gaussian process $\eta$ on $L^{2}(\lambda)$. For $f$ as in (7), we may define a process $Y$ on $\mathbb{R}$ by the right-hand side of (6). Using (8), we get $E Y_{s} Y_{s+t}=r_{t}$ for arbitrary $s, t \in \mathbb{R}$, and so $Y \stackrel{d}{=} X$ by Lemma 11.1. Again an appeal to Theorem 5.10 yields the desired a.s. representation of $X$.

For an example, we may consider a moving average representation of the stationary Ornstein-Uhlenbeck process. Then introduce an isonormal Gaussian process $\eta$ on $L^{2}(\mathbb{R}, \lambda)$ and define

$$
X_{t}=\int_{-\infty}^{t} e^{s-t} d \eta_{s}, \quad t \geq 0
$$

The process $X$ is clearly centered Gaussian, and we get

$$
r_{s, t}=E X_{s} X_{t}=\int_{-\infty}^{s \wedge t} e^{u-s} e^{u-t} d u=\frac{1}{2} e^{-|s-t|}, \quad s, t \in \mathbb{R}
$$

as desired. The Markov property of $X$ follows most easily from the fact that

$$
X_{t}=e^{s-t} X_{s}+\int_{s}^{t} e^{u-t} d \eta_{u}, \quad s \leq t
$$

We proceed to introduce multiple integrals $I_{n}=\eta^{\otimes n}$ with respect to an isonormal Gaussian process $\eta$ on a separable Hilbert space $H$. Without loss of generality, we may then take $H$ to be of the form $L^{2}(S, \mu)$. In that case $H^{\otimes n}$ can be identified with $L^{2}\left(S^{n}, \mu^{\otimes n}\right)$, where $\mu^{\otimes n}$ denotes the $n$-fold product
measure $\mu \otimes \cdots \otimes \mu$, and the tensor product $\otimes_{k \leq n} h_{k}=h_{1} \otimes \cdots \otimes h_{n}$ of the functions $h_{1}, \ldots, h_{n} \in H$ is equivalent to the function $h_{1}\left(t_{1}\right) \cdots h_{n}\left(t_{n}\right)$ on $S^{n}$. Recall that for any ONB $e_{1}, e_{2}, \ldots$ in $H$, the tensor products $\otimes_{j \leq n} e_{k_{j}}$ with arbitrary $k_{1}, \ldots, k_{n} \in \mathbb{N}$ form an ONB in $H^{\otimes n}$.

We may now state the basic existence and uniqueness result for the integrals $I_{n}$.

Theorem 11.21 (multiple stochastic integrals, Wiener, Itô) Let $\eta$ be an isonormal Gaussian process on some separable Hilbert space $H$. Then for every $n \in \mathbb{N}$ there exists a unique continuous linear mapping $I_{n}: H^{\otimes n} \rightarrow$ $L^{2}(P)$ such that a.s.

$$
I_{n} \bigotimes_{k \leq n} h_{k}=\prod_{k \leq n} \eta h_{k}, \quad h_{1}, \ldots, h_{n} \in H \quad \text { orthogonal. }
$$

Here the uniqueness means that $I_{n} h$ is a.s. unique for every $h$, and the linearity means that $I_{n}(a f+b g)=a I_{n} f+b I_{n} g$ a.s. for any $a, b \in \mathbb{R}$ and $f, g \in H^{\otimes n}$. Note in particular that $I_{1} h=\eta h$ a.s. For consistency, we define $I_{0}$ as the identity mapping on $\mathbb{R}$.

For the proof we may clearly assume that $H=L^{2}([0,1], \lambda)$. Let $\mathcal{E}_{n}$ denote the class of elementary functions of the form

$$
\begin{equation*}
f=\sum_{j \leq m} c_{j} \bigotimes_{k \leq n} 1_{A_{j}^{k}}, \tag{9}
\end{equation*}
$$

where the sets $A_{j}^{1}, \ldots, A_{j}^{n} \in \mathcal{B}[0,1]$ are disjoint for each $j \in\{1, \ldots, m\}$. The indicator functions $1_{A_{j}^{k}}$ are then orthogonal for fixed $j$, and we need to take

$$
\begin{equation*}
I_{n} f=\sum_{j \leq m} c_{j} \prod_{k \leq n} \eta A_{j}^{k} \tag{10}
\end{equation*}
$$

where $\eta A=\eta 1_{A}$. From the linearity in each factor it is clear that the value of $I_{n} f$ is independent of the choice of representation (9) for $f$.

To extend the definition of $I_{n}$ to the entire space $L^{2}\left(\mathbb{R}_{+}^{n}, \lambda^{\otimes n}\right)$, we need two lemmas. For any function $f$ on $\mathbb{R}_{+}^{n}$, we may introduce the symmetrization

$$
\tilde{f}\left(t_{1}, \ldots, t_{n}\right)=(n!)^{-1} \sum_{p} f\left(t_{p_{1}}, \ldots, t_{p_{n}}\right), \quad t_{1}, \ldots, t_{n} \in \mathbb{R}_{+}
$$

where the summation extends over all permutations $p$ of $\{1, \ldots, n\}$. The following result gives the basic $L^{2}$-structure, which later carries over to the general integrals.

Lemma 11.22 (isometry) The elementary integrals $I_{n} f$ defined by (10) are orthogonal for different $n$ and satisfy

$$
\begin{equation*}
E\left(I_{n} f\right)^{2}=n!\|\tilde{f}\|^{2} \leq n!\|f\|^{2}, \quad f \in \mathcal{E}_{n} \tag{11}
\end{equation*}
$$

Proof: The second relation in (11) follows from Minkowski's inequality. To prove the remaining assertions, we may first reduce to the case when all sets $A_{j}^{k}$ are chosen from some fixed collection of disjoint sets $B_{1}, B_{2}, \ldots$ For any finite index sets $J \neq K$ in $\mathbb{N}$, we note that

$$
E \prod_{j \in J} \eta B_{j} \prod_{k \in K} \eta B_{k}=\prod_{j \in J \cap K} E\left(\eta B_{j}\right)^{2} \prod_{j \in J \Delta K} E \eta B_{j}=0 .
$$

This proves the asserted orthogonality. Since clearly $\langle f, g\rangle=0$ when $f$ and $g$ involve different index sets, it further reduces the proof of the isometry in (11) to the case when all terms in $f$ involve the same sets $B_{1}, \ldots, B_{n}$, though in possibly different order. Since $I_{n} f=I_{n} \tilde{f}$, we may further assume that $f=\otimes_{k} 1_{B_{k}}$. But then

$$
E\left(I_{n} f\right)^{2}=\prod_{k} E\left(\eta B_{k}\right)^{2}=\prod_{k} \lambda B_{k}=\|f\|^{2}=n!\|\tilde{f}\|^{2}
$$

where the last relation holds since, in the present case, the permutations of $f$ are orthogonal.

To extend the integral, we need to show that the elementary functions are dense in $L^{2}\left(\lambda^{\otimes n}\right)$.

Lemma 11.23 (approximation) The set $\mathcal{E}_{n}$ is dense in $L^{2}\left(\lambda^{\otimes n}\right)$.
Proof: By a standard argument based on monotone convergence and a monotone class argument, any function $f \in L^{2}\left(\lambda^{\otimes n}\right)$ can be approximated by linear combinations of products $\bigotimes_{k \leq n} 1_{A_{k}}$, and so it is enough to approximate functions $f$ of the latter type. Then divide $[0,1]$ for each $m$ into $2^{m}$ intervals $B_{m j}$ of length $2^{-m}$, and define

$$
\begin{equation*}
f_{m}=f \sum_{j_{1}, \ldots, j_{n}} \bigotimes_{k \leq n} 1_{B_{m, j_{k}}} \tag{12}
\end{equation*}
$$

where the summation extends over all collections of distinct indices $j_{1}, \ldots, j_{n}$ $\in\left\{1, \ldots, 2^{m}\right\}$. Here $f_{m} \in \mathcal{E}_{n}$ for each $m$, and the sum in (12) tends to 1 a.e. $\lambda^{\otimes n}$. Thus, by dominated convergence $f_{m} \rightarrow f$ in $L^{2}\left(\lambda^{\otimes n}\right)$.

By the last two lemmas, $I_{n}$ is defined as a uniformly continuous mapping on a dense subset of $L^{2}\left(\lambda^{\otimes n}\right)$, and so it extends by continuity to all of $L^{2}\left(\lambda^{\otimes n}\right)$, with preservation of both the linearity and the norm relations in (11). To complete the proof of Theorem 11.21, it remains to show that $I_{n} \otimes_{k \leq n} h_{k}=\prod_{k} \eta h_{k}$ for any orthogonal functions $h_{1}, \ldots, h_{n} \in L^{2}(\lambda)$. This is an immediate consequence of the following lemma, where for any $f \in L^{2}\left(\lambda^{\otimes n}\right)$ and $g \in L^{2}(\lambda)$ we are writing

$$
\left(f \otimes_{1} g\right)\left(t_{1}, \ldots, t_{n-1}\right)=\int f\left(t_{1}, \ldots, t_{n}\right) g\left(t_{n}\right) d t_{n}
$$

Lemma 11.24 (recursion) For any $f \in L^{2}\left(\lambda^{\otimes n}\right)$ and $g \in L^{2}(\lambda)$ with $n \in \mathbb{N}$, we have

$$
\begin{equation*}
I_{n+1}(f \otimes g)=I_{n} f \cdot \eta g-n I_{n-1}\left(\tilde{f} \otimes_{1} g\right) . \tag{13}
\end{equation*}
$$

Proof: By Fubini's theorem and the Cauchy-Buniakowski inequality,

$$
\|f \otimes g\|=\|f\|\|g\|, \quad\left\|\tilde{f} \otimes_{1} g\right\| \leq\|\tilde{f}\|\|g\| \leq\|f\|\|g\|
$$

Hence, the two sides of (13) are continuous in probability in both $f$ and $g$, and it is enough to prove the formula for $f \in \mathcal{E}_{n}$ and $g \in \mathcal{E}_{1}$. By the linearity of each side we may next reduce to the case when $f=\bigotimes_{k \leq n} 1_{A_{k}}$ and $g=1_{A}$, where $A_{1}, \ldots, A_{n}$ are disjoint and either $A \cap \bigcup_{k} A_{k}=\emptyset$ or $A=A_{1}$. In the former case we have $\tilde{f} \otimes_{1} g=0$, so (13) is immediate from the definitions. In the latter case, (13) becomes

$$
\begin{equation*}
I_{n+1}\left(A^{2} \times A_{2} \times \cdots \times A_{n}\right)=\left\{(\eta A)^{2}-\lambda A\right\} \eta A_{2} \cdots \eta A_{n} . \tag{14}
\end{equation*}
$$

Approximating $1_{A^{2}}$ as in Lemma 11.23 by functions $f_{m} \in \mathcal{E}_{2}$ with support in $A^{2}$, it is clear that the left-hand side equals $I_{2} A^{2} \eta A_{2} \cdots \eta A_{n}$. This reduces the proof of (14) to the two-dimensional version $I_{2} A^{2}=(\eta A)^{2}-\lambda A$. To prove the latter, we may divide $A$ for each $m$ into $2^{m}$ subsets $B_{m j}$ of measure $\leq 2^{-m}$, and note as in Theorem 11.9 and Lemma 11.23 that

$$
(\eta A)^{2}=\sum_{i}\left(\eta B_{m i}\right)^{2}+\sum_{i \neq j} \eta B_{m i} \eta B_{m j} \rightarrow \lambda A+I_{2} A^{2} \text { in } L^{2}
$$

The last lemma will be used to derive an explicit representation of the integrals $I_{n}$ in terms of the Hermite polynomials $p_{0}, p_{1}, \ldots$. The latter are defined as orthogonal polynomials of degrees $0,1, \ldots$ with respect to the standard Gaussian distribution on $\mathbb{R}$. This condition determines each $p_{n}$ up to a normalization, which may be chosen for convenience such that the leading coefficient equals one. The first few polynomials are then

$$
p_{0}(x)=1 ; \quad p_{1}(x)=x ; \quad p_{2}(x)=x^{2}-1 ; \quad p_{3}(x)=x^{3}-3 x ;
$$

Theorem 11.25 (orthogonal representation, Itô) On a separable Hilbert space $H$, let $\eta$ be an isonormal Gaussian process with associated multiple Wie-ner-Itô integrals $I_{1}, I_{2}, \ldots$. Then for any orthonormal elements $e_{1}, \ldots, e_{m} \in$ $H$ and integers $n_{1}, \ldots, n_{m} \geq 1$ with sum $n$, we have

$$
I_{n} \bigotimes_{j \leq m} e_{j}^{\otimes n_{j}}=\prod_{j \leq m} p_{n_{j}}\left(\eta e_{j}\right)
$$

Using the linearity of $I_{n}$ and writing $\hat{h}=h /\|h\|$, it is seen that the stated formula is equivalent to the factorization

$$
\begin{equation*}
I_{n} \bigotimes_{j \leq m} h_{j}^{\otimes n_{j}}=\prod_{j \leq m} I_{n_{j}} h_{j}^{\otimes n_{j}}, \quad h_{1}, \ldots, h_{k} \in H \text { orthogonal, } \tag{15}
\end{equation*}
$$

together with the representation of the individual factors

$$
\begin{equation*}
I_{n} h^{\otimes n}=\|h\|^{n} p_{n}(\eta \hat{h}), \quad h \in H \backslash\{0\} . \tag{16}
\end{equation*}
$$

Proof: We shall prove (15) by induction on $n$. Then assume the relation to hold for all integrals up to order $n$, fix any orthonormal elements $h, h_{1}, \ldots, h_{m} \in H$ and integers $k, n_{1}, \ldots, n_{m} \in \mathbb{N}$ with sum $n+1$, and write $f=\bigotimes_{j \leq m} h_{j}^{\otimes n_{j}}$. By Lemma 11.24 and the induction hypothesis,

$$
\begin{aligned}
I_{n+1}\left(f \otimes h^{\otimes k}\right) & =I_{n}\left(f \otimes h^{\otimes(k-1)}\right) \cdot \eta h-(k-1) I_{n-1}\left(f \otimes h^{\otimes(k-2)}\right) \\
& =\left(I_{n-k+1} f\right)\left\{I_{k-1} h^{\otimes(k-1)} \cdot \eta h-(k-1) I_{k-2} h^{\otimes(k-2)}\right\} \\
& =I_{n-k+1} f \cdot I_{k} h^{\otimes k} .
\end{aligned}
$$

Using the induction hypothesis again, we obtain the desired extension to $I_{n+1}$.

It remains to prove (16) for an arbitrary element $h \in H$ with $\|h\|=1$. Then conclude from Lemma 11.24 that

$$
I_{n+1} h^{\otimes(n+1)}=I_{n} h^{\otimes n} \cdot \eta h-n I_{n-1} h^{\otimes(n-1)}, \quad n \in \mathbb{N} .
$$

Since $I_{0} 1=1$ and $I_{1} h=\eta h$, it is seen by induction that $I_{n} h^{\otimes n}$ is a polynomial in $\eta h$ of degree $n$ and with leading coefficient 1. By the definition of Hermite polynomials, it remains to show that the integrals $I_{n} h^{\otimes n}$ for different $n$ are orthogonal, which holds by Lemma 11.22.

Given an isonormal Gaussian process $\eta$ on some separable Hilbert space $H$, we may introduce the space $L^{2}(\eta)=L^{2}(\Omega, \sigma\{\eta\}, P)$ of $\eta$-measurable random variables $\xi$ with $E \xi^{2}<\infty$. The $n$th polynomial chaos $\mathcal{P}_{n}$ is defined as the closed linear subspace generated by all polynomials of degree $\leq n$ in the random variables $\eta h, h \in H$. For each $n \in \mathbb{Z}_{+}$we may further introduce the $n$th homogeneous chaos $\mathcal{H}_{n}$, consisting of all integrals $I_{n} f, f \in H^{\otimes n}$.

The relationship between the mentioned spaces is clarified by the following result. As usual, we are writing $\oplus$ and $\ominus$ for direct sums and orthogonal complements, respectively.

Theorem 11.26 (chaos expansion, Wiener) On a separable Hilbert space $H$, let $\eta$ be an isonormal Gaussian process with associated polynomial and homogeneous chaoses $\mathcal{P}_{n}$ and $\mathcal{H}_{n}$, respectively. Then the $\mathcal{H}_{n}$ are orthogonal, closed, linear subspaces of $L^{2}(\eta)$, satisfying

$$
\begin{equation*}
\mathcal{P}_{n}=\bigoplus_{k=0}^{n} \mathcal{H}_{k}, \quad n \in \mathbb{Z}_{+} ; \quad L^{2}(\eta)=\bigoplus_{n=0}^{\infty} \mathcal{H}_{n} . \tag{17}
\end{equation*}
$$

Furthermore, every $\xi \in L^{2}(\eta)$ has a unique a.s. representation $\xi=\sum_{n} I_{n} f_{n}$ with symmetric elements $f_{n} \in H^{\otimes n}, n \geq 0$.

In particular, we note that $\mathcal{H}_{0}=\mathcal{P}_{0}=\mathbb{R}$ and

$$
\mathcal{H}_{n}=\mathcal{P}_{n} \ominus \mathcal{P}_{n-1}, \quad n \in \mathbb{N}
$$

Proof: The properties in Lemma 11.22 extend to arbitrary integrands, and so the spaces $\mathcal{H}_{n}$ are mutually orthogonal, closed, linear subspaces of $L^{2}(\eta)$. From Lemma 11.23 or Theorem 11.25 it is further seen that $\mathcal{H}_{n} \subset \mathcal{P}_{n}$. Conversely, let $\xi$ be an $n$ th-degree polynomial in the variables $\eta h$. We may then choose some orthonormal elements $e_{1}, \ldots, e_{m} \in H$ such that $\xi$ is an $n$ th-degree polynomial in $\eta e_{1}, \ldots, \eta e_{m}$. Since any power $\left(\eta e_{j}\right)^{k}$ is a linear combination of the variables $p_{0}\left(\eta e_{j}\right), \ldots, p_{k}\left(\eta e_{j}\right)$, Theorem 11.25 shows that $\xi$ is a linear combination of multiple integrals $I_{k} f$ with $k \leq n$, which means that $\xi \in \bigoplus_{k \leq n} \mathcal{H}_{k}$. This proves the first relation in (17).

To prove the second relation, let $\xi \in L^{2}(\eta) \ominus \bigoplus_{n} \mathcal{H}_{n}$. In particular, $\xi \perp(\eta h)^{n}$ for every $h \in H$ and $n \in \mathbb{Z}_{+}$. Since $\sum_{n}|\eta h|^{n} / n!=e^{|\eta h|} \in L^{2}$, the series $e^{i \eta h}=\sum_{n}(i \eta h)^{n} / n$ ! converges in $L^{2}$, and we get $\xi \perp e^{i \eta h}$ for every $h \in H$. By the linearity of the integral $\eta h$, we hence obtain for any $h_{1}, \ldots, h_{n} \in H$, $n \in \mathbb{N}$,

$$
E\left[\xi \exp \sum_{k \leq n} i u_{k} \eta h_{k}\right]=0, \quad u_{1}, \ldots, u_{n} \in \mathbb{R}
$$

Applying the uniqueness theorem for characteristic functions to the distributions of $\left(\eta h_{1}, \ldots, \eta h_{n}\right)$ under the bounded measures $\mu^{ \pm}=E\left[\xi^{ \pm} ; \cdot\right]$, we may conclude that

$$
E\left[\xi ;\left(\eta h_{1}, \ldots, \eta h_{n}\right) \in B\right]=0, \quad B \in \mathcal{B}\left(\mathbb{R}^{n}\right)
$$

By a monotone class argument, this extends to $E[\xi ; A]=0$ for arbitrary $A \in \sigma\{\eta\}$, and since $\xi$ is $\eta$-measurable, it follows that $\xi=E[\xi \mid \eta]=0$ a.s. The proof of (17) is then complete.

In particular, any element $\xi \in L^{2}(\eta)$ has an orthogonal expansion

$$
\xi=\sum_{n \geq 0} I_{n} f_{n}=\sum_{n \geq 0} I_{n} \tilde{f}_{n},
$$

for some elements $f_{n} \in H^{\otimes n}$ with symmetric versions $\tilde{f}_{n}, n \in \mathbb{Z}_{+}$. Now assume that also $\xi=\sum_{n} I_{n} g_{n}$. Projecting onto $\mathcal{H}_{n}$ and using the linearity of $I_{n}$, we get $I_{n}\left(g_{n}-f_{n}\right)=0$. By the isometry in (11) it follows that $\left\|\tilde{g}_{n}-\tilde{f}_{n}\right\|=0$, and so $\tilde{g}_{n}=\tilde{f}_{n}$.

## Exercises

1. Let $\xi_{1}, \ldots, \xi_{n}$ be i.i.d. $N\left(m, \sigma^{2}\right)$. Show that the random variables $\bar{\xi}=n^{-1} \sum_{k} \xi_{k}$ and $s^{2}=(n-1)^{-1} \sum_{k}\left(\xi_{k}-\bar{\xi}\right)^{2}$ are independent and that $(n-1) s^{2} \stackrel{d}{=} \sum_{k<n}\left(\xi_{k}-m\right)^{2}$. (Hint: Use the symmetry in Proposition 11.2, and no calculations.)
2. For a Brownian motion $B$, put $t_{n k}=k 2^{-n}$, and define $\xi_{0, k}=B_{k}-B_{k-1}$ and $\xi_{n k}=B_{t_{n, 2 k-1}}-\frac{1}{2}\left(B_{t_{n-1, k-1}}+B_{t_{n-1, k}}\right), k, n \geq 1$. Show that the $\xi_{n k}$ are independent Gaussian. Use this fact to construct a Brownian motion from a sequence of i.i.d. $N(0,1)$ random variables.
3. Let $B$ be a Brownian motion on $[0,1]$, and define $X_{t}=B_{t}-t B_{1}$. Show that $X \Perp B_{1}$. Use this fact to express the conditional distribution of $B$, given $B_{1}$, in terms of a Brownian bridge.
4. Combine the transformations in Lemma 11.6 with the Brownian scal$\operatorname{ing} c^{-1} B\left(c^{2} t\right)$ to construct a family of transformations preserving the distribution of a Brownian bridge.
5. Show that the Brownian bridge is an inhomogeneous Markov process. (Hint: Use the transformations in Lemma 11.6 or verify the condition in Proposition 11.7.)
6. Let $B=\left(B^{1}, B^{2}\right)$ be a Brownian motion in $\mathbb{R}^{2}$, and consider some times $t_{n k}$ as in Theorem 11.9. Show that $\sum_{k}\left(B_{t_{n, k}}^{1}-B_{t_{n, k-1}}^{1}\right)\left(B_{t_{n, k}}^{2}-B_{t_{n, k-1}}^{2}\right)$ $\rightarrow 0$ in $L^{2}$ or a.s., respectively. (Hint: Reduce to the case of the quadratic variation.)
7. Use Theorem 6.27 to construct an rcll version $B$ of Brownian motion. Then show as in Theorem 11.9 that $B$ has quadratic variation $[B]_{t} \equiv t$, and conclude that $B$ is a.s. continuous.
8. For a Brownian motion $B$, show that $\inf \left\{t>0 ; B_{t}>0\right\}=0$ a.s. (Hint: Conclude from Kolmogorov's $0-1$ law that the stated event has probability 0 or 1. Alternatively, use Theorem 11.18.)
9. For a Brownian motion $B$, define $\tau_{a}=\inf \left\{t>0 ; B_{t}=a\right\}$. Compute the density of the distribution of $\tau_{a}$ for $a \neq 0$, and show that $E \tau_{a}=\infty$. (Hint: Use Proposition 11.13.)
10. For a Brownian motion $B$, show that $Z_{t}=\exp \left(c B_{t}-\frac{1}{2} c^{2} t\right)$ is a martingale for every $c$. Use optional sampling to compute the Laplace transform of $\tau_{a}$ above, and compare with the preceding result.
11. (Paley, Wiener, and Zygmund) Show that Brownian motion $B$ is a.s. nowhere Lipschitz continuous, and hence nowhere differentiable. (Hint: If $B$ is Lipschitz at $t<1$, there exist some $K, \delta>0$ such that $\left|B_{r}-B_{s}\right| \leq 2 h K$ for all $r, s \in(t-h, t+h)$ with $h<\delta$. Apply this to three consecutive $n$-dyadic intervals $(r, s)$ around $t$.)
12. Refine the preceding argument to show that $B$ is a.s. nowhere Hölder continuous with exponent $c>\frac{1}{2}$.
13. Show that the local maxima of a Brownian motion are a.s. dense in $\mathbb{R}$ and that the corresponding times are a.s. dense in $\mathbb{R}_{+}$. (Hint: Use the preceding result.)
14. Show by a direct argument that $\lim \sup _{t} t^{-1 / 2} B_{t}=\infty$ a.s. as $t \rightarrow 0$ and $\infty$, where $B$ is a Brownian motion. (Hint: Use Kolmogorov's 0-1 law.)
15. Show that the law of the iterated logarithm for Brownian motion at 0 remains valid for the Brownian bridge.
16. Show for a Brownian motion $B$ in $\mathbb{R}^{d}$ that the process $|B|$ satisfies the law of the iterated logarithm at 0 and $\infty$.
17. Let $\xi_{1}, \xi_{2}, \ldots$ be i.i.d. $N(0,1)$. Show that $\lim \sup _{n}(2 \log n)^{-1 / 2} \xi_{n}=1$ a.s.
18. For a Brownian motion $B$, show that $M_{t}=t^{-1} B_{t}$ is a reverse martingale, and conclude that $t^{-1} B_{t} \rightarrow 0$ a.s. and in $L^{p}, p>0$, as $t \rightarrow \infty$. (Hint: The limit is degenerate by Kolmogorov's $0-1$ law.) Deduce the same result from Theorem 9.8.
19. For a Brownian bridge $B$, show that $M_{t}=(1-t)^{-1} B_{t}$ is a martingale on $[0,1)$. Check that $M$ is not $L^{1}$-bounded.
20. Let $I_{n}$ be the $n$-fold Wiener-Itô integral w.r.t. Brownian motion $B$ on $\mathbb{R}_{+}$. Show that the process $M_{t}=I_{n}\left(1_{[0, t]^{n}}\right)$ is a martingale. Express $M$ in terms of $B$, and compute the expression for $n=1,2,3$. (Hint: Use Theorem 11.25.)
21. Let $\eta_{1}, \ldots, \eta_{n}$ be independent, isonormal Gaussian processes on a separable Hilbert space $H$. Show that there exists a unique continuous linear mapping $\otimes_{k} \eta_{k}$ from $H^{\otimes n}$ to $L^{2}(P)$ such that $\otimes_{k} \eta_{k} \otimes_{k} h_{k}=\prod_{k} \eta_{k} h_{k}$ a.s. for all $h_{1}, \ldots, h_{n} \in H$. Also show that $\otimes_{k} \eta_{k}$ is an isometry.

## Chapter 12

## Skorohod Embedding and Invariance Principles


#### Abstract

Embedding of random variables; approximation of random walks; functional central limit theorem; law of the iterated logarithm; arcsine laws; approximation of renewal processes; empirical distribution functions; embedding and approximation of martingales


In Chapter 4 we used analytic methods to derive criteria for a sum of independent random variables to be approximately Gaussian. Though this may remain the easiest approach to the classical limit theorems, the results are best understood when viewed as consequences of some general approximation theorems for random processes. The aim of this chapter is to develop a purely probabilistic technique, the so-called Skorohod embedding, for deriving such functional limit theorems.

In the simplest setting, we may consider a random walk $\left(S_{n}\right)$ based on some i.i.d. random variables $\xi_{k}$ with mean 0 and variance 1 . In this case there exist a Brownian motion $B$ and some optional times $\tau_{1} \leq \tau_{2} \leq \cdots$ such that $S_{n}=B_{\tau_{n}}$ a.s. for every $n$. For applications it is essential to choose the $\tau_{n}$ such that the differences $\Delta \tau_{n}$ are again i.i.d. with mean one. The step process $S_{[t]}$ will then be close to the path of $B$, and many results for Brownian motion carry over, at least approximately, to the random walk. In particular, the procedure yields versions for random walks of the arcsine laws and the law of the iterated logarithm.

From the statements for random walks, similar results may be deduced rather easily for various related processes. In particular, we shall derive a functional central limit theorem and a law of the iterated logarithm for renewal processes, and we shall also see how suitably normalized versions of the empirical distribution functions from an i.i.d. sample can be approximated by a Brownian bridge. For an extension in another direction, we shall obtain a version of the Skorohod embedding for general $L^{2}$-martingales and show how any suitably time-changed martingale with small jumps can be approximated by a Brownian motion.

The present exposition depends in many ways on material from previous chapters. Thus, we shall rely on the basic theory of Brownian motion as set forth in Chapter 11. We shall also make frequent use of ideas and results from Chapter 6 on martingales and optional times. Finally, occasional references
will be made to Chapter 3 for empirical distributions, to Chapter 5 for the transfer theorem, to Chapter 8 for random walks and renewal processes, and to Chapter 10 for the Poisson process.

More general approximations and functional limit theorems are obtained by different methods in Chapters 13, 14, and 17 . We also note the close relationship between the present approximation result for martingales with small jumps and the time-change results for continuous local martingales in Chapter 16.

To clarify the basic ideas, we begin with a detailed discussion of the classical Skorohod embedding for random walks. The main result in this context is the following.

Theorem 12.1 (embedding of random walk, Skorohod) Let $\xi_{1}, \xi_{2}, \ldots$ be i.i.d. random variables with mean 0 , and put $S_{n}=\xi_{1}+\cdots+\xi_{n}$. Then there exists a filtered probability space with a Brownian motion $B$ and some optional times $0=\tau_{0} \leq \tau_{1} \leq \ldots$ such that $\left(B_{\tau_{n}}\right) \stackrel{d}{=}\left(S_{n}\right)$ and the differences $\Delta \tau_{n}=\tau_{n}-\tau_{n-1}$ are i.i.d. with $E \Delta \tau_{n}=E \xi_{1}^{2}$ and $E\left(\Delta \tau_{n}\right)^{2} \leq 4 E \xi_{1}^{4}$.

Here the moment requirements on the differences $\Delta \tau_{n}$ are crucial for applications. Without those conditions the statement would be trivially true, since we could then choose $B \Perp\left(\xi_{n}\right)$ and define the $\tau_{n}$ recursively by $\tau_{n}=$ $\inf \left\{t \geq \tau_{n-1} ; B_{t}=S_{n}\right\}$. In that case $E \tau_{n}=\infty$ unless $\xi_{1}=0$ a.s.

The proof of Theorem 12.1 is based on a sequence of lemmas. First we exhibit some martingales associated with Brownian motion.

Lemma 12.2 (Brownian martingales) For a Brownian motion $B$, the processes $B_{t}, B_{t}^{2}-t$, and $B_{t}^{4}-6 t B_{t}^{2}+3 t^{2}$ are all martingales.

Proof: Note that $E B_{t}=E B_{t}^{3}=0, E B_{t}^{2}=t$, and $E B_{t}^{4}=3 t^{2}$. Write $\mathcal{F}$ for the filtration induced by $B$, let $0 \leq s \leq t$, and recall that the process $\tilde{B}_{t}=B_{s+t}-B_{s}$ is again a Brownian motion independent of $\mathcal{F}_{s}$. Hence,

$$
E\left[B_{t}^{2} \mid \mathcal{F}_{s}\right]=E\left[B_{s}^{2}+2 B_{s} \tilde{B}_{t-s}+\tilde{B}_{t-s}^{2} \mid \mathcal{F}_{s}\right]=B_{s}^{2}+t-s
$$

Moreover,

$$
\begin{aligned}
E\left[B_{t}^{4} \mid \mathcal{F}_{s}\right] & =E\left[B_{s}^{4}+4 B_{s}^{3} \tilde{B}_{t-s}+6 B_{s}^{2} \tilde{B}_{t-s}^{2}+4 B_{s} \tilde{B}_{t-s}^{3}+\tilde{B}_{t-s}^{4} \mid \mathcal{F}_{s}\right] \\
& =B_{s}^{4}+6(t-s) B_{s}^{2}+3(t-s)^{2}
\end{aligned}
$$

and so

$$
E\left[B_{t}^{4}-6 t B_{t}^{2} \mid \mathcal{F}_{s}\right]=B_{s}^{4}-6 s B_{s}^{2}+3\left(s^{2}-t^{2}\right)
$$

By optional sampling, we may derive some useful formulas.
Lemma 12.3 (moment relations) Consider a Brownian motion $B$ and an optional time $\tau$ such that $B^{\tau}$ is bounded. Then

$$
\begin{equation*}
E B_{\tau}=0, \quad E \tau=E B_{\tau}^{2}, \quad E \tau^{2} \leq 4 E B_{\tau}^{4} \tag{1}
\end{equation*}
$$

Proof: By optional stopping and Lemma 12.2, we get for any $t \geq 0$

$$
\begin{gather*}
E B_{\tau \wedge t}=0, \quad E(\tau \wedge t)=E B_{\tau \wedge t}^{2}  \tag{2}\\
3 E(\tau \wedge t)^{2}+E B_{\tau \wedge t}^{4}=6 E(\tau \wedge t) B_{\tau \wedge t}^{2} \tag{3}
\end{gather*}
$$

The first two relations in (1) follow from (2) by dominated and monotone convergence as $t \rightarrow \infty$. In particular, $E \tau<\infty$, so we may take limits even in (3) and conclude by dominated and monotone convergence together with the Cauchy-Buniakovsky inequality that

$$
3 E \tau^{2}+E B_{\tau}^{4}=6 E \tau B_{\tau}^{2} \leq 6\left(E \tau^{2} E B_{\tau}^{4}\right)^{1 / 2}
$$

Writing $r=\left(E \tau^{2} / E B_{\tau}^{4}\right)^{1 / 2}$, we get $3 r^{2}+1 \leq 6 r$. Thus, $3(r-1)^{2} \leq 2$, and finally, $r \leq 1+(2 / 3)^{1 / 2}<2$.

The next result shows how an arbitrary distribution with mean zero can be expressed as a mixture of centered two-point distributions. For any $a \leq$ $0 \leq b$, let $\nu_{a, b}$ denote the unique probability measure on $\{a, b\}$ with mean zero. Clearly, $\nu_{a, b}=\delta_{0}$ when $a b=0$; otherwise,

$$
\nu_{a, b}=\frac{b \delta_{a}-a \delta_{b}}{b-a}, \quad a<0<b
$$

It is easy to verify that $\nu$ is a probability kernel from $\mathbb{R}_{-} \times \mathbb{R}_{+}$to $\mathbb{R}$. For mappings between two measure spaces, measurability is defined in terms of the $\sigma$-fields generated by all evaluation maps $\pi_{B}: \mu \mapsto \mu B$, where $B$ is an arbitrary set in the underlying $\sigma$-field.

Lemma 12.4 (randomization) For any distribution $\mu$ on $\mathbb{R}$ with mean zero, there exists a distribution $\mu^{*}$ on $\mathbb{R}_{-} \times \mathbb{R}_{+}$with $\mu=\int \mu^{*}(d x d y) \nu_{x, y}$. Here we may choose $\mu^{*}$ to be a measurable function of $\mu$.

Proof (Chung): Let $\mu_{ \pm}$denote the restrictions of $\mu$ to $\mathbb{R}_{ \pm} \backslash\{0\}$, define $l(x) \equiv x$, and put $c=\int l d \mu_{+}=-\int l d \mu_{-}$. For any measurable function $f: \mathbb{R} \rightarrow \mathbb{R}_{+}$with $f(0)=0$, we get

$$
\begin{aligned}
c \int f d \mu & =\int l d \mu_{+} \int f d \mu_{-}-\int l d \mu_{-} \int f d \mu_{+} \\
& =\iint(y-x) \mu_{-}(d x) \mu_{+}(d y) \int f d \nu_{x, y}
\end{aligned}
$$

and so we may take

$$
\mu^{*}(d x d y)=\mu\{0\} \delta_{0,0}(d x d y)+c^{-1}(y-x) \mu_{-}(d x) \mu_{+}(d y)
$$

The measurability of the mapping $\mu \mapsto \mu^{*}$ is clear by a monotone class argument if we note that $\mu^{*}(A \times B)$ is a measurable function of $\mu$ for arbitrary $A, B \in \mathcal{B}(\mathbb{R})$.

The embedding in Theorem 12.1 will now be constructed recursively, beginning with the first random variable $\xi_{1}$.

Lemma 12.5 (embedding of random variable) Fix a probability measure $\mu$ on $\mathbb{R}$ with mean 0 , let the pair $(\alpha, \beta)$ have distribution $\mu^{*}$ as in Lemma 12.4, and let $B$ be an independent Brownian motion. Then $\tau=\inf \left\{t \geq 0 ; B_{t} \in\right.$ $\{\alpha, \beta\}\}$ is an optional time for the filtration $\mathcal{F}_{t}=\sigma\left\{\alpha, \beta ; B_{s}, s \leq t\right\}$, and moreover

$$
P \circ B_{\tau}^{-1}=\mu, \quad E \tau=\int x^{2} \mu(d x), \quad E \tau^{2} \leq 4 \int x^{4} \mu(d x)
$$

Proof: The process $B$ is clearly an $\mathcal{F}$-Brownian motion, and it is further seen as in Lemma 6.6 (ii) that the time $\tau$ is $\mathcal{F}$-optional. Using Lemma 12.3 and Fubini's theorem, we get

$$
\begin{aligned}
P \circ B_{\tau}^{-1} & =E P\left[B_{\tau} \in \cdot \mid \alpha, \beta\right]=E \nu_{\alpha, \beta}=\mu \\
E \tau & =E E[\tau \mid \alpha, \beta]=E \int x^{2} \nu_{\alpha, \beta}(d x)=\int x^{2} \mu(d x) \\
E \tau^{2} & =E E\left[\tau^{2} \mid \alpha, \beta\right] \leq 4 E \int x^{4} \nu_{\alpha, \beta}(d x)=4 \int x^{4} \mu(d x)
\end{aligned}
$$

Proof of Theorem 12.1: Let $\mu$ be the common distribution of the $\xi_{n}$. Introduce a Brownian motion $B$ and some independent i.i.d. pairs $\left(\alpha_{n}, \beta_{n}\right)$, $n \in \mathbb{N}$, with the distribution $\mu^{*}$ of Lemma 12.4. Define recursively the random times $0=\tau_{0} \leq \tau_{1} \leq \cdots$ by

$$
\tau_{n}=\inf \left\{t \geq \tau_{n-1} ; B_{t}-B_{\tau_{n-1}} \in\left\{\alpha_{n}, \beta_{n}\right\}\right\}, \quad n \in \mathbb{N} .
$$

Here each $\tau_{n}$ is clearly optional for the filtration $\mathcal{F}_{t}=\sigma\left\{\alpha_{k}, \beta_{k}, k \geq 1 ; B^{t}\right\}$, $t \geq 0$, and $B$ is an $\mathcal{F}$-Brownian motion. By the strong Markov property at $\tau_{n}$, the process $B_{t}^{(n)}=B_{\tau_{n}+t}-B_{\tau_{n}}$ is then a Brownian motion independent of $G_{n}=\sigma\left\{\tau_{k}, B_{\tau_{k}} ; k \leq n\right\}$. Since moreover $\left(\alpha_{n+1}, \beta_{n+1}\right) \Perp\left(B^{(n)}, \mathcal{G}_{n}\right)$, we obtain $\left(\alpha_{n+1}, \beta_{n+1}, B^{(n)}\right) \Perp \mathcal{G}_{n}$, and so the pairs $\left(\Delta \tau_{n}, \Delta B_{\tau_{n}}\right)$ are i.i.d. The remaining assertions now follow by Lemma 12.5.

The last theorem enables us to approximate the entire random walk by a Brownian motion. As before, we assume the underlying probability space to be rich enough to support any randomization variables we may need.

Theorem 12.6 (approximation of random walk, Skorohod, Strassen) Let $\xi_{1}, \xi_{2}, \ldots$ be i.i.d. random variables with mean 0 and variance 1, and write $S_{n}=\xi_{1}+\cdots+\xi_{n}$. Then there exists a Brownian motion $B$ with

$$
\begin{equation*}
t^{-1 / 2} \sup _{s \leq t}\left|S_{[s]}-B_{s}\right| \xrightarrow{P} 0, \quad t \rightarrow \infty, \tag{4}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{S_{[t]}-B_{t}}{\sqrt{2 t \log \log t}}=0 \quad \text { a.s. } \tag{5}
\end{equation*}
$$

The proof of (5) requires the following estimate.

Lemma 12.7 (rate of continuity) For a Brownian motion $B$ in $\mathbb{R}$, we have

$$
\lim _{r \downarrow 1} \limsup _{t \rightarrow \infty} \sup _{t \leq u \leq r t} \frac{\left|B_{u}-B_{t}\right|}{\sqrt{2 t \log \log t}}=0 \quad \text { a.s. }
$$

Proof: Write $h(t)=(2 t \log \log t)^{1 / 2}$. It is enough to show that

$$
\begin{equation*}
\lim _{r \downarrow 1} \limsup _{n \rightarrow \infty} \sup _{r^{n} \leq t \leq r^{n+1}} \frac{\left|B_{t}-B_{r^{n}}\right|}{h\left(r^{n}\right)}=0 \text { a.s. } \tag{6}
\end{equation*}
$$

Proceeding as in the proof of Theorem 11.18, we get as $n \rightarrow \infty$ for fixed $r>1$ and $c>0$

$$
\begin{aligned}
P\left\{\sup _{t \in\left[r^{n}, r^{n+1}\right]}\left|B_{t}-B_{r^{n}}\right|>\operatorname{ch}\left(r^{n}\right)\right\} & \leq P\left\{B\left(r^{n}(r-1)\right)>\operatorname{ch}\left(r^{n}\right)\right\} \\
& \leq n^{-c^{2} /(r-1)}(\log n)^{-1 / 2}
\end{aligned}
$$

where as before $a \leq b$ means that $a \leq c b$ for some constant $c>0$. If $c^{2}>r-1$, it is clear from the Borel-Cantelli lemma that the limsup in (6) is a.s. bounded by $c$, and the relation follows as we let $r \rightarrow 1$.

For the main proof, we need to introduce the modulus of continuity

$$
w(f, t, h)=\sup _{r, s \leq t,|r-s| \leq h}\left|f_{r}-f_{s}\right|, \quad t, h>0
$$

Proof of Theorem 12.6: By Theorems 5.10 and 12.1 we may choose a Brownian motion $B$ and some optional times $0 \equiv \tau_{0} \leq \tau_{1} \leq \cdots$ such that $S_{n}=B_{\tau_{n}}$ a.s. for all $n$, and the differences $\tau_{n}-\tau_{n-1}$ are i.i.d. with mean 1 . Then $\tau_{n} / n \rightarrow 1$ a.s. by the law of large numbers, so $\tau_{[t]} / t \rightarrow 1$ a.s., and (5) follows by Lemma 12.7.

Next define

$$
\delta_{t}=\sup _{s \leq t}\left|\tau_{[s]}-s\right|, \quad t \geq 0
$$

and note that the a.s. convergence $\tau_{n} / n \rightarrow 1$ implies $\delta_{t} / t \rightarrow 0$ a.s. Fix any $t, h, \varepsilon>0$, and conclude by the scaling property of $B$ that

$$
\begin{aligned}
& P\left\{t^{-1 / 2} \sup _{s \leq t}\left|B_{\tau_{[s]}}-B_{s}\right|>\varepsilon\right\} \\
& \leq P\left\{w(B, t+t h, t h)>\varepsilon t^{1 / 2}\right\}+P\left\{\delta_{t}>t h\right\} \\
&=P\{w(B, 1+h, h)>\varepsilon\}+P\left\{t^{-1} \delta_{t}>h\right\}
\end{aligned}
$$

Here the right-hand side tends to zero as $t \rightarrow \infty$ and then $h \rightarrow 0$, and (4) follows.

As an immediate application of the last theorem, we may extend the law of the iterated logarithm to suitable random walks.

Corollary 12.8 (law of the iterated logarithm, Hartman and Wintner) Let $\xi_{1}, \xi_{2}, \ldots$ be i.i.d. random variables with mean 0 and variance 1, and define $S_{n}=\xi_{1}+\cdots+\xi_{n}$. Then

$$
\limsup _{n \rightarrow \infty} \frac{S_{n}}{\sqrt{2 n \log \log n}}=1 \quad \text { a.s. }
$$

Proof: Combine Theorems 11.18 and 12.6.

To derive a weak convergence result, let $D[0,1]$ denote the space of all functions on $[0,1]$ that are right-continuous with left-hand limits (rcll). For our present needs it is convenient to equip $D[0,1]$ with the norm $\|x\|=$ $\sup _{t}\left|x_{t}\right|$ and the $\sigma$-field $\mathcal{D}$ generated by all evaluation maps $\pi_{t}: x \mapsto x_{t}$. The norm is clearly $\mathcal{D}$-measurable, and so the same thing is true for the open balls $B_{x, r}=\{y ;\|x-y\|<r\}, x \in D[0,1], r>0$. (However, $\mathcal{D}$ is strictly smaller than the Borel $\sigma$-field induced by the norm.)

Given a process $X$ with paths in $D[0,1]$ and a mapping $f: D[0,1] \rightarrow \mathbb{R}$, we shall say that $f$ is a.s. continuous at $X$ if $X \notin D_{f}$ a.s., where $D_{f}$ is the set of functions $x \in D[0,1]$ where $f$ is discontinuous. (The measurability of $D_{f}$ is irrelevant here, provided that we interpret the condition in the sense of inner measure.)

We may now state a functional version of the classical central limit theorem.

Theorem 12.9 (functional central limit theorem, Donsker) Let $\xi_{1}, \xi_{2}, \ldots$ be i.i.d. random variables with mean 0 and variance 1, and define

$$
X_{t}^{n}=n^{-1 / 2} \sum_{k \leq n t} \xi_{k}, \quad t \in[0,1], n \in \mathbb{N} .
$$

Consider a Brownian motion $B$ on $[0,1]$, and let $f: D[0,1] \rightarrow \mathbb{R}$ be measurable and a.s. continuous at $B$. Then $f\left(X^{n}\right) \xrightarrow{d} f(B)$.

The result follows immediately from Theorem 12.6 together with the following lemma.

Lemma 12.10 (approximation and convergence) Let $X_{1}, X_{2}, \ldots$ and $Y_{1}, Y_{2}$, $\ldots$ be rcll processes on $[0,1]$ with $Y_{n} \stackrel{d}{=} Y_{1} \equiv Y$ for all $n$ and $\left\|X_{n}-Y_{n}\right\| \xrightarrow{P} 0$, and let $f: D[0,1] \rightarrow \mathbb{R}$ be measurable and a.s. continuous at $Y$. Then $f\left(X_{n}\right) \xrightarrow{d} f(Y)$.

Proof: Put $T=\mathbb{Q} \cap[0,1]$. By Theorem 5.10 there exist some processes $X_{n}^{\prime}$ on $T$ such that $\left(X_{n}^{\prime}, Y\right) \stackrel{d}{=}\left(X_{n}, Y_{n}\right)$ on $T$ for all $n$. Then each $X_{n}^{\prime}$ is a.s. bounded and has finitely many upcrossings of any nondegenerate interval, and so the process $\tilde{X}_{n}(t)=X_{n}^{\prime}(t+)$ exists a.s. with paths in $D[0,1]$. From the right continuity of paths, it is also clear that $\left(\tilde{X}_{n}, Y\right) \stackrel{d}{=}\left(X_{n}, Y_{n}\right)$ on $[0,1]$ for every $n$.

To obtain the desired convergence, we note that $\left\|\tilde{X}_{n}-Y\right\| \stackrel{d}{=}\left\|X_{n}-Y_{n}\right\| \xrightarrow{P}$ 0 , and hence $f\left(X_{n}\right) \stackrel{d}{=} f\left(\tilde{X}_{n}\right) \xrightarrow{P} f(Y)$ as in Lemma 3.3.

In particular, we may recover the central limit theorem in Proposition 4.9 by taking $f(x)=x_{1}$ in Theorem 12.9. We may also obtain results that go beyond the classical theory, such as for the choice $f(x)=\sup _{t}\left|x_{t}\right|$. As a less obvious application, we shall see how the arcsine laws of Theorem 11.16 can be extended to suitable random walks. Recall that a random variable $\xi$ is said to be arcsine distributed if $\xi \stackrel{d}{=} \sin ^{2} \alpha$, where $\alpha$ is $U(0,2 \pi)$.

Theorem 12.11 (arcsine laws, Erdös and Kac, Sparre-Andersen) Let $\left(S_{n}\right)$ be a random walk based on some distribution $\mu$ with mean 0 and variance 1, and define for $n \in \mathbb{N}$

$$
\begin{aligned}
\tau_{n}^{1} & =n^{-1} \sum_{k \leq n} 1\left\{S_{k}>0\right\}, \\
\tau_{n}^{2} & =n^{-1} \min \left\{k \geq 0 ; S_{k}=\max _{j \leq n} S_{j}\right\}, \\
\tau_{n}^{3} & =n^{-1} \max \left\{k \leq n ; S_{k} S_{n} \leq 0\right\}
\end{aligned}
$$

Then $\tau_{n}^{i} \xrightarrow{d} \tau$ for $i=1,2,3$, where $\tau$ is arcsine distributed. The results for $i=1,2$ remain valid for any nondegenerate, symmetric distribution $\mu$.

For the proof, we consider on $D[0,1]$ the functionals

$$
\begin{aligned}
f_{1}(x) & =\lambda\left\{t \in[0,1] ; x_{t}>0\right\} \\
f_{2}(x) & =\inf \left\{t \in[0,1] ; x_{t} \vee x_{t-}=\sup _{s \leq 1} x_{s}\right\} \\
f_{3}(x) & =\sup \left\{t \in[0,1] ; x_{t} x_{1} \leq 0\right\}
\end{aligned}
$$

The following result is elementary.
Lemma 12.12 (continuity of functionals) The functionals $f_{i}$ are measurable. Furthermore, $f_{1}$ is continuous at $x$ iff $\lambda\left\{t ; x_{t}=0\right\}=0, f_{2}$ is continuous at $x$ iff $x_{t} \vee x_{t-}$ has a unique maximum, and $f_{3}$ is continuous at $x$ if 0 is not a local extreme of $x_{t}$ or $x_{t-}$ on $(0,1]$.

Proof of Theorem 12.11: Clearly, $\tau_{n}^{i}=f_{i}\left(X^{n}\right)$ for $n \in \mathbb{N}$ and $i=1,2,3$, where

$$
X_{t}^{n}=n^{-1 / 2} S_{[n t]}, \quad t \in[0,1], n \in \mathbb{N}
$$

To prove the first assertion, it suffices by Theorems 11.16 and 12.9 to show that each $f_{i}$ is a.s. continuous at $B$. Thus, we need to verify that $B$ a.s. satisfies the conditions in Lemma 12.12. For $f_{1}$ this is obvious, since by Fubini's theorem

$$
E \lambda\left\{t \leq 1 ; B_{t}=0\right\}=\int_{0}^{1} P\left\{B_{t}=0\right\} d t=0
$$

The conditions for $f_{2}$ and $f_{3}$ follow easily from Lemma 11.15.

To prove the last assertion, it is enough to consider $\tau_{n}^{1}$ since $\tau_{n}^{2}$ has the same distribution by Corollary 9.20 . Then we introduce an independent Brownian motion $B$ and define

$$
\sigma_{n}^{\varepsilon}=n^{-1} \sum_{k \leq n} 1\left\{\varepsilon B_{k}+(1-\varepsilon) S_{k}>0\right\}, \quad n \in \mathbb{N}, \varepsilon \in(0,1] .
$$

By the first assertion, together with Theorem 8.11 and Corollary 9.20, we have $\sigma_{n}^{\varepsilon} \stackrel{d}{=} \sigma_{n}^{1} \xrightarrow{d} \tau$. Since $P\left\{S_{n}=0\right\} \rightarrow 0$, e.g. by Theorem 3.17, we further note that

$$
\limsup _{\varepsilon \rightarrow 0}\left|\sigma_{n}^{\varepsilon}-\tau_{n}^{1}\right| \leq n^{-1} \sum_{k \leq n} 1\left\{S_{k}=0\right\} \xrightarrow{P} 0
$$

Hence, we may choose some constants $\varepsilon_{n} \rightarrow 0$ with $\sigma_{n}^{\varepsilon_{n}}-\tau_{n}^{1} \xrightarrow{P} 0$, and by Theorem 3.28 we get $\tau_{n}^{1} \xrightarrow{d} \tau$.

Theorem 12.9 is often referred to as an invariance principle, because the limiting distribution of $f\left(X^{n}\right)$ is the same for all i.i.d. sequences $\left(\xi_{k}\right)$ with mean 0 and variance 1. This fact is often useful for applications, since a direct computation may be possible for some special choice of distribution, such as for $P\left\{\xi_{k}= \pm 1\right\}=\frac{1}{2}$.

The approximation Theorem 12.6 yields a corresponding result for renewal processes, regarded here as nondecreasing step processes.

Theorem 12.13 (approximation of renewal processes) Let $N$ be a renewal process based on some distribution $\mu$ with mean 1 and variance $\sigma^{2} \in(0, \infty)$. Then there exists a Brownian motion $B$ such that

$$
\begin{equation*}
t^{-1 / 2} \sup _{s \leq t}\left|N_{s}-s-\sigma B_{s}\right| \xrightarrow{P} 0, \quad t \rightarrow \infty \tag{7}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{N_{t}-t-\sigma B_{t}}{\sqrt{2 t \log \log t}}=0 \quad \text { a.s. } \tag{8}
\end{equation*}
$$

Proof: Let $\tau_{0}, \tau_{1}, \ldots$ be the renewal times of $N$, and introduce the random walk $S_{n}=n-\tau_{n}+\tau_{0}, n \in \mathbb{Z}_{+}$. Choosing a Brownian motion $B$ as in Theorem 12.6, we get

$$
\lim _{n \rightarrow \infty} \frac{N_{\tau_{n}}-\tau_{n}-\sigma B_{n}}{\sqrt{2 n \log \log n}}=\lim _{n \rightarrow \infty} \frac{S_{n}-\sigma B_{n}}{\sqrt{2 n \log \log n}}=0 \text { a.s. }
$$

Since $\tau_{n} \sim n$ a.s. by the law of large numbers, we may replace $n$ in the denominator by $\tau_{n}$, and by Lemma 12.7 we may further replace $B_{n}$ by $B_{\tau_{n}}$. Hence,

$$
\frac{N_{t}-t-\sigma B_{t}}{\sqrt{2 t \log \log t}} \rightarrow 0 \text { a.s. along }\left(\tau_{n}\right) .
$$

To obtain (8), it remains by Lemma 12.7 to show that

$$
\frac{\tau_{n+1}-\tau_{n}}{\sqrt{2 \tau_{n} \log \log \tau_{n}}} \rightarrow 0 \text { a.s. }
$$

which may be seen most easily from Theorem 12.6.

From Theorem 12.6 it is further seen that

$$
n^{-1 / 2} \sup _{k \leq n}\left|N_{\tau_{k}}-\tau_{k}-\sigma B_{k}\right|=n^{-1 / 2} \sup _{k \leq n}\left|S_{k}-\tau_{0}-\sigma B_{k}\right| \xrightarrow{P} 0,
$$

and by Brownian scaling,

$$
n^{-1 / 2} w(B, n, 1) \stackrel{d}{=} w\left(B, 1, n^{-1}\right) \rightarrow 0 .
$$

To get (7), it is then enough to show that

$$
n^{-1 / 2} \sup _{k \leq n}\left|\tau_{k}-\tau_{k-1}-1\right|=n^{-1 / 2} \sup _{k \leq n}\left|S_{k}-S_{k-1}\right| \xrightarrow{P} 0,
$$

which is again clear from Theorem 12.6.

We may now proceed as in Corollary 12.8 and Theorem 12.9 to deduce an associated law of the iterated logarithm and a weak convergence result.

Corollary 12.14 (limits of renewal processes) Let $N$ be a renewal process based on some distribution $\mu$ with mean 1 and variance $\sigma^{2}<\infty$. Then

$$
\limsup _{t \rightarrow \infty} \frac{ \pm\left(N_{t}-t\right)}{\sqrt{2 t \log \log t}}=\sigma \quad \text { a.s. }
$$

If $B$ is a Brownian motion and

$$
X_{t}^{r}=\frac{N_{r t}-r t}{\sigma r^{1 / 2}}, \quad t \in[0,1], r>0
$$

then also $f\left(X^{r}\right) \xrightarrow{d} f(B)$ as $r \rightarrow \infty$, for any measurable function $f: D[0,1] \rightarrow$ $\mathbb{R}$ that is a.s. continuous at $B$.

The weak convergence part of the last corollary yields a similar result for the empirical distribution functions associated with a sequence of i.i.d. random variables. In this case the asymptotic behavior can be expressed in terms of a Brownian bridge.

Theorem 12.15 (approximation of empirical distribution functions) Let $\xi_{1}, \xi_{2}, \ldots$ be i.i.d. random variables with distribution function $F$ and empirical distribution functions $\hat{F}_{1}, \hat{F}_{2}, \ldots$. Then there exist some Brownian bridges $B^{1}, B^{2}, \ldots$ with

$$
\begin{equation*}
\sup _{x}\left|n^{1 / 2}\left\{\hat{F}_{n}(x)-F(x)\right\}-B^{n} \circ F(x)\right| \xrightarrow{P} 0, \quad n \rightarrow \infty \tag{9}
\end{equation*}
$$

Proof: As in the proof of Proposition 3.24, we may easily reduce the discussion to the case when the $\xi_{n}$ are $U(0,1)$, and $F(t) \equiv t$ on $[0,1]$. Then, clearly,

$$
n^{1 / 2}\left(\hat{F}_{n}(t)-F(t)\right)=n^{-1 / 2} \sum_{k \leq n}\left(1\left\{\xi_{k} \leq t\right\}-t\right), \quad t \in[0,1]
$$

Now introduce for each $n$ some independent Poisson random variable $\kappa_{n}$ with mean $n$, and conclude from Proposition 10.3 that $N_{t}^{n}=\sum_{k \leq \kappa_{n}} 1\left\{\xi_{k} \leq t\right\}$ is a homogeneous Poisson process on $[0,1]$ with rate $n$. By Theorem 12.13 there exist some Brownian motions $W^{n}$ on $[0,1]$ with

$$
\sup _{t \leq 1}\left|n^{-1 / 2}\left(N_{t}^{n}-n t\right)-W_{t}^{n}\right| \xrightarrow{P} 0 .
$$

For the associated Brownian bridges $B_{t}^{n}=W_{t}^{n}-t W_{1}^{n}$ we get

$$
\sup _{t \leq 1}\left|n^{-1 / 2}\left(N_{t}^{n}-t N_{1}^{n}\right)-B_{t}^{n}\right| \xrightarrow{P} 0 .
$$

To deduce (9), it is enough to show that

$$
\begin{equation*}
n^{-1 / 2} \sup _{t \leq 1}\left|\sum_{k \leq\left|\kappa_{n}-n\right|}\left(1\left\{\xi_{k} \leq t\right\}-t\right)\right| \xrightarrow{P} 0 . \tag{10}
\end{equation*}
$$

Here $\left|\kappa_{n}-n\right| \xrightarrow{P} \infty$, e.g. by Proposition 4.9, and so (10) holds by Proposition 3.24 with $n^{1 / 2}$ replaced by $\left|\kappa_{n}-n\right|$. It remains to note that $n^{-1 / 2}\left|\kappa_{n}-n\right|$ is tight, since $E\left(\kappa_{n}-n\right)^{2}=n$.

Our next aim is to establish martingale versions of the Skorohod embedding Theorem 12.1 and the associated approximation Theorem 12.6.

Theorem 12.16 (embedding of martingales) Let $\left(M_{n}\right)$ be a martingale with $M_{0}=0$ and induced filtration $\left(\mathcal{G}_{n}\right)$. Then there exist a Brownian motion $B$ and associated optional times $0=\tau_{0} \leq \tau_{1} \leq \cdots$ such that $M_{n}=B_{\tau_{n}}$ a.s. for all $n$ and, moreover,

$$
\begin{align*}
E\left[\Delta \tau_{n} \mid \mathcal{F}_{n-1}\right] & =E\left[\left(\Delta M_{n}\right)^{2} \mid \mathcal{G}_{n-1}\right]  \tag{11}\\
E\left[\left(\Delta \tau_{n}\right)^{2} \mid \mathcal{F}_{n-1}\right] & \leq 4 E\left[\left(\Delta M_{n}\right)^{4} \mid \mathcal{G}_{n-1}\right] \tag{12}
\end{align*}
$$

where $\left(\mathcal{F}_{n}\right)$ denotes the filtration induced by the pairs $\left(M_{n}, \tau_{n}\right)$.
Proof: Let $\mu_{1}, \mu_{2}, \ldots$ be probability kernels satisfying

$$
\begin{equation*}
P\left[\Delta M_{n} \in \cdot \mid \mathcal{G}_{n-1}\right]=\mu_{n}\left(M_{1}, \ldots, M_{n-1} ; \cdot\right) \text { a.s., } \quad n \in \mathbb{N} . \tag{13}
\end{equation*}
$$

Since the $M_{n}$ form a martingale, we may assume that $\mu_{n}(x ; \cdot)$ has mean 0 for all $x \in \mathbb{R}^{n-1}$. Define the associated measures $\mu_{n}^{*}(x ; \cdot)$ on $\mathbb{R}^{2}$ as in Lemma 12.4, and conclude from the measurability part of the lemma that $\mu_{n}^{*}$ is a probability kernel from $\mathbb{R}^{n-1}$ to $\mathbb{R}^{2}$. Next choose some measurable functions $f_{n}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{2}$ as in Lemma 2.22 such that $f_{n}(x, \vartheta)$ has distribution $\mu_{n}^{*}(x, \cdot)$ when $\vartheta$ is $U(0,1)$.

Now fix any Brownian motion $B^{\prime}$ and some independent i.i.d. $U(0,1)$ random variables $\vartheta_{1}, \vartheta_{2}, \ldots$ Take $\tau_{0}^{\prime}=0$, and recursively define the random variables $\alpha_{n}, \beta_{n}$, and $\tau_{n}^{\prime}, n \in \mathbb{N}$, through the relations

$$
\begin{align*}
\left(\alpha_{n}, \beta_{n}\right) & =f_{n}\left(B_{\tau_{1}^{\prime}}^{\prime}, \ldots, B_{\tau_{n-1}^{\prime}}^{\prime}, \vartheta_{n}\right)  \tag{14}\\
\tau_{n}^{\prime} & =\inf \left\{t \geq \tau_{n-1}^{\prime} ; B_{t}^{\prime}-B_{\tau_{n-1}^{\prime}}^{\prime} \in\left\{\alpha_{n}, \beta_{n}\right\}\right\} \tag{15}
\end{align*}
$$

Since $B^{\prime}$ is a Brownian motion for the filtration $\mathcal{B}_{t}=\sigma\left\{\left(B^{\prime}\right)^{t},\left(\vartheta_{n}\right)\right\}, t \geq 0$, and each $\tau_{n}^{\prime}$ is $\mathcal{B}$-optional, the strong Markov property shows that $B_{t}^{(n)}=$ $B_{\tau_{n}^{\prime}+t}^{\prime}-B_{\tau_{n}^{\prime}}^{\prime}$ is again a Brownian motion independent of $\mathcal{F}_{n}^{\prime}=\sigma\left\{\tau_{k}^{\prime}, B_{\tau_{k}^{\prime}}^{\prime}\right.$; $k \leq n\}$. Since also $\vartheta_{n+1} \Perp\left(B^{(n)}, \mathcal{F}_{n}^{\prime}\right)$, we have $\left(B^{(n)}, \vartheta_{n+1}\right) \Perp \mathcal{F}_{n}^{\prime}$. Writing $\mathcal{G}_{n}^{\prime}=\sigma\left\{B_{\tau_{k}^{\prime}}^{\prime} ; k \leq n\right\}$, it follows easily that

$$
\begin{equation*}
\left(\Delta \tau_{n+1}^{\prime}, \Delta B_{\tau_{n+1}^{\prime}}^{\prime}\right) \Perp_{\mathcal{G}_{n}^{\prime}} \mathcal{F}_{n}^{\prime} . \tag{16}
\end{equation*}
$$

By (14) and Theorem 5.4 we have

$$
\begin{equation*}
P\left[\left(\alpha_{n}, \beta_{n}\right) \in \cdot \mid \mathcal{G}_{n-1}^{\prime}\right]=\mu_{n}^{*}\left(B_{\tau_{1}^{\prime}}^{\prime}, \ldots, B_{\tau_{n-1}^{\prime}}^{\prime} ; \cdot\right) \tag{17}
\end{equation*}
$$

Moreover, $B^{(n-1)} \Perp\left(\alpha_{n}, \beta_{n}, \mathcal{G}_{n-1}^{\prime}\right)$, so $B^{(n-1)} \Perp_{\mathcal{G}_{n-1}^{\prime}}\left(\alpha_{n}, \beta_{n}\right)$ and $B^{(n-1)}$ is conditionally a Brownian motion. Applying Lemma 12.5 to the conditional distributions given $\mathcal{G}_{n-1}^{\prime}$, we get by (15), (16), and (17)

$$
\begin{align*}
P\left[\Delta B_{\tau_{n}^{\prime}}^{\prime} \in \cdot \mid \mathcal{G}_{n-1}^{\prime}\right] & =\mu_{n}\left(B_{\tau_{1}^{\prime}}^{\prime}, \ldots, B_{\tau_{n-1}^{\prime}}^{\prime} ; \cdot\right),  \tag{18}\\
E\left[\Delta \tau_{n}^{\prime} \mid \mathcal{F}_{n-1}^{\prime}\right]=E\left[\Delta \tau_{n}^{\prime} \mid \mathcal{G}_{n-1}^{\prime}\right] & =E\left[\left(\Delta B_{\tau_{n}^{\prime}}^{\prime}\right)^{2} \mid \mathcal{G}_{n-1}^{\prime}\right],  \tag{19}\\
E\left[\left(\Delta \tau_{n}^{\prime}\right)^{2} \mid \mathcal{F}_{n-1}^{\prime}\right]=E\left[\left(\Delta \tau_{n}^{\prime}\right)^{2} \mid \mathcal{G}_{n-1}^{\prime}\right] & \leq 4 E\left[\left(\Delta B_{\tau_{n}^{\prime}}^{\prime}\right)^{4} \mid \mathcal{G}_{n-1}^{\prime}\right] . \tag{20}
\end{align*}
$$

Comparing (13) and (18), it is clear that $\left(B_{\tau_{n}^{\prime}}^{\prime}\right) \stackrel{d}{=}\left(M_{n}\right)$. By Theorem 5.10 we may then choose a Brownian motion $B$ with associated optional times $\tau_{1}, \tau_{2}, \ldots$ such that

$$
\left\{B,\left(M_{n}\right),\left(\tau_{n}\right)\right\} \stackrel{d}{=}\left\{B^{\prime},\left(B_{\tau_{n}^{\prime}}^{\prime}\right),\left(\tau_{n}^{\prime}\right)\right\}
$$

All a.s. relations between the objects on the right, involving also their conditional expectations given any induced $\sigma$-fields, remain valid for the objects on the left. In particular, $M_{n}=B_{\tau_{n}}$ a.s. for all $n$, and relations (19) and (20) imply the corresponding formulas (11) and (12).

We shall use the last theorem to show how martingales with small jumps can be approximated by a Brownian motion. For martingales $M$ on $\mathbb{Z}_{+}$, we may introduce the quadratic variation $[M]$ and predictable quadratic variation $\langle M\rangle$, given by

$$
[M]_{n}=\sum_{k \leq n}\left(\Delta M_{k}\right)^{2}, \quad\langle M\rangle_{n}=\sum_{k \leq n} E\left[\left(\Delta M_{k}\right)^{2} \mid \mathcal{F}_{k-1}\right]
$$

Continuous-time versions of those processes are considered in Chapters 15 and 23.

Theorem 12.17 (approximation of martingales with small jumps) For each $n \in \mathbb{N}$, let $M^{n}$ be an $\mathcal{F}^{n}$-martingale on $\mathbb{Z}_{+}$with $M_{0}^{n}=0$ and $\left|\Delta M_{k}^{n}\right| \leq 1$, and assume that $\sup _{k}\left|\Delta M_{k}^{n}\right| \xrightarrow{P} 0$. Define

$$
X_{t}^{n}=\sum_{k} \Delta M_{k}^{n} 1\left\{\left[M^{n}\right]_{k} \leq t\right\}, \quad t \in[0,1], n \in \mathbb{N}
$$

and put $\zeta_{n}=\left[M^{n}\right]_{\infty}$. Then $\left(X^{n}-B^{n}\right)_{\zeta_{n} \wedge 1}^{*} \xrightarrow{P} 0$ for some Brownian motions $B^{n}$. This remains true with $\left[M^{n}\right]$ replaced by $\left\langle M^{n}\right\rangle$, and we may further replace the condition $\sup _{k}\left|\Delta M_{k}^{n}\right| \xrightarrow{P} 0$ by

$$
\begin{equation*}
\sum_{k} P\left[\left|\Delta M_{k}^{n}\right|>\varepsilon \mid \mathcal{F}_{k-1}^{n}\right] \xrightarrow{P} 0, \quad \varepsilon>0 \tag{21}
\end{equation*}
$$

For the proof we need to show that the time scales given by the sequences $\left(\tau_{k}^{n}\right),\left[M^{n}\right]$, and $\left\langle M^{n}\right\rangle$ are asymptotically equivalent.

Lemma 12.18 (time-scale comparison) Let the martingales in Theorem 12.17 be given by $M_{k}^{n}=B^{n} \circ \tau_{k}^{n}$ a.s., for some Brownian motions $B^{n}$ with associated optional times $\tau_{k}^{n}$ as in Theorem 12.16. Put $\kappa_{t}^{n}=\inf \left\{k ;\left[M^{n}\right]_{k}>t\right\}$. Then, as $n \rightarrow \infty$ for fixed $t>0$,

$$
\begin{equation*}
\sup _{k \leq \kappa_{t}^{n}}\left(\left|\tau_{k}^{n}-\left[M^{n}\right]_{k}\right| \vee\left|\left[M^{n}\right]_{k}-\left\langle M^{n}\right\rangle_{k}\right|\right) \xrightarrow{P} 0 \tag{22}
\end{equation*}
$$

Proof: By optional stopping, we may assume that $\left[M^{n}\right]$ is uniformly bounded and take the supremum in (22) over all $k$. To handle the second difference in (22), we note that $D_{n}=\left[M^{n}\right]-\left\langle M^{n}\right\rangle$ is a martingale for each $n$. Using the martingale property, Proposition 6.16, and dominated convergence, we get

$$
\begin{aligned}
E\left(D^{n}\right)^{* 2} & \lesssim \sup _{k} E\left(D_{k}^{n}\right)^{2}=\sum_{k} E\left(\Delta D_{k}^{n}\right)^{2} \\
& =\sum_{k} E E\left[\left(\Delta D_{k}^{n}\right)^{2} \mid \mathcal{F}_{k-1}^{n}\right] \\
& \leq \sum_{k} E E\left[\left(\Delta\left[M^{n}\right]_{k}\right)^{2} \mid \mathcal{F}_{k-1}^{n}\right] \\
& =E \sum_{k}\left(\Delta M_{k}^{n}\right)^{4} \leqq E \sup _{k}\left(\Delta M_{k}^{n}\right)^{2} \rightarrow 0
\end{aligned}
$$

and so $\left(D^{n}\right)^{*} \xrightarrow{P} 0$. This clearly remains true if each sequence $\left\langle M^{n}\right\rangle$ is defined in terms of the filtration $\mathcal{G}^{n}$ induced by $M^{n}$.

To complete the proof of (22), it is enough to show, for the latter versions of $\left\langle M^{n}\right\rangle$, that $\left(\tau^{n}-\left\langle M^{n}\right\rangle\right)^{*} \xrightarrow{P} 0$. Then let $\mathcal{T}^{n}$ denote the filtration induced by the pairs $\left(M_{k}^{n}, \tau_{k}^{n}\right), k \in \mathbb{N}$, and conclude from (11) that

$$
\left\langle M^{n}\right\rangle_{m}=\sum_{k \leq m} E\left[\Delta \tau_{k}^{n} \mid \mathcal{T}_{k-1}^{n}\right], \quad m, n \in \mathbb{N}
$$

Hence, $\tilde{D}^{n}=\tau^{n}-\left\langle M^{n}\right\rangle$ is a $\mathcal{T}^{n}$-martingale. Using (11) and (12), we then get as before

$$
\begin{aligned}
E\left(\tilde{D}^{n}\right)^{* 2} & \lesssim \sup _{k} E\left(\tilde{D}_{k}^{n}\right)^{2}=\sum_{k} E E\left[\left(\Delta \tilde{D}_{k}^{n}\right)^{2} \mid \mathcal{T}_{k-1}^{n}\right] \\
& \leq \sum_{k} E E\left[\left(\Delta \tau_{k}^{n}\right)^{2} \mid \mathcal{T}_{k-1}^{n}\right] \\
& \lesssim \sum_{k} E E\left[\left(\Delta M_{k}^{n}\right)^{4} \mid \mathcal{G}_{k-1}^{n}\right] \\
& =E \sum_{k}\left(\Delta M_{k}^{n}\right)^{4} \lesseqgtr E \sup _{k}\left(\Delta M_{k}^{n}\right)^{2} \rightarrow 0
\end{aligned}
$$

The sufficiency of (21) is a consequence of the following simple estimate.

Lemma 12.19 (Dvoretzky) For any filtration $\mathcal{F}$ on $\mathbb{Z}_{+}$and sets $A_{n} \in \mathcal{F}_{n}$, $n \in \mathbb{N}$, we have

$$
P \bigcup_{n} A_{n} \leq P\left\{\sum_{n} P\left[A_{n} \mid \mathcal{F}_{n-1}\right]>\varepsilon\right\}+\varepsilon, \quad \varepsilon>0
$$

Proof: Write $\xi_{n}=1_{A_{n}}$ and $\hat{\xi}_{n}=P\left[A_{n} \mid \mathcal{F}_{n-1}\right]$, fix any $\varepsilon>0$, and define $\tau=\inf \left\{n ; \hat{\xi}_{1}+\cdots+\hat{\xi}_{n}>\varepsilon\right\}$. Then $\{\tau \leq n\} \in \mathcal{F}_{n-1}$ for each $n$, and so

$$
E \sum_{n<\tau} \xi_{n}=\sum_{n} E\left[\xi_{n} ; \tau>n\right]=\sum_{n} E\left[\hat{\xi}_{n} ; \tau>n\right]=E \sum_{n<\tau} \hat{\xi}_{n} \leq \varepsilon .
$$

Hence,

$$
P \bigcup_{n} A_{n} \leq P\{\tau<\infty\}+E \sum_{n<\tau} \xi_{n} \leq P\left\{\sum_{n} \hat{\xi}_{n}>\varepsilon\right\}+\varepsilon .
$$

Proof of Theorem 12.17: To prove the result for the time-scales [ $M^{n}$ ], we may reduce by optional stopping to the case when $\left[M^{n}\right] \leq 2$ for all $n$. For each $n$ we may choose some Brownian motion $B^{n}$ and associated optional times $\tau_{k}^{n}$ as in Theorem 12.16. Then

$$
\left(X^{n}-B^{n}\right)_{\zeta_{n} \wedge 1}^{*} \leq w\left(B^{n}, 1+\delta_{n}, \delta_{n}\right), \quad n \in \mathbb{N}
$$

where

$$
\delta_{n}=\sup _{k}\left\{\left|\tau_{k}^{n}-\left[M^{n}\right]_{k}\right|+\left(\Delta M_{k}^{n}\right)^{2}\right\}
$$

and so

$$
E\left[\left(X^{n}-B^{n}\right)_{\zeta_{n} \wedge 1}^{*} \wedge 1\right] \leq E\left[w\left(B^{n}, 1+h, h\right) \wedge 1\right]+P\left\{\delta_{n}>h\right\}
$$

Since $\delta_{n} \xrightarrow{P} 0$ by Lemma 12.18 , the right-hand side tends to zero as $n \rightarrow \infty$ and then $h \rightarrow 0$, and the assertion follows.

In the case of the time-scales $\left\langle M^{n}\right\rangle$, define $\kappa_{n}=\inf \left\{k ;\left[M^{n}\right]>2\right\}$. Then $\left[M^{n}\right]_{\kappa_{n}}-\left\langle M^{n}\right\rangle_{\kappa_{n}} \xrightarrow{P} 0$ by Lemma 12.18, so $P\left\{\left\langle M^{n}\right\rangle_{\kappa_{n}}<1, \kappa_{n}<\infty\right\} \rightarrow 0$, and we may reduce by optional stopping to the case when $\left[M^{n}\right] \leq 3$. The proof may now be completed as before.

Though the Skorohod embedding has no natural extension to higher dimensions, one can still obtain useful multidimensional approximations by applying the previous results to each component separately. To illustrate the method, we shall see how suitable random walks in $\mathbb{R}^{d}$ can be approximated by continuous processes with stationary, independent increments. Extensions to more general limits are obtained by different methods in Corollary 13.20 and Theorem 14.14.

Theorem 12.20 (approximation of random walks in $\mathbb{R}^{d}$ ) Consider in $\mathbb{R}^{d}$ a Brownian motion $B$ and some random walks $S^{1}, S^{2}, \ldots$ such that $S_{m_{n}}^{n} \xrightarrow{d} \sigma B_{1}$ for some $d \times d$-matrix $\sigma$ and some integers $m_{n} \rightarrow \infty$. Then there exist some processes $X^{n} \stackrel{d}{=}\left(S_{\left[m_{n} t\right]}^{n}\right)$ with $\left(X^{n}-\sigma B\right)_{t}^{*} \xrightarrow{P} 0$ for all $t \geq 0$.

Proof: By Theorem 4.15 we have

$$
\max _{k \leq m_{n} t}\left|\Delta S_{k}^{n}\right| \xrightarrow{P} 0, \quad t \geq 0,
$$

and so we may assume that $\left|\Delta S_{k}^{n}\right| \leq 1$ for all $n$ and $k$. Subtracting the means, we may further assume that $E S_{k}^{n} \equiv 0$. Writing $Y_{t}^{n}=S_{\left[m_{n} t\right]}^{n}$ and applying Theorem 12.17 in each coordinate, we get $w\left(Y^{n}, t, h\right) \xrightarrow{P} 0$ as $n \rightarrow \infty$ and then $h \rightarrow 0$. Furthermore, $w(\sigma B, t, h) \rightarrow 0$ a.s. as $h \rightarrow 0$.

Using Theorem 4.15 in both directions gives $Y_{t_{n}}^{n} \xrightarrow{d} \sigma B_{t}$ as $t_{n} \rightarrow t$. By independence, it follows that $\left(Y_{t_{1}}^{n}, \ldots, Y_{t_{m}}^{n}\right) \xrightarrow{d} \sigma\left(B_{t_{1}}, \ldots, B_{t_{m}}\right)$ for all $n \in \mathbb{N}$ and $t_{1}, \ldots, t_{n} \in \mathbb{Q}_{+}$, and so $Y^{n} \xrightarrow{d} \sigma B$ on $\mathbb{Q}_{+}$by Theorem 3.29. By Theorem 3.30, or more conveniently by Corollary 5.12 and Theorem A2.2, there exist some rcll processes $X^{n} \stackrel{d}{=} Y^{n}$ with $X_{t}^{n} \rightarrow \sigma B_{t}$ a.s. for all $\mathbb{Q}_{+}$. For any $t, h>0$ we have

$$
\begin{aligned}
E\left[\left(X^{n}-\sigma B\right)_{t}^{*} \wedge 1\right] \leq E & {\left[\max _{j \leq t / h}\left|X_{j h}^{n}-\sigma B_{j h}\right| \wedge 1\right] } \\
& +E\left[w\left(X^{n}, t, h\right) \wedge 1\right]+E[w(\sigma B, t, h) \wedge 1]
\end{aligned}
$$

Multiplying by $e^{-t}$, integrating over $t>0$, and letting $n \rightarrow \infty$ and then $h \rightarrow 0$ along $\mathbb{Q}_{+}$, we get by dominated convergence

$$
\int_{0}^{\infty} e^{-t} E\left[\left(X^{n}-\sigma B\right)_{t}^{*} \wedge 1\right] d t \rightarrow 0
$$

Hence, by monotonicity, the last integrand tends to zero as $n \rightarrow \infty$, and so $\left(X^{n}-\sigma B\right)_{t}^{*} \xrightarrow{P} 0$ for each $t>0$.

## Exercise

1. Proceed as in Lemma 12.2 to construct Brownian martingales with leading terms $B_{t}^{3}$ and $B_{t}^{5}$. Use multiple Wiener-Itô integrals to give an alternative proof of the lemma, and find for each $n$ a martingale with leading term $B_{t}^{n}$. (Hint: Use Theorem 11.25.)

## Chapter 13

## Independent Increments and Infinite Divisibility


#### Abstract

Regularity and jump structure; Lévy representation; independent increments and infinite divisibility; stable processes; characteristics and convergence criteria; approximation of Lévy processes and random walks; limit theorems for null arrays; convergence of extremes


In Chapters 10 and 11 we saw how Poisson processes and Brownian motion arise as special processes with independent increments. Our present aim is to study more general processes of this type. Under a mild regularity assumption, we shall derive a general representation of independent-increment processes in terms of a Gaussian component and a jump component, where the latter is expressible as a suitably compensated Poisson integral. Of special importance is the time-homogeneous case of so-called Lévy processes, which admit a description in terms of a characteristic triple ( $a, b, \nu$ ), where $a$ is the diffusion rate, $b$ is the drift coefficient, and $\nu$ is the Lévy measure that determines the rates for jumps of different sizes.

In the same way that Brownian motion is the basic example of both a a diffusion process and a continuous martingale, the general Lévy processes constitute the fundamental cases of both Markov processes and general semimartingales. As a motivation for the general weak convergence theory of Chapter 14, we shall further see how Lévy processes serve as the natural approximations to random walks. In particular, such approximations may be used to extend two of the arcsine laws for Brownian motion to general symmetric Lévy processes. Increasing Lévy processes, even called subordinators, play a basic role in Chapter 19, where they appear in representations of local time and regenerative sets.

The distributions of Lévy processes at fixed times coincide with the infinitely divisible laws, which also arise as the most general limit laws in the classical limit theorems for null arrays. The special cases of convergence toward Poisson and Gaussian limits were considered in Chapter 4, and now we shall be able to characterize the convergence toward an arbitrary infinitely divisible law. Though characteristic functions will still be needed occasionally as a technical tool, the present treatment is more probabilistic in flavor and involves as crucial steps a centering at truncated means followed by a compound Poisson approximation.

To resume our discussion of general independent-increment processes, say that a process $X$ in $\mathbb{R}^{d}$ is continuous in probability if $X_{s} \xrightarrow{P} X_{t}$ whenever $s \rightarrow t$. Let us further say that a function $f$ on $\mathbb{R}_{+}$or $[0,1]$ is right-continuous with left-hand limits (abbreviated as rcll) if the right- and left-hand limits $f_{t \pm}$ exist and are finite and if, moreover, $f_{t+} \equiv f_{t}$. A process $X$ is said to be rcll if its paths have this property. In that case only jump discontinuities may occur, and we say that $X$ has a fixed jump at some time $t>0$ if $P\left\{X_{t} \neq X_{t-}\right\}>0$.

The following result gives the basic regularity properties of independentincrement processes. A similar result for Feller processes is obtained by different methods in Theorem 17.15.

Theorem 13.1 (regularization, Lévy) Let the process $X$ in $\mathbb{R}^{d}$ be continuous in probability with independent increments. Then $X$ has an rcll version without fixed jumps.

For the proof we shall use a martingale argument based on the characteristic functions

$$
\varphi_{s, t}(u)=E \exp \left\{i u\left(X_{t}-X_{s}\right)\right\}, \quad u \in \mathbb{R}^{d}, 0 \leq s \leq t .
$$

Note that $\varphi_{r, s} \varphi_{s, t}=\varphi_{r, t}$ for any $r \leq s \leq t$, and put $\varphi_{0, t}=\varphi_{t}$. In order to construct associated martingales, we need to know that $\varphi_{s, t} \neq 0$.

Lemma 13.2 (zeros) For any $u \in \mathbb{R}^{d}$ and $s \leq t$ we have $\varphi_{s, t}(u) \neq 0$.
Proof: Fix any $u \in \mathbb{R}^{d}$ and $s \leq t$. Since $X$ is continuous in probability, there exists for any $r \geq 0$ some $h>0$ such that $\varphi_{r, r^{\prime}}(u) \neq 0$ whenever $\left|r-r^{\prime}\right|<h$. By compactness we may then choose finitely many division point $s=t_{0}<t_{1}<\cdots<t_{n}=t$ such that $\varphi_{t_{k-1}, t_{k}}(u) \neq 0$ for all $k$, and by the independence of the increments we get $\varphi_{s, t}(u)=\prod_{k} \varphi_{t_{k-1}, t_{k}}(u) \neq 0$.

We also need the following deterministic convergence criterion.
Lemma 13.3 (convergence in $\mathbb{R}^{d}$ ) Fix any $a_{1}, a_{2}, \ldots \in \mathbb{R}^{d}$. Then $a_{n}$ converges iff $e^{i u a_{n}}$ converges for almost every $u \in \mathbb{R}^{d}$.

Proof: Assume the stated condition. Fix a nondegenerate Gaussian random vector $\eta$ in $\mathbb{R}^{d}$, and note that $\exp \left\{\operatorname{it\eta }\left(a_{m}-a_{n}\right)\right\} \rightarrow 1$ a.s. as $m, n \rightarrow \infty$ for fixed $t \in \mathbb{R}$. By dominated convergence the characteristic function of $\eta\left(a_{m}-a_{n}\right)$ tends to 1 , and so $\eta\left(a_{m}-a_{n}\right) \xrightarrow{P} 0$ by Theorem 4.3, which implies $a_{m}-a_{n} \rightarrow 0$. Thus, $\left(a_{n}\right)$ is Cauchy and therefore convergent.

Proof of Theorem 13.1: We may clearly assume that $X_{0}=0$. By Lemma 13.2 we may define

$$
M_{t}^{u}=\frac{e^{i u X_{t}}}{\varphi_{t}(u)}, \quad t \geq 0, u \in \mathbb{R}^{d},
$$

which is clearly a martingale in $t$ for each $u$. Letting $\Omega_{u} \subset \Omega$ denote the set where $e^{i u X_{t}}$ has limits from the left and right along $\mathbb{Q}_{+}$at every $t \geq 0$, it is seen from Theorem 6.18 that $P \Omega_{u}=1$.

Restating the definition of $\Omega_{u}$ in terms of upcrossings, we note that the set $A=\left\{(u, \omega) ; \omega \in \Omega_{u}\right\}$ is product measurable in $\mathbb{R}^{d} \times \Omega$. Writing $A_{\omega}=\left\{u \in \mathbb{R}^{d} ; \omega \in \Omega_{u}\right\}$, it follows by Fubini's theorem that the set $\Omega^{\prime}=\left\{\omega ; \lambda^{d} A_{\omega}^{c}=0\right\}$ has probability 1 . If $\omega \in \Omega^{\prime}$ we have $u \in A_{\omega}$ for almost every $u \in \mathbb{R}^{d}$, and so Lemma 13.3 shows that $X$ itself has finite right- and left-hand limits along $\mathbb{Q}_{+}$. Now define $\tilde{X}_{t}=X_{t+}$ on $\Omega^{\prime}$ and $\tilde{X}=0$ on $\Omega^{\prime c}$, and note that $\tilde{X}$ is rcll everywhere. Further note that $\tilde{X}$ is a version of $X$ since $X_{t+h} \xrightarrow{P} X_{t}$ as $h \rightarrow 0$ for fixed $t$ by hypothesis. For the same reason $\tilde{X}$ has no fixed jumps.

We proceed to state the general representation theorem. Given any Poisson process $\eta$ with intensity measure $\nu=E \eta$, we recall from Theorem 10.15 that the integral $(\eta-\nu) f=\int f(x)(\eta-\nu)(d x)$ exists in the sense of approximation in probability iff $\nu\left(f^{2} \wedge|f|\right)<\infty$.

Theorem 13.4 (independent-increment processes, Lévy, Itô) Let $X$ be an rcll process in $\mathbb{R}^{d}$ with $X_{0}=0$. Then $X$ has independent increments and no fixed jumps iff, a.s. for each $t \geq 0$,

$$
\begin{equation*}
X_{t}=m_{t}+G_{t}+\int_{0}^{t} \int_{|x| \leq 1} x(\eta-E \eta)(d s d x)+\int_{0}^{t} \int_{|x|>1} x \eta(d s d x) \tag{1}
\end{equation*}
$$

for some continuous function $m$ with $m_{0}=0$, some continuous centered Gaussian process $G$ with independent increments and $G_{0}=0$, and some independent Poisson process $\eta$ on $(0, \infty) \times\left(\mathbb{R}^{d} \backslash\{0\}\right)$ with

$$
\begin{equation*}
\int_{0}^{t} \int\left(|x|^{2} \wedge 1\right) E \eta(d s d x)<\infty, \quad t>0 \tag{2}
\end{equation*}
$$

In the special case when $X$ is real and nondecreasing, (1) simplifies to

$$
\begin{equation*}
X_{t}=a_{t}+\int_{0}^{t} \int_{0}^{\infty} x \eta(d s d x), \quad t \geq 0 \tag{3}
\end{equation*}
$$

for some nondecreasing continuous function a with $a_{0}=0$ and some Poisson process $\eta$ on $(0, \infty)^{2}$ with

$$
\begin{equation*}
\int_{0}^{t} \int_{0}^{\infty}(x \wedge 1) E \eta(d s d x)<\infty, \quad t>0 \tag{4}
\end{equation*}
$$

Both representations are a.s. unique, and all functions $m, a$ and processes $G, \eta$ with the stated properties may occur.

We begin the proof by analyzing the jump structure of $X$. Let us then introduce the random measure

$$
\begin{equation*}
\eta=\sum_{t} \delta_{t, \Delta X_{t}}=\sum_{t} 1\left\{\left(t, \Delta X_{t}\right) \in \cdot\right\} \tag{5}
\end{equation*}
$$

where the summation extends over all times $t>0$ with $\Delta X_{t} \equiv X_{t}-X_{t-} \neq 0$. We say that $\eta$ is locally $X$-measurable if for any $s<t$ the measure $\eta((s, t] \times \cdot)$ is a measurable function of the process $X_{r}-X_{s}, r \in[s, t]$.

Lemma 13.5 (Poisson process of jumps) Let $X$ be an rcll process in $\mathbb{R}^{d}$ with independent increments and no fixed jumps. Then $\eta$ in (5) is a locally $X$-measurable Poisson process on $(0, \infty) \times\left(\mathbb{R}^{d} \backslash\{0\}\right)$ satisfying (2). If $X$ is further real valued and nondecreasing, then $\eta$ is supported by $(0, \infty)^{2}$ and satisfies (4).

Proof (beginning): Fix any times $s<t$, and consider a sequence of partitions $s=t_{n, 0}<\cdots<t_{n, n}$ with $\max _{k}\left(t_{n, k}-t_{n, k-1}\right) \rightarrow 0$. For any continuous function $f$ on $\mathbb{R}^{d}$ that vanishes in a neighborhood of 0 , we have

$$
\sum_{k} f\left(X_{t_{n, k}}-X_{t_{n, k-1}}\right) \rightarrow \int f(x) \eta((s, t] \times d x)
$$

which implies the measurability of the integrals on the right. By a simple approximation we may conclude that $\eta((s, t] \times B)$ is measurable for every compact set $B \subset \mathbb{R}^{d} \backslash\{0\}$. The measurability extends by a monotone class argument to all random variables $\eta A$, where $A$ is included in some fixed bounded rectangle $[0, t] \times B$, and the further extension to arbitrary Borel sets is immediate.

Since $X$ has independent increments and no fixed jumps, the same properties hold for $\eta$, which is then Poisson by Theorem 10.11. If $X$ is real valued and nondecreasing, then (4) holds by Theorem 10.15.

The proof of (2) requires a further lemma, which is also needed for the main proof.

Lemma 13.6 (orthogonality and independence) Let $X$ and $Y$ be rcll processes in $\mathbb{R}^{d}$ with $X_{0}=Y_{0}=0$ such that $(X, Y)$ has independent increments and no fixed jumps. Also assume that $Y$ is a.s. a step process and that $\Delta X \cdot \Delta Y=0$ a.s. Then $X \Perp Y$.

Proof: Define $\eta$ as in (5) in terms of $Y$, and note as before that $\eta$ is locally $Y$-measurable whereas $Y$ is locally $\eta$-measurable. By a simple transformation of $\eta$ we may reduce to the case when $Y$ has bounded jumps. Since $\eta$ is Poisson, $Y$ then has integrable variation on every finite interval. By Corollary 2.7 we need to show that $\left(X_{t_{1}}, \ldots, X_{t_{n}}\right) \Perp\left(Y_{t_{1}}, \ldots, Y_{t_{n}}\right)$ for any $t_{1}<\cdots<t_{n}$, and by Lemma 2.8 it suffices to show for all $s<t$ that $X_{t}-X_{s} \Perp Y_{t}-Y_{s}$. Without loss of generality, we may take $s=0$ and $t=1$.

Then fix any $u, v \in \mathbb{R}^{d}$, and introduce the locally bounded martingales

$$
M_{t}=\frac{e^{i u X_{t}}}{E e^{i u X_{t}}}, \quad N_{t}=\frac{e^{i v Y_{t}}}{E e^{i v Y_{t}}}, \quad t \geq 0
$$

Note that $N$ again has integrable variation on $[0,1]$. For $n \in \mathbb{N}$ we get by the martingale property and dominated convergence

$$
\begin{aligned}
E M_{1} N_{1}-1 & =E \sum_{k \leq n}\left(M_{k / n}-M_{(k-1) / n}\right)\left(N_{k / n}-N_{(k-1) / n}\right) \\
& =E \int_{0}^{1}\left(M_{[s n+1-] / n}-M_{[s n-] / n}\right) d N_{s} \\
& \rightarrow E \int_{0}^{1} \Delta M_{s} d N_{s}=E \sum_{s \leq 1} \Delta M_{s} \Delta N_{s}=0 .
\end{aligned}
$$

Thus, $E M_{1} N_{1}=1$, and so

$$
E e^{i u X_{1}+i v Y_{1}}=E e^{i u X_{1}} E e^{i v Y_{1}}, \quad u, v \in \mathbb{R}^{d} .
$$

The asserted independence $X_{1} \Perp Y_{1}$ now follows by the uniqueness theorem for characteristic functions.

End of proof of Lemma 13.5: It remains to prove (2). Then define $\eta_{t}=$ $\eta([0, t] \times \cdot)$, and note that $\eta_{t}\{x ;|x|>\varepsilon\}<\infty$ a.s. for all $t, \varepsilon>0$ because $X$ is rcll. Since $\eta$ is Poisson, the same relations hold for the measures $E \eta_{t}$, and so it suffices to prove that

$$
\begin{equation*}
\int_{|x| \leq 1}|x|^{2} E \eta_{t}(d x)<\infty, \quad t>0 \tag{6}
\end{equation*}
$$

Then introduce for each $\varepsilon>0$ the process

$$
X_{t}^{\varepsilon}=\sum_{s \leq t} \Delta X_{s} 1\left\{\left|\Delta X_{s}\right|>\varepsilon\right\}=\int_{|x|>\varepsilon} x \eta_{t}(d x), \quad t \geq 0
$$

and note that $X^{\varepsilon} \Perp X-X^{\varepsilon}$ by Lemma 13.6. By Lemmas 10.2 and 13.2 we get for any $\varepsilon, t>0$ and $u \in \mathbb{R}^{d} \backslash\{0\}$

$$
\begin{aligned}
0 & <\left|E e^{i u X_{t}}\right| \leq\left|E e^{i u X_{t}^{\varepsilon}}\right|=\left|E \exp \int_{|x|>\varepsilon} i u x \eta_{t}(d x)\right| \\
& =\left|\exp \int_{|x|>\varepsilon}\left(e^{i u x}-1\right) E \eta_{t}(d x)\right|=\exp \int_{|x|>\varepsilon}(\cos u x-1) E \eta_{t}(d x)
\end{aligned}
$$

Letting $\varepsilon \rightarrow 0$ gives

$$
\int_{|u x| \leq 1}|u x|^{2} E \eta_{t}(d x) \leq \int(1-\cos u x) E \eta_{t}(d x)<\infty
$$

and (6) follows since $u$ is arbitrary.
Proof of Theorem 13.4: In the nondecreasing case, we may subtract the jump component to obtain a continuous, nondecreasing process $Y$ with independent increments, and from Theorem 4.11 it is clear that $Y$ is a.s. nonrandom. Thus, in this case we get a representation as in (3).

In the general case, introduce for each $\varepsilon \in[0,1]$ the martingale

$$
M_{t}^{\varepsilon}=\int_{0}^{t} \int_{|x| \in(\varepsilon, 1]} x(\eta-E \eta)(d s d x), \quad t \geq 0
$$

Put $M_{t}=M_{t}^{0}$, and let $J_{t}$ denote the last term in (1). By Proposition 6.16 we have $E\left(M^{\varepsilon}-M^{0}\right)_{t}^{* 2} \rightarrow 0$ for each $t$. Thus, $M+J$ has a.s. the same jumps as $X$, and so the process $Y=X-M-J$ is a.s. continuous. Since $\eta$ is locally $X$-measurable, the same thing is true for $Y$. Theorem 11.4 then shows that $Y$ is Gaussian with continuous mean and covariance functions. Subtracting the means $m_{t}$ yields a continuous, centered Gaussian process $G$, and by Lemma 13.6 we get $G \Perp\left(M^{\varepsilon}+J\right)$ for every $\varepsilon>0$. The independence extends to $M$ by Lemma 2.6, and so $G \Perp \eta$.

The uniqueness of $\eta$ is clear from (5), and $G$ is then determined by subtraction. From Theorem 10.15 it is further seen that the integrals in (1) and (3) exist for any Poisson process $\eta$ with the stated properties, and we note that the resulting process has independent increments.

We may now specialize to the time-homogeneous case, when the distribution of $X_{t+h}-X_{t}$ depends only on $h$. An rcll process $X$ in $\mathbb{R}^{d}$ with stationary independent increments and $X_{0}=0$ is called a Lévy process. If $X$ is also real and nonnegative, it is often called a subordinator.

Corollary 13.7 (Lévy processes and subordinators) An rcll process $X$ in $\mathbb{R}^{d}$ is Lévy iff (1) holds with $m_{t} \equiv b t, G_{t} \equiv \sigma B_{t}$, and $E \eta=\lambda \otimes \nu$ for some $b \in \mathbb{R}^{d}$, some $d \times d$-matrix $\sigma$, some measure $\nu$ on $\mathbb{R}^{d} \backslash\{0\}$ with $\int\left(|x|^{2} \wedge 1\right) \nu(d x)<\infty$, and some Brownian motion $B \Perp \eta$ in $\mathbb{R}^{d}$. Furthermore, $X$ is a subordinator iff (3) holds with $a_{t} \equiv$ at and $E \eta=\lambda \otimes \nu$ for some $a \geq 0$ and some measure $\nu$ on $(0, \infty)$ with $\int(x \wedge 1) \nu(d x)<\infty$. The triple $\left(\sigma \sigma^{\prime}, b, \nu\right)$ or pair $(a, \nu)$ is determined by $P \circ X^{-1}$, and any $a, b, \sigma$, and $\nu$ with the stated properties may occur.

The measure $\nu$ above is called the Lévy measure of $X$, and the quantities $\sigma \sigma^{\prime}, b$, and $\nu$ or $a$ and $\nu$ are referred to collectively as the characteristics of $X$.

Proof: The stationarity of the increments excludes the possibility of fixed jumps, and so $X$ has a representation as in Theorem 13.4. The stationarity also implies that $E \eta$ is time invariant. Thus, Lemma 1.29 yields $E \eta=\lambda \otimes \nu$ for some measure $\nu$ on $\mathbb{R}^{d} \backslash\{0\}$ or $(0, \infty)$. The stated conditions on $\nu$ are immediate from (2) and (4). Finally, Theorem 11.4 gives the form of the continuous component. Formula (5) shows that $\eta$ is a measurable function of $X$, and so $\nu$ is uniquely determined by $P \circ X^{-1}$. The uniqueness of the remaining characteristics then follows by subtraction.

From the representations in Theorem 13.4 we may easily deduce the following so-called Lévy-Khinchin formulas for the associated characteristic
functions or Laplace transforms. Here we shall write $u^{\prime}$ for the transpose of $u$.

Corollary 13.8 (characteristic exponents, Kolmogorov, Lévy) Let $X$ be a Lévy process in $\mathbb{R}^{d}$ with characteristics $(a, b, \nu)$. Then $E e^{i u X_{t}}=e^{t \psi_{u}}$ for all $t \geq 0$ and $u \in \mathbb{R}^{d}$, where

$$
\begin{equation*}
\psi_{u}=i u^{\prime} b-\frac{1}{2} u^{\prime} a u+\int\left(e^{i u^{\prime} x}-1-i u^{\prime} x 1\{|x| \leq 1\}\right) \nu(d x), \quad u \in \mathbb{R}^{d} \tag{7}
\end{equation*}
$$

If $X$ is a subordinator with characteristics $(a, \nu)$, then also $E e^{-u X_{t}}=e^{-t \chi_{u}}$ for all $t, u \geq 0$, where

$$
\begin{equation*}
\chi_{u}=u a+\int\left(1-e^{-u x}\right) \nu(d x), \quad u \geq 0 \tag{8}
\end{equation*}
$$

In both cases the characteristics are determined by the distribution of $X_{1}$.
Proof: Formula (8) follows immediately from (3) and Lemma 10.2. Similarly, (7) is obtained from (1) by the same lemma when $\nu$ is bounded, and the general case then follows by dominated convergence.

To prove the last assertion, we note that $\psi$ is the unique continuous function with $\psi_{0}=0$ satisfying $e^{\psi_{u}}=E e^{i u X_{1}}$. By the uniqueness theorem for characteristic functions and the independence of the increments, $\psi$ determines all finite-dimensional distributions of $X$, and so the uniqueness of the characteristics follows from the uniqueness in Corollary 13.7.

From Proposition 7.5 we note that a Lévy process $X$ is Markov for the induced filtration $\mathcal{G}=\left(\mathcal{G}_{t}\right)$ with translation-invariant transition kernels $\mu_{t}(x, B)=\mu_{t}(B-x)=P\left\{X_{t} \in B-x\right\}$. More generally, given any filtration $\mathcal{F}$, we say that $X$ is Lévy with respect to $\mathcal{F}$, or simply $\mathcal{F}$-Lévy, if $X$ is adapted to $\mathcal{F}$ and such that $\left(X_{t}-X_{s}\right) \Perp \mathcal{F}_{s}$ for all $s<t$. In particular, we may take $\mathcal{F}_{t}=\mathcal{G}_{t} \vee \mathcal{N}, t \geq 0$, where $\mathcal{N}=\sigma\{N \subset A ; A \in \mathcal{A}, P A=0\}$. Note that the latter filtration is right-continuous by Corollary 6.25. Just as for Brownian motion in Theorem 11.11, it is further seen that a process $X$ which is $\mathcal{F}$-Lévy for some right-continuous, complete filtration $\mathcal{F}$ is a strong Markov process, in the sense that the process $X^{\prime}=\theta_{\tau} X-X_{\tau}$ satisfies $X \stackrel{d}{=} X^{\prime} \Perp \mathcal{F}_{\tau}$ for any finite optional time $\tau$.

We turn to a brief discussion of some basic symmetry properties. A process $X$ on $\mathbb{R}_{+}$is said to be self-similar if for any $r>0$ there exists some $s=h(r)>0$ such that the process $X_{r t}, t \geq 0$, has the same distribution as $s X$. Excluding the trivial case when $X_{t}=0$ a.s. for all $t>0$, it is clear that $h$ satisfies the Cauchy equation $h(x y)=h(x) h(y)$. If $X$ is right-continuous, then $h$ is continuous, and the only solutions are of the form $h(x)=x^{\alpha}$ for some $\alpha \in \mathbb{R}$.

Let us now return to the context of Lévy processes. Such a process $X$ is said to be strictly stable if it is self-similar and weakly stable if it is selfsimilar apart from a centering, so that for each $r>0$ the process $\left(X_{r t}\right)$ has
the same distribution as $\left(s X_{t}+b t\right)$ for suitable $s$ and $b$. In the latter case, the corresponding symmetrized process is strictly stable, so $s$ is again of the form $r^{\alpha}$. In both cases it is clear that $\alpha>0$. We may then introduce the index $p=\alpha^{-1}$ and say that $X$ is strictly or weakly $p$-stable. The terminology carries over to random variables or vectors with the same distribution as $X_{1}$.

Proposition 13.9 (stable Lévy processes) Let $X$ be a nondegenerate Lévy process in $\mathbb{R}$ with characteristics $(a, b, \nu)$. Then $X$ is weakly p-stable for some $p>0$ iff exactly one of these conditions holds:
(i) $p=2$ and $\nu=0$;
(ii) $p \in(0,2), a=0$, and $\nu(d x)=c_{ \pm}|x|^{-p-1} d x$ on $\mathbb{R}_{ \pm}$for some $c_{ \pm} \geq 0$.

For subordinators, weak p-stability is equivalent to the condition
(iii) $p \in(0,1)$ and $\nu(d x)=c x^{-p-1} d x$ on $(0, \infty)$ for some $c>0$.

Proof: Writing $S_{r}: x \mapsto r x$ for any $r>0$, we note that the processes $X\left(r^{p} t\right)$ and $r X$ have characteristics $r^{p}(a, b, \nu)$ and $\left(r^{2} a, r b, \nu \circ S_{r}^{-1}\right)$, respectively. Since the latter are determined by the distributions, it follows that $X$ is weakly $p$-stable iff $r^{p} a=r^{2} a$ and $r^{p} \nu=\nu \circ S_{r}^{-1}$ for all $r>0$. In particular, $a=0$ when $p \neq 2$. Writing $F(x)=\nu[x, \infty)$ or $\nu(-\infty,-x]$, we also note that $r^{p} F(r x)=F(x)$ for all $r, x>0$, and so $F(x)=x^{-p} F(1)$, which yields the stated form of the density. The condition $\int\left(x^{2} \wedge 1\right) \nu(d x)<\infty$ implies $p \in(0,2)$ when $\nu \neq 0$. If $X \geq 0$, we have the stronger condition $\int(x \wedge 1) \nu(d x)<\infty$, so in this case $p<1$.

If $X$ is weakly $p$-stable for some $p \neq 1$, it can be made strictly $p$-stable by a suitable centering. In particular, a weakly $p$-stable subordinator is strictly stable iff the drift component vanishes. In the latter case we simply say that $X$ is stable.

The next result shows how stable subordinators may arise naturally even in the study of continuous processes. Given a Brownian motion $B$ in $\mathbb{R}$, introduce the maximum process $M_{t}=\sup _{s \leq t} B_{s}$ and its right-continuous inverse

$$
\begin{equation*}
T_{r}=\inf \left\{t \geq 0 ; M_{t}>r\right\}=\inf \left\{t \geq 0 ; B_{t}>r\right\}, \quad r \geq 0 \tag{9}
\end{equation*}
$$

Theorem 13.10 (inverse maximum process, Lévy) Define $T$ as in (9) in terms of a Brownian motion B. Then $T$ is a $\frac{1}{2}$-stable subordinator with Lévy measure $\nu(d x)=(2 \pi)^{-1 / 2} x^{-3 / 2} d x, x>0$.

Proof: By Lemma 6.6, the random times $T_{r}$ are optional with respect to the right-continuous filtration $\mathcal{F}$ induced by $B$. By the strong Markov property of $B$, the process $\theta_{r} T-T_{r}$ is then independent of $\mathcal{F}_{T_{r}}$ with the same distribution as $T$. Since $T$ is further adapted to the filtration $\left(\mathcal{F}_{T_{r}}\right)$, it follows that $T$ has stationary independent increments and hence is a subordinator.

To see that $T_{\tilde{B}}$ is $\frac{1}{2}$-stable, fix any $c>0$, put $\tilde{B}_{t}=c^{-1} B\left(c^{2} t\right)$, and define $\tilde{T}_{r}=\inf \left\{t \geq 0 ; \tilde{B}_{t}>r\right\}$. Then

$$
T_{c r}=\inf \left\{t \geq 0 ; B_{t}>c r\right\}=c^{2} \inf \left\{t \geq 0 ; \tilde{B}_{t}>r\right\}=c^{2} \tilde{T}_{r}
$$

By Proposition 13.9 the Lévy measure has a density of the form $a x^{-3 / 2}$, $x>0$, and it remains to identify $a$. Then note that the process

$$
X_{t}=\exp \left(u B_{t}-u^{2} t / 2\right), \quad t \geq 0
$$

is a martingale for any $u \in \mathbb{R}$. In particular, $E X_{\tau_{r} \wedge t}=1$ for any $r, t \geq 0$, and since clearly $B_{\tau_{r}}=r$, we get by dominated convergence

$$
E \exp \left(-u^{2} T_{r} / 2\right)=e^{-u r}, \quad u, r \geq 0
$$

Taking $u=\sqrt{2}$ and comparing with Corollary 13.8, we obtain

$$
\frac{\sqrt{2}}{a}=\int_{0}^{\infty}\left(1-e^{-x}\right) x^{-3 / 2} d x=2 \int_{0}^{\infty} e^{-x} x^{-1 / 2} d x=2 \sqrt{\pi}
$$

which shows that $a=(2 \pi)^{-1 / 2}$.
If we add a negative drift to a Brownian motion, the associated maximum process $M$ becomes bounded, and so $T=M^{-1}$ terminates by a jump to infinity. For such occasions, it is useful to consider subordinators with possibly infinite jumps. By a generalized subordinator we mean a process of the form $X_{t} \equiv Y_{t}+\infty \cdot 1\{t \geq \zeta\}$ a.s., where $Y$ is an ordinary subordinator and $\zeta$ is an independent, exponentially distributed random variable. In this case we say that $X$ is obtained from $Y$ by exponential killing. The representation in Theorem 13.4 remains valid in the generalized case, except that $\nu$ is now allowed to have positive mass at $\infty$.

The following characterization is needed in Chapter 19.
Lemma 13.11 (generalized subordinators) Let $X$ be a nondecreasing and right-continuous process in $[0, \infty]$ with $X_{0}=0$, and let $\mathcal{F}$ denote the filtration induced by $X$. Then $X$ is a generalized subordinator iff

$$
\begin{equation*}
P\left[X_{s+t}-X_{s} \in \cdot \mid \mathcal{F}_{s}\right]=P\left\{X_{t} \in \cdot\right\} \text { a.s. on }\left\{X_{s}<\infty\right\}, \quad s, t>0 \tag{10}
\end{equation*}
$$

Proof: Writing $\zeta=\inf \left\{t ; X_{t}=\infty\right\}$, we get from (10) the Cauchy equation

$$
\begin{equation*}
P\{\zeta>s+t\}=P\{\zeta>s\} P\{\zeta>t\}, \quad s, t \geq 0 \tag{11}
\end{equation*}
$$

which shows that $\zeta$ is exponentially distributed with mean $m \in(0, \infty]$. Next define $\mu_{t}=P\left[X_{t} \in \cdot \mid X_{t}<\infty\right], t \geq 0$, and conclude from (10) and (11) that the $\mu_{t}$ form a semigroup under convolution. By Theorem 7.4 there exists a corresponding process $Y$ with stationary, independent increments. From the right-continuity of $X$, it follows that $Y$ is continuous in probability. Hence, $Y$
has a version that is a subordinator. Now choose $\tilde{\zeta} \stackrel{d}{=} \zeta$ with $\tilde{\zeta} \Perp Y$, and let $\tilde{X}$ denote the process $Y$ killed at $\tilde{\zeta}$. Comparing with (10), we note that $\tilde{X} \stackrel{d}{=} X$. By Theorem 5.10 we may assume that even $X=\tilde{X}$ a.s., which means that $X$ is a generalized subordinator. The converse assertion is obvious.

The next result provides the basic link between Lévy processes and triangular arrays. A random vector $\xi$ or its distribution is said to be infinitely divisible if for every $n \in \mathbb{N}$ there exist some i.i.d. random vectors $\xi_{n 1}, \ldots, \xi_{n n}$ with $\sum_{k} \xi_{n k} \stackrel{d}{=} \xi$. By an i.i.d. array we mean a triangular array of random vectors $\xi_{n j}, j \leq m_{n}$, where the $\xi_{n j}$ are i.i.d. for each $n$ and $m_{n} \rightarrow \infty$.

Theorem 13.12 (Lévy processes and infinite divisibility) For any random vector $\xi$ in $\mathbb{R}^{d}$, these conditions are equivalent:
(i) $\xi$ is infinitely divisible;
(ii) $\sum_{j} \xi_{n j} \xrightarrow{d} \xi$ for some i.i.d. array $\left(\xi_{n j}\right)$;
(iii) $\xi \stackrel{d}{=} X_{1}$ for some Lévy process $X$ in $\mathbb{R}^{d}$.

Under those conditions, the distribution of $X$ is determined by that of $\xi$.
A simple lemma is needed for the proof.
Lemma 13.13 If the $\xi_{n j}$ are such as in (ii), then $\xi_{n 1} \xrightarrow{P} 0$.
Proof: Let $\mu$ and $\mu_{n}$ denote the distributions of $\xi$ and $\xi_{n j}$, respectively. Choose $r>0$ so small that $\hat{\mu} \neq 0$ on $[-r, r]$, and write $\hat{\mu}=e^{\psi}$ on this interval, where $\psi:[-r, r] \rightarrow \mathbb{C}$ is continuous with $\psi(0)=0$. Since the convergence $\hat{\mu}_{n}^{m_{n}} \rightarrow \hat{\mu}$ is uniform on bounded intervals, it follows that $\hat{\mu}_{n} \neq 0$ on $[-r, r]$ for sufficiently large $n$. Thus, we may write $\hat{\mu}_{n}(u)=e^{\psi_{n}(u)}$ for $|u| \leq r$, where $m_{n} \psi_{n} \rightarrow \psi$ on $[-r, r]$. Then $\psi_{n} \rightarrow 0$ on the same interval, and therefore $\hat{\mu}_{n} \rightarrow 1$. Now let $\varepsilon \leq r^{-1}$, and note as in Lemma 4.1 that

$$
\begin{aligned}
\int_{-r}^{r}\left(1-\hat{\mu}_{n}(u)\right) d u & =2 r \int\left(1-\frac{\sin r x}{r x}\right) \mu_{n}(d x) \\
& \geq 2 r\left(1-\frac{\sin r \varepsilon}{r \varepsilon}\right) \mu_{n}\{|x| \geq \varepsilon\}
\end{aligned}
$$

As $n \rightarrow \infty$, the left-hand side tends to 0 by dominated convergence, and we get $\mu_{n} \xrightarrow{w} \delta_{0}$.

Proof of Theorem 13.12: Trivially (iii) $\Rightarrow$ (i) $\Rightarrow$ (ii). Now let $\xi_{n j}, j \leq m_{n}$, be an i.i.d. array satisfying (ii), put $\mu_{n}=P \circ \xi_{n j}^{-1}$, and fix any $k \in \mathbb{N}$. By Lemma 13.13 we may assume that $k$ divides each $m_{n}$ and write $\sum_{j} \xi_{n j}=$ $\eta_{n 1}+\cdots+\eta_{n k}$, where the $\eta_{n j}$ are i.i.d. with distribution $\mu_{n}^{*\left(m_{n} / k\right)}$. For any $u \in \mathbb{R}^{d}$ and $r>0$ we have

$$
\left(P\left\{u \eta_{n 1}>r\right\}\right)^{k}=P\left\{\min _{j \leq k} u \eta_{n j}>r\right\} \leq P\left\{\sum_{j \leq k} u \eta_{n j}>k r\right\}
$$

and so the tightness of $\sum_{j} \eta_{n j}$ carries over to the sequence $\eta_{n 1}$. By Proposition 4.21 we may extract a weakly convergent subsequence, say with limiting distribution $\nu_{k}$. Since $\sum_{j} \eta_{n j} \xrightarrow{d} \xi$, it follows by Theorem 4.3 that $\xi$ has distribution $\nu_{k}^{* k}$. Thus, (ii) $\Rightarrow$ (i).

Next assume (i), so that $P \circ \xi^{-1} \equiv \mu=\mu_{n}^{* n}$ for each $n$. By Lemma 13.13 we get $\hat{\mu}_{n} \rightarrow 1$ uniformly on bounded intervals, so $\hat{\mu} \neq 0$, and we may write $\hat{\mu}=e^{\psi}$ and $\hat{\mu}_{n}=e^{\psi_{n}}$ for some continuous functions $\psi$ and $\psi_{n}$ with $\psi(0)=\psi_{n}(0)=0$. Then $\psi=n \psi_{n}$ for each $n$, so $e^{t \psi}$ is a characteristic function for every $t \in \mathbb{Q}_{+}$and then also for $t \in \mathbb{R}_{+}$by Theorem 4.22. By Theorem 5.16 there exists a process $X$ with stationary independent increments such that $X_{t}$ has characteristic function $e^{t \psi}$ for every $t$. Here $X$ is continuous in probability, and so by Theorem 13.1 it has an rcll version, which is the desired Lévy process. Thus, (i) $\Rightarrow$ (iii). The last assertion is clear from Corollary 13.8 .

Justified by the one-to-one correspondence between infinitely divisible distributions $\mu$ and their characteristics $(a, b, \nu)$ or ( $a, \nu$ ), we shall use the notation $\mu=\operatorname{id}(a, b, \nu)$ or $\mu=\operatorname{id}(a, \nu)$, respectively. The last result shows that the class of infinitely divisible laws is closed under weak convergence, and we proceed to derive explicit convergence criteria. Then define for each $h>0$

$$
a^{h}=a+\int_{|x| \leq h} x x^{\prime} \nu(d x), \quad b^{h}=b-\int_{h<|x| \leq 1} x \nu(d x),
$$

where $\int_{h<|x| \leq 1}=-\int_{1<|x| \leq h}$ when $h>1$. In the positive case we may instead define $a^{h}=a+\int_{x \leq h} x \nu(d x)$. Let $\overline{\mathbb{R}^{d}}$ denote the one-point compactification of $\mathbb{R}^{d}$.

Theorem 13.14 (convergence of infinitely divisible distributions)
(i) Let $\mu=\operatorname{id}(a, b, \nu)$ and $\mu_{n}=\operatorname{id}\left(a_{n}, b_{n}, \nu_{n}\right)$ on $\mathbb{R}^{d}$, and fix any $h>0$ with $\nu\{|x|=h\}=0$. Then $\mu_{n} \xrightarrow{w} \mu$ iff $a_{n}^{h} \rightarrow a^{h}, b_{n}^{h} \rightarrow b^{h}$, and $\nu_{n} \xrightarrow{v} \nu$ on $\overline{\mathbb{R}^{d}} \backslash\{0\}$,
(ii) Let $\mu=\operatorname{id}(a, \nu)$ and $\mu_{n}=\operatorname{id}(a, \nu)$ on $\mathbb{R}_{+}$, and fix any $h>0$ with $\nu\{h\}=0$. Then $\mu_{n} \xrightarrow{w} \mu$ iff $a_{n}^{h} \rightarrow a^{h}$ and $\nu_{n} \xrightarrow{v} \nu$ on $(0, \infty]$.

For the proof we shall first consider the one-dimensional case, which allows some important simplifications. Thus, (7) may then be written as

$$
\begin{equation*}
\psi_{u}=i c u+\int\left(e^{i u x}-1-\frac{i u x}{1+x^{2}}\right) \frac{1+x^{2}}{x^{2}} \tilde{\nu}(d x) \tag{12}
\end{equation*}
$$

where

$$
\begin{align*}
\tilde{\nu}(d x) & =\sigma^{2} \delta_{0}(d x)+\frac{x^{2}}{1+x^{2}} \nu(d x)  \tag{13}\\
c & =b+\int\left(\frac{x}{1+x^{2}}-x 1\{|x| \leq 1\}\right) \nu(d x) \tag{14}
\end{align*}
$$

and the integrand in (12) is defined by continuity as $-u^{2} / 2$ when $x=0$. For infinitely divisible distributions on $\mathbb{R}_{+}$, we may instead introduce the measure

$$
\begin{equation*}
\tilde{\nu}(d x)=a \delta_{0}+\left(1-e^{-x}\right) \nu(d x) \tag{15}
\end{equation*}
$$

The associated distributions $\mu$ will be denoted by $\operatorname{Id}(c, \tilde{\nu})$ and $\operatorname{Id}(\tilde{\nu})$, respectively.

Lemma 13.15 (one-dimensional criteria)
(i) Let $\mu=\operatorname{Id}(c, \tilde{\nu})$ and $\mu_{n}=\operatorname{Id}\left(c_{n}, \tilde{\nu}_{n}\right)$ on $\mathbb{R}$. Then $\mu_{n} \xrightarrow{w} \mu$ iff $c_{n} \rightarrow c$ and $\tilde{\nu}_{n} \xrightarrow{w} \tilde{\nu}$.
(ii) Let $\mu=\operatorname{Id}(\tilde{\nu})$ and $\mu_{n}=\operatorname{Id}\left(\tilde{\nu}_{n}\right)$ on $\mathbb{R}_{+}$. Then $\mu_{n} \xrightarrow{w} \mu$ iff $\tilde{\nu}_{n} \xrightarrow{w} \tilde{\nu}$.

Proof: (i) Defining $\psi$ and $\psi_{n}$ as in (12), we may write $\hat{\mu}=e^{\psi}$ and $\hat{\mu}_{n}=e^{\psi_{n}}$. If $c_{n} \rightarrow c$ and $\tilde{\nu}_{n} \xrightarrow{w} \tilde{\nu}$, then $\psi_{n} \rightarrow \psi$ because of the boundedness and continuity of the integrand in (12), and so $\hat{\mu}_{n} \rightarrow \hat{\mu}$, which implies $\mu_{n} \xrightarrow{w} \mu$ by Theorem 4.3. Conversely, $\mu_{n} \xrightarrow{w} \mu$ implies $\hat{\mu}_{n} \rightarrow \hat{\mu}$ uniformly on bounded intervals, and we get $\psi_{n} \rightarrow \psi$ in the same sense. Now define

$$
\chi(u)=\int_{-1}^{1}(\psi(u)-\psi(u+s)) d s=2 \int e^{i u x}\left(1-\frac{\sin x}{x}\right) \frac{1+x^{2}}{x^{2}} \tilde{\nu}(d x)
$$

and similarly for $\chi_{n}$, where the interchange of integrations is justified by Fubini's theorem. Then $\chi_{n} \rightarrow \chi$, and so by Theorem 4.3

$$
\left(1-\frac{\sin x}{x}\right) \frac{1+x^{2}}{x^{2}} \tilde{\nu}_{n}(d x) \xrightarrow{w}\left(1-\frac{\sin x}{x}\right) \frac{1+x^{2}}{x^{2}} \tilde{\nu}(d x) .
$$

Since the integrand is continuous and bounded away from 0 , it follows that $\tilde{\nu}_{n} \xrightarrow{w} \tilde{\nu}$. This implies convergence of the integral in (12), and by subtraction $c_{n} \rightarrow c$.
(ii) This may be proved directly by the same method, where we note that the functions in (8) satisfy $\chi(u+1)-\chi(u)=\int e^{-u x} \tilde{\nu}(d x)$.

Proof of Theorem 13.14: For any finite measures $m_{n}$ and $m$ on $\mathbb{R}$ we note that $m_{n} \xrightarrow{w} m$ iff $m_{n} \xrightarrow{v} m$ on $\overline{\mathbb{R}} \backslash\{0\}$ and $m_{n}(-h, h) \rightarrow m(-h, h)$ for some $h>0$ with $m\{ \pm h\}=0$. Thus, for distributions $\mu$ and $\mu_{n}$ on $\mathbb{R}$ we have $\tilde{\nu}_{n} \xrightarrow{w} \tilde{\nu}$ iff $\nu_{n} \xrightarrow{v} \nu$ on $\overline{\mathbb{R}} \backslash\{0\}$ and $a_{n}^{h} \rightarrow a^{h}$ for any $h>0$ with $\nu\{ \pm h\}=0$. Similarly, $\tilde{\nu}_{n} \xrightarrow{w} \tilde{\nu}$ holds for distributions $\mu$ and $\mu_{n}$ on $\mathbb{R}_{+}$iff $\nu_{n} \xrightarrow{v} \nu$ on $(0, \infty]$ and $a_{n}^{h} \rightarrow a^{h}$ for all $h>0$ with $\nu\{h\}=0$. Thus, (ii) follows immediately from Lemma 13.15. To obtain (i) from the same lemma when $d=1$, it remains to notice that the conditions $b_{n}^{h} \rightarrow b^{h}$ and $c_{n} \rightarrow c$ are equivalent when $\tilde{\nu}_{n} \xrightarrow{w} \tilde{\nu}$ and $\nu\{ \pm h\}=0$, since $\left|x-x\left(1+x^{2}\right)^{-1}\right| \leq|x|^{3}$.

Turning to the proof of (i) when $d>1$, let us first assume that $\nu_{n} \xrightarrow{v} \nu$ on $\overline{\mathbb{R}^{d}} \backslash\{0\}$ and that $a_{n}^{h} \rightarrow a^{h}$ and $b_{n}^{h} \rightarrow b^{h}$ for some $h>0$ with $\nu\{|x|=h\}$ $=0$. To prove $\mu_{n} \xrightarrow{w} \mu$, it is enough by Corollary 4.5 to show for any onedimensional projection $\pi_{u}: x \mapsto u^{\prime} x$ with $u \neq 0$ that $\mu_{n} \circ \pi_{u}^{-1} \xrightarrow{w} \mu \circ \pi_{u}^{-1}$.

Then fix any $k>0$ with $\nu\left\{\left|u^{\prime} x\right|=k\right\}=0$, and note that $\mu \circ \pi_{u}^{-1}$ has the associated characteristics $\nu^{u}=\nu \circ \pi_{u}^{-1}$ and

$$
\begin{aligned}
a^{u, k} & =u^{\prime} a^{h} u+\int\left(u^{\prime} x\right)^{2}\left\{1_{(0, k]}\left(\left|u^{\prime} x\right|\right)-1_{(0, h]}(|x|)\right\} \nu(d x), \\
b^{u, k} & =u^{\prime} b^{h}+\int u^{\prime} x\left\{1_{(1, k]}\left(\left|u^{\prime} x\right|\right)-1_{(1, h]}(|x|)\right\} \nu(d x) .
\end{aligned}
$$

Let $a_{n}^{u, k}, b_{n}^{u, k}$, and $\nu_{n}^{u}$ denote the corresponding characteristics of $\mu_{n} \circ \pi_{u}^{-1}$. Then $\nu_{n}^{u} \xrightarrow{v} \nu^{u}$ on $\overline{\mathbb{R}} \backslash\{0\}$, and furthermore $a_{n}^{u, k} \rightarrow a^{u, k}$ and $b_{n}^{u, k} \rightarrow b^{u, k}$. The desired convergence now follows from the one-dimensional result.

Conversely, assume that $\mu_{n} \xrightarrow{w} \mu$. Then $\mu_{n} \circ \pi_{u}^{-1} \xrightarrow{w} \mu \circ \pi_{u}^{-1}$ for every $u \neq 0$, and the one-dimensional result yields $\nu_{n}^{u} \xrightarrow{v} \nu^{u}$ on $\overline{\mathbb{R}} \backslash\{0\}$ as well as $a_{n}^{u, k} \rightarrow a^{u, k}$ and $b_{n}^{u, k} \rightarrow b^{u, k}$ for any $k>0$ with $\nu\left\{\left|u^{\prime} x\right|=k\right\}=0$. In particular, the sequence $\left(\nu_{n} K\right)$ is bounded for every compact set $K \subset \overline{\mathbb{R}^{d}} \backslash\{0\}$, and so the sequences $\left(u^{\prime} a_{n}^{h} u\right)$ and $\left(u^{\prime} b_{n}^{h}\right)$ are bounded for any $u \neq 0$ and $h>0$. In follows easily that $\left(a_{n}^{h}\right)$ and $\left(b_{n}^{h}\right)$ are bounded for every $h>0$, and therefore all three sequences are relatively compact.

Given any subsequence $N^{\prime} \subset \mathbb{N}$, we have $\nu_{n} \xrightarrow{v} \nu^{\prime}$ along a further subsequence $N^{\prime \prime} \subset N^{\prime}$ for some measure $\nu^{\prime}$ satisfying $\int\left(|x|^{2} \wedge 1\right) \nu^{\prime}(d x)<\infty$. Fixing any $h>0$ with $\nu^{\prime}\{|x|=h\}=0$, we may choose a still further subsequence $N^{\prime \prime \prime}$ such that even $a_{n}^{h}$ and $b_{n}^{h}$ converge toward some limits $a^{\prime}$ and $b^{\prime}$. The direct assertion then yields $\mu_{n} \xrightarrow{w} \mu^{\prime}$ along $N^{\prime \prime \prime}$, where $\mu^{\prime}$ is infinitely divisible with characteristics determined by $\left(a^{\prime}, b^{\prime}, \nu^{\prime}\right)$. Since $\mu^{\prime}=\mu$, we get $\nu^{\prime}=\nu$, $a^{\prime}=a^{h}$, and $b^{\prime}=b^{h}$. Thus, the convergence remains valid along the original sequence.

By a simple approximation, we may now derive explicit criteria for the convergence $\sum_{j} \xi_{n j} \xrightarrow{d} \xi$ in Theorem 13.12. Note that the compound Poisson distribution with characteristic measure $\mu=P \circ \xi^{-1}$ is given by $\tilde{\mu}=\operatorname{id}(0, b, \mu)$, where $b=E[\xi ;|\xi| \leq 1]$. For any array of random vectors $\xi_{n j}$, we may introduce an associated compound Poisson array, consisting of row-wise independent compound Poisson random vectors $\tilde{\xi}_{n j}$ with characteristic measures $P \circ \xi_{n j}^{-1}$.

Corollary 13.16 (i.i.d. arrays) Consider in $\mathbb{R}^{d}$ an i.i.d. array $\left(\xi_{n j}\right)$ and an associated compound Poisson array $\left(\tilde{\xi}_{n j}\right)$, and let $\xi$ be $\operatorname{id}(a, b, \nu)$. Then $\sum_{j} \xi_{n j} \xrightarrow{d} \xi$ iff $\sum_{j} \tilde{\xi}_{n j} \xrightarrow{d} \xi$. For any $h>0$ with $\nu\{|x|=h\}=0$, it is further equivalent that
(i) $m_{n} P \circ \xi_{n 1}^{-1} \xrightarrow{v} \nu$ on $\overline{\mathbb{R}^{d}} \backslash\{0\}$;
(ii) $m_{n} E\left[\xi_{n 1} \xi_{n 1}^{\prime} ;\left|\xi_{n 1}\right| \leq h\right] \rightarrow a^{h}$;
(iii) $m_{n} E\left[\xi_{n 1} ;\left|\xi_{n 1}\right| \leq h\right] \rightarrow b^{h}$.

Proof: Let $\mu=P \circ \xi^{-1}$ and write $\hat{\mu}=e^{\psi}$, where $\psi$ is continuous with $\psi(0)=0$. If $\mu_{n}^{* m_{n}} \xrightarrow{w} \mu$, then $\hat{\mu}_{n}^{m_{n}} \rightarrow \hat{\mu}$ uniformly on compacts. Thus, on
any bounded set $B$ we may write $\hat{\mu}_{n}=e^{\psi_{n}}$ for large enough $n$, where the $\psi_{n}$ are continuous with $m_{n} \psi_{n} \rightarrow \psi$ uniformly on $B$. Hence, $m_{n}\left(e^{\psi_{n}}-1\right) \rightarrow \psi$, and so $\tilde{\mu}_{n}^{* m_{n}} \xrightarrow{w} \mu$. The proof in the other direction is similar. Since $\tilde{\mu}_{n}^{* m_{n}}$ is $\operatorname{id}\left(0, b_{n}, m_{n} \mu_{n}\right)$ with $b_{n}=m_{n} \int_{|x| \leq 1} x \mu_{n}(d x)$, the last assertion follows by Theorem 13.14.

The weak convergence of infinitely divisible laws extends to a pathwise approximation property for the corresponding Lévy processes.

Theorem 13.17 (approximation of Lévy processes, Skorohod) Let $X, X^{1}$, $X^{2}, \ldots$ be Lévy processes in $\mathbb{R}^{d}$ with $X_{1}^{n} \xrightarrow{d} X_{1}$. Then there exist some processes $\tilde{X}^{n} \stackrel{d}{=} X^{n}$ with $\left(\tilde{X}^{n}-X\right)_{t}^{*} \xrightarrow{P} 0$ for all $t \geq 0$.

Before proving the general result, we shall consider two special cases.
Lemma 13.18 (compound Poisson case) The conclusion of Theorem 13.17 holds when $X, X^{1}, X^{2}, \ldots$ are compound Poisson with characteristic measures $\nu, \nu_{1}, \nu_{2}, \ldots$ satisfying $\nu_{n} \xrightarrow{w} \nu$.

Proof: Allowing positive mass at the origin, we may assume that $\nu$ and the $\nu_{n}$ have the same total mass, which may then be reduced to 1 through a suitable scaling. If $\xi_{1}, \xi_{2}, \ldots$ and $\xi_{1}^{n}, \xi_{2}^{n}, \ldots$ are associated i.i.d. sequences, then $\left(\xi_{1}^{n}, \xi_{2}^{n}, \ldots\right) \xrightarrow{d}\left(\xi_{1}, \xi_{2}, \ldots\right)$ by Theorem 3.29 , and by Theorem 3.30 we may assume that the convergence holds a.s. Letting $N$ be an independent unit-rate Poisson process, and defining $X_{t}=\sum_{j \leq N_{t}} \xi_{j}$ and $X_{t}^{n}=\sum_{j \leq N_{t}} \xi_{j}^{n}$, it follows that $\left(X^{n}-X\right)_{t}^{*} \rightarrow 0$ a.s. for each $t \geq 0$.

Lemma 13.19 (case of small jumps) The conclusion of Theorem 13.17 holds when $E X^{n} \equiv 0$ and $1 \geq\left(\Delta X^{n}\right)_{1}^{*} \xrightarrow{P} 0$.

Proof: Since $\left(\Delta X^{n}\right)_{1}^{*} \xrightarrow{P} 0$, we may choose some constants $h_{n} \rightarrow 0$ with $m_{n}=h_{n}^{-1} \in \mathbb{N}$ such that $w\left(X^{n}, 1, h_{n}\right) \xrightarrow{P} 0$. By the stationarity of the increments, it follows that $w\left(X^{n}, t, h_{n}\right) \xrightarrow{P} 0$ for all $t \geq 0$. Next, Theorem 13.14 shows that $X$ is centered Gaussian. Thus, there exist as in Theorem 12.20 some processes $Y^{n} \stackrel{d}{=}\left(X_{\left[m_{n} t\right] h_{n}}^{n}\right)$ with $\left(Y^{n}-X\right)_{t}^{*} \xrightarrow{P} 0$ for all $t \geq 0$. By Corollary 5.11 we may further choose some processes $\tilde{X}^{n} \stackrel{d}{=} X^{n}$ with $Y^{n} \equiv \tilde{X}_{\left[m_{n} t\right] h_{n}}^{n}$ a.s. Then, as $n \rightarrow \infty$ for fixed $t \geq 0$,

$$
E\left[\left(\tilde{X}^{n}-X\right)_{t}^{*} \wedge 1\right] \leq E\left[\left(Y^{n}-X\right)_{t}^{*} \wedge 1\right]+E\left[w\left(X^{n}, t, h_{n}\right) \wedge 1\right] \rightarrow 0
$$

Proof of Theorem 13.17: The asserted convergence is clearly equivalent to $\rho\left(\tilde{X}^{n}, X\right) \rightarrow 0$, where $\rho$ denotes the metric

$$
\rho(X, Y)=\int_{0}^{\infty} e^{-t} E\left[(X-Y)_{t}^{*} \wedge 1\right] d t
$$

For any $h>0$ we may write $X=L^{h}+M^{h}+J^{h}$ and $X^{n}=L^{n, h}+M^{n, h}+$ $J^{n, h}$ with $L_{t}^{h} \equiv b^{h} t$ and $L_{t}^{n, h} \equiv b_{n}^{h} t$, where $M^{h}$ and $M^{n, h}$ are martingales containing the Gaussian components and all centered jumps of size $\leq h$, and the processes $J^{h}$ and $J^{n, h}$ are formed by all remaining jumps. Write $B$ for the Gaussian component of $X$, and note that $\rho\left(M^{h}, B\right) \rightarrow 0$ as $h \rightarrow 0$ by Proposition 6.16.

For any $h>0$ with $\nu\{|x|=h\}=0$, it is clear from Theorem 13.14 that $b_{n}^{h} \rightarrow b^{h}$ and $\nu_{n}^{h} \xrightarrow{w} \nu^{h}$, where $\nu^{h}$ and $\nu_{n}^{h}$ denote the restrictions of $\nu$ and $\nu_{n}$, respectively, to the set $\{|x|>h\}$. The same theorem yields $a_{n}^{h} \rightarrow a$ as $n \rightarrow \infty$ and then $h \rightarrow 0$, and so under those conditions $M_{1}^{n, h} \xrightarrow{d} B_{1}$.

Now fix any $\varepsilon>0$. By Lemma 13.19 there exist some constants $h, r>0$ and processes $\tilde{M}^{n, h} \stackrel{d}{=} M^{n, h}$ such that $\rho\left(M^{h}, B\right) \leq \varepsilon$ and $\rho\left(\tilde{M}^{n, h}, B\right) \leq \varepsilon$ for all $n>r$. Furthermore, if $\nu\{|x|=h\}=0$, there exist by Lemma 13.18 some number $r^{\prime} \geq r$ and processes $\tilde{J}^{n, h} \stackrel{d}{=} J^{n, h}$ independent of $\tilde{M}^{n, h}$ such that $\rho\left(\tilde{J}^{h}, \tilde{J}^{n, h}\right) \leq \varepsilon$ for all $n>r^{\prime}$. We may finally choose $r^{\prime \prime} \geq r^{\prime}$ so large that $\rho\left(L^{h}, L^{n, h}\right) \leq \varepsilon$ for all $n>r^{\prime \prime}$. The processes $\tilde{X}^{n} \equiv L^{n, h}+\tilde{M}^{n, h}+\tilde{J}^{n, h} \stackrel{d}{=} X^{n}$ then satisfy $\rho\left(X, \tilde{X}^{n}\right) \leq 4 \varepsilon$ for all $n>r^{\prime \prime}$.

Combining Theorem 13.17 with Corollary 13.16, we get a similar approximation theorem for random walks, which extends the result for Gaussian limits in Theorem 12.20. A slightly weaker result is obtained by different methods in Theorem 14.14.

Corollary 13.20 (approximation of random walks) Consider in $\mathbb{R}^{d}$ a Lévy process $X$ and some random walks $S^{1}, S^{2}, \ldots$ such that $S_{m_{n}}^{n} \xrightarrow{d} X_{1}$ for some integers $m_{n} \rightarrow \infty$, and let $N$ be an independent unit-rate Poisson process. Then there exist some processes $X^{n} \stackrel{d}{=}\left(S^{n} \circ N_{m_{n} t}\right)$ with $\left(X^{n}-X\right)_{t}^{*} \xrightarrow{P} 0$ for all $t \geq 0$.

In particular, we may use this result to extend the first two arcsine laws in Theorem 11.16 to symmetric Lévy processes.

Theorem 13.21 (arcsine laws) Let $X$ be a symmetric Lévy process in $\mathbb{R}$ with $X_{1} \neq 0$ a.s. Then these random variables are arcsine distributed:

$$
\begin{equation*}
\tau_{1}=\lambda\left\{t \leq 1 ; X_{t}>0\right\} ; \quad \tau_{2}=\inf \left\{t \geq 0 ; X_{t} \vee X_{t-}=\sup _{s \leq 1} X_{s}\right\} \tag{16}
\end{equation*}
$$

The role of the condition $X_{1} \neq 0$ a.s. is to exclude the case of pure jump type processes.

Lemma 13.22 (diffuseness, Doeblin) A measure $\mu=\operatorname{id}(a, b, \nu)$ in $\mathbb{R}^{d}$ is diffuse iff $a \neq 0$ or $\nu \mathbb{R}^{d}=\infty$.

Proof: If $a=0$ and $\nu \mathbb{R}^{d}<\infty$, then $\mu$ is compound Poisson apart from a shift, so it is clearly not diffuse. When either condition fails, then it does so
for at least one coordinate projection, and so we may take $d=1$. If $a>0$, the diffuseness is obvious by Lemma 1.28. Next assume that $\nu$ is unbounded, say with $\nu(0, \infty)=\infty$. For each $n \in \mathbb{N}$ we may then write $\nu=\nu_{n}+\nu_{n}^{\prime}$, where $\nu_{n}^{\prime}$ is supported by $\left(0, n^{-1}\right)$ and has total mass $\log 2$. For $\mu$ we get a corresponding decomposition $\mu_{n} * \mu_{n}^{\prime}$, where $\mu_{n}^{\prime}$ is compound Poisson with Lévy measure $\nu_{n}^{\prime}$ and $\mu_{n}^{\prime}\{0\}=\frac{1}{2}$. For any $x \in \mathbb{R}$ and $\varepsilon>0$ we get

$$
\begin{aligned}
\mu\{x\} & \leq \mu_{n}\{x\} \mu_{n}^{\prime}\{0\}+\mu_{n}[x-\varepsilon, x) \mu_{n}^{\prime}(0, \varepsilon]+\mu_{n}^{\prime}(\varepsilon, \infty) \\
& \leq \frac{1}{2} \mu_{n}[x-\varepsilon, x]+\mu_{n}^{\prime}(\varepsilon, \infty)
\end{aligned}
$$

Letting $n \rightarrow \infty$ and then $\varepsilon \rightarrow 0$, and noting that $\mu_{n}^{\prime} \xrightarrow{w} \delta_{0}$ and $\mu_{n} \xrightarrow{w} \mu$, we get $\mu\{x\} \leq \frac{1}{2} \mu\{x\}$ by Theorem 3.25, and so $\mu\{x\}=0$.

Proof of Theorem 13.21: Introduce the random walk $S_{k}^{n}=X_{k / n}$, let $N$ be an independent unit-rate Poisson process, and define $X_{t}^{n}=S^{n} \circ N_{n t}$. By Corollary 13.20 there exist some processes $\tilde{X}^{n} \stackrel{d}{=} X^{n}$ with $\left(\tilde{X}^{n}-X\right)_{1}^{*} \xrightarrow{P} 0$. Define $\tau_{1}^{n}$ and $\tau_{2}^{n}$ as in (16) in terms of $X^{n}$, and conclude from Lemmas 12.12 and 13.22 that $\tau_{i}^{n} \xrightarrow{d} \tau_{i}$ for $i=1$ and 2 .

Now define

$$
\sigma_{1}^{n}=N_{n}^{-1} \sum_{k \leq N_{n}} 1\left\{S_{k}^{n}>0\right\} ; \quad \sigma_{2}^{n}=N_{n}^{-1} \min \left\{k ; S_{k}^{n}=\max _{j \leq N_{n}} S_{j}^{n}\right\}
$$

Since $t^{-1} N_{t} \rightarrow 1$ a.s. by the law of large numbers, we have $\sup _{t \leq 1}\left|n^{-1} N_{n t}-t\right|$ $\rightarrow 0$ a.s., and so $\sigma_{2}^{n}-\tau_{2}^{n} \rightarrow 0$ a.s. Applying the same law to the sequence of holding times in $N$, we further note that $\sigma_{1}^{n}-\tau_{1}^{n} \xrightarrow{P} 0$. Hence, $\sigma_{i}^{n} \xrightarrow{d} \tau_{i}$ for $i=1,2$. Now $\sigma_{1}^{n} \stackrel{d}{=} \sigma_{2}^{n}$ by Corollary 9.20 , and by Theorem 12.11 we have $\sigma_{2}^{n} \xrightarrow{d} \sin ^{2} \alpha$ where $\alpha$ is $U(0,2 \pi)$. Hence, $\tau_{1} \stackrel{d}{=} \tau_{2} \stackrel{d}{=} \sin ^{2} \alpha$.

The preceding results will now be used to complete the classical limit theory for sums of independent random variables begun in Chapter 4. Recall that a null array in $\mathbb{R}^{d}$ is defined as a family of random vectors $\xi_{n j}, j=$ $1, \ldots, m_{n}, n \in \mathbb{N}$, such that the $\xi_{n j}$ are independent for each $n$ and satisfy $\sup _{j} E\left[\left|\xi_{n j}\right| \wedge 1\right] \rightarrow 0$. Our first goal is to extend Theorem 4.11 , by giving the basic connection between sums with positive and symmetric terms. Here we write $p_{2}$ for the mapping $x \mapsto x^{2}$.

Proposition 13.23 (positive and symmetric terms) Let $\left(\xi_{n j}\right)$ be a null array of symmetric random variables, and let $\xi$ and $\eta$ be infinitely divisible with characteristics $(a, 0, \nu)$ and $\left(a, \nu \circ p_{2}^{-1}\right)$, respectively, where $\nu$ is symmetric and $a \geq 0$. Then $\sum_{j} \xi_{n j} \xrightarrow{d} \xi$ iff $\sum_{j} \xi_{n j}^{2} \xrightarrow{d} \eta$.

Again the proof may be based on a simple compound Poisson approximation.

Lemma 13.24 (approximation) Let $\left(\xi_{n j}\right)$ be a null array of positive or symmetric random variables, and let $\left(\tilde{\xi}_{n j}\right)$ be an associated compound Poisson array. Then for any random variable $\xi$ we have $\sum_{j} \xi_{n j} \xrightarrow{d} \xi$ iff $\sum_{j} \tilde{\xi}_{n j} \xrightarrow{d} \xi$.

Proof: Write $\mu=P \circ \xi^{-1}$ and $\mu_{n j}=P \circ \xi_{n j}^{-1}$. In the symmetric case we need to show that

$$
\prod_{j} \hat{\mu}_{n j} \rightarrow \hat{\mu} \quad \Leftrightarrow \quad \prod_{j} \exp \left(\hat{\mu}_{n j}-1\right) \rightarrow \hat{\mu}
$$

which is immediate from Lemmas 4.6 and 4.8. In the nonnegative case, a similar argument applies to the Laplace transforms.

Proof of Proposition 13.23: Let $\mu_{n j}$ denote the distribution of $\xi_{n j}$, and fix any $h>0$ with $\nu\{|x|=h\}=0$. By Theorem 13.14 (i) and Lemma 13.24 we have $\sum_{j} \xi_{n j} \xrightarrow{d} \xi$ iff

$$
\begin{aligned}
\sum_{j} \mu_{n j} & \xrightarrow{v} \nu \text { on } \overline{\mathbb{R}} \backslash\{0\} \\
\sum_{j} E\left[\xi_{n j}^{2} ;\left|\xi_{n j}\right| \leq h\right] & \rightarrow a+\int_{|x| \leq h} x^{2} \nu(d x),
\end{aligned}
$$

whereas $\sum_{j} \xi_{n j}^{2} \xrightarrow{d} \eta$ iff

$$
\begin{aligned}
\sum_{j} \mu_{n j} \circ p_{2}^{-1} & \xrightarrow{v} \nu \circ p_{2}^{-1} \text { on }(0, \infty] \\
\sum_{j} E\left[\xi_{n j}^{2} ; \xi_{n j}^{2} \leq h^{2}\right] & \rightarrow a+\int_{y \leq h^{2}} y\left(\nu \circ p_{2}^{-1}\right)(d y) .
\end{aligned}
$$

The two sets of conditions are equivalent by Lemma 1.22.
The limit problem for general null arrays is more delicate, since a compound Poisson approximation as in Corollary 13.16 or Lemma 13.24 applies only after a careful centering, as prescribed by the following key result.

Theorem 13.25 (compound Poisson approximation) Let $\left(\xi_{n j}\right)$ be a null array of random vectors in $\mathbb{R}^{d}$, and fix any $h>0$. Define $\eta_{n j}=\xi_{n j}-b_{n j}$, where $b_{n j}=E\left[\xi_{n j} ;\left|\xi_{n j}\right| \leq h\right]$, and let $\left(\tilde{\eta}_{n j}\right)$ be an associated compound Poisson array. Then for any random vector $\xi$,

$$
\begin{equation*}
\sum_{j} \xi_{n j} \xrightarrow{d} \xi \quad \text { iff } \quad \sum_{j}\left(\tilde{\eta}_{n j}+b_{n j}\right) \xrightarrow{d} \xi . \tag{17}
\end{equation*}
$$

A technical estimate is needed for the proof.
Lemma 13.26 (uniform summability) Let $\varphi_{n j}$ be the characteristic functions of the random vectors $\eta_{n j}=\xi_{n j}-b_{n j}$ in Theorem 13.25. Then either condition in (17) implies that

$$
\limsup _{n \rightarrow \infty} \sum_{j}\left|1-\varphi_{n j}(u)\right|<\infty, \quad u \in \mathbb{R}^{d}
$$

Proof: By the definitions of $b_{n j}, \eta_{n j}$, and $\varphi_{n j}$, we have

$$
1-\varphi_{n j}(u)=E\left[1-e^{i u^{\prime} \eta_{n j}}+i u^{\prime} \eta_{n j} 1\left\{\left|\xi_{n j}\right| \leq h\right\}\right]-i u^{\prime} b_{n j} P\left\{\left|\xi_{n j}\right|>h\right\} .
$$

Putting

$$
a_{n}=\sum_{j} E\left[\eta_{n j} \eta_{n j}^{\prime} ;\left|\xi_{n j}\right| \leq h\right], \quad p_{n}=\sum_{j} P\left\{\left|\xi_{n j}\right|>h\right\},
$$

and using Lemma 4.14, we get

$$
\sum_{j}\left|1-\varphi_{n j}(u)\right| \leq \frac{1}{2} u^{\prime} a_{n} u+(2+|u|) p_{n} .
$$

Hence, it is enough to show that $\left(u^{\prime} a_{n} u\right)$ and $\left(p_{n}\right)$ are bounded.
Assuming the second condition in (17), the desired boundedness follows easily from Theorem 13.14, together with the fact that $\max _{j}\left|b_{n j}\right| \rightarrow 0$. If instead $\sum_{j} \xi_{n j} \xrightarrow{d} \xi$, we may introduce an independent copy $\left(\xi_{n j}^{\prime}\right)$ of the array $\left(\xi_{n j}\right)$ and apply Theorem 13.14 and Lemma 13.24 to the symmetric random variables $\zeta_{n j}^{u}=u^{\prime} \xi_{n j}-u^{\prime} \xi_{n j}^{\prime}$. For any $h^{\prime}>0$, this gives

$$
\begin{gather*}
\limsup _{n \rightarrow \infty} \sum_{j} P\left\{\left|\zeta_{n j}^{u}\right|>h^{\prime}\right\}<\infty  \tag{18}\\
\limsup _{n \rightarrow \infty} \sum_{j} E\left[\left(\zeta_{n j}^{u}\right)^{2} ;\left|\zeta_{n j}^{u}\right| \leq h^{\prime}\right]<\infty . \tag{19}
\end{gather*}
$$

The boundedness of $p_{n}$ follows from (18) and Lemma 3.19. Next we note that (19) remains true with the condition $\left|\zeta_{n j}^{u}\right| \leq h^{\prime}$ replaced by $\left|\xi_{n j}\right| \vee\left|\xi_{n j}^{\prime}\right| \leq h$. Furthermore, by the independence of $\xi_{n j}$ and $\xi_{n j}^{\prime}$,

$$
\begin{aligned}
& \frac{1}{2} \sum_{j} E\left[\left(\zeta_{n j}^{u}\right)^{2} ;\left|\xi_{n j}\right| \vee\left|\xi_{n j}^{\prime}\right| \leq h\right] \\
& \quad=\sum_{j} E\left[\left(u^{\prime} \eta_{n j}\right)^{2} ;\left|\xi_{n j}\right| \leq h\right] P\left\{\left|\xi_{n j}\right| \leq h\right\}-\sum_{j}\left(E\left[u^{\prime} \eta_{n j} ;\left|\xi_{n j}\right| \leq h\right]\right)^{2} \\
& \quad \geq u^{\prime} a_{n} u \min _{j} P\left\{\left|\xi_{n j}\right| \leq h\right\}-\sum_{j}\left(u^{\prime} b_{n j} P\left\{\left|\xi_{n j}\right|>h\right\}\right)^{2}
\end{aligned}
$$

Here the last sum is bounded by $p_{n} \max _{j}\left(u^{\prime} b_{n j}\right)^{2} \rightarrow 0$, and the minimum on the right tends to 1 . Thus, the boundedness of $\left(u^{\prime} a_{n} u\right)$ follows by (19).

Proof of Theorem 13.25: By Lemma 4.13 it is enough to show that $\sum_{j}\left|\varphi_{n j}(u)-\exp \left\{\varphi_{n j}(u)-1\right\}\right| \rightarrow 0$, where $\varphi_{n j}$ denotes the characteristic function of $\eta_{n j}$. This is clear from Taylor's formula, together with Lemmas 4.6 and 13.26.

In particular, we may now identify the possible limits.
Corollary 13.27 (limit laws, Feller, Khinchin) Let $\left(\xi_{n j}\right)$ be a null array of random vectors in $\mathbb{R}^{d}$ such that $\sum_{j} \xi_{n j} \xrightarrow{d} \xi$ for some random vector $\xi$. Then $\xi$ is infinitely divisible.

Proof: The random vectors $\tilde{\eta}_{n j}$ in Theorem 13.25 are infinitely divisible, so the same thing is true for the sums $\sum_{j}\left(\tilde{\eta}_{n j}-b_{n j}\right)$. The infinite divisibility of $\xi$ then follows by Theorem 13.12 .

We may further combine Theorems 13.14 and 13.25 to obtain explicit convergence criteria for general null arrays. The present result generalizes Theorem 4.15 for Gaussian limits and Corollary 13.16 for i.i.d. arrays. For convenience we write $\operatorname{cov}[\xi ; A]$ for the covariance matrix of the random vector $1_{A} \xi$.

Theorem 13.28 (general convergence criteria, Doeblin, Gnedenko) Let $\left(\xi_{n j}\right)$ be a null array of random vectors in $\mathbb{R}^{d}$, let $\xi$ be $\operatorname{id}(a, b, \nu)$, and fix any $h>0$ with $\nu\{|x|=h\}=0$. Then $\sum_{j} \xi_{n j} \xrightarrow{d} \xi$ iff these conditions hold:
(i) $\sum_{j} P \circ \xi_{n j}^{-1} \xrightarrow{v} \nu$ on $\overline{\mathbb{R}^{d}} \backslash\{0\}$;
(ii) $\sum_{j} \operatorname{cov}\left[\xi_{n j} ;\left|\xi_{n j}\right| \leq h\right] \rightarrow a^{h}$;
(iii) $\sum_{j} E\left[\xi_{n j} ;\left|\xi_{n j}\right| \leq h\right] \rightarrow b^{h}$.

Proof: Define $a_{n j}=\operatorname{cov}\left[\xi_{n j} ;\left|\xi_{n j}\right| \leq h\right]$ and $b_{n j}=E\left[\xi_{n j} ;\left|\xi_{n j}\right| \leq h\right]$. By Theorems 13.14 and 13.25 the convergence $\sum_{j} \xi_{n j} \xrightarrow{d} \xi$ is equivalent to the conditions

$$
\begin{aligned}
& \text { (i') } \sum_{j} P \circ \eta_{n j}^{-1} \xrightarrow{v} \nu \text { on } \overline{\mathbb{R}^{d}} \backslash\{0\}, \\
& \left(\mathrm{ii}^{\prime}\right) \sum_{j} E\left[\eta_{n j} \eta_{n j}^{\prime} ;\left|\eta_{n j}\right| \leq h\right] \rightarrow a^{h}, \\
& \left(\mathrm{iii}^{\prime}\right) \sum_{j}\left(b_{n j}+E\left[\eta_{n j} ;\left|\eta_{n j}\right| \leq h\right]\right) \rightarrow b^{h} .
\end{aligned}
$$

Here (i) and (i') are equivalent, since $\max _{j}\left|b_{n j}\right| \rightarrow 0$. Using (i) and the facts that $\max _{j}\left|b_{n j}\right| \rightarrow 0$ and $\nu\{|x|=h\}=0$, it is further clear that the sets $\left\{\left|\eta_{n j}\right| \leq h\right\}$ in (ii') and (iii') can be replaced by $\left\{\left|\xi_{n j}\right| \leq h\right\}$. To prove the equivalence of (ii) and (ii'), it is then enough to note that, in view of (i),

$$
\begin{aligned}
\left\|\sum_{j}\left\{a_{n j}-E\left[\eta_{n j} \eta_{n j}^{\prime} ;\left|\xi_{n j}\right| \leq h\right]\right\}\right\| & \leq\left\|\sum_{j} b_{n j} b_{n j}^{\prime} P\left\{\left|\xi_{n j}\right|>h\right\}\right\| \\
& \leq \max _{j}\left|b_{n j}\right|^{2} \sum_{j} P\left\{\left|\xi_{n j}\right|>h\right\} \rightarrow 0
\end{aligned}
$$

Similarly, (iii) and (iii') are equivalent, because

$$
\begin{aligned}
\left|\sum_{j} E\left[\eta_{n j} ;\left|\xi_{n j}\right| \leq h\right]\right| & =\left|\sum_{j} b_{n j} P\left\{\left|\xi_{n j}\right|>h\right\}\right| \\
& \leq \max _{j}\left|b_{n j}\right| \sum_{j} P\left\{\left|\xi_{n j}\right|>h\right\} \rightarrow 0
\end{aligned}
$$

In the one-dimensional case we shall give two probabilistic interpretations of the first condition in Theorem 13.28, one of which involves the rowwise extremes. For random measures $\eta$ and $\eta_{n}$ on $\mathbb{R} \backslash\{0\}$, the convergence $\eta_{n} \xrightarrow{d} \eta$ on $\overline{\mathbb{R}} \backslash\{0\}$ is defined by the condition $\eta_{n} f \xrightarrow{d} \eta f$ for all $f \in C_{K}^{+}(\overline{\mathbb{R}} \backslash\{0\})$.

Theorem 13.29 (sums and extremes) Let $\left(\xi_{n j}\right)$ be a null array of random variables with distributions $\mu_{n j}$, and define $\eta_{n}=\sum_{j} \delta_{\xi_{n j}}$ and $\alpha_{n}^{ \pm}=$ $\max _{j}\left( \pm \xi_{n j}\right), n \in \mathbb{N}$. Fix a Lévy measure $\nu$ on $\mathbb{R} \backslash\{0\}$, let $\eta$ be a Poisson process on $\mathbb{R} \backslash\{0\}$ with $E \eta=\nu$, and put $\alpha^{ \pm}=\sup \{x \geq 0 ; \eta\{ \pm x\}>0\}$. Then these conditions are equivalent:
(i) $\sum_{j} \mu_{n j} \xrightarrow{v} \nu$ on $\overline{\mathbb{R}} \backslash\{0\}$;
(ii) $\eta_{n} \xrightarrow{d} \eta$ on $\overline{\mathbb{R}} \backslash\{0\}$;
(iii) $\alpha_{n}^{ \pm} \xrightarrow{d} \alpha^{ \pm}$.

The equivalence of (i) and (ii) is an immediate consequence of Theorem 14.18 in the next chapter. Here we shall give a direct elementary proof.

Proof: Condition (i) holds iff

$$
\begin{equation*}
\sum_{j} \mu_{n j}(x, \infty) \rightarrow \nu(x, \infty), \quad \sum_{j} \mu_{n j}(-\infty,-x) \rightarrow \nu(-\infty,-x) \tag{20}
\end{equation*}
$$

for all $x>0$ with $\nu\{ \pm x\}=0$. By Lemma 4.8, the first condition in (20) is equivalent to

$$
P\left\{\alpha_{n}^{+} \leq x\right\}=\prod_{j}\left(1-P\left\{\xi_{n j}>x\right\}\right) \rightarrow e^{-\nu(x, \infty)}=P\left\{\alpha^{+} \leq x\right\}
$$

which holds for all continuity points $x>0$ iff $\alpha_{n}^{+} \xrightarrow{d} \alpha^{+}$. Similarly, the second condition in (20) holds iff $\alpha_{n}^{-} \xrightarrow{d} \alpha^{-}$. Thus, (i) and (iii) are equivalent.

To show that (i) implies (ii), we may write the latter condition in the form

$$
\begin{equation*}
\sum_{j} f\left(\xi_{n j}\right) \xrightarrow{d} \eta f, \quad f \in C_{K}^{+}(\overline{\mathbb{R}} \backslash\{0\}) . \tag{21}
\end{equation*}
$$

Here the variables $f\left(\xi_{n j}\right)$ form a null array with distributions $\mu_{n j} \circ f^{-1}$, and $\eta f$ is compound Poisson with characteristic measure $\nu \circ f^{-1}$. Thus, Theorem 13.14 (ii) shows that (21) is equivalent to the conditions

$$
\begin{gather*}
\sum_{j} \mu_{n j} \circ f^{-1} \xrightarrow[\rightarrow]{v} \nu \circ f^{-1} \text { on }(0, \infty],  \tag{22}\\
\lim _{\varepsilon \rightarrow 0} \limsup _{n \rightarrow \infty} \sum_{j} \int_{f(x) \leq \varepsilon} f(x) \mu_{n j}(d x)=0 . \tag{23}
\end{gather*}
$$

Now (22) follows immediately from (i), and to deduce (23) it suffices to note that the sum on the left is bounded by $\sum_{j} \mu_{n j}(f \wedge \varepsilon) \rightarrow \nu(f \wedge \varepsilon)$.

Finally, assume (ii). By a simple approximation, $\eta_{n}(x, \infty) \xrightarrow{d} \eta(x, \infty)$ for any $x>0$ with $\nu\{x\}=0$. In particular, for such an $x$,

$$
P\left\{\alpha_{n}^{+} \leq x\right\}=P\left\{\eta_{n}(x, \infty)=0\right\} \rightarrow P\{\eta(x, \infty)=0\}=P\left\{\alpha^{+} \leq x\right\}
$$

so $\alpha_{n}^{+} \xrightarrow{d} \alpha^{+}$. Similarly, $\alpha_{n}^{-} \xrightarrow{d} \alpha^{-}$, which proves (iii).

## Exercises

1. Show that a Lévy process $X$ in $\mathbb{R}$ is a subordinator iff $X_{1} \geq 0$ a.s.
2. Let $X$ be a weakly $p$-stable Lévy process. If $p \neq 1$, show that the process $X_{t}-c t$ is strictly $p$-stable for a suitable constant $c$. Note that the centering fails for $p=1$.
3. Extend Proposition 13.23 to null arrays of spherically symmetric random vectors in $\mathbb{R}^{d}$.
4. Show by an example that Theorem 13.25 fails without the centering at truncated means. (Hint: Without the centering, condition (ii) of Theorem 13.28 becomes $\sum_{j} E\left[\xi_{n j} \xi_{n j}^{\prime} ;\left|\xi_{n j}\right| \leq h\right] \rightarrow a^{h}$.)
5. Deduce Theorems 4.7 and 4.11 from Theorem 13.14 and Lemma 13.24.
6. For a Lévy process $X$ of effective dimension $d \geq 3$, show that $\left|X_{t}\right| \rightarrow \infty$ a.s. as $t \rightarrow \infty$. (Hint: Define $\tau=\inf \left\{t ;\left|X_{t}\right|>1\right\}$, and iterate to form a random walk $\left(S_{n}\right)$. Show that the latter has the same effective dimension as $X$, and use Theorem 8.8.)
7. Let $X$ be a Lévy process in $\mathbb{R}$, and fix any $p \in(0,2)$. Show that $t^{-1 / p} X_{t}$ converges a.s. iff $E\left|X_{1}\right|^{p}<\infty$ and either $p \leq 1$ or $E X_{1}=0$. (Hint: Define a random walk $\left(S_{n}\right)$ as before, show that $S_{1}$ satisfies the same moment condition as $X_{1}$, and apply Theorem 3.23.)

## Chapter 14

## Convergence of Random Processes, Measures, and Sets


#### Abstract

Relative compactness and tightness; uniform topology on $C(K, S)$; Skorohod's $J_{1}$-topology; equicontinuity and tightness; convergence of random measures; superposition and thinning; exchangeable sequences and processes; simple point processes and random closed sets


The basic notions of weak or distributional convergence were introduced in Chapter 3, and in Chapter 4 we studied the special case of distributions on Euclidean spaces. The purpose of this chapter is to develop the general weak convergence theory into a powerful tool that applies to a wide range of set, measure, and function spaces. In particular, some functional limit theorems derived in the last two chapters by cumbersome embedding and approximation techniques will then be accessible by straightforward compactness arguments.

The key result is Prohorov's theorem, which gives the basic connection between tightness and relative distributional compactness. This result will enable us to convert some classical compactness criteria into convenient probabilistic versions. In particular, we shall see how the Arzelà-Ascoli theorem yields a corresponding criterion for distributional compactness of continuous processes. Similarly, an optional equicontinuity condition will be shown to guarantee the appropriate compactness for processes that are rightcontinuous with left-hand limits (rcll). We shall also derive some general criteria for convergence in distribution of random measures and sets, with special attention to the point process case.

The general criteria will be applied to some interesting concrete situations. In addition to some already familiar results from Chapters 12 and 13 , we shall obtain a general functional limit theorem for sampling from finite populations and derive convergence criteria for superpositions and thinnings of point processes. Further applications appear in subsequent chapters, such as a general approximation result for Markov chains in Chapter 17 and a method for constructing weak solutions to SDEs in Chapter 18.

Beginning with the case of continuous processes, let us fix two metric spaces $(K, d)$ and $(S, \rho)$, where $K$ is compact and $S$ is separable and complete, and consider the space $C(K, S)$ of continuous functions from $K$ to $S$,
endowed with the uniform metric $\hat{\rho}(x, y)=\sup _{t \in K} \rho\left(x_{t}, y_{t}\right)$. For each $t \in K$ we may introduce the evaluation map $\pi_{t}: x \mapsto x_{t}$ from $C(K, S)$ to $S$. The following result shows that the random elements in $C(K, S)$ are precisely the continuous $S$-valued processes on $K$.

Lemma 14.1 (evaluations and Borel sets) $\mathcal{B}(C(K, S))=\sigma\left\{\pi_{t} ; t \in K\right\}$.
Proof: The maps $\pi_{t}$ are continuous and hence Borel measurable, so the generated $\sigma$-field $\mathcal{C}$ is contained in $\mathcal{B}(C(K, S))$. To prove the reverse relation, we need to show that any open subset $G \subset C(K, S)$ lies in $\mathcal{C}$. From the Arzelà-Ascoli Theorem A2.1 we note that $C(K, S)$ is $\sigma$-compact and hence separable. Thus, $G$ is a countable union of open balls $B_{x, r}=\{y \in$ $C(K, S) ; \hat{\rho}(x, y)<r\}$, and it suffices to prove that the latter lie in $\mathcal{C}$. But this is clear, since for any countable dense set $D \subset K$,

$$
\bar{B}_{x, r}=\bigcap_{t \in D}\left\{y \in C(K, S) ; \rho\left(x_{t}, y_{t}\right) \leq r\right\} .
$$

If $X$ and $X^{n}$ are random processes on $K$, we shall write $X^{n} \xrightarrow{f d} X$ for convergence of the finite-dimensional distributions, in the sense that

$$
\begin{equation*}
\left(X_{t_{1}}^{n}, \ldots, X_{t_{k}}^{n}\right) \xrightarrow{d}\left(X_{t_{1}}, \ldots, X_{t_{k}}\right), \quad t_{1}, \ldots, t_{k} \in K, k \in \mathbb{N} . \tag{1}
\end{equation*}
$$

Though by Proposition 2.2 the distribution of a random process is determined by the family of finite-dimensional distributions, condition (1) is insufficient in general for the convergence $X^{n} \xrightarrow{d} X$ in $C(K, S)$. This is already clear when the processes are nonrandom, since pointwise convergence of a sequence of functions need not be uniform. To overcome this difficulty, we may add a compactness condition. Recall that a sequence of random elements $\xi_{1}, \xi_{2}, \ldots$ is said to be relatively compact in distribution if every subsequence has a further subsequence that converges in distribution.

Lemma 14.2 (weak convergence via compactness) Let $X, X_{1}, X_{2}, \ldots$ be random elements in $C(K, S)$. Then $X_{n} \xrightarrow{d} X$ iff $X_{n} \xrightarrow{f d} X$ and $\left(X_{n}\right)$ is relatively compact in distribution.

Proof: If $X_{n} \xrightarrow{d} X$, then $X_{n} \xrightarrow{f d} X$ follows by Theorem 3.27, and $\left(X_{n}\right)$ is trivially relatively compact in distribution. Now assume instead that $\left(X_{n}\right)$ satisfies the two conditions. If $X_{n} \stackrel{d}{>} X$, we may choose a bounded continuous function $f: C(K, S) \rightarrow \mathbb{R}$ and some $\varepsilon>0$ such that $\left|E f\left(X_{n}\right)-E f(X)\right|>\varepsilon$ along some subsequence $N^{\prime} \subset \mathbb{N}$. By the relative compactness we may choose a further subsequence $N^{\prime \prime}$ and a process $Y$ such that $X_{n} \xrightarrow{d} Y$ along $N^{\prime \prime}$. But then $X_{n} \xrightarrow{f d} Y$ along $N^{\prime \prime}$, and since also $X_{n} \xrightarrow{f d} X$, Proposition 2.2 yields $X \stackrel{d}{=} Y$. Thus, $X_{n} \xrightarrow{d} X$ along $N^{\prime \prime}$, and so $E f\left(X_{n}\right) \rightarrow E f(X)$ along the same sequence, a contradiction. We conclude that $X_{n} \xrightarrow{d} X$.

The last result shows the importance of finding tractable conditions for a random sequence $\xi_{1}, \xi_{2}, \ldots$ in a metric space $S$ to be relatively compact. Generalizing a notion from Chapter 3, we say that $\left(\xi_{n}\right)$ is tight if

$$
\begin{equation*}
\sup _{K} \liminf _{n \rightarrow \infty} P\left\{\xi_{n} \in K\right\}=1, \tag{2}
\end{equation*}
$$

where the supremum extends over all compact subsets $K \subset S$.
We may now state the key result of weak convergence theory, the equivalence between tightness and relative compactness for random elements in sufficiently regular metric spaces. A version for Euclidean spaces was obtained in Proposition 4.21.

Theorem 14.3 (tightness and relative compactness, Prohorov) For any sequence of random elements $\xi_{1}, \xi_{2}, \ldots$ in a metric space $S$, tightness implies relative compactness in distribution, and the two conditions are equivalent when $S$ is separable and complete.

In particular, we note that when $S$ is separable and complete, a single random element $\xi$ in $S$ is tight, in the sense that $\sup _{K} P\{\xi \in K\}=1$. In that case we may clearly replace the "liminf" in (2) by "inf."

For the proof of Theorem 14.3 we need a simple lemma. Recall from Lemma 1.6 that a random element in a subspace of a metric space $S$ may also be regarded as a random element in $S$.

Lemma 14.4 (preservation of tightness) Tightness is preserved by continuous mappings. In particular, if $\left(\xi_{n}\right)$ is a tight sequence of random elements in a subspace $A$ of some metric space $S$, then $\left(\xi_{n}\right)$ remains tight when regarded as a sequence in $S$.

Proof: Compactness is preserved by continuous mappings. This applies in particular to the natural embedding $I: A \rightarrow S$.

Proof of Theorem 14.3 (Varadarajan): For $S=\mathbb{R}^{d}$ the result was proved in Proposition 4.21. Turning to the case when $S=\mathbb{R}^{\infty}$, consider a tight sequence of random elements $\xi^{n}=\left(\xi_{1}^{n}, \xi_{2}^{n}, \ldots\right)$ in $\mathbb{R}^{\infty}$. Writing $\eta_{k}^{n}=\left(\xi_{1}^{n}, \ldots\right.$, $\xi_{k}^{n}$ ), we conclude from Lemma 14.4 that the sequence $\left(\eta_{k}^{n} ; n \in \mathbb{N}\right)$ is tight in $\mathbb{R}^{k}$ for each $k \in \mathbb{N}$. Given any subsequence $N^{\prime} \subset \mathbb{N}$, we may then use a diagonal argument to extract a further subsequence $N^{\prime \prime}$ such that $\eta_{k}^{n} \xrightarrow{d}$ some $\eta_{k}$ as $n \rightarrow \infty$ along $N^{\prime \prime}$ for fixed $k \in \mathbb{N}$. The sequence $\left(P \circ \eta_{k}^{-1}\right)$ is projective by the continuity of the coordinate projections, and so by Theorem 5.14 there exists some random sequence $\xi=\left(\xi_{1}, \xi_{2}, \ldots\right)$ with $\left(\xi_{1}, \ldots, \xi_{k}\right) \stackrel{d}{=} \eta_{k}$ for each $k$. But then $\xi^{n} \xrightarrow{f d} \xi$ along $N^{\prime \prime}$, so Theorem 3.29 yields $\xi^{n} \xrightarrow{d} \xi$ along the same sequence.

Next assume that $S \subset \mathbb{R}^{\infty}$. If $\left(\xi_{n}\right)$ is tight in $S$, then by Lemma 14.4 it remains tight as a sequence in $\mathbb{R}^{\infty}$. Hence, for any sequence $N^{\prime} \subset \mathbb{N}$
there exists a further subsequence $N^{\prime \prime}$ and some random element $\xi$ such that $\xi_{n} \xrightarrow{d} \xi$ in $\mathbb{R}^{\infty}$ along $N^{\prime \prime}$. To show that the convergence remains valid in $S$, it suffices by Lemma 3.26 to verify that $\xi \in S$ a.s. Then choose some compact sets $K_{m} \subset S$ with $\liminf _{n} P\left\{\xi_{n} \in K_{m}\right\} \geq 1-2^{-m}$ for each $m \in \mathbb{N}$. Since the $K_{m}$ remain closed in $\mathbb{R}^{\infty}$, Theorem 3.25 yields

$$
P\left\{\xi \in K_{m}\right\} \geq \limsup _{n \in N^{\prime \prime}} P\left\{\xi_{n} \in K_{m}\right\} \geq \liminf _{n \rightarrow \infty} P\left\{\xi_{n} \in K_{m}\right\} \geq 1-2^{-m},
$$

and so $\xi \in \bigcup_{m} K_{m} \subset S$ a.s.
Now assume that $S$ is $\sigma$-compact. In particular, it is then separable and therefore homeomorphic to a subset $A \subset \mathbb{R}^{\infty}$. By Lemma 14.4 the tightness of $\left(\xi_{n}\right)$ carries over to the image sequence $\left(\tilde{\xi}_{n}\right)$ in $A$, and by Lemma 3.26 the possible relative compactness of $\left(\tilde{\xi}_{n}\right)$ implies the same property for $\left(\xi_{n}\right)$. This reduces the discussion to the previous case.

Now turn to the general case. If $\left(\xi_{n}\right)$ is tight, there exist some compact sets $K_{m} \subset S$ with $\liminf _{n} P\left\{\xi_{n} \in K_{m}\right\} \geq 1-2^{-m}$. In particular, $P\left\{\xi_{n} \in\right.$ $A\} \rightarrow 1$, where $A=\bigcup_{m} K_{m}$, and so we may choose some random elements $\eta_{n}$ in $A$ with $P\left\{\xi_{n}=\eta_{n}\right\} \rightarrow 1$. Here $\left(\eta_{n}\right)$ is again tight, even as a sequence in $A$, and since $A$ is $\sigma$-compact, the previous argument shows that $\left(\eta_{n}\right)$ is relatively compact as a sequence in $A$. By Lemma 3.26 it remains relatively compact in $S$, and by Theorem 3.28 the relative compactness carries over to $\left(\xi_{n}\right)$.

To prove the converse assertion, let $S$ be separable and complete, and assume that $\left(\xi_{n}\right)$ is relatively compact. For any $r>0$ we may cover $S$ by some open balls $B_{1}, B_{2}, \ldots$ of radius $r$. Writing $G_{k}=B_{1} \cup \cdots \cup B_{k}$, we claim that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \inf _{n} P\left\{\xi_{n} \in G_{k}\right\}=1 \tag{3}
\end{equation*}
$$

Indeed, we may otherwise choose some integers $n_{k} \uparrow \infty$ with $\sup _{k} P\left\{\xi_{n_{k}} \in G_{k}\right\}$ $=c<1$. By the relative compactness we have $\xi_{n_{k}} \xrightarrow{d} \xi$ along a subsequence $N^{\prime} \subset \mathbb{N}$ for a suitable $\xi$, and so

$$
P\left\{\xi \in G_{m}\right\} \leq \liminf _{k \in N^{\prime}} P\left\{\xi_{n_{k}} \in G_{m}\right\} \leq c<1, \quad m \in \mathbb{N}
$$

which leads as $m \rightarrow \infty$ to the absurdity $1<1$. Thus, (3) must be true.
Now take $r=m^{-1}$ and write $G_{k}^{m}$ for the corresponding sets $G_{k}$. For any $\varepsilon>0$ there exist by (3) some $k_{1}, k_{1}, \ldots \in \mathbb{N}$ with

$$
\inf _{n} P\left\{\xi_{n} \in G_{k_{m}}^{m}\right\} \geq 1-\varepsilon 2^{-m}, \quad m \in \mathbb{N} .
$$

Writing $A=\bigcap_{m} G_{k_{m}}^{m}$, we get $\inf _{n} P\left\{\xi_{n} \in A\right\} \geq 1-\varepsilon$. Also, note that $\bar{A}$ is complete and totally bounded, hence compact. Thus, $\left(\xi_{n}\right)$ is tight.

In order to apply the last theorem, we need convenient criteria for tightness. Beginning with the space $C(K, S)$, we may convert the classical ArzelàAscoli compactness criterion into a condition for tightness. Then introduce
the modulus of continuity

$$
w(x, h)=\sup \left\{\rho\left(x_{s}, x_{t}\right) ; d(s, t) \leq h\right\}, \quad x \in C(K, S), h>0
$$

The function $w(x, h)$ is clearly continuous for fixed $h>0$ and hence a measurable function of $x$.

Theorem 14.5 (tightness in $C(K, S)$, Prohorov) Fix two metric spaces $K$ and $S$, where $K$ is compact and $S$ is separable and complete, and let $X, X_{1}, X_{2}, \ldots$ be random elements in $C(K, S)$. Then $X_{n} \xrightarrow{d} X$ iff $X_{n} \xrightarrow{f d} X$ and

$$
\begin{equation*}
\lim _{h \rightarrow 0} \limsup _{n \rightarrow \infty} E\left[w\left(X_{n}, h\right) \wedge 1\right]=0 \tag{4}
\end{equation*}
$$

Proof: Since $C(K, S)$ is separable and complete, Theorem 14.3 shows that tightness and relative compactness are equivalent for $\left(X_{n}\right)$. By Lemma 14.2 it is then enough to show that, under the condition $X_{n} \xrightarrow{f d} X$, the tightness of $\left(X^{n}\right)$ is equivalent to (4).

First let $\left(X_{n}\right)$ be tight. For any $\varepsilon>0$ we may then choose a compact set $B \subset C(K, S)$ such that $\limsup _{n} P\left\{X_{n} \in B^{c}\right\}<\varepsilon$. By the Arzelà-Ascoli Theorem A2.1 we may next choose $h>0$ so small that $w(x, h) \leq \varepsilon$ for all $x \in B$. But then $\lim _{\sup }^{n} \operatorname{P}\left\{w\left(X_{n}, h\right)>\varepsilon\right\}<\varepsilon$, and (4) follows since $\varepsilon$ was arbitrary.

Next assume that (4) holds and $X_{n} \xrightarrow{f d} X$. Since each $X_{n}$ is continuous, $w\left(X_{n}, h\right) \rightarrow 0$ a.s. as $h \rightarrow 0$ for fixed $n$, so the "limsup" in (4) may be replaced by "sup." For any $\varepsilon>0$ we may then choose $h_{1}, h_{2}, \ldots>0$ so small that

$$
\begin{equation*}
\sup _{n} P\left\{w\left(X_{n}, h_{k}\right)>2^{-k}\right\} \leq 2^{-k-1} \varepsilon, \quad k \in \mathbb{N} \tag{5}
\end{equation*}
$$

Letting $t_{1}, t_{2}, \ldots$ be dense in $K$, we may further choose some compact sets $C_{1}, C_{2}, \ldots \subset S$ such that

$$
\begin{equation*}
\sup _{n} P\left\{X_{n}\left(t_{k}\right) \in C_{k}^{c}\right\} \leq 2^{-k-1} \varepsilon, \quad k \in \mathbb{N} . \tag{6}
\end{equation*}
$$

Now define

$$
B=\bigcap_{k}\left\{x \in C(K, S) ; x\left(t_{k}\right) \in C_{k}, w\left(x, h_{k}\right) \leq 2^{-k}\right\}
$$

Then $\bar{B}$ is compact by the Arzelà-Ascoli Theorem A2.1, and from (5) and (6) we get $\sup _{n} P\left\{X_{n} \in B^{c}\right\} \leq \varepsilon$. Thus, $\left(X_{n}\right)$ is tight.

One often needs to replace the compact parameter space $K$ by some more general index set $T$. Here we may assume that $T$ is locally compact, second-countable, and Hausdorff (abbreviated as lcscH) and endow the space $C(T, S)$ of continuous functions from $T$ to $S$ with the topology of uniform convergence on compacts. As before, the Borel $\sigma$-field in $C(T, S)$ is generated by the evaluation maps $\pi_{t}$, and so the random elements in $C(T, S)$ are precisely the continuous processes on $T$ taking values in $S$. The following result characterizes convergence in distribution of such processes.

Proposition 14.6 (locally compact parameter space) Let $X, X^{1}, X^{2}, \ldots$ be random elements in $C(T, S)$, where $S$ is a metric space and $T$ is lcscH. Then $X^{n} \xrightarrow{d} X$ iff the convergence holds for the restrictions to arbitrary compact subsets $K \subset T$.

Proof: The necessity is obvious from Theorem 3.27, since the restriction map $\pi_{K}: C(T, S) \rightarrow C(K, S)$ is continuous for any compact set $K \subset T$. To prove the sufficiency, we may choose some compact sets $K_{1} \subset K_{2} \subset \cdots \subset T$ with $K_{j}^{\circ} \uparrow T$, and let $X_{i}, X_{i}^{1}, X_{i}^{2}, \ldots$ denote the restrictions of the processes $X, X^{1}, X^{2}, \ldots$ to $K_{i}$. By hypothesis we have $X_{i}^{n} \xrightarrow{d} X_{i}$ for every $i$, and so Theorem 3.29 yields $\left(X_{1}^{n}, X_{2}^{n}, \ldots\right) \xrightarrow{d}\left(X_{1}, X_{2}, \ldots\right)$. Now $\pi=\left(\pi_{K_{1}}, \pi_{K_{2}}, \ldots\right)$ is a homeomorphism from $C(T, S)$ onto its range in $\mathrm{X}_{j} C\left(K_{j}, S\right)$, so $X^{n} \xrightarrow{d} X$ by Lemma 3.26 and Theorem 3.27.

For a simple illustration, we may prove a version of Donsker's Theorem 12.9. Since Theorem 14.5 applies only to processes with continuous paths, we need to replace the original step processes by their linearly interpolated versions

$$
\begin{equation*}
X_{t}^{n}=n^{-1 / 2}\left\{\sum_{k \leq n t} \xi_{k}+(n t-[n t]) \xi_{[n t]+1}\right\}, \quad t \geq 0, n \in \mathbb{N} \tag{7}
\end{equation*}
$$

Corollary 14.7 (functional central limit theorem, Donsker) Let $\xi_{1}, \xi_{2}, \ldots$ be i.i.d. random variables with mean 0 and variance 1 , define $X^{1}, X^{2}, \ldots$ by (7), and let $B$ denote a Brownian motion on $\mathbb{R}_{+}$. Then $X^{n} \xrightarrow{d} B$ in $C\left(\mathbb{R}_{+}\right)$.

The following simple estimate may be used to verify the tightness.
Lemma 14.8 (maximum inequality, Ottaviani) Let $\xi_{1}, \xi_{2}, \ldots$ be i.i.d. random variables with mean 0 and variance 1 , and put $S_{n}=\sum_{j \leq n} \xi_{j}$. Then

$$
P\left\{S_{n}^{*} \geq 2 r \sqrt{n}\right\} \leq \frac{P\left\{\left|S_{n}\right| \geq r \sqrt{n}\right\}}{1-r^{-2}}, \quad r>1, n \in \mathbb{N}
$$

Proof: Put $c=r \sqrt{n}$, and define $\tau=\inf \left\{k \in \mathbb{N} ;\left|S_{k}\right| \geq 2 c\right\}$. By the strong Markov property at $\tau$ and Theorem 5.4,

$$
\begin{aligned}
P\left\{\left|S_{n}\right| \geq c\right\} & \geq P\left\{\left|S_{n}\right| \geq c, S_{n}^{*} \geq 2 c\right\} \\
& \geq P\left\{\tau \leq n,\left|S_{n}-S_{\tau}\right| \leq c\right\} \\
& \geq P\left\{S_{n}^{*} \geq 2 c\right\} \min _{k \leq n} P\left\{\left|S_{k}\right| \leq c\right\}
\end{aligned}
$$

and by Chebyshev's inequality,

$$
\min _{k \leq n} P\left\{\left|S_{k}\right| \leq c\right\} \geq \min _{k \leq n}\left(1-k c^{-2}\right) \geq\left(1-n c^{-2}\right)=1-r^{-2}
$$

Proof of Corollary 14.7: By Proposition 14.6 it is enough to prove the convergence on $[0,1]$. Clearly, $X_{n} \xrightarrow{f d} X$ by Proposition 4.9 and Corollary 4.5. Combining the former result with Lemma 14.8, we further get the rough estimate
which implies

$$
\lim _{r \rightarrow \infty} r^{2} \limsup _{n \rightarrow \infty} P\left\{S_{n}^{*} \geq r \sqrt{n}\right\}=0
$$

$$
\lim _{h \rightarrow 0} h^{-1} \limsup _{n \rightarrow \infty} \sup _{t} P\left\{\sup _{0 \leq r \leq h}\left|X_{t+r}^{n}-X_{t}^{n}\right|>\varepsilon\right\}=0
$$

Now (4) follows easily, as we divide $[0,1]$ into subintervals of length $\leq h$.
Next we shall see how the Kolmogorov-Chentsov criterion in Theorem 2.23 may be converted into a sufficient condition for tightness in $C\left(\mathbb{R}^{d}, S\right)$. An important application appears in Theorem 18.9.

Corollary 14.9 (moments and tightness) Let $X^{1}, X^{2}, \ldots$ be continuous processes on $\mathbb{R}^{d}$ with values in a separable, complete metric space $(S, \rho)$. Assume that $\left(X_{0}^{n}\right)$ is tight in $S$ and that for some constants $a, b>0$

$$
\begin{equation*}
E\left\{\rho\left(X_{s}^{n}, X_{t}^{n}\right)\right\}^{a} \leq|s-t|^{d+b}, \quad s, t \in \mathbb{R}^{d}, n \in \mathbb{N} \tag{8}
\end{equation*}
$$

uniformly in $n$. Then $\left(X^{n}\right)$ is tight in $C\left(\mathbb{R}^{d}, S\right)$, and for every $c \in(0, b / a)$ the limiting processes are a.s. locally Hölder continuous with exponent $c$.

Proof: For each process $X^{n}$ we may define the associated quantities $\xi_{n k}$, as in the proof of Theorem 2.23, and we get $E \xi_{n k}^{a} \lesseqgtr 2^{-k b}$. Hence, Lemma 1.30 yields for $m, n \in \mathbb{N}$

$$
\left\|w\left(X_{n}, 2^{-m}\right)\right\|_{a}^{a \wedge 1} \lesseqgtr \sum_{k \geq m}\left\|\xi_{n k}\right\|_{a}^{a \wedge 1} \lesseqgtr \sum_{k \geq m} 2^{-k b /(a \vee 1)} \leq 2^{-m b /(a \vee 1)}
$$

which implies (4). Condition (8) extends by Lemma 3.11 to any limiting process $X$, and the last assertion then follows by Theorem 2.23.

Let us now fix a separable, complete metric space $S$, and consider random processes with paths in $D\left(\mathbb{R}_{+}, S\right)$, the space of rcll functions $f: \mathbb{R}_{+} \rightarrow S$. We shall endow $D\left(\mathbb{R}_{+}, S\right)$ with the Skorohod $J_{1}$-topology, whose basic properties are summarized in Appendix A2. Note in particular that the path space is again Polish and that compactness may be characterized in terms of a modified modulus of continuity $\tilde{w}$, as defined in Theorem A2.2.

The following result gives a criterion for weak convergence in $D\left(\mathbb{R}_{+}, S\right)$, similar to Theorem 14.5 for $C(K, S)$.

Theorem 14.10 (tightness in $D\left(\mathbb{R}_{+}, S\right)$, Skorohod, Prohorov) Fix a separable, complete metric space $S$, and let $X, X_{1}, X_{2}, \ldots$ be random elements in $D\left(\mathbb{R}_{+}, S\right)$. Then $X_{n} \xrightarrow{d} X$ iff $X_{n} \xrightarrow{f d} X$ on some dense set contained in $T=\left\{t \geq 0 ; \Delta X_{t}=0\right.$ a.s. $\}$ and, moreover,

$$
\begin{equation*}
\lim _{h \rightarrow 0} \limsup _{n \rightarrow \infty} E\left[\tilde{w}\left(X_{n}, t, h\right) \wedge 1\right]=0, \quad t>0 \tag{9}
\end{equation*}
$$

Proof: Since $\pi_{t}$ is continuous at every path $x \in D\left(\mathbb{R}_{+}, S\right)$ with $\Delta x_{t}=0$, $X_{n} \xrightarrow{d} X$ implies $X_{n} \xrightarrow{f d} X$ on $T$ by Theorem 3.27. Now use Theorem A2.2 and proceed as in the proof of Theorem 14.5.

Tightness in $D\left(\mathbb{R}_{+}, S\right)$ is often verified most easily by means of the following sufficient condition. Given a process $X$, we say that a random time is $X$-optional if it is optional with respect to the filtration induced by $X$.

Theorem 14.11 (optional equicontinuity and tightness, Aldous) Fix any metric space $(S, \rho)$, and let $X^{1}, X^{2}, \ldots$ be random elements in $D\left(\mathbb{R}_{+}, S\right)$. Then (9) holds if, for any bounded sequence of $X^{n}$-optional times $\tau_{n}$ and any positive constants $h_{n} \rightarrow 0$,

$$
\begin{equation*}
\rho\left(X_{\tau_{n}}^{n}, X_{\tau_{n}+h_{n}}^{n}\right) \xrightarrow{P} 0, \quad n \rightarrow \infty . \tag{10}
\end{equation*}
$$

The proof will be based on two lemmas, where the first one is a restatement of condition (10).

Lemma 14.12 The condition in Theorem 14.11 is equivalent to

$$
\begin{equation*}
\lim _{h \rightarrow 0} \limsup _{n \rightarrow \infty} \sup _{\sigma, \tau} E\left[\rho\left(X_{\sigma}^{n}, X_{\tau}^{n}\right) \wedge 1\right]=0, \quad t>0 \tag{11}
\end{equation*}
$$

where the supremum extends over all $X^{n}$-optional times $\sigma, \tau \leq t$ with $\sigma \leq$ $\tau \leq \sigma+h$.

Proof: Replacing $\rho$ by $\rho \wedge 1$ if necessary, we may assume that $\rho \leq 1$. The condition in Theorem 14.11 is then equivalent to

$$
\lim _{\delta \rightarrow 0} \limsup _{n \rightarrow \infty} \sup _{\tau \leq t} \sup _{h \in[0, \delta]} E \rho\left(X_{\tau}^{n}, X_{\tau+h}^{n}\right)=0, \quad t>0
$$

where the first supremum extends over all $X^{n}$-optional times $\tau \leq t$. To deduce (11), assume that $0 \leq \tau-\sigma \leq \delta$. Then $[\tau, \tau+\delta] \subset[\sigma, \sigma+2 \delta]$, and so by the triangle inequality and a simple substitution,

$$
\begin{aligned}
\delta \rho\left(X_{\sigma}, X_{\tau}\right) & \leq \int_{0}^{\delta}\left\{\rho\left(X_{\sigma}, X_{\tau+h}\right)+\rho\left(X_{\tau}, X_{\tau+h}\right)\right\} d h \\
& \leq \int_{0}^{2 \delta} \rho\left(X_{\sigma}, X_{\sigma+h}\right) d h+\int_{0}^{\delta} \rho\left(X_{\tau}, X_{\tau+h}\right) d h
\end{aligned}
$$

Thus,

$$
\sup _{\sigma, \tau} E \rho\left(X_{\sigma}, X_{\tau}\right) \leq 3 \sup _{\tau} \sup _{h \in[0,2 \delta]} E \rho\left(X_{\tau}, X_{\tau+h}\right),
$$

where the suprema extend over all optional times $\tau \leq t$ and $\sigma \in[\tau-\delta, \tau]$.
We also need the following elementary estimate.

Lemma 14.13 Let $\xi_{1}, \ldots, \xi_{n} \geq 0$ be random variables with sum $S_{n}$. Then

$$
E e^{-S_{n}} \leq e^{-n c}+\max _{k \leq n} P\left\{\xi_{k}<c\right\}, \quad c>0
$$

Proof: Let $p$ denote the maximum on the right. By the Hölder and Chebyshev inequalities we get

$$
E e^{-S_{n}}=E \prod_{k} e^{-\xi_{k}} \leq \prod_{k}\left(E e^{-n \xi_{k}}\right)^{1 / n} \leq\left\{\left(e^{-n c}+p\right)^{1 / n}\right\}^{n}=e^{-n c}+p
$$

Proof of Theorem 14.11: Again we may assume that $\rho \leq 1$, and by suitable approximation we may extend condition (11) to weakly optional times $\sigma$ and $\tau$. For each $n \in \mathbb{N}$ and $\varepsilon>0$ we recursively define the weakly $X^{n}$-optional times

$$
\sigma_{k+1}^{n}=\inf \left\{s>\sigma_{k}^{n} ; \rho\left(X_{\sigma_{k}^{n}}^{n}, X_{s}^{n}\right)>\varepsilon\right\}, \quad k \in \mathbb{Z}_{+},
$$

starting with $\sigma_{0}^{n}=0$. Note that for $m \in \mathbb{N}$ and $t, h>0$

$$
\begin{equation*}
\tilde{w}\left(X^{n}, t, h\right) \leq 2 \varepsilon+\sum_{k<m} 1\left\{\sigma_{k+1}^{n}-\sigma_{k}^{n}<h, \sigma_{k}^{n}<t\right\}+1\left\{\sigma_{m}^{n}<t\right\} \tag{12}
\end{equation*}
$$

Now let $\nu_{n}(t, h)$ denote the supremum in (11). By Chebyshev's inequality and a simple truncation,

$$
\begin{equation*}
P\left\{\sigma_{k+1}^{n}-\sigma_{k}^{n}<h, \sigma_{k}^{n}<t\right\} \leq \varepsilon^{-1} \nu_{n}(t+h, h), \quad k \in \mathbb{N}, t, h>0 \tag{13}
\end{equation*}
$$

and so by (11) and (12),

$$
\begin{equation*}
\lim _{h \rightarrow 0} \limsup _{n \rightarrow \infty} E \tilde{w}\left(X^{n}, t, h\right) \leq 2 \varepsilon+\limsup _{n \rightarrow \infty} P\left\{\sigma_{m}^{n}<t\right\} \tag{14}
\end{equation*}
$$

Next we conclude from (13) and Lemma 14.13 that, for any $c>0$,

$$
P\left\{\sigma_{m}^{n}<t\right\} \leq e^{t} E\left[e^{-\sigma_{m}^{n}} ; \sigma_{m}^{n}<t\right] \leq e^{t}\left\{e^{-m c}+\varepsilon^{-1} \nu_{n}(t+c, c)\right\}
$$

By (11) the right-hand side tends to 0 as $m, n \rightarrow \infty$ and then $c \rightarrow 0$. Hence, the last term in (14) tends to 0 as $m \rightarrow \infty$, and (9) follows since $\varepsilon$ is arbitrary.

We shall illustrate the use of Theorem 14.11 by proving an extension of Corollary 14.7. A more precise result is obtained by different methods in Corollary 13.20. An extension to Markov chains appears in Theorem 17.28.

Theorem 14.14 (approximation of random walks, Skorohod) Let $S^{1}, S^{2}, \ldots$ be random walks in $\mathbb{R}^{d}$ such that $S_{m_{n}}^{n} \xrightarrow{d} X_{1}$ for some Lévy process $X$ and some integers $m_{n} \rightarrow \infty$. Then the processes $X_{t}^{n}=S_{\left[m_{n} t\right]}^{n}$ satisfy $X^{n} \xrightarrow{d} X$ in $D\left(\mathbb{R}_{+}, \mathbb{R}^{d}\right)$.

Proof: By Corollary 13.16 we have $X^{n} \xrightarrow{f d} X$, and by Theorem 14.11 it is then enough to show that $\left|X_{\tau_{n}+h_{n}}^{n}-X_{\tau_{n}}^{n}\right| \xrightarrow{P} 0$ for any finite optional times $\tau_{n}$ and constants $h_{n} \rightarrow 0$. By the strong Markov property of $S^{n}$ (or by Theorem 9.19) we may reduce to the case when $\tau_{n}=0$ for all $n$, and so it suffices to show that $X_{h_{n}}^{n} \xrightarrow{P} 0$ as $h_{n} \rightarrow 0$. This again may be seen from Corollary 13.16 .

For the remainder of this chapter we assume that $S$ is lcscH with Borel $\sigma$-field $\mathcal{S}$. Write $\hat{\mathcal{S}}$ for the class of relatively compact sets in $\mathcal{S}$. Let $\mathcal{M}(S)$ denote the space of locally finite measures on $S$, endowed with the vague topology induced by the mappings $\pi_{f}: \mu \mapsto \mu f=\int f d \mu, f \in C_{K}^{+}$. Some basic properties of this topology are summarized in Theorem A2.3. Note in particular that $\mathcal{M}(S)$ is Polish and that the random elements in $\mathcal{M}(S)$ are precisely the random measures on $S$. Similarly, the point processes on $S$ are random elements in the vaguely closed subspace $\mathcal{N}(S)$, consisting of all integer-valued measures in $\mathcal{M}(S)$.

The following result gives the basic tightness criterion.
Lemma 14.15 (tightness of random measures, Prohorov) Let $\xi_{1}, \xi_{2}, \ldots$ be random measures on some lcscH space $S$. Then the sequence $\left(\xi_{n}\right)$ is relatively compact in distribution iff $\left(\xi_{n} B\right)$ is tight in $\mathbb{R}_{+}$for every $B \in \mathcal{S}$.

Proof: By Theorems 14.3 and A2.3 the notions of relative compactness and tightness are equivalent for $\left(\xi_{n}\right)$. If $\left(\xi_{n}\right)$ is tight, then so is $\left(\xi_{n} f\right)$ for every $f \in C_{K}^{+}$by Lemma 14.4, and hence $\left(\xi_{n} B\right)$ is tight for all $B \in \hat{\mathcal{S}}$. Conversely, assume the latter condition. Choose an open cover $G_{1}, G_{2}, \ldots \in \hat{\mathcal{S}}$ of $S$, fix any $\varepsilon>0$, and let $r_{1}, r_{2}, \ldots>0$ be large enough that

$$
\begin{equation*}
\sup _{n} P\left\{\xi_{n} G_{k}>r_{k}\right\}<\varepsilon 2^{-k}, \quad k \in \mathbb{N} . \tag{15}
\end{equation*}
$$

Then the set $A=\bigcap_{k}\left\{\mu ; \mu G_{k} \leq r_{k}\right\}$ is relatively compact by Theorem A2.3 (ii), and (15) yields $\inf _{n} P\left\{\xi_{n} \in A\right\}>1-\varepsilon$. Thus, $\left(\xi_{n}\right)$ is tight.

We may now derive some general convergence criteria for random measures, corresponding to the uniqueness results in Lemma 10.1 and Theorem 10.9. Define $\hat{\mathcal{S}}_{\xi}=\{B \in \hat{\mathcal{S}} ; \xi \partial B=0$ a.s. $\}$.

Theorem 14.16 (convergence of random measures) Let $\xi, \xi_{1}, \xi_{2}, \ldots$ be random measures on some lcscH space $S$. Then these conditions are equivalent:
(i) $\xi_{n} \xrightarrow{d} \xi$;
(ii) $\xi_{n} f \xrightarrow{d} \xi f$ for all $f \in C_{K}^{+}$;
(iii) $\left(\xi_{n} B_{1}, \ldots, \xi_{n} B_{k}\right) \xrightarrow{d}\left(\xi B_{1}, \ldots, \xi B_{k}\right)$ for all $B_{1}, \ldots, B_{k} \in \hat{\mathcal{S}}_{\xi}, k \in \mathbb{N}$.

If $\xi$ is a simple point process or a diffuse random measure, it is also equivalent that
(iv) $\xi_{n} B \xrightarrow{d} \xi B$ for all $B \in \hat{\mathcal{S}}_{\xi}$.

Proof: By Theorems 3.27 and A2.3 (iii), condition (i) implies both (ii) and (iii). Conversely, Lemma 14.15 shows that $\left(\xi_{n}\right)$ is relatively compact in distribution under both (ii) and (iii). Arguing as in the proof of Lemma 14.2, it remains to show for any random measures $\xi$ and $\eta$ on $S$ that $\xi \stackrel{d}{=} \eta$ if $\xi f \stackrel{d}{=} \eta f$ for all $f \in C_{K}^{+}$, or if

$$
\begin{equation*}
\left(\xi B_{1}, \ldots, \xi B_{k}\right) \stackrel{d}{=}\left(\eta B_{1}, \ldots, \eta B_{k}\right), \quad B_{1}, \ldots, B_{k} \in \hat{\mathcal{S}}_{\xi+\eta}, k \in \mathbb{N} \tag{16}
\end{equation*}
$$

In the former case this holds by Lemma 10.1, and in the latter case it follows by a monotone class argument from Theorem A2.3 (iv). The last assertion is obtained in a similar way from a suitable version of Theorem 10.9 (iii).

Much weaker conditions are required for convergence to a simple point process, as suggested by Theorem 10.9. The following conditions are only sufficient; a precise criterion is given in Theorem 14.28.

Here a class $\mathcal{U} \subset \hat{\mathcal{S}}$ is said to be separating if, for any compact and open sets $K$ and $G$ with $K \subset G$, there exists some $U \in \mathcal{U}$ with $K \subset U \subset G$. Furthermore, we say that $\mathcal{I} \subset \hat{\mathcal{S}}$ is preseparating if all finite unions of sets in $\mathcal{I}$ form a separating class. Applying Lemma A2.6 to the function $h(B)=$ $E e^{-\xi B}$, we note that the class $\hat{\mathcal{S}}_{\xi}$ is separating for any random measure $\xi$. For Euclidean spaces $S$, a preseparating class will typically consist of rectangular boxes, whereas the corresponding finite unions form a separating class.

Proposition 14.17 (convergence of point processes) Let $\xi, \xi_{1}, \xi_{2}, \ldots$ be point processes on some lcscH space $S$, where $\xi$ is simple, and fix a separating class $\mathcal{U} \subset \hat{\mathcal{S}}$. Then $\xi_{n} \xrightarrow{d} \xi$ under these conditions:
(i) $P\left\{\xi_{n} U=0\right\} \rightarrow P\{\xi U=0\}$ for all $U \in \hat{\mathcal{U}}$;
(ii) $\lim \sup _{n} E \xi_{n} K \leq E \xi K<\infty$ for all compact sets $K \subset S$.

Proof: First note that both (i) and (ii) extend by suitable approximation to sets in $\hat{\mathcal{S}}_{\xi}$. By the usual compactness argument together with Lemma 3.11, it is enough to prove that a point process $\eta$ is distributed as $\xi$ whenever

$$
P\{\eta B=0\}=P\{\xi B=0\}, \quad E \eta B \leq E \xi B, \quad B \in \hat{\mathcal{S}}_{\xi+\eta}
$$

Here the first relation yields $\eta^{*} \stackrel{d}{=} \xi$ as in Theorem 10.9 (i), and from the second one we then obtain $E \eta B \leq E \eta^{*} B$ for all $B \in \hat{\mathcal{S}}_{\xi}$, which shows that $\eta$ is a.s. simple.

We shall illustrate the use of Theorem 14.16 by showing how Poisson and Cox processes may arise as limits under superposition or thinning. Say that the random measures $\xi_{n j}, n, j \in \mathbb{N}$, form a null array if they are independent for each $n$ and such that, for each $B \in \hat{\mathcal{S}}$, the random variables $\xi_{n j} B$ form a null array in the sense of Chapter 4. The following result is a point process version of Theorem 4.7.

Theorem 14.18 (convergence of superpositions, Grigelionis) Let $\left(\xi_{n j}\right)$ be a null array of point processes on some lcscH space $S$, and consider a Poisson process $\xi$ on $S$ with $E \xi=\mu$. Then $\sum_{j} \xi_{n j} \xrightarrow{d} \xi$ iff these conditions hold:
(i) $\sum_{j} P\left\{\xi_{n j} B>0\right\} \rightarrow \mu B$ for all $B \in \hat{\mathcal{S}}_{\mu}$;
(ii) $\sum_{j} P\left\{\xi_{n j} B>1\right\} \rightarrow 0$ for all $B \in \hat{\mathcal{S}}$.

Proof: If $\sum_{j} \xi_{n j} \xrightarrow{d} \xi$, then $\sum_{j} \xi_{n j} B \xrightarrow{d} \xi B$ for all $B \in \hat{\mathcal{S}}_{\mu}$ by Theorem 14.16, so (i) and (ii) hold by Theorem 4.7. Conversely, assume (i) and (ii). To prove that $\sum_{j} \xi_{n j} \xrightarrow{d} \xi$, we may restrict our attention to an arbitrary compact set $C \in \hat{\mathcal{S}}_{\mu}$, and to simplify the notation we may assume that $S$ itself is compact. Define $\eta_{n j}=\xi_{n j} 1\left\{\xi_{n j} S \leq 1\right\}$, and note that (i) and (ii) remain true for the array $\left(\eta_{n j}\right)$. Note also that $\sum_{j} \eta_{n j} \xrightarrow{d} \xi$ implies $\sum_{j} \xi_{n j} \xrightarrow{d} \xi$ by Theorem 3.28. This reduces the discussion to the case when $\xi_{n j} S \leq 1$ for all $n$ and $j$.

Now define $\mu_{n j}=E \xi_{n j}$. By (i) we get

$$
\sum_{j} \mu_{n j} B=\sum_{j} E \xi_{n j} B=\sum_{j} P\left\{\xi_{n j} B>0\right\} \rightarrow \mu B, \quad B \in \hat{\mathcal{S}}_{\mu}
$$

so $\sum_{j} \mu_{n j} \xrightarrow{w} \mu$ by Theorem 3.25. Noting that $m\left(1-e^{-f}\right)=1-e^{-m f}$ when $m=\delta_{x}$ or 0 and writing $\xi_{n}=\sum_{j} \xi_{n j}$, we get by Lemmas 4.8 and 10.2

$$
\begin{aligned}
E e^{-\xi_{n} f} & =\prod_{j} E e^{-\xi_{n j} f}=\prod_{j} E\left\{1-\xi_{n j}\left(1-e^{-f}\right)\right\} \\
& =\prod_{j}\left\{1-\mu_{n j}\left(1-e^{-f}\right)\right\} \sim \exp \left\{-\sum_{j} \mu_{n j}\left(1-e^{-f}\right)\right\} \\
& \rightarrow \exp \left(-\mu\left(1-e^{-f}\right)\right)=E e^{-\xi f} .
\end{aligned}
$$

We shall next establish a basic limit theorem for independent thinnings of point processes.

Theorem 14.19 (convergence of thinnings) Let $\eta_{1}, \eta_{2}, \ldots$ be point processes on some lcscH space $S$, and for each $n$ let $\xi_{n}$ be a $p_{n}$-thinning of $\eta_{n}$, where $p_{n} \rightarrow 0$. Then $\xi_{n} \xrightarrow{d}$ some $\xi$ iff $p_{n} \eta_{n} \xrightarrow{d}$ some $\eta$, in which case $\xi$ is distributed as a Cox process directed by $\eta$.

Proof: For any $f \in C_{K}^{+}$we get by Lemma 10.7

$$
E^{-\xi_{n} f}=E \exp \left(\eta_{n} \log \left\{1-p_{n}\left(1-e^{-f}\right)\right\}\right)
$$

Noting that $p x \leq-\log (1-p x) \leq-x \log (1-p)$ for $p, x \in[0,1)$ and writing $p_{n}^{\prime}=-\log \left(1-p_{n}\right)$, we obtain

$$
\begin{equation*}
E \exp \left\{-p_{n}^{\prime} \eta_{n}\left(1-e^{-f}\right)\right\} \leq E e^{-\xi_{n} f} \leq E \exp \left\{-p_{n} \eta_{n}\left(1-e^{-f}\right)\right\} \tag{17}
\end{equation*}
$$

If $p_{n} \eta_{n} \xrightarrow{d} \eta$, then even $p_{n}^{\prime} \eta_{n} \xrightarrow{d} \eta$, and by Lemma 10.7

$$
E e^{-\xi_{n} f} \rightarrow E \exp \left\{-\eta\left(1-e^{-f}\right)\right\}=E e^{-\xi f}
$$

where $\xi$ is a Cox process directed by $\eta$. Hence, $\xi_{n} \xrightarrow{d} \xi$.
Conversely, assume that $\xi_{n} \xrightarrow{d} \xi$. Fix any $g \in C_{K}^{+}$and let $0 \leq t<\|g\|^{-1}$. Applying (17) with $f=-\log (1-t g)$, we get

$$
\liminf _{n \rightarrow \infty} E \exp \left\{-t p_{n} \eta_{n} g\right\} \geq E \exp \{\xi \log (1-t g)\}
$$

Here the right-hand side tends to 1 as $t \rightarrow 0$, and so by Lemmas 4.2 and 14.15 the sequence $\left(p_{n} \eta_{n}\right)$ is tight. For any subsequence $N^{\prime} \subset \mathbb{N}$ we may then choose a further subsequence $N^{\prime \prime}$ such that $p_{n} \eta_{n} \xrightarrow{d}$ some $\eta$ along $N^{\prime \prime}$. By the direct assertion, $\xi$ is then distributed as a Cox process directed by $\eta$, which by Lemma 10.8 determines the distribution of $\eta$. Hence, $\eta_{n} \xrightarrow{d} \eta$ remains true along the original sequence.

The last result leads in particular to an interesting characterization of Cox processes.

Corollary 14.20 (Cox processes and thinnings, Mecke) Let $\xi$ be a point process on $S$. Then $\xi$ is Cox iff for every $p \in(0,1)$ there exists some point process $\xi_{p}$ such that $\xi$ is distributed as a p-thinning of $\xi_{p}$.

Proof: If $\xi$ and $\xi_{p}$ are Cox processes directed by $\eta$ and $\eta / p$, respectively, then Proposition 10.6 shows that $\xi$ is distributed as a $p$-thinning of $\xi_{p}$. Conversely, assuming the stated condition for every $p \in(0,1)$, we note that $\xi$ is Cox by Theorem 14.19.

The previous theory will now be used to derive a general limit theorem for sums of exchangeable random variables. The result applies in particular to sequences obtained by sampling without replacement from a finite population. It is also general enough to contain a version of Donsker's theorem. The appropriate function space in this case is $D([0,1], \mathbb{R})=D[0,1]$, to which the results for $D\left(\mathbb{R}_{+}\right)$apply with obvious modifications.

Consider for each $n \in \mathbb{N}$ some exchangeable random variables $\xi_{n j}, j \leq m_{n}$, where $m_{n} \rightarrow \infty$, and introduce the processes

$$
\begin{equation*}
X_{t}^{n}=\sum_{j \leq m_{n} t} \xi_{n j}, \quad t \in[0,1], n \in \mathbb{N} . \tag{18}
\end{equation*}
$$

The potential limiting processes are of the form

$$
\begin{equation*}
X_{t}=\alpha t+\sigma B_{t}+\sum_{j} \beta_{j}\left(1\left\{\tau_{j} \leq t\right\}-t\right), \quad t \in[0,1] \tag{19}
\end{equation*}
$$

for some Brownian bridge $B$, some independent i.i.d. $U(0,1)$ random variables $\tau_{j}$, and some independent set of coefficients $\alpha, \sigma$, and $\beta_{j}$. To ensure
convergence of the series on the right for each $t$, we need to assume that $\sum_{j} \beta_{j}^{2}<\infty$ a.s. In that case we may divide by $1-t$ and conclude by a martingale argument that the sum converges in probability with respect to the uniform metric on $[0,1]$. In particular, $X$ has a version in $D[0,1]$.

The convergence criteria will be stated in terms of the random variables and measures

$$
\begin{gather*}
\alpha_{n}=\sum_{j} \xi_{n j}, \quad \kappa_{n}=\sum_{j} \xi_{n j}^{2} \delta_{\xi_{n j}}, \quad n \in \mathbb{N},  \tag{20}\\
\kappa=\sigma^{2} \delta_{0}+\sum_{j} \beta_{j}^{2} \delta_{\beta_{j}} . \tag{21}
\end{gather*}
$$

Theorem 14.21 (approximation of exchangeable sums) For each $n \in \mathbb{N}$ let $\xi_{n j}, j \leq m_{n}$, be exchangeable random variables, and define $X^{n}, \alpha_{n}$, and $\kappa_{n}$ as in (18) and (20). Assume $m_{n} \rightarrow \infty$. Then $X^{n} \xrightarrow{d}$ some $X$ in $D[0,1]$ iff $\left(\alpha_{n}, \kappa_{n}\right) \xrightarrow{d}$ some $(\alpha, \kappa)$ in $\mathbb{R} \times \mathcal{M}(\overline{\mathbb{R}})$, in which case $X$ can be represented as in (19) with coefficients satisfying (21).

For the proof we need three auxiliary results. We begin with a simple randomization lemma, which will enable us to reduce the proof to the case of non-random coefficients. Recall that if $\nu$ is a measure on $S$ and $\mu$ is a kernel from $S$ to $T$, then $\nu \mu$ denotes the measure $\int \mu(s, \cdot) \nu(d s)$ on $T$. For any measurable function $f: T \rightarrow \mathbb{R}_{+}$, we define the measurable function $\mu f$ on $S$ by $\mu f(s)=\int \mu(s, d t) f(t)$.

Lemma 14.22 (randomization) For any metric spaces $S$ and $T$, let $\nu, \nu_{1}$, $\nu_{2}, \ldots$ be probability measures on $S$ with $\nu_{n} \xrightarrow{w} \nu$, and let $\mu, \mu_{1}, \mu_{2}, \ldots$ be probability kernels from $S$ to $T$ such that $s_{n} \rightarrow s$ in $S$ implies $\mu_{n}\left(s_{n}, \cdot\right) \xrightarrow{w}$ $\mu(s, \cdot)$. Then $\nu_{n} \mu_{n} \xrightarrow{w} \nu \mu$.

Proof: Fix any bounded, continuous function $f$ on $T$. Then $\mu_{n} f\left(s_{n}\right) \rightarrow$ $\mu f(s)$ as $s_{n} \rightarrow s$, and so by Theorem 3.27

$$
\left(\nu_{n} \mu_{n}\right) f=\nu_{n}\left(\mu_{n} f\right) \rightarrow \nu(\mu f)=(\nu \mu) f
$$

To establish tightness of the random measures $\kappa_{n}$, we shall need the following conditional hyper-contractivity criterion.

Lemma 14.23 (hyper-contractivity and tightness) Let the random variables $\xi_{1}, \xi_{2}, \ldots \geq 0$ and $\sigma$-fields $\mathcal{F}_{1}, \mathcal{F}_{2}, \ldots$ be such that, for some $a>0$,

$$
E\left[\xi_{n}^{2} \mid \mathcal{F}_{n}\right] \leq a\left(E\left[\xi_{n} \mid \mathcal{F}_{n}\right]\right)^{2}<\infty \quad \text { a.s. }, \quad n \in \mathbb{N}
$$

Then if $\left(\xi_{n}\right)$ is tight, so is the sequence $\eta_{n}=E\left[\xi_{n} \mid \mathcal{F}_{n}\right], n \in \mathbb{N}$.

Proof: By Lemma 3.9 we need to show that $c_{n} \eta_{n} \xrightarrow{P} 0$ whenever $0 \leq c_{n} \rightarrow$ 0 . Then conclude from Lemma 3.1 that, for any $r \in(0,1)$ and $\varepsilon>0$,

$$
0<(1-r)^{2} a^{-1} \leq P\left[\xi_{n} \geq r \eta_{n} \mid \mathcal{F}_{n}\right] \leq P\left[c_{n} \xi_{n} \geq r \varepsilon \mid \mathcal{F}_{n}\right]+1\left\{c_{n} \eta_{n}<\varepsilon\right\}
$$

Here the first term on the right $\xrightarrow{P} 0$ since $c_{n} \xi_{n} \xrightarrow{P} 0$ by Lemma 3.9. Hence, $1\left\{c_{n} \eta_{n}<\varepsilon\right\} \xrightarrow{P} 1$, which means that $P\left\{c_{n} \eta_{n} \geq \varepsilon\right\} \rightarrow 0$. Since $\varepsilon$ is arbitrary, we get $c_{n} \eta_{n} \xrightarrow{P} 0$.

Since we are going to approximate the summation processes in (18) by processes of type (19), we shall finally need a convergence criterion for the latter. In view of Theorem 14.25 , the result has considerable independent interest.

Proposition 14.24 (convergence of exchangeable processes) Let $X^{1}, X^{2}$, $\ldots$ be processes as in (19) with associated random pairs $\left(\alpha_{n}, \kappa_{n}\right), n \in \mathbb{N}$, where the $\kappa_{n}$ are defined as in (21). Then $X^{n} \xrightarrow{d}$ some $X$ in $D[0,1]$ iff $\left(\alpha_{n}, \kappa_{n}\right) \xrightarrow{d}$ some $(\alpha, \kappa)$ in $\mathbb{R} \times \mathcal{M}(\overline{\mathbb{R}})$, in which case even $X$ can be represented as in (19) with coefficients satisfying (21).

Proof: First let $\left(\alpha_{n}, \kappa_{n}\right) \xrightarrow{d}(\alpha, \kappa)$. To prove $X^{n} \xrightarrow{d} X$ for the corresponding processes in (19), it suffices by Lemma 14.22 to assume that all the $\alpha_{n}$ and $\kappa_{n}$ are nonrandom. Thus, we may restrict our attention to processes $X^{n}$ with constant coefficients $\alpha_{n}, \sigma_{n}$, and $\beta_{n j}, j \in \mathbb{N}$.

To prove that $X^{n} \xrightarrow{f d} X$, we begin with four special cases. First we note that if $\alpha_{n} \rightarrow \alpha$, then trivially $\alpha_{n} t \rightarrow \alpha t$ uniformly on $[0,1]$. Similarly, $\sigma_{n} \rightarrow \sigma$ implies $\sigma_{n} B \rightarrow \sigma B$ in the same sense. Next we consider the case when $\alpha_{n}=\sigma_{n}=0$ and $\beta_{n, m+1}=\beta_{n, m+2}=\cdots=0$ for some fixed $m \in \mathbb{N}$. Here we may assume that even $\alpha=\sigma=0$ and $\beta_{m+1}=\beta_{m+2}=\cdots=0$, and that moreover $\beta_{n j} \rightarrow \beta_{j}$ for all $j$. The convergence $X^{n} \rightarrow X$ is then obvious. Finally, we may assume that $\alpha_{n}=\sigma_{n}=0$ and $\alpha=\beta_{1}=\beta_{2}=\cdots=0$. Then $\max _{j}\left|\beta_{n j}\right| \rightarrow 0$, and for any $s \leq t$ we have

$$
\begin{equation*}
E\left(X_{s}^{n} X_{t}^{n}\right)=s(1-t) \sum_{j} \beta_{n j}^{2} \rightarrow s(1-t) \sigma^{2}=E\left(X_{s} X_{t}\right) \tag{22}
\end{equation*}
$$

In this case, $X^{n} \xrightarrow{f d} X$ by Theorem 4.12 and Corollary 4.5. By independence we may combine the four special cases to obtain $X^{n} \xrightarrow{f d} X$ whenever $\beta_{j}=0$ for all but finitely many $j$. From here on, it is easy to extend to the general case by means of Theorem 3.28, where the required uniform error estimate may be obtained as in (22).

To strengthen the convergence to $X^{n} \xrightarrow{d} X$ in $D[0,1]$, it is enough to verify the tightness criterion in Theorem 14.11 . Thus, for any $X^{n}$-optional times $\tau_{n}$ and positive constants $h_{n} \rightarrow 0$ with $\tau_{n}+h_{n} \leq 1$ we need to show
that $X_{\tau_{n}+h_{n}}^{n}-X_{\tau_{n}}^{n} \xrightarrow{P} 0$. By Theorem 9.19 and a simple approximation, it is equivalent that $X_{h_{n}}^{n} \xrightarrow{P} 0$, which is clear since

$$
E\left(X_{h_{n}}^{n}\right)^{2}=h_{n}^{2} \alpha_{n}^{2}+h_{n}\left(1-h_{n}\right) \kappa_{n} \mathbb{R} \rightarrow 0
$$

To obtain the reverse implication, we assume that $X^{n} \xrightarrow{d} X$ in $D[0,1]$ for some process $X$. Since $\alpha_{n}=X_{1}^{n} \xrightarrow{d} X_{1}$, the sequence $\left(\alpha_{n}\right)$ is tight. Next define for $n \in \mathbb{N}$

$$
\eta_{n}=2 X_{1 / 2}^{n}-X_{1}^{n}=2 \sigma_{n} B_{1 / 2}+2 \sum_{j} \beta_{n j}\left(1\left\{\tau_{j} \leq \frac{1}{2}\right\}-\frac{1}{2}\right)
$$

Then

$$
\begin{aligned}
& E\left[\eta_{n}^{2} \mid \kappa_{n}\right]=\sigma_{n}^{2}+\sum_{j} \beta_{n j}^{2}=\kappa_{n} \mathbb{R} \\
& E\left[\eta_{n}^{4} \mid \kappa_{n}\right]=3\left\{\sigma_{n}^{2}+\sum_{j} \beta_{n j}^{4}\right\}^{2}-2 \sum_{j} \beta_{n j}^{4} \leq 3\left(\kappa_{n} \mathbb{R}\right)^{2}
\end{aligned}
$$

Since $\left(\eta_{n}\right)$ is tight, it follows by Lemmas 14.15 and 14.23 that even $\left(\kappa_{n}\right)$ is tight, and so the same thing is true for the sequence of pairs $\left(\alpha_{n}, \kappa_{n}\right)$.

The tightness implies relative compactness in distribution, and so every subsequence contains a further subsequence that converges in $\mathbb{R} \times \mathcal{M}(\overline{\mathbb{R}})$ toward some random pair $(\alpha, \kappa)$. Since the measures in (21) form a vaguely closed subset of $\mathcal{M}(\overline{\mathbb{R}})$, the limit $\kappa$ has the same form for suitable $\sigma$ and $\beta_{1}, \beta_{2}, \ldots$ By the direct assertion it follows that $X^{n} \xrightarrow{d} Y$ with $Y$ as in (19), and therefore $X \stackrel{d}{=} Y$. Now the coefficients in (19) can be constructed as measurable functions of $Y$, and so the distribution of $(\alpha, \kappa)$ is uniquely determined by that of $X$. Thus, the limiting distribution is independent of subsequence, and the convergence $\left(\alpha_{n}, \kappa_{n}\right) \xrightarrow{d}(\alpha, \kappa)$ remains true along $\mathbb{N}$. We may finally transfer the representation (19) to the original process $X$ by means of Corollary 5.11.

Proof of Theorem 14.21: Let $\tau_{1}, \tau_{2}, \ldots$ be i.i.d. $U(0,1)$ and independent of all $\xi_{n j}$, and define

$$
Y_{t}^{n}=\sum_{j} \xi_{n j} 1\left\{\tau_{j} \leq t\right\}=\alpha_{n} t+\sum_{j} \xi_{n j}\left(1\left\{\tau_{j} \leq t\right\}-t\right), \quad t \in[0,1]
$$

Writing $\tilde{\xi}_{n k}$ for the $k$ th jump from the left of $Y^{n}$ (including possible 0 jumps when $\xi_{n j}=0$ ), we note that $\left(\tilde{\xi}_{n j}\right) \stackrel{d}{=}\left(\xi_{n j}\right)$ by exchangeability. Thus, $\tilde{X}^{n} \stackrel{d}{=} X^{n}$, where $\tilde{X}_{t}^{n}=\sum_{j \leq m_{n} t} \tilde{\xi}_{n j}$. Furthermore, $d\left(\tilde{X}^{n}, Y^{n}\right) \rightarrow 0$ a.s. by Proposition 3.24, where $d$ is the metric in Theorem A2.2. Hence, by Theorem 3.28 it is equivalent to replace $X^{n}$ by $Y^{n}$. But then the assertion follows by Proposition 14.24.

By similar compactness arguments, we may show that the most general exchangeable-increment processes on $[0,1]$ are given by (19). The result supplements the one for processes on $\mathbb{R}_{+}$in Theorem 9.21.

Theorem 14.25 (exchangeable-increment processes on $[0,1]$ ) Let $X$ be a process on $[0,1]$ with $X_{0}=0$. Then $X$ is continuous in probability and has exchangeable increments iff it can be represented as in (19). In that case $X$ has an rcll version.

In particular, we may combine with Theorem 10.14 to see that a simple point process is symmetric with respect to some diffuse measure iff it is a mixed Poisson or sample process.

Proof: The sufficiency part is obvious, so it is enough to prove the necessity. Thus, assume that $X$ has exchangeable increments. Introduce the step processes

$$
X_{t}^{n}=X\left(2^{-n}\left[2^{n} t\right]\right), \quad t \in[0,1], n \in \mathbb{N}
$$

define $\kappa_{n}$ as in (20) in terms of the jump sizes of $X^{n}$, and put $\alpha_{n} \equiv X_{1}$. If the sequence $\left(\kappa_{n}\right)$ is tight, then $\left(\alpha_{n}, \kappa_{n}\right) \xrightarrow{d}(\alpha, \kappa)$ along some subsequence, and by Theorem 14.21 we get $X^{n} \xrightarrow{d} Y$ along the same subsequence, where $Y$ can be represented as in (19). In particular, $X^{n} \xrightarrow{f d} Y$, so the finite-dimensional distributions of $X$ and $Y$ agree for dyadic times. The agreement extends to arbitrary times, since both processes are continuous in probability. By Lemma 2.24 it follows that $X$ has a version in $D[0,1]$, and by Corollary 5.11 we obtain the desired representation.

To prove the required tightness of $\left(\kappa_{n}\right)$, denote the increments in $X^{n}$ by $\xi_{n j}$, put $\zeta_{n j}=\xi_{n j}-2^{-n} \alpha_{n}$, and note that

$$
\begin{equation*}
\kappa_{n} \mathbb{R}=\sum_{j} \xi_{n j}^{2}=\sum_{j} \zeta_{n j}^{2}+2^{-n} \alpha_{n}^{2} \tag{23}
\end{equation*}
$$

Writing $\eta_{n}=2 X_{1 / 2}^{n}-X_{1}^{n}=2 X_{1 / 2}-X_{1}$ and noting that $\sum_{j} \zeta_{n j}=0$, we get the elementary estimates

$$
E\left[\eta_{n}^{4} \mid \kappa_{n}\right] \lesssim \sum_{j} \zeta_{n j}^{4}+\sum_{i \neq j} \zeta_{n j}^{2} \zeta_{n j}^{2}=\left\{\sum_{j} \zeta_{n j}^{2}\right\}^{2} \lesssim\left(E\left[\eta_{n}^{2} \mid \kappa_{n}\right]\right)^{2}
$$

Since $\eta_{n}$ is independent of $n$, the sequence of sums $\sum_{j} \zeta_{n j}^{2}$ is tight by Lemma 14.23 , and so even $\left(\kappa_{n}\right)$ is tight by (23).

For measure-valued processes $X^{n}$ with rcll paths, we may express the tightness in terms of the real-valued projections $X_{t}^{n} f=\int f(s) X_{t}^{n}(d s), f \in$ $C_{K}^{+}$.

Theorem 14.26 (measure-valued processes) Let $X^{1}, X^{2}, \ldots$ be random elements in $D\left(\mathbb{R}_{+}, \mathcal{M}(S)\right)$, where $S$ is lcscH. Then $\left(X^{n}\right)$ is tight iff $\left(X^{n} f\right)$ is tight in $D\left(\mathbb{R}_{+}, \mathbb{R}_{+}\right)$for every $f \in C_{K}^{+}(S)$.

Proof: Assume that $\left(X^{n} f\right)$ is tight for every $f \in C_{K}^{+}$, and fix any $\varepsilon>0$. Let $f_{1}, f_{2}, \ldots$ be such as in Theorem A2.4, and choose some compact sets $B_{1}, B_{2}, \ldots \subset D\left(\mathbb{R}_{+}, \mathbb{R}_{+}\right)$with

$$
\begin{equation*}
P\left\{X^{n} f_{k} \in B_{k}\right\} \geq 1-\varepsilon 2^{-k}, \quad k, n \in \mathbb{N} . \tag{24}
\end{equation*}
$$

Then $A=\bigcap_{k}\left\{\mu ; \mu f_{k} \in B_{k}\right\}$ is relatively compact in $D\left(\mathbb{R}_{+}, \mathcal{M}(S)\right)$, and (24) yields $P\left\{X^{n} \in A\right\} \geq 1-\varepsilon$.

We turn to a discussion of random sets. Then fix an lcscH space $S$, and let $\mathcal{F}, \mathcal{G}$, and $\mathcal{K}$ denote the classes of closed, open, and compact subsets, respectively. We shall endow $\mathcal{F}$ with the Fell topology, generated by the sets $\{F ; F \cap G \neq \emptyset\}$ and $\{F ; F \cap K=\emptyset\}$ for arbitrary $G \in \mathcal{G}$ and $K \in \mathcal{K}$. Some basic properties of this topology are summarized in Theorem A2.5. In particular, $\mathcal{F}$ is compact and metrizable, and $\{F ; F \cap B=\emptyset\}$ is universally measurable for every $B \in \hat{\mathcal{S}}$.

By a random closed set in $S$ we mean a random element $\varphi$ in $\mathcal{F}$. In this context we shall often write $\varphi \cap B=\varphi B$, and we note that the probabilities $P\{\varphi B=\emptyset\}$ are well defined. For any random closed set $\varphi$ we may introduce the class

$$
\hat{\mathcal{S}}_{\varphi}=\left\{B \in \hat{\mathcal{S}} ; P\left\{\varphi B^{\circ}=\emptyset\right\}=P\{\varphi \bar{B}=\emptyset\}\right\}
$$

which is separating by Lemma A2.6. We may now state the basic convergence criterion for random sets. It is interesting to note the formal agreement with the first condition in Proposition 14.17.

Theorem 14.27 (convergence of random sets, Norberg) Let $\varphi, \varphi_{1}, \varphi_{2}, \ldots$ be random closed sets in some lcscH space $S$. Then $\varphi_{n} \xrightarrow{d} \varphi$ iff

$$
\begin{equation*}
P\left\{\varphi_{n} U=\emptyset\right\} \rightarrow P\{\varphi U=\emptyset\}, \quad U \in \mathcal{U} \tag{25}
\end{equation*}
$$

for some separating class $\mathcal{U} \subset \hat{\mathcal{S}}$, in which case we may take $\mathcal{U}=\hat{\mathcal{S}}_{\varphi}$.
Proof: Write $h(B)=P\{\varphi B \neq \emptyset\}$ and $h_{n}(B)=P\left\{\varphi_{n} B \neq \emptyset\right\}$. If $\varphi_{n} \xrightarrow{d} \varphi$, then by Theorem 3.25

$$
h\left(B^{\circ}\right) \leq \liminf _{n \rightarrow \infty} h_{n}(B) \leq \limsup _{n \rightarrow \infty} h_{n}(B) \leq h(\bar{B}), \quad B \in \hat{\mathcal{S}},
$$

and so for $B \in \hat{\mathcal{S}}_{\varphi}$ we get $h_{n}(B) \rightarrow h(B)$.
Next assume that (25) holds for some separating class $\mathcal{U}$. Fix any $B \in \hat{\mathcal{S}}_{\varphi}$, and conclude from (25) that, for any $U, V \in \mathcal{U}$ with $U \subset B \subset V$,

$$
h(U) \leq \liminf _{n \rightarrow \infty} h_{n}(B) \leq \limsup _{n \rightarrow \infty} h_{n}(B) \leq h(V)
$$

Since $\mathcal{U}$ is separating, we may let $U \uparrow B^{\circ}$ to get $\{\varphi U \neq \emptyset\} \uparrow\left\{\varphi B^{\circ} \neq \emptyset\right\}$ and hence $h(U) \uparrow h\left(B^{\circ}\right)=h(B)$. Next choose some sets $V \in \mathcal{U}$ with $\bar{V} \downarrow \bar{B}$, and conclude by the finite intersection property that $\{\varphi \bar{V} \neq \emptyset\} \downarrow\{\varphi \bar{B} \neq \emptyset\}$, which gives $h(V) \downarrow h(\bar{B})=h(B)$. Thus, $h_{n}(B) \rightarrow h(B)$, and so (25) remains true for $\mathcal{U}=\hat{\mathcal{S}}_{\varphi}$.

Now $\mathcal{F}$ is compact, so $\left\{\varphi_{n}\right\}$ is relatively compact by Theorem 14.3. Thus, for any subsequence $N^{\prime} \subset \mathbb{N}$ we have $\varphi_{n} \xrightarrow{d} \psi$ along a further subsequence
for some random closed set $\psi$. By the direct statement together with (25) we get

$$
\begin{equation*}
P\{\varphi B=\emptyset\}=P\{\psi B=\emptyset\}, \quad B \in \hat{\mathcal{S}}_{\varphi} \cap \hat{\mathcal{S}}_{\psi} \tag{26}
\end{equation*}
$$

Since $\hat{\mathcal{S}}_{\varphi} \cap \hat{\mathcal{S}}_{\psi}$ is separating by Lemma A2.6, we may approximate as before to extend (26) to arbitrary compact sets $B$. The class of sets $\{F ; F \cap K=\emptyset\}$ with $K$ compact is clearly a $\pi$-system, and so a monotone class argument gives $\varphi \stackrel{d}{=} \psi$. Since $N^{\prime}$ is arbitrary, we obtain $\varphi_{n} \xrightarrow{d} \varphi$ along $\mathbb{N}$.

Simple point processes allow the dual descriptions as integer-valued random measures or locally finite random sets. The corresponding notions of convergence are different, and we proceed to examine how they are related. Since the mapping $\mu \mapsto \operatorname{supp} \mu$ is continuous on $\mathcal{N}(S)$, we note that $\xi_{n} \xrightarrow{d} \xi$ implies $\operatorname{supp} \xi_{n} \xrightarrow{d} \operatorname{supp} \xi$. Conversely, assuming the intensity measures $E \xi$ and $E \xi_{n}$ to be locally finite, it is seen from Proposition 14.17 and Theorem 14.27 that $\xi_{n} \xrightarrow{d} \xi$ whenever $\operatorname{supp} \xi_{n} \xrightarrow{d} \operatorname{supp} \xi$ and $E \xi_{n} \xrightarrow{v} E \xi$. The next result gives a general criterion.

Theorem 14.28 (supports of point processes) Let $\xi, \xi_{1}, \xi_{2}, \ldots$ be point processes on some lcscH space $S$, where $\xi$ is simple, and fix any preseparating class $\mathcal{I} \subset \hat{\mathcal{S}}_{\xi}$. Then $\xi_{n} \xrightarrow{d} \xi$ iff $\operatorname{supp} \xi_{n} \xrightarrow{d} \operatorname{supp} \xi$ and

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} P\left\{\xi_{n} I>1\right\} \leq P\{\xi I>1\}, \quad I \in \mathcal{I} \tag{27}
\end{equation*}
$$

Proof: By Corollary 5.12 we may assume that $\operatorname{supp} \xi_{n} \xrightarrow{f} \operatorname{supp} \xi$ a.s., and since $\xi$ is simple we get by Proposition A2.8

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left(\xi_{n} B \wedge 1\right) \leq \xi B \leq \liminf _{n \rightarrow \infty} \xi_{n} B \text { a.s., } \quad B \in \mathcal{B}_{\xi} \tag{28}
\end{equation*}
$$

Next we have for any $a, b \in \mathbb{Z}_{+}$

$$
\begin{aligned}
\{b \leq a \leq 1\}^{c} & =\{a>1\} \cup\{a<b \wedge 2\} \\
& =\{b>1\} \cup\{a=0, b=1\} \cup\{a>1 \geq b\}
\end{aligned}
$$

where all unions are disjoint. Substituting $a=\xi I$ and $b=\xi_{n} I$, we get by (27) and (28)

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P\left\{\xi I<\xi_{n} I \wedge 2\right\}=0, \quad I \in \mathcal{I} \tag{29}
\end{equation*}
$$

Next let $B \subset I \in \mathcal{I}$ and $B^{\prime}=I \backslash B$, and note that

$$
\begin{align*}
\left\{\xi_{n} B>\xi B\right\} & \subset\left\{\xi_{n} I>\xi I\right\} \cup\left\{\xi_{n} B^{\prime}<\xi B^{\prime}\right\} \\
& \subset\left\{\xi_{n} I \wedge 2>\xi I\right\} \cup\{\xi I>1\} \cup\left\{\xi_{n} B^{\prime}<\xi B^{\prime}\right\} \tag{30}
\end{align*}
$$

More generally, assume that $B \in \mathcal{B}_{\xi}$ is covered by $I_{1}, \ldots, I_{m} \in \mathcal{I}$. It may then be partitioned into sets $B_{k} \in \mathcal{B}_{\xi} \cap I_{k}, k=1, \ldots, m$, and by (28), (29), and (30) we get

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} P\left\{\xi_{n} B>\xi B\right\} \leq P \bigcup_{k}\left\{\xi I_{k}>1\right\} \tag{31}
\end{equation*}
$$

Now let $B \in \mathcal{B}_{\xi}$ and $K \in \mathcal{K}$ with $\bar{B} \subset K^{\circ}$. Fix a metric $d$ in $S$ and let $\varepsilon>0$. Since $\mathcal{I}$ is preseparating, we may choose some $I_{1}, \ldots, I_{m} \in \mathcal{I}$ with $d$-diameters $<\varepsilon$ such that $B \subset \bigcup_{k} I_{k} \subset K$. Letting $\rho_{K}$ denote the minimum $d$-distance between points in $(\operatorname{supp} \xi) \cap K$, it follows that the right-hand side of (31) is bounded by $P\left\{\rho_{K}<\varepsilon\right\}$. Since $\rho_{K}>0$ a.s. and $\varepsilon>0$ is arbitrary, we get $P\left\{\xi_{n} B>\xi B\right\} \rightarrow 0$. In view of the second relation in (28), we obtain $\xi_{n} B \xrightarrow{P} \xi B$. Thus, $\xi_{n} \xrightarrow{d} \xi$ by Theorem 14.16.

## Exercises

1. Show by an example that the condition in Theorem 14.11 is not necessary for tightness. (Hint: Consider nonrandom processes $X_{n}$.)
2. In Theorem 14.11, show that it is enough to consider optional times that take finitely many values. (Hint: Approximate from the right and use the right-continuity of the paths.)
3. Let $X, X^{1}, X^{2}, \ldots$ be Lévy processes in $\mathbb{R}^{d}$. Show that $X^{n} \xrightarrow{d} X$ in $D\left(\mathbb{R}_{+}, \mathbb{R}^{d}\right)$ iff $X_{1}^{n} \xrightarrow{d} X_{1}$ in $\mathbb{R}^{d}$. Compare with Theorem 13.17.
4. Show that conditions (iii) and (iv) of Theorem 14.16 remain sufficient if we replace $\hat{\mathcal{S}}_{\xi}$ by an arbitrary separating class. (Hint: Restate the conditions in terms of Laplace transforms, and extend to $\hat{\mathcal{S}}_{\xi}$ by a suitable approximation.)
5. Deduce Theorem 14.18 from Theorem 4.7. (Hint: First assume that $\mu$ is diffuse and use Theorem 14.17. Then extend to the general case by a suitable randomization.)
6. Strengthen the conclusion in Theorem 14.19 to $\left(\xi_{n}, p_{n} \eta_{n}\right) \xrightarrow{d}(\xi, \eta)$, where $\xi$ is a Cox process directed by $\eta$.
7. For any $\operatorname{lcscH}$ space $S$, let $\xi, \xi_{1}, \xi_{2}, \ldots$ be Cox processes on $S$ directed by $\eta, \eta_{1}, \eta_{2}, \ldots$. Show that $\xi_{n} \xrightarrow{d} \xi$ iff $\eta_{n} \xrightarrow{d} \eta$. Prove the corresponding result for $p$-thinnings with a fixed $p \in(0,1)$.
8. Let $\eta, \eta_{1}, \eta_{2}, \ldots$ be $\lambda$-randomizations of some point processes $\xi, \xi_{1}, \xi_{2}$, $\ldots$ on an lcscH space $S$. Show that $\xi_{n} \xrightarrow{d} \xi$ iff $\eta_{n} \xrightarrow{d} \eta$.
9. Specialize Theorem 14.21 to suitably normalized sequences of i.i.d. random variables, and compare with Corollary 14.7.
10. Characterize the Lévy processes on $[0,1]$ as special exchangeable-increment processes, in terms of the coefficients in Theorem 14.25.
11. Fix a diffuse, $\sigma$-finite measure $\mu$ on some Borel space $S$, and let $\xi$ be a $\mu$-symmetric, simple point process on $\xi$. Show that $P\{\xi B=0\}=f(\mu B)$, where $f$ is completely monotone, and conclude that $\xi$ is a mixed Poisson or sample process.
12. For an lcscH space $S$, let $\mathcal{U} \subset \hat{\mathcal{S}}$ be separating. Show that if $K \subset G$ with $K$ compact and $G$ open, there exists some $U \in \mathcal{U}$ with $K \subset U^{\circ} \subset \bar{U} \subset$ $G$. (Hint: First choose $B, C \in \hat{\mathcal{S}}$ with $K \subset B^{\circ} \subset \bar{B} \subset C^{\circ} \subset \bar{C} \subset G$.)

## Chapter 15

## Stochastic Integrals and Quadratic Variation


#### Abstract

Continuous local martingales and semimartingales; quadratic variation and covariation; existence and basic properties of the integral; integration by parts and Itô's formula; Fisk-Stratonovich integral; approximation and uniqueness; random time-change; dependence on parameter


This chapter introduces the basic notions of stochastic calculus in the special case of continuous integrators. As a first major task, we shall construct the quadratic variation $[M]$ of a continuous local martingale $M$, using an elementary approximation and completeness argument. The processes $M$ and $[M]$ will be related by some useful continuity and norm relations, notably the elementary but powerful BDG inequalities.

Given the quadratic variation $[M]$, we may next construct the stochastic integral $\int V d M$ for suitable progressive processes $V$, using a simple Hilbert space argument. Combining with the ordinary Stieltjes integral $\int V d A$ for processes $A$ of locally finite variation, we may finally extend the integral to arbitrary continuous semimartingales $X=M+A$. The continuity properties of quadratic variation carry over to the stochastic integral, and in conjunction with the obvious linearity they characterize the integration.

The key result for applications is Itô's formula, which shows how semimartingales are transformed under smooth mappings. The present substitution rule differs from the corresponding result for Stieltjes integrals, but the two formulas can be brought into agreement by a suitable modification of the integral. We conclude the chapter with some special topics of importance for applications, such as the transformation of stochastic integrals under a random time-change, and the integration of processes depending on a parameter.

The present material may be regarded as continuing the martingale theory from Chapter 6. Though no results for Brownian motion are used explicitly in this chapter, the existence of the Brownian quadratic variation in Chapter 11 may serve as a motivation. We shall also need the representation and measurability of limits obtained in Chapter 3. The stochastic calculus developed in this chapter plays an important role throughout the remainder of this book, especially in Chapters 16, 18, 19, and 20. In Chapter 23 the theory is extended to possibly discontinuous semimartingales.

Throughout the chapter we let $\mathcal{F}=\left(\mathcal{F}_{t}\right)$ be a right-continuous and complete filtration on $\mathbb{R}_{+}$. A process $M$ is said to be a local martingale if it is adapted to $\mathcal{F}$ and such that the stopped and shifted processes $M^{\tau_{n}}-M_{0}$ are true martingales for suitable optional times $\tau_{n} \uparrow \infty$. By a similar localization we may define local $L^{2}$-martingales, locally bounded martingales, locally integrable processes, and so on. The associated optional times $\tau_{n}$ are said to form a localizing sequence.

Any continuous local martingale may clearly be reduced by localization to a sequence of bounded, continuous martingales. Conversely, it is seen by dominated convergence that every bounded local martingale is a true martingale. The following useful result may be less obvious.

Lemma 15.1 (localization) Fix any optional times $\tau_{n} \uparrow \infty$. Then a process $M$ is a local martingale iff $M^{\tau_{n}}$ has this property for every $n$.

Proof: If $M$ is a local martingale with localizing sequence $\left(\sigma_{n}\right)$, and if $\tau$ is an arbitrary optional time, then the processes $\left(M^{\tau}\right)^{\sigma_{n}}=\left(M^{\sigma_{n}}\right)^{\tau}$ are true martingales, so even $M^{\tau}$ is a local martingale with localizing sequence ( $\sigma_{n}$ ).

Conversely, assume that each process $M^{\tau_{n}}$ is a local martingale with localizing sequence $\left(\sigma_{k}^{n}\right)$. Since $\sigma_{k}^{n} \rightarrow \infty$ a.s. for each $n$, we may choose some indices $k_{n}$ with

$$
P\left\{\sigma_{k_{n}}^{n}<\tau_{n} \wedge n\right\} \leq 2^{-n}, \quad n \in \mathbb{N}
$$

Writing $\tau_{n}^{\prime}=\tau_{n} \wedge \sigma_{k_{n}}^{n}$, we get $\tau_{n}^{\prime} \rightarrow \infty$ a.s. by the Borel-Cantelli lemma, and so the optional times $\tau_{n}^{\prime \prime}=\inf _{m \geq n} \tau_{m}^{\prime}$ satisfy $\tau_{n}^{\prime \prime} \uparrow \infty$ a.s. It remains to note that the processes $M^{\tau_{n}^{\prime \prime}}=\left(M^{\tau_{n}^{\prime}}\right)^{\tau_{n}^{\prime \prime}}$ are true martingales.

The next result shows that every continuous martingale of finite variation is a.s. constant. An extension appears as Lemma 22.11.

Proposition 15.2 (finite-variation martingales) If $M$ is a continuous local martingale of locally finite variation, then $M=M_{0}$ a.s.

Proof: By localization we may reduce to the case when $M_{0}=0$ and $M$ has bounded variation. In fact, let $V_{t}$ denote the total variation of $M$ on the interval $[0, t]$, and note that $V$ is continuous and adapted. For each $n \in \mathbb{N}$ we may then introduce the optional time $\tau_{n}=\inf \left\{t \geq 0 ; V_{t}=n\right\}$, and we note that $M^{\tau_{n}}-M_{0}$ is a continuous martingale with total variation bounded by $n$. Note also that $\tau_{n} \rightarrow \infty$ and that if $M^{\tau_{n}}=M_{0}$ a.s. for each $n$, then even $M=M_{0}$ a.s.

In the reduced case, fix any $t>0$, write $t_{n, k}=k t / n$, and conclude from the continuity of $M$ that a.s.

$$
Q_{n} \equiv \sum_{k \leq n}\left(M_{t_{n, k}}-M_{t_{n, k-1}}\right)^{2} \leq V_{t} \max _{k \leq n}\left|M_{t_{n, k}}-M_{t_{n, k-1}}\right| \rightarrow 0
$$

Since $Q_{n} \leq V_{t}^{2}$, which is bounded by a constant, it follows by the martingale property and dominated convergence that $E M_{t}^{2}=E Q_{n} \rightarrow 0$, and so $M_{t}=0$ a.s. for each $t>0$.

Our construction of stochastic integrals depends on the quadratic variation and covariation processes, so the latter need to be constructed first. Here we shall use a direct approach, which has the further advantage of giving some insight into the nature of the basic integration-by-parts formula of Theorem 15.17. An alternative but less elementary approach would be to use the Doob-Meyer decomposition in Chapter 22.

The construction utilizes predictable step processes of the form

$$
\begin{equation*}
V_{t}=\sum_{k} \xi_{k} 1\left\{t>\tau_{k}\right\}=\sum_{k} \eta_{k} 1_{\left(\tau_{k}, \tau_{k+1}\right]}(t), \quad t \geq 0 \tag{1}
\end{equation*}
$$

where the $\tau_{n}$ are optional times with $\tau_{n} \uparrow \infty$ a.s., and the $\xi_{k}$ and $\eta_{k}$ are $\mathcal{F}_{\tau_{k}}$-measurable random variables for each $k \in \mathbb{N}$. For any process $X$ we may introduce the elementary integral process $V \cdot X$, given as in Chapter 6 by

$$
\begin{equation*}
(V \cdot X)_{t} \equiv \int_{0}^{t} V d X=\sum_{k} \xi_{k}\left(X_{t}-X_{t}^{\tau_{k}}\right)=\sum_{k} \eta_{k}\left(X_{\tau_{k+1}}^{t}-X_{\tau_{k}}^{t}\right) \tag{2}
\end{equation*}
$$

where the sums on the right converge, since there are only finitely many nonzero terms. Note that $(V \cdot X)_{0}=0$ and that $V \cdot X$ inherits the possible continuity properties of $X$. It is further useful to note that $V \cdot X=V \cdot(X-$ $X_{0}$ ). The following simple estimate will be needed later.

Lemma 15.3 ( $L^{2}$-bound) Let $M$ be a continuous $L^{2}$-martingale with $M_{0}=$ 0 , and let $V$ be a predictable step process with $|V| \leq 1$. Then $V \cdot M$ is again an $L^{2}$-martingale, and we have $E(V \cdot M)_{t}^{2} \leq E M_{t}^{2}$.

Proof: First assume that the sum in (1) has only finitely many nonzero terms. Then Corollary 6.14 shows that $V \cdot M$ is a martingale, and the $L^{2}$ bound follows by the computation

$$
E(V \cdot M)_{t}^{2}=E \sum_{k} \eta_{k}^{2}\left(M_{\tau_{k+1}}^{t}-M_{\tau_{k}}^{t}\right)^{2} \leq E \sum_{k}\left(M_{\tau_{k+1}}^{t}-M_{\tau_{k}}^{t}\right)^{2}=E M_{t}^{2}
$$

The estimate extends to the general case by Fatou's lemma, and the martingale property then extends by uniform integrability.

Let us now introduce the space $\mathcal{M}^{2}$ of all $L^{2}$-bounded, continuous martingales $M$ with $M_{0}=0$, and equip $\mathcal{M}^{2}$ with the norm $\|M\|=\left\|M_{\infty}\right\|_{2}$. Recall that $\left\|M^{*}\right\|_{2} \leq 2\|M\|$ by Proposition 6.16.

Lemma 15.4 (completeness) The space $\mathcal{M}^{2}$ is a Hilbert space.
Proof: Fix any Cauchy sequence $M^{1}, M^{2}, \ldots$ in $\mathcal{M}^{2}$. The sequence $\left(M_{\infty}^{n}\right)$ is then Cauchy in $L^{2}$ and thus converges toward some element $\xi \in L^{2}$. Introduce the $L^{2}$-martingale $M_{t}=E\left[\xi \mid \mathcal{F}_{t}\right], t \geq 0$, and note that $M_{\infty}=\xi$ a.s., since $\xi$ is $\mathcal{F}_{\infty}$-measurable. Hence,

$$
\left\|\left(M^{n}-M\right)^{*}\right\|_{2} \leq 2\left\|M^{n}-M\right\|=2\left\|M_{\infty}^{n}-M_{\infty}\right\|_{2} \rightarrow 0
$$

and so $\left\|M^{n}-M\right\| \rightarrow 0$. Moreover, $\left(M^{n}-M\right)^{*} \rightarrow 0$ a.s. along some subsequence, which shows that $M$ is a.s. continuous with $M_{0}=0$.

We are now ready to prove the existence of the quadratic variation and covariation processes $[M]$ and $[M, N]$. Extensions to possibly discontinuous processes are considered in Chapter 23.

Theorem 15.5 (covariation) For any continuous local martingales $M$ and $N$, there exists an a.s. unique continuous process $[M, N]$ of locally finite variation and with $[M, N]_{0}=0$ such that $M N-[M, N]$ is a local martingale. The form $[M, N]$ is a.s. symmetric and bilinear with $[M, N]=\left[M-M_{0}, N-N_{0}\right]$ a.s. Furthermore, $[M]=[M, M]$ is a.s. nondecreasing, and $\left[M^{\tau}, N\right]=$ $\left[M^{\tau}, N^{\tau}\right]=[M, N]^{\tau}$ a.s. for every optional time $\tau$.

Proof: The a.s. uniqueness of $[M, N]$ follows from Proposition 15.2, and the symmetry and bilinearity are immediate consequences. If $[M, N]$ exists with the stated properties and $\tau$ is an optional time, then by Lemma 15.1 the process $M^{\tau} N^{\tau}-[M, N]^{\tau}$ is a local martingale, and so is the process $M^{\tau}\left(N-N^{\tau}\right)$ by Corollary 6.14. Hence, even $M^{\tau} N-[M, N]^{\tau}$ is a local martingale, and so $\left[M^{\tau}, N\right]=\left[M^{\tau}, N^{\tau}\right]=[M, N]^{\tau}$ a.s. Furthermore,

$$
M N-\left(M-M_{0}\right)\left(N-N_{0}\right)=M_{0} N_{0}+M_{0}\left(N-N_{0}\right)+N_{0}\left(M-M_{0}\right)
$$

is a local martingale, and so $\left[M-M_{0}, N-N_{0}\right]=[M, N]$ a.s. whenever either side exists. If both $[M+N]$ and $[M-N]$ exist, then

$$
\begin{aligned}
4 M N & -([M+N]-[M-N]) \\
& =\left((M+N)^{2}-[M+N]\right)-\left((M-N)^{2}-[M-N]\right)
\end{aligned}
$$

is a local martingale, and so we may take $[M, N]=([M+N]-[M-N]) / 4$. It is then enough to prove the existence of $[M]$ when $M_{0}=0$.

First assume that $M$ is bounded. For each $n \in \mathbb{N}$, let $\tau_{0}^{n}=0$ and define recursively

$$
\tau_{k+1}^{n}=\inf \left\{t>\tau_{k}^{n} ;\left|M_{t}-M_{\tau_{k}^{n}}\right|=2^{-n}\right\}, \quad k \geq 0
$$

Clearly, $\tau_{k}^{n} \rightarrow \infty$ as $k \rightarrow \infty$ for fixed $n$. Introduce the processes

$$
V_{t}^{n}=\sum_{k} M_{\tau_{k}^{n}} 1\left\{t \in\left(\tau_{k}^{n}, \tau_{k+1}^{n}\right]\right\}, \quad Q_{t}^{n}=\sum_{k}\left(M_{t \wedge \tau_{k}^{n}}-M_{t \wedge \tau_{k-1}^{n}}\right)^{2}
$$

The $V^{n}$ are bounded predictable step processes, and we note that

$$
\begin{equation*}
M_{t}^{2}=2\left(V^{n} \cdot M\right)_{t}+Q_{t}^{n}, \quad t \geq 0 \tag{3}
\end{equation*}
$$

By Lemma 15.3 the integrals $V^{n} \cdot M$ are continuous $L^{2}$-martingales, and since $\left|V^{n}-M\right| \leq 2^{n}$ for each $n$, we have

$$
\left\|V^{m} \cdot M-V^{n} \cdot M\right\|=\left\|\left(V^{m}-V^{n}\right) \cdot M\right\| \leq 2^{-m+1}\|M\|, \quad m \leq n
$$

Hence, by Lemma 15.4 there exists some continuous martingale $N$ such that $\left(V^{n} \cdot M-N\right)^{*} \xrightarrow{P} 0$. The process $[M]=M^{2}-2 N$ is again continuous, and by (3) we have

$$
\left(Q^{n}-[M]\right)^{*}=2\left(N-V^{n} \cdot M\right)^{*} \xrightarrow{P} 0
$$

In particular, $[M]$ is a.s. nondecreasing on the random time set $T=\left\{\tau_{k}^{n} ; n, k\right.$ $\in \mathbb{N}\}$, and the monotonicity extends by continuity to the closure $\bar{T}$. Also note that $[M]$ is constant on each interval in $\bar{T}^{c}$, since this is true for $M$ and hence also for every $Q^{n}$. Thus, $[M]$ is a.s. nondecreasing.

Turning to the unbounded case, we define $\tau_{n}=\inf \left\{t>0 ;\left|M_{t}\right|=n\right\}$, $n \in \mathbb{N}$. The processes $\left[M^{\tau_{n}}\right]$ exist as before, and we note that $\left[M^{\tau_{m}}\right]^{\tau_{m}}=$ $\left[M^{\tau_{n}}\right]^{\tau_{m}}$ a.s. for all $m<n$. Hence, $\left[M^{\tau_{m}}\right]=\left[M^{\tau_{n}}\right]$ a.s. on $\left[0, \tau_{m}\right]$, and since $\tau_{n} \rightarrow \infty$ there exists a nondecreasing, continuous, and adapted process $[M]$ such that $[M]=\left[M^{\tau_{n}}\right]$ a.s. on $\left[0, \tau_{n}\right]$ for each $n$. Here $\left(M^{\tau_{n}}\right)^{2}-[M]^{\tau_{n}}$ is a local martingale for each $n$, and so $M^{2}-[M]$ is a local martingale by Lemma 15.1.

We proceed to establish a basic continuity property.
Proposition 15.6 (continuity) For any continuous local martingales $M_{n}$ starting at 0 , we have $M_{n}^{*} \xrightarrow{P} 0$ iff $\left[M_{n}\right]_{\infty} \xrightarrow{P} 0$.

Proof: First let $M_{n}^{*} \xrightarrow{P} 0$. Fix any $\varepsilon>0$, and define $\tau_{n}=\inf \{t \geq 0$; $\left.\left|M_{n}(t)\right|>\varepsilon\right\}, n \in \mathbb{N}$. Write $N_{n}=M_{n}^{2}-\left[M_{n}\right]$, and note that $N_{n}^{\tau_{n}}$ is a true martingale on $\overline{\mathbb{R}}_{+}$. In particular, $E\left[M_{n}\right]_{\tau_{n}} \leq \varepsilon^{2}$, and so by Chebyshev's inequality

$$
P\left\{\left[M_{n}\right]_{\infty}>\varepsilon\right\} \leq P\left\{\tau_{n}<\infty\right\}+\varepsilon^{-1} E\left[M_{n}\right]_{\tau_{n}} \leq P\left\{M_{n}^{*}>\varepsilon\right\}+\varepsilon
$$

Here the right-hand side tends to zero as $n \rightarrow \infty$ and then $\varepsilon \rightarrow 0$, which shows that $\left[M_{n}\right]_{\infty} \xrightarrow{P} 0$.

The proof in the other direction is similar, except that we need to use a localization argument together with Fatou's lemma to see that a continuous local martingale $M$ with $M_{0}=0$ and $E[M]_{\infty}<\infty$ is necessarily $L^{2}$ bounded.

Next we prove a pair of basic norm inequalities involving the quadratic variation, known as the $B D G$ inequalities. Partial extensions to discontinuous martingales are established in Theorem 23.12.

Proposition 15.7 (norm inequalities, Burkholder, Millar, Gundy, Novikov) There exist some constants $c_{p} \in(0, \infty), p>0$, such that for any continuous local martingale $M$ with $M_{0}=0$

$$
c_{p}^{-1} E[M]_{\infty}^{p / 2} \leq E M^{* p} \leq c_{p} E[M]_{\infty}^{p / 2}, \quad p>0
$$

The result is an immediate consequence of the following lemma.
Lemma 15.8 (positive components) There exist some constants $c_{p}<\infty$, $p>0$, such that whenever $M=X-Y$ is a local martingale for some continuous, adapted processes $X, Y \geq 0$ with $X_{0}=Y_{0}=0$, we have

$$
E X^{* p} \leq c_{p} E Y^{* p}, \quad p>0
$$

Proof: By optional stopping and monotone convergence, we may assume that $X$ and $Y$ are bounded. Fix any constants $s>0, b>1$, and $c \in(0, b-1)$, put $\tau=\inf \left\{t \geq 0 ; X_{t}=s\right\}$, and define $N=M-M^{\tau}$. By optional sampling we get as in Corollary 6.30

$$
\begin{aligned}
P\left\{X^{*} \geq\right. & b s\}-P\left\{Y^{*} \geq c s\right\} \leq P\left\{X^{*} \geq b s, Y^{*}<c s\right\} \\
& \leq P\left\{\tau<\infty, \sup _{t} N_{t} \geq(b-1-c) s, \inf _{t} N_{t}>-c s\right\} \\
& \leq \frac{c}{b-1} P\left\{X^{*} \geq s\right\}
\end{aligned}
$$

Multiplying by $p s^{p-1}$ and integrating over $\mathbb{R}_{+}$, we obtain by Lemma 2.4

$$
b^{-p} E X^{* p}-c^{-p} E Y^{* p} \leq \frac{c}{b-1} E X^{* p}, \quad p>0
$$

It remains to choose $c<(b-1) b^{-p}$.

It is often important to decide whether a local martingale is in fact a true martingale. The last proposition yields a useful criterion.

Corollary 15.9 (uniform integrability) Let $M$ be a continuous local martingale satisfying $E\left(\left|M_{0}\right|+[M]_{\infty}^{1 / 2}\right)<\infty$. Then $M$ is a uniformly integrable martingale.

Proof: By Proposition 15.7 we have $E M^{*}<\infty$, and the martingale property follows by dominated convergence.

The basic properties of $[M, N]$ suggest that we think of the covariation process as a kind of inner product. A further justification is given by the following useful Cauchy-Buniakovsky-type inequalities.

Proposition 15.10 (Cauchy-type inequalities, Courrège) For any continuous local martingales $M$ and $N$ we have a.s.

$$
\begin{equation*}
|[M, N]| \leq \int|d[M, N]| \leq[M]^{1 / 2}[N]^{1 / 2} \tag{4}
\end{equation*}
$$

More generally, we have a.s. for any measurable processes $U$ and $V$

$$
\int_{0}^{t}|U V d[M, N]| \leq\left(U^{2} \cdot[M]\right)_{t}^{1 / 2}\left(V^{2} \cdot[N]\right)_{t}^{1 / 2}, \quad t \geq 0
$$

Proof: Using the positivity and bilinearity of the covariation, we get a.s. for any $a, b \in \mathbb{R}$ and $t>0$

$$
0 \leq[a M+b N]_{t}=a^{2}[M]_{t}+2 a b[M, N]_{t}+b^{2}[N]_{t}
$$

By continuity we can choose a common exceptional null set for all $a$ and $b$, and so $[M, N]_{t}^{2} \leq[M]_{t}[N]_{t}$ a.s. Applying this inequality to the processes $M-M^{s}$ and $N-N^{s}$ for any $s<t$, we obtain a.s.

$$
\begin{equation*}
\left|[M, N]_{t}-[M, N]_{s}\right| \leq\left([M]_{t}-[M]_{s}\right)^{1 / 2}\left([N]_{t}-[N]_{s}\right)^{1 / 2} \tag{5}
\end{equation*}
$$

and by continuity we may again choose a common null set. Now let $0=$ $t_{0}<t_{1}<\cdots<t_{n}=t$ be arbitrary, and conclude from (5) and the classical Cauchy-Buniakovsky inequality that

$$
\left|[M, N]_{t}\right| \leq \sum_{k}\left|[M, N]_{t_{k}}-[M, N]_{t_{k-1}}\right| \leq[M]_{t}^{1 / 2}[N]_{t}^{1 / 2}
$$

To get (4), it remains to take the supremum over all partitions of $[0, t]$.
Next write $d \mu=d[M], d \nu=d[N]$, and $d \rho=|d[M, N]|$, and conclude from (4) that $(\rho I)^{2} \leq \mu I \nu I$ a.s. for every interval $I$. By continuity we may choose the exceptional null set $A$ to be independent of $I$. Expressing an arbitrary open set $G \subset \mathbb{R}_{+}$as a disjoint union of open intervals $I_{k}$ and using the Cauchy-Buniakovsky inequality, we get on $A^{c}$

$$
\rho G=\sum_{k} \rho I_{k} \leq \sum_{k}\left(\mu I_{k} \nu I_{k}\right)^{1 / 2} \leq\left\{\sum_{j} \mu I_{j} \sum_{k} \nu I_{k}\right\}^{1 / 2}=(\mu G \nu G)^{1 / 2}
$$

By Lemma 1.16 the last relation extends to any $B \in \mathcal{B}\left(\mathbb{R}_{+}\right)$.
Now fix any simple measurable functions $f=\sum_{k} a_{k} 1_{B_{k}}$ and $g=\sum_{k} b_{k} 1_{B_{k}}$. Using the Cauchy-Buniakovsky inequality again, we obtain on $A^{c}$

$$
\begin{aligned}
\rho|f g| & \leq \sum_{k}\left|a_{k} b_{k}\right| \rho B_{k} \leq \sum_{k}\left|a_{k} b_{k}\right|\left(\mu B_{k} \nu B_{k}\right)^{1 / 2} \\
& \leq\left\{\sum_{j} a_{j}^{2} \mu B_{j} \sum_{k} b_{k}^{2} \nu B_{k}\right\}^{1 / 2} \leq\left(\mu f^{2} \nu g^{2}\right)^{1 / 2}
\end{aligned}
$$

which extends by monotone convergence to any measurable functions $f$ and $g$ on $\mathbb{R}_{+}$. In particular, in view of Lemma 1.34, we may take $f(t)=U_{t}(\omega)$ and $g(t)=V_{t}(\omega)$ for fixed $\omega \in A^{c}$.

Let $\mathcal{E}$ denote the class of bounded, predictable step processes with jumps at finitely many fixed times. To motivate the construction of general stochastic integrals and for subsequent needs, we shall establish a basic identity for elementary integrals.

Lemma 15.11 (covariation of elementary integrals) For any continuous local martingales $M, N$ and processes $U, V \in \mathcal{E}$, the integrals $U \cdot M$ and $V \cdot N$ are again continuous local martingales, and we have

$$
\begin{equation*}
[U \cdot M, V \cdot N]=(U V) \cdot[M, N] \text { a.s. } \tag{6}
\end{equation*}
$$

Proof: We may clearly take $M_{0}=N_{0}=0$. The first assertion follows by localization from Lemma 15.3. To prove (6), let $U_{t}=\sum_{k \leq n} \xi_{k} 1_{\left(t_{k}, t_{k+1}\right]}(t)$, where $\xi_{k}$ is bounded and $\mathcal{F}_{t_{k}}$-measurable for each $k$. By localization we may assume $M, N$, and $[M, N]$ to be bounded, so that $M, N$, and $M N-[M, N]$ are martingales on $\overline{\mathbb{R}}_{+}$. Then

$$
\begin{aligned}
E(U \cdot M)_{\infty} N_{\infty} & =E \sum_{j} \xi_{j}\left(M_{t_{j+1}}-M_{t_{j}}\right) \sum_{k}\left(N_{t_{k+1}}-N_{t_{k}}\right) \\
& =E \sum_{k} \xi_{k}\left(M_{t_{k+1}} N_{t_{k+1}}-M_{t_{k}} N_{t_{k}}\right) \\
& =E \sum_{k} \xi_{k}\left([M, N]_{t_{k+1}}-[M, N]_{t_{k}}\right) \\
& =E(U \cdot[M, N])_{\infty} .
\end{aligned}
$$

Replacing $M$ and $N$ by $M^{\tau}$ and $N^{\tau}$ for an arbitrary optional time $\tau$, we get

$$
E(U \cdot M)_{\tau} N_{\tau}=E\left(U \cdot M^{\tau}\right)_{\infty} N_{\infty}^{\tau}=E\left(U \cdot\left[M^{\tau}, N^{\tau}\right]\right)_{\infty}=E(U \cdot[M, N])_{\tau}
$$

By Lemma 6.13 the process $(U \cdot M) N-U \cdot[M, N]$ is then a martingale, so $[U \cdot M, N]=U \cdot[M, N]$ a.s. The general formula follows by iteration.

In order to extend the stochastic integral $V \cdot M$ to more general processes $V$, it is convenient to take (6) as the characteristic property. Given a continuous local martingale $M$, let $L(M)$ denote the class of all progressive processes $V$ such that $\left(V^{2} \cdot[M]\right)_{t}<\infty$ a.s. for every $t>0$.
Theorem 15.12 (stochastic integral, Itô, Kunita and Watanabe) For every continuous local martingale $M$ and process $V \in L(M)$, there exists an a.s. unique continuous local martingale $V \cdot M$ with $(V \cdot M)_{0}=0$ such that $[V \cdot M$, $N]=V \cdot[M, N]$ a.s. for every continuous local martingale $N$.

Proof: To prove the uniqueness, let $M^{\prime}$ and $M^{\prime \prime}$ be continuous local martingales with $M_{0}^{\prime}=M_{0}^{\prime \prime}=0$ such that $\left[M^{\prime}, N\right]=\left[M^{\prime \prime}, N\right]=V \cdot[M, N]$ a.s. for all continuous local martingales $N$. By linearity we get $\left[M^{\prime}-M^{\prime \prime}, N\right]=0$ a.s. Taking $N=M^{\prime}-M^{\prime \prime}$ gives $\left[M^{\prime}-M^{\prime \prime}\right]=0$ a.s. But then $\left(M^{\prime}-M^{\prime \prime}\right)^{2}$ is a local martingale starting at 0 , and it easily follows that $M^{\prime}=M^{\prime \prime}$ a.s.

To prove the existence, we may first assume that $\|V\|_{M}^{2}=E\left(V^{2} \cdot[M]\right)_{\infty}<$ $\infty$. Since $V$ is measurable, we get by Proposition 15.10 and the CauchyBuniakovsky inequality

$$
\left|E(V \cdot[M, N])_{\infty}\right| \leq\|V\|_{M}\|N\|, \quad N \in \mathcal{M}^{2}
$$

The mapping $N \mapsto E(V \cdot[M, N])_{\infty}$ is then a continuous linear functional on $\mathcal{M}^{2}$, so by Lemma 15.4 there exists some element $V \cdot M \in \mathcal{M}^{2}$ with

$$
E(V \cdot[M, N])_{\infty}=E(V \cdot M)_{\infty} N_{\infty}, \quad N \in \mathcal{M}^{2}
$$

Now replace $N$ by $N^{\tau}$ for an arbitrary optional time $\tau$. By Theorem 15.5 and optional sampling we get

$$
\begin{aligned}
E(V \cdot[M, N])_{\tau} & =E\left(V \cdot[M, N]^{\tau}\right)_{\infty}=E\left(V \cdot\left[M, N^{\tau}\right]\right)_{\infty} \\
& =E(V \cdot M)_{\infty} N_{\tau}=E(V \cdot M)_{\tau} N_{\tau}
\end{aligned}
$$

Since $V$ is progressive, it follows by Lemma 6.13 that $V \cdot[M, N]-(V \cdot M) N$ is a martingale, which means that $[V \cdot M, N]=V \cdot[M, N]$ a.s. The last relation extends by localization to arbitrary continuous local martingales $N$.

In the general case, define $\tau_{n}=\inf \left\{t>0 ;\left(V^{2} \cdot[M]\right)_{t}=n\right\}$. By the previous argument there exist some continuous local martingales $V \cdot M^{\tau_{n}}$ such that for any continuous local martingale $N$

$$
\begin{equation*}
\left[V \cdot M^{\tau_{n}}, N\right]=V \cdot\left[M^{\tau_{n}}, N\right] \text { a.s., } \quad n \in \mathbb{N} . \tag{7}
\end{equation*}
$$

For $m<n$ it follows that $\left(V \cdot M^{\tau_{n}}\right)^{\tau_{m}}$ satisfies the corresponding relation with $\left[M^{\tau_{m}}, N\right.$ ], and so $\left(V \cdot M^{\tau_{n}}\right)^{\tau_{m}}=V \cdot M^{\tau_{m}}$ a.s. Hence, there exists a continuous process $V \cdot M$ with $(V \cdot M)^{\tau_{n}}=V \cdot M^{\tau_{n}}$ a.s. for all $n$, and Lemma 15.1 shows that $V \cdot M$ is again a local martingale. Finally, (7) yields $[V \cdot M, N]=V \cdot[M, N]$ a.s. on $\left[0, \tau_{n}\right]$ for each $n$, and so the same relation holds on $\mathbb{R}_{+}$.

By Lemma 15.11 we note that the stochastic integral $V \cdot M$ of the last theorem extends the previously defined elementary integral. It is also clear that $V \cdot M$ is a.s. bilinear in the pair $(V, M)$ and satisfies the following basic continuity property.

Lemma 15.13 (continuity) For any continuous local martingales $M_{n}$ and processes $V_{n} \in L\left(M_{n}\right)$, we have $\left(V_{n} \cdot M_{n}\right)^{*} \xrightarrow{P} 0$ iff $\left(V_{n}^{2} \cdot\left[M_{n}\right]\right)_{\infty} \xrightarrow{P} 0$.

Proof: Recall that $\left[V_{n} \cdot M_{n}\right]=V_{n}^{2} \cdot\left[M_{n}\right]$ and use Proposition 15.6.
Before continuing the study of stochastic integrals, it is convenient to extend the definition to a larger class of integrators. A process $X$ is said to be a continuous semimartingale if it can be written as a sum $M+A$, where $M$ is a continuous local martingale and $A$ is a continuous, adapted process of locally finite variation and with $A_{0}=0$. By Proposition 15.2 the decomposition $X=M+A$ is then a.s. unique, and it is often referred to as the canonical decomposition of $X$. By a continuous semimartingale in $\mathbb{R}^{d}$ we mean a process $X=\left(X^{1}, \ldots, X^{d}\right)$ such that the component processes $X^{k}$ are one-dimensional continuous semimartingales.

Let $L(A)$ denote the class of progressive processes $V$ such that the process $(V \cdot A)_{t}=\int_{0}^{t} V d A$ exists in the sense of ordinary Stieltjes integration. For any continuous semimartingale $X=M+A$ we may write $L(X)=L(M) \cap L(A)$, and we define the integral of a process $V \in L(X)$ as the sum $V \cdot X=$ $V \cdot M+V \cdot A$. Note that $V \cdot X$ is again a continuous semimartingale with canonical decomposition $V \cdot M+V \cdot A$. For progressive processes $V$ it is further clear that $V \in L(X)$ iff $V^{2} \in L([M])$ and $V \in L(A)$.

From Lemma 15.13 we may easily deduce the following stochastic version of the dominated convergence theorem.

Corollary 15.14 (dominated convergence) Fix a continuous semimartingale $X$, and let $U, V, V_{1}, V_{2}, \ldots \in L(X)$ with $\left|V_{n}\right| \leq U$ and $V_{n} \rightarrow V$. Then $\left(V_{n} \cdot X-V \cdot X\right)_{t}^{*} \xrightarrow{P} 0, t \geq 0$.

Proof: Assume that $X=M+A$. Since $U \in L(X)$, we have $U^{2} \in L([M])$ and $U \in L(A)$. Hence, by dominated convergence for ordinary Stieltjes integrals, $\left(\left(V_{n}-V\right)^{2} \cdot[M]\right)_{t} \rightarrow 0$ and $\left(V_{n} \cdot A-V \cdot A\right)_{t}^{*} \rightarrow 0$ a.s. By Lemma 15.13 the former convergence implies $\left(V_{n} \cdot M-V \cdot M\right)_{t}^{*} \xrightarrow{P} 0$, and the assertion follows.

The next result extends the elementary chain rule of Lemma 1.23 to stochastic integrals.

Proposition 15.15 (chain rule) Consider a continuous semimartingale $X$ and two progressive processes $U$ and $V$, where $V \in L(X)$. Then $U \in L(V \cdot X)$ iff $U V \in L(X)$, in which case $U \cdot(V \cdot X)=(U V) \cdot X$ a.s.

Proof: Let $M+A$ be the canonical decomposition of $X$. Then $U \in$ $L(V \cdot X)$ iff $U^{2} \in L([V \cdot M])$ and $U \in L(V \cdot A)$, whereas $U V \in L(X)$ iff $(U V)^{2} \in L([M])$ and $U V \in L(A)$. Since $[V \cdot M]=V^{2} \cdot[M]$, the two pairs of conditions are equivalent.

The formula $U \cdot(V \cdot A)=(U V) \cdot A$ is elementary. To see that even $U \cdot(V \cdot M)=(U V) \cdot M$ a.s., let $N$ be an arbitrary continuous local martingale, and note that

$$
\begin{aligned}
{[(U V) \cdot M, N] } & =(U V) \cdot[M, N]=U \cdot(V \cdot[M, N]) \\
& =U \cdot[V \cdot M, N]=[U \cdot(V \cdot M), N] .
\end{aligned}
$$

The next result shows how the stochastic integral behaves under optional stopping.

Proposition 15.16 (optional stopping) For any continuous semimartingale $X$, process $V \in L(X)$, and optional time $\tau$, we have a.s.

$$
(V \cdot X)^{\tau}=V \cdot X^{\tau}=\left(V 1_{[0, \tau]}\right) \cdot X .
$$

Proof: The relation is obvious for ordinary Stieltjes integrals, so we may assume that $X=M$ is a continuous local martingale. Then $(V \cdot M)^{\tau}$ is a continuous local martingale starting at 0 , and we have

$$
\begin{aligned}
{\left[(V \cdot M)^{\tau}, N\right] } & =\left[V \cdot M, N^{\tau}\right]=V \cdot\left[M, N^{\tau}\right]=V \cdot\left[M^{\tau}, N\right] \\
& =V \cdot[M, N]^{\tau}=\left(V 1_{[0, \tau]}\right) \cdot[M, N] .
\end{aligned}
$$

Thus, $(V \cdot M)^{\tau}$ satisfies the conditions characterizing the integrals $V \cdot M^{\tau}$ and $\left(V 1_{[0, \tau]}\right) \cdot M$.

We may extend the definitions of quadratic variation and covariation to arbitrary continuous semimartingales $X$ and $Y$ with canonical decompositions $M+A$ and $N+B$, respectively, by putting $[X]=[M]$ and $[X, Y]=$ $[M, N]$. As a key step toward the development of a stochastic calculus, we shall see how the covariation process can be expressed in terms of stochastic integrals. In the martingale case the result is implicit in the proof of Theorem 15.5 .

Theorem 15.17 (integration by parts) For any continuous semimartingales $X$ and $Y$, we have a.s.

$$
\begin{equation*}
X Y=X_{0} Y_{0}+X \cdot Y+Y \cdot X+[X, Y] . \tag{8}
\end{equation*}
$$

Proof: We may take $X=Y$, since the general result will then follow by polarization. First let $X=M \in \mathcal{M}^{2}$, and define $V^{n}$ and $Q^{n}$ as in the proof of Theorem 15.5. Then $V^{n} \rightarrow M$ and $\left|V_{t}^{n}\right| \leq M_{t}^{*}<\infty$, and so Corollary 15.14 yields $\left(V^{n} \cdot M\right)_{t} \xrightarrow{P}(M \cdot M)_{t}$ for each $t \geq 0$. Thus, (8) follows in this case as we let $n \rightarrow \infty$ in the relation $M^{2}=V^{n} \cdot M+Q^{n}$, and it extends by localization to general continuous local martingales $M$ with $M_{0}=0$. If instead $X=A$, formula (8) reduces to $A^{2}=2 A \cdot A$, which holds by Fubini's theorem.

Turning to the general case, we may assume that $X_{0}=0$, since the formula for general $X_{0}$ will then follow by an easy computation from the result for $X-X_{0}$. In this case (8) reduces to $X^{2}=2 X \cdot X+[M]$. Subtracting the formulas for $M^{2}$ and $A^{2}$, it remains to prove that $A M=A \cdot M+M \cdot A$ a.s. Then fix any $t>0$, and introduce the processes

$$
A_{s}^{n}=A_{(k-1) t / n}, \quad M_{s}^{n}=M_{k t / n}, \quad s \in t(k-1, k] / n, k, n \in \mathbb{N},
$$

which satisfy

$$
A_{t} M_{t}=\left(A^{n} \cdot M\right)_{t}+\left(M^{n} \cdot A\right)_{t}, \quad n \in \mathbb{N}
$$

Here $\left(A^{n} \cdot M\right)_{t} \xrightarrow{P}(A \cdot M)_{t}$ by Corollary 15.14 and $\left(M^{n} \cdot A\right)_{t} \rightarrow(M \cdot A)_{t}$ by dominated convergence for ordinary Stieltjes integrals.

The terms quadratic variation and covariation are justified by the following result, which extends Theorem 11.9 for Brownian motion.

Proposition 15.18 (approximation, Fisk) Let $X$ and $Y$ be continuous semimartingales, fix any $t>0$, and consider for every $n \in \mathbb{N}$ a partition $0=t_{n, 0}<t_{n, 1}<\cdots<t_{n, k_{n}}=t$ such that $\max _{k}\left(t_{n, k}-t_{n, k-1}\right) \rightarrow 0$. Then

$$
\begin{equation*}
\zeta_{n} \equiv \sum_{k}\left(X_{t_{n, k}}-X_{t_{n, k-1}}\right)\left(Y_{t_{n, k}}-Y_{t_{n, k-1}}\right) \xrightarrow{P}[X, Y]_{t} . \tag{9}
\end{equation*}
$$

Proof: We may clearly assume that $X_{0}=Y_{0}=0$. Introduce the predictable step processes

$$
X_{s}^{n}=X_{t_{n, k-1}}, \quad Y_{s}^{n}=Y_{t_{n, k-1}}, \quad s \in\left(t_{n, k-1}, t_{n, k}\right], k, n \in \mathbb{N}
$$

and note that

$$
X_{t} Y_{t}=\left(X^{n} \cdot Y\right)_{t}+\left(Y^{n} \cdot X\right)_{t}+\zeta_{n}, \quad n \in \mathbb{N}
$$

Since $X^{n} \rightarrow X$ and $Y^{n} \rightarrow Y$, and moreover $\left(X^{n}\right)_{t}^{*} \leq X_{t}^{*}<\infty$ and $\left(Y^{n}\right)_{t}^{*} \leq$ $X_{t}^{*}<\infty$, we get by Corollary 15.14 and Theorem 15.17

$$
\zeta_{n} \xrightarrow{P} X_{t} Y_{t}-(X \cdot Y)_{t}-(Y \cdot X)_{t}=[X, Y]_{t} .
$$

We proceed to prove a version of Itô's formula, arguably the most important formula in modern probability. The result shows that the class of continuous semimartingales is preserved under smooth mappings and exhibits the canonical decomposition of the image process in terms of the components of the original process. Extended versions appear in Corollaries 15.20 and 15.21 as well as in Theorems 19.5 and 23.7.

Let $C^{k}=C^{k}\left(\mathbb{R}^{d}\right)$ denote the class of $k$ times continuously differentiable functions on $\mathbb{R}^{d}$. When $f \in C^{2}$, we write $f_{i}^{\prime}$ and $f_{i j}^{\prime \prime}$ for the first- and secondorder partial derivatives of $f$. Here and below, summation over repeated indices is understood.

Theorem 15.19 (substitution rule, Itô) Let $X$ be a continuous semimartingale in $\mathbb{R}^{d}$, and fix any $f \in C^{2}\left(\mathbb{R}^{d}\right)$. Then

$$
\begin{equation*}
f(X)=f\left(X_{0}\right)+f_{i}^{\prime}(X) \cdot X^{i}+\frac{1}{2} f_{i j}^{\prime \prime}(X) \cdot\left[X^{i}, X^{j}\right] \quad \text { a.s. } \tag{10}
\end{equation*}
$$

The result is often written in differential form as

$$
d f(X)=f_{i}^{\prime}(X) d X^{i}+\frac{1}{2} f_{i j}^{\prime \prime}(X) d\left[X^{i}, X^{j}\right]
$$

It is suggestive to think of Itô's formula as a second-order Taylor expansion

$$
d f(X)=f_{i}^{\prime}(X) d X^{i}+\frac{1}{2} f_{i j}^{\prime \prime}(X) d X^{i} d X^{j}
$$

where the second-order differential $d X^{i} d X^{j}$ is interpreted as $d\left[X^{i}, X^{j}\right]$.
If $X$ has canonical decomposition $M+A$, we get the corresponding decomposition of $f(X)$ by substituting $M^{i}+A^{i}$ for $X^{i}$ on the right of (10). When $M=0$, the last term vanishes and (10) reduces to the familiar substitution rule for ordinary Stieltjes integrals. In general, the appearance of this Itô correction term shows that the Itô integral does not obey the rules of ordinary calculus.

Proof of Theorem 15.19: For notational convenience we may assume that $d=1$, the general case being similar. Then fix a one-dimensional, continuous semimartingale $X$, and let $\mathcal{C}$ denote the class of functions $f \in C^{2}$ satisfying (10), that is, such that

$$
\begin{equation*}
f(X)=f\left(X_{0}\right)+f^{\prime}(X) \cdot X+\frac{1}{2} f^{\prime \prime}(X) \cdot[X] . \tag{11}
\end{equation*}
$$

The class $\mathcal{C}$ is clearly a linear subspace of $C^{2}$ containing the functions $f(x) \equiv$ 1 and $f(x) \equiv x$. We shall prove that $\mathcal{C}$ is even closed under multiplication and hence contains all polynomials.

To see this, assume that (11) holds for both $f$ and $g$. Then $F=f(X)$ and $G=g(X)$ are continuous semimartingales, so using definition of the integral together with Proposition 15.15 and Theorem 15.17, we get

$$
\begin{aligned}
(f g)(X)- & (f g)\left(X_{0}\right) \\
= & F G-F_{0} G_{0}=F \cdot G+G \cdot F+[F, G] \\
= & F \cdot\left(g^{\prime}(X) \cdot X+\frac{1}{2} g^{\prime \prime}(X) \cdot[X]\right) \\
& \quad+G \cdot\left(f^{\prime}(X) \cdot X+\frac{1}{2} f^{\prime \prime}(X) \cdot[X]\right)+\left[f^{\prime}(X) \cdot X, g^{\prime}(X) \cdot X\right] \\
= & \left(f g^{\prime}+f^{\prime} g\right)(X) \cdot X+\frac{1}{2}\left(f g^{\prime \prime}+2 f^{\prime} g^{\prime}+f^{\prime \prime} g\right)(X) \cdot[X] \\
= & (f g)^{\prime}(X) \cdot X+\frac{1}{2}(f g)^{\prime \prime}(X) \cdot[X] .
\end{aligned}
$$

Now let $f \in C^{2}$ be arbitrary. By Weierstrass' approximation theorem, we may choose some polynomials $p_{1}, p_{2}, \ldots$ such that $\sup _{|x| \leq c}\left|p_{n}(x)-f^{\prime \prime}(x)\right| \rightarrow 0$ for every $c>0$. Integrating the $p_{n}$ twice yields polynomials $f_{n}$ satisfying

$$
\sup _{|x| \leq c}\left(\left|f_{n}(x)-f(x)\right| \vee\left|f_{n}^{\prime}(x)-f^{\prime}(x)\right| \vee\left|f_{n}^{\prime \prime}(x)-f^{\prime \prime}(x)\right|\right) \rightarrow 0, \quad c>0
$$

In particular, $f_{n}\left(X_{t}\right) \rightarrow f\left(X_{t}\right)$ for each $t>0$. Letting $M+A$ be the canonical decomposition of $X$ and using dominated convergence for ordinary Stieltjes integrals, we get for any $t \geq 0$

$$
\left(f_{n}^{\prime}(X) \cdot A+\frac{1}{2} f_{n}^{\prime \prime}(X) \cdot[X]\right)_{t} \rightarrow\left(f^{\prime}(X) \cdot A+\frac{1}{2} f^{\prime \prime}(X) \cdot[X]\right)_{t} .
$$

Similarly, $\left.\left(f_{n}^{\prime}(X)-f^{\prime}(X)\right)^{2} \cdot[M]\right)_{t} \rightarrow 0$ for all $t$, and so by Lemma 15.13

$$
\left(f_{n}^{\prime}(X) \cdot M\right)_{t} \xrightarrow{P}\left(f^{\prime}(X) \cdot M\right)_{t}, \quad t \geq 0
$$

Thus, equation (11) for the polynomials $f_{n}$ extends in the limit to the same formula for $f$.

We sometimes need a local version of the last theorem, involving stochastic integrals up to the time $\zeta$ when $X$ first leaves a given domain $D \subset \mathbb{R}^{d}$. If $X$ is continuous and adapted, then $\zeta$ is clearly predictable, in the sense that $\zeta$ is announced by some optional times $\tau_{n} \uparrow \zeta$ such that $\tau_{n}<\zeta$ a.s. on $\{\zeta>0\}$ for all $n$. In fact, writing $\rho$ for the Euclidean metric in $\mathbb{R}^{d}$, we may choose

$$
\begin{equation*}
\tau_{n}=\inf \left\{t \in[0, n] ; \rho\left(X_{t}, D^{c}\right) \leq n^{-1}\right\}, \quad n \in \mathbb{N} . \tag{12}
\end{equation*}
$$

Say that $X$ is a semimartingale on $[0, \zeta)$ if the stopped process $X^{\tau_{n}}$ is a semimartingale in the usual sense for every $n \in \mathbb{N}$. In that case we may define the covariation processes $\left[X^{i}, X^{j}\right]$ on the interval $[0, \zeta)$ by the requirement that $\left[X^{i}, X^{j}\right]^{\tau_{n}}=\left[\left(X^{i}\right)^{\tau_{n}},\left(X^{j}\right)^{\tau_{n}}\right]$ a.s. for every $n$. Stochastic integrals w.r.t. $X^{1}, \ldots, X^{d}$ are defined on $[0, \zeta)$ in a similar way.

Corollary 15.20 (local Itô-formula) Fix a domain $D \subset \mathbb{R}^{d}$, and let $X$ be a continuous semimartingale on $[0, \zeta)$, where $\zeta$ is the first time $X$ leaves $D$. Then (10) holds a.s. on $[0, \zeta)$ for any $f \in C^{2}(D)$.

Proof: Choose some functions $f_{n} \in C^{2}\left(\mathbb{R}^{d}\right)$ with $f_{n}(x)=f(x)$ when $\rho\left(x, D^{c}\right) \geq n^{-1}$. Applying Theorem 15.19 to $f_{n}\left(X^{\tau_{n}}\right)$ with $\tau_{n}$ as in (12), we get (10) on $\left[0, \tau_{n}\right]$. Since $n$ was arbitrary, the result extends to $[0, \zeta)$.

By a complex-valued continuous semimartingale we mean a process of the form $Z=X+i Y$, where $X$ and $Y$ are real continuous semimartingales. The bilinearity of the covariation process suggests that we define the quadratic variation of $Z$ as

$$
[Z]=[Z, Z]=[X+i Y, X+i Y]=[X]+2 i[X, Y]-[Y] .
$$

Let us write $L(Z)$ for the class of processes $W=U+i V$ with $U, V \in$ $L(X) \cap L(Y)$. For such a process $W$ we define the integral

$$
W \cdot Z=(U+i V) \cdot(X+i Y)=U \cdot X-V \cdot Y+i(U \cdot Y+V \cdot X)
$$

Corollary 15.21 (conformal mapping) Let $f$ be an analytic function on some domain $D \subset \mathbb{C}$. Then (10) holds for any D-valued continuous semimartingale $Z$.

Proof: Writing $f(x+i y)=g(x, y)+i h(x, y)$ for $x+i y \in D$, we get

$$
g_{1}^{\prime}+i h_{1}^{\prime}=f^{\prime}, \quad g_{2}^{\prime}+i h_{2}^{\prime}=i f^{\prime}
$$

and by iteration

$$
g_{11}^{\prime \prime}+i h_{11}^{\prime \prime}=f^{\prime \prime}, \quad g_{12}^{\prime \prime}+i h_{12}^{\prime \prime}=i f^{\prime \prime}, \quad g_{22}^{\prime \prime}+i h_{22}^{\prime \prime}=-f^{\prime \prime}
$$

Equation (10) now follows for $Z=X+i Y$, as we apply Corollary 15.20 to the semimartingale $(X, Y)$ and the functions $g$ and $h$.

We shall next introduce a modification of the Itô integral that does obey the rules of ordinary calculus. Assuming both $X$ and $Y$ to be continuous semimartingales, we define the Fisk-Stratonovich integral by

$$
\begin{equation*}
\int_{0}^{t} X \circ d Y=(X \cdot Y)_{t}+\frac{1}{2}[X, Y]_{t}, \quad t \geq 0 \tag{13}
\end{equation*}
$$

or in differential form $X \circ d Y=X d Y+\frac{1}{2} d[X, Y]$, where the first term on the right is an ordinary Itô integral.

Corollary 15.22 (modified substitution rule, Fisk, Stratonovich) For any continuous semimartingale $X$ in $\mathbb{R}^{d}$ and function $f \in C^{3}\left(\mathbb{R}^{d}\right)$, we have

$$
f\left(X_{t}\right)=f\left(X_{0}\right)+\int_{0}^{t} f_{i}^{\prime}(X) \circ d X^{i} \quad \text { a.s., } \quad t \geq 0
$$

Proof: By Itô's formula,

$$
f_{i}^{\prime}(X)=f_{i}^{\prime}\left(X_{0}\right)+f_{i j}^{\prime \prime}(X) \cdot X^{j}+\frac{1}{2} f_{i j k}^{\prime \prime \prime}(X) \cdot\left[X^{j}, X^{k}\right]
$$

Using Itô's formula again, together with (6) and (13), we get

$$
\begin{aligned}
\int_{0} f_{i}^{\prime}(X) \circ d X^{i} & =f_{i}^{\prime}(X) \cdot X^{i}+\frac{1}{2}\left[f_{i}^{\prime}(X), X^{i}\right] \\
& =f_{i}^{\prime}(X) \cdot X^{i}+\frac{1}{2} f_{i j}^{\prime \prime}(X) \cdot\left[X^{j}, X^{i}\right]=f(X)-f\left(X_{0}\right)
\end{aligned}
$$

The price we have to pay for this more convenient substitution rule is using an integral that does not preserve the martingale property and that requires even the integrand to be a continuous semimartingale. It is the latter restriction that forces us to impose stronger regularity conditions on the function $f$ in the substitution rule.

Our next task is to establish a basic uniqueness property, which justifies our reference to the process $V \cdot M$ in Theorem 15.12 as an integral.

Theorem 15.23 (uniqueness) The integral $V \cdot M$ in Theorem 15.12 is the a.s. unique linear extension of the elementary stochastic integral such that for every $t>0$ the convergence $\left(V_{n}^{2} \cdot[M]\right)_{t} \xrightarrow{P} 0$ implies $\left(V_{n} \cdot M\right)_{t}^{*} \xrightarrow{P} 0$.

The statement follows immediately from Lemmas 15.11 and 15.13 , together with the following approximation of progressive processes by predictable step processes.

Lemma 15.24 (approximation) For any continuous semimartingale $X=$ $M+A$ and process $V \in L(X)$, there exist some processes $V_{1}, V_{2}, \ldots \in \mathcal{E}$ such that a.s. $\left(\left(V_{n}-V\right)^{2} \cdot[M]\right)_{t} \rightarrow 0$ and $\left(\left(V_{n}-V\right) \cdot A\right)_{t}^{*} \rightarrow 0$ for every $t>0$.

Proof: It is enough to take $t=1$, since we can then combine the processes $V_{n}$ for disjoint finite intervals to construct an approximating sequence on $\mathbb{R}_{+}$. Furthermore, it suffices to consider approximations in the sense of convergence in probability, since the a.s. versions will then follow for a suitable subsequence. This allows us to perform the construction in steps, first approximating $V$ by bounded and progressive processes $V^{\prime}$, next approximating each $V^{\prime}$ by continuous and adapted processes $V^{\prime \prime}$, and finally approximating each $V^{\prime \prime}$ by predictable step processes $V^{\prime \prime \prime}$.

Here the first and last steps are elementary, so we may concentrate on the second step. Then let $V$ be bounded. We need to construct some continuous, adapted processes $V_{n}$ such that $\left(\left(V_{n}-V\right)^{2} \cdot[M]\right)_{1} \rightarrow 0$ and $\left(\left(V_{n}-V\right) \cdot A\right)_{1}^{*} \rightarrow 0$ a.s. Since the $V_{n}$ can be taken to be uniformly bounded, we may replace the former condition by $\left(\left|V_{n}-V\right| \cdot[M]\right)_{1} \rightarrow 0$ a.s. Thus, it is enough to establish the approximation $\left(\left|V_{n}-V\right| \cdot A\right)_{1} \rightarrow 0$ in the case when $A$ is a nondecreasing, continuous, adapted process with $A_{0}=0$. Replacing $A_{t}$ by $A_{t}+t$ if necessary, we may even assume that $A$ is strictly increasing.

To construct the required approximations, we may introduce the inverse process $T_{s}=\sup \left\{t \geq 0 ; A_{t} \leq s\right\}$, and define

$$
V_{t}^{h}=h^{-1} \int_{T\left(A_{t}-h\right)}^{t} V d A=h^{-1} \int_{\left(A_{t}-h\right)_{+}}^{A_{t}} V\left(T_{s}\right) d s, \quad t, h>0
$$

By Lebesgue's differentiation Theorem A1.4 we have $V^{h} \circ T \rightarrow V \circ T$ as $h \rightarrow 0$, a.e. on $\left[0, A_{1}\right]$. Thus, by dominated convergence,

$$
\int_{0}^{1}\left|V^{h}-V\right| d A=\int_{0}^{A_{1}}\left|V^{h}\left(T_{s}\right)-V\left(T_{s}\right)\right| d s \rightarrow 0
$$

The processes $V^{h}$ are clearly continuous. To prove that they are also adapted, we note that the process $T\left(A_{t}-h\right)$ is adapted for every $h>0$ by the definition of $T$. Since $V$ is progressive, it is further seen that $V \cdot A$ is adapted and hence progressive. The adaptedness of $(V \cdot A)_{T\left(A_{t}-h\right)}$ now follows by composition.

Though the class $L(X)$ of stochastic integrands is sufficient for most purposes, it is sometimes useful to allow the integration of slightly more general processes. Given any continuous semimartingale $X=M+A$, let $\hat{L}(X)$ denote the class of product-measurable processes $V$ such that $(V-\tilde{V}) \cdot[M]=0$ and $(V-\tilde{V}) \cdot A=0$ a.s. for some process $\tilde{V} \in L(X)$. For $V \in \hat{L}(X)$ we define $V \cdot X=\tilde{V} \cdot X$ a.s. The extension clearly enjoys all the previously established properties of stochastic integration.

It is often important to see how semimartingales, covariation processes, and stochastic integrals are transformed by a random time-change. Let us then consider a nondecreasing, right-continuous family of finite optional times $\tau_{s}, s \geq 0$, here referred to as a finite random time-change $\tau$. If even $\mathcal{F}$ is right-continuous, then by Lemma 6.3 the same thing is true for the induced filtration $\mathcal{G}_{s}=\mathcal{F}_{\tau_{s}}, s \geq 0$. A random process is said to be $\tau$-continuous if it is a.s. continuous on $\mathbb{R}_{+}$and constant on every interval $\left[\tau_{s-}, \tau_{s}\right], s \geq 0$, where $\tau_{0-}=X_{0-}=0$ by convention.

Theorem 15.25 (random time-change, Kazamaki) Let $\tau$ be a finite random time-change with induced filtration $\mathcal{G}$, and let $X=M+A$ be a $\tau$-continuous $\mathcal{F}$-semimartingale. Then $X \circ \tau$ is a continuous $\mathcal{G}$-semimartingale with canonical decomposition $M \circ \tau+A \circ \tau$ and with $[X \circ \tau]=[X] \circ \tau$ a.s. Furthermore, $V \in L(X)$ implies $V \circ \tau \in \hat{L}(X \circ \tau)$ and

$$
\begin{equation*}
(V \circ \tau) \cdot(X \circ \tau)=(V \cdot X) \circ \tau \quad \text { a.s. } \tag{14}
\end{equation*}
$$

Proof: It is easy to check that the time-change $X \mapsto X \circ \tau$ preserves continuity, adaptedness, monotonicity, and the local martingale property. In particular, $X \circ \tau$ is then a continuous $\mathcal{G}$-semimartingale with canonical decomposition $M \circ \tau+A \circ \tau$. Since $M^{2}-[M]$ is a continuous local martingale, the same thing is true for the time-changed process $M^{2} \circ \tau-[M] \circ \tau$, and so

$$
[X \circ \tau]=[M \circ \tau]=[M] \circ \tau=[X] \circ \tau \text { a.s. }
$$

If $V \in L(X)$, we further note that $V \circ \tau$ is product-measurable, since this is true for both $V$ and $\tau$.

Fixing any $t \geq 0$ and using the $\tau$-continuity of $X$, we get

$$
\left(1_{[0, t]} \circ \tau\right) \cdot(X \circ \tau)=1_{\left[0, \tau_{t}^{-1}\right]} \cdot(X \circ \tau)=(X \circ \tau)^{\tau_{t}^{-1}}=\left(1_{[0, t]} \cdot X\right) \circ \tau,
$$

which proves (14) when $V=1_{[0, t]}$. If $X$ has locally finite variation, the result extends by a monotone class argument and monotone convergence to arbitrary $V \in L(X)$. In general, Lemma 15.24 yields the existence of some continuous, adapted processes $V_{1}, V_{2}, \ldots$ such that $\int\left(V_{n}-V\right)^{2} d[M] \rightarrow 0$ and $\int\left|\left(V_{n}-V\right) d A\right| \rightarrow 0$ a.s. By (14) the corresponding properties hold for the time-changed processes, and since the processes $V_{n} \circ \tau$ are right-continuous and adapted, hence progressive, we obtain $V \circ \tau \in \hat{L}(X \circ \tau)$.

Now assume instead that the approximating processes $V_{1}, V_{2}, \ldots$ are predictable step processes. The previous calculation then shows that (14) holds for each $V_{n}$, and by Lemma 15.13 the relation extends to $V$.

We shall next consider stochastic integrals of processes depending on a parameter. Given any measurable space $(S, \mathcal{S})$, we say that a process $V$ on $S \times \mathbb{R}_{+}$is progressive if its restriction to $S \times[0, t]$ is $\mathcal{S} \otimes \mathcal{B}_{t} \otimes \mathcal{F}_{t}$-measurable for every $t \geq 0$, where $\mathcal{B}_{t}=\mathcal{B}([0, t])$. A simple version of the following result will be useful in Chapter 16.

Theorem 15.26 (dependence on parameter, Doléans, Stricker and Yor) Let $X$ be a continuous semimartingale, fix a measurable space $S$, and consider a progressive process $V_{s}(t), s \in S, t \geq 0$, such that $V_{s} \in L(X)$ for every $s \in S$. Then the process $Y_{s}(t)=\left(V_{s} \cdot X\right)_{t}$ has a version that is progressive on $S \times \mathbb{R}_{+}$ and a.s. continuous for each $s \in S$.

Proof: Let $X$ have canonical decomposition $M+A$. Assume that there exist some progressive processes $V_{s}^{n}$ on $S \times \mathbb{R}_{+}$such that for any $t \geq 0$ and $s \in S$

$$
\left(\left(V_{s}^{n}-V_{s}\right)^{2} \cdot[M]\right)_{t} \xrightarrow{P} 0, \quad\left(\left(V_{s}^{n}-V_{s}\right) \cdot A\right)_{t}^{*} \xrightarrow{P} 0
$$

Then Lemma 15.13 yields $\left(V_{s}^{n} \cdot X-V_{s} \cdot X\right)_{t}^{*} \xrightarrow{P} 0$ for every $s$ and $t$. Proceeding as in the proof of Proposition 3.31, we may choose a subsequence $\left(n_{k}(s)\right) \subset \mathbb{N}$ that depends measurably on $s$ such that the same convergence holds a.s. along $\left(n_{k}(s)\right)$ for any $s$ and $t$. Now define $Y_{s, t}=\lim \sup _{k}\left(V_{s}^{n_{k}} \cdot X\right)_{t}$ whenever this is finite, and put $Y_{s, t}=0$ otherwise. If we can choose versions of the processes $\left(V_{s}^{n} \cdot X\right)_{t}$ which are progressive on $S \times \mathbb{R}_{+}$and a.s. continuous for each $s$, then $Y_{s, t}$ is clearly a version of the process $\left(V_{s} \cdot X\right)_{t}$ with the same properties. This argument will now be applied in three steps.

First we may reduce to the case of bounded and progressive integrands, by taking $V^{n}=V 1\{|V| \leq n\}$. Next we may apply the transformation in the proof of Lemma 15.24, to reduce to the case of continuous and progressive integrands. In the final step, we may approximate any continuous, progressive
process $V$ by the predictable step processes $V_{s}^{n}(t)=V_{s}\left(2^{-n}\left[2^{n} t\right]\right)$. Here the integrals $V_{s}^{n} \cdot X$ are elementary, and the desired continuity and measurability are obvious by inspection.

We turn to the related topic of functional representations. To motivate the problem, note that the construction of the stochastic integral $V \cdot X$ depends in a subtle way on the underlying probability measure $P$ and filtration $\mathcal{F}$. Thus, we cannot expect any universal representation $F(V, X)$ of the integral process $V \cdot X$. In view of Proposition 3.31 one might still hope for a modified representation $F(\mu, V, X)$, where $\mu$ denotes the distribution of $(V, X)$. Even this may be too optimistic, however, since in general the canonical decomposition of $X$ depends even on $\mathcal{F}$.

Dictated by our needs in Chapter 18, we shall restrict our attention to a very special situation, which is still general enough to cover most applications of interest. Fixing any progressive functions $\sigma_{j}^{i}$ and $b^{i}$ of suitable dimension defined on the path space $C\left(\mathbb{R}_{+}, \mathbb{R}^{d}\right)$, we may consider an arbitrary adapted process $X$ satisfying the stochastic differential equation

$$
\begin{equation*}
d X_{t}^{i}=\sigma_{j}^{i}(t, X) d B_{t}^{j}+b^{i}(t, X) d t \tag{15}
\end{equation*}
$$

where $B$ is a Brownian motion in $\mathbb{R}^{r}$. A detailed discussion of such equations is given in Chapter 18. For the moment we shall need only the simple fact from Lemma 18.1 that the coefficients $\sigma_{j}^{i}(t, X)$ and $b^{i}(t, X)$ are again progressive. Write $a^{i j}=\sigma_{k}^{i} \sigma_{k}^{j}$.

Proposition 15.27 (functional representation) For any progressive functions $\sigma, b$, and $f$ of suitable dimension, there exists some measurable mapping

$$
\begin{equation*}
F: \mathcal{P}\left(C\left(\mathbb{R}_{+}, \mathbb{R}^{d}\right)\right) \times C\left(\mathbb{R}_{+}, \mathbb{R}^{d}\right) \rightarrow C\left(\mathbb{R}_{+}, \mathbb{R}^{\prime}\right) \tag{16}
\end{equation*}
$$

such that whenever $X$ is a solution to (15) with distribution $\mu$ and with $f^{i}(X) \in L\left(X^{i}\right)$ for all $i$, we have $f^{i}(X) \cdot X^{i}=F(\mu, X)$ a.s.

Proof: From (15) we note that $X$ is a semimartingale with covariation processes $\left[X^{i}, X^{j}\right]=a^{i j}(X) \cdot \lambda$ and drift components $b^{i}(X) \cdot \lambda$. Hence, $f^{i}(X) \in$ $L\left(X^{i}\right)$ for all $i$ iff the processes $\left(f^{i}\right)^{2} a^{i i}(X)$ and $f^{i} b^{i}(X)$ are a.s. Lebesgue integrable. Note that this holds in particular when $f$ is bounded. Now assume that $f_{1}, f_{2}, \ldots$ are progressive with

$$
\begin{equation*}
\left(f_{n}^{i}-f^{i}\right)^{2} a^{i i}(X) \cdot \lambda \rightarrow 0, \quad\left|\left(f_{n}^{i}-f^{i}\right) b^{i}(X)\right| \cdot \lambda \rightarrow 0 \tag{17}
\end{equation*}
$$

Then $\left(f_{n}^{i}(X) \cdot X^{i}-f^{i}(X) \cdot X^{i}\right)_{t}^{*} \xrightarrow{P} 0$ for every $t \geq 0$ by Lemma 15.13. Thus, if $f_{n}^{i}(X) \cdot X^{i}=F_{n}(\mu, X)$ a.s. for some measurable mappings $F_{n}$ as in (16), then Proposition 3.31 yields a similar representation for the limit $f^{i}(X) \cdot X^{i}$.

As in the preceding proof, we may apply this argument in three steps: first reducing to the case when $f$ is bounded, next to the case of continuous
$f$, and finally to the case when $f$ is a predictable step function. Here the first and last steps are again elementary. For the second step we may now use the simpler approximation

$$
f_{n}(t, x)=n \int_{\left(t-n^{-1}\right)_{+}}^{t} f(s, x) d s, \quad t \geq 0, n \in \mathbb{N}, x \in C\left(\mathbb{R}_{+}, \mathbb{R}^{d}\right) .
$$

By Lebesgue's differentiation Theorem A1.4 we have $f_{n}(t, x) \rightarrow f(t, x)$ a.e. in $t$ for each $x \in C\left(\mathbb{R}_{+}, \mathbb{R}^{d}\right)$, and so (17) follows by dominated convergence.

## Exercises

1. Show that if $M$ is a local martingale and $\xi$ is an $\mathcal{F}_{0}$-measurable random variable, then the process $N_{t}=\xi M_{t}$ is again a local martingale.
2. Use Fatou's lemma to show that every local martingale $M \geq 0$ with $E M_{0}<\infty$ is a supermartingale. Also show by an example that $M$ may fail to be a martingale. (Hint: Let $M_{t}=X_{t /(1-t)_{+}}$, where $X$ is a Brownian motion starting at 1 , stopped when it reaches 0 .)
3. Fix a continuous local martingale $M$. Show that $M$ and $[M]$ have a.s. the same intervals of constancy. (Hint: For any $r \in \mathbb{Q}_{+}$, put $\tau=\inf \{t>r$; $\left.[M]_{t}>[M]_{r}\right\}$. Then $M^{\tau}$ is a continuous local martingale on $[r, \infty)$ with quadratic variation 0 , so $M^{\tau}$ is a.s. constant on $[s, \tau]$. Use a similar argument in the other direction.)
4. For any continuous local martingales $M_{n}$ starting at 0 and associated optional times $\tau_{n}$, show that $\left(M_{n}\right)_{\tau_{n}}^{*} \xrightarrow{P} 0$ iff $\left[M_{n}\right]_{\tau_{n}} \xrightarrow{P} 0$. State the corresponding result for stochastic integrals.
5. Show that there exist some continuous semimartingales $X_{1}, X_{2}, \ldots$ such that $X_{n}^{*} \xrightarrow{P} 0$ and yet $\left[X_{n}\right]_{t} \xrightarrow{P} 0$ for all $t>0$. (Hint: Let $B$ be a Brownian motion stopped at time 1, put $A_{k 2^{-n}}=B_{(k-1)+2^{-n}}$, and interpolate linearly. Define $X^{n}=B-A^{n}$.)
6. Consider a Brownian motion $B$ and an optional time $\tau$. Show that $E B_{\tau}=0$ when $E \tau^{1 / 2}<\infty$ and that $E B_{\tau}^{2}=E \tau$ when $E \tau<\infty$. (Hint: Use optional sampling and Proposition 15.7.)
7. Deduce the first inequality in Proposition 15.10 from Proposition 15.18 and the classical Cauchy-Buniakovsky inequality.
8. Prove for any continuous semimartingales $X$ and $Y$ that $[X+Y]^{1 / 2} \leq$ $[X]^{1 / 2}+[Y]^{1 / 2}$ a.s.
9. (Kunita and Watanabe) Let $M$ and $N$ be continuous local martingales, and fix any $p, q, r>0$ with $p^{-1}+q^{-1}=r^{-1}$. Show that $\left\|[M, N]_{t}\right\|_{2 r}^{2} \leq$ $\left\|[M]_{t}\right\|_{p}\left\|[N]_{t}\right\|_{q}$ for all $t>0$.
10. Let $M, N$ be continuous local martingales with $M_{0}=N_{0}=0$. Show that $M \Perp N$ implies $[M, N] \equiv 0$ a.s. Also show by an example that the converse is false. (Hint: Let $M=U \cdot B$ and $N=V \cdot B$ for a Brownian motion $B$ and suitable $U, V \in L(B)$.)
11. Fix a continuous semimartingale $X$, and let $U, V \in L(X)$ with $U=V$ a.s. on some set $A \in \mathcal{F}_{0}$. Show that $U \cdot X=V \cdot X$ a.s. on $A$. (Hint: Use Proposition 15.16.)
12. Fix a continuous local martingale $M$, and let $U, U_{1}, U_{2}, \ldots$ and $V, V_{1}$, $V_{2}, \ldots \in L(M)$ with $\left|U_{n}\right| \leq V_{n}, U_{n} \rightarrow U, V_{n} \rightarrow V$, and $\left(\left(V_{n}-V\right) \cdot M\right)_{t}^{*} \xrightarrow{P} 0$ for all $t>0$. Show that $\left(U_{n} \cdot M\right)_{t} \xrightarrow{P}(U \cdot M)_{t}$ for all $t$. (Hint: Write $\left(U_{n}-U\right)^{2} \leq 2\left(V_{n}-V\right)^{2}+8 V^{2}$, and use Theorem 1.21 and Lemmas 3.2 and 15.13.)
13. Let $B$ be a Brownian bridge. Show that $X_{t}=B_{t \wedge 1}$ is a semimartingale on $\mathbb{R}_{+}$w.r.t. the induced filtration. (Hint: Note that $M_{t}=(1-t)^{-1} B_{t}$ is a martingale on $[0,1)$, integrate by parts, and check that the compensator has finite variation.)
14. Show by an example that the canonical decomposition of a continuous semimartingale may depend on the filtration. (Hint: Let $B$ be Brownian motion with induced filtration $\mathcal{F}$, put $\mathcal{G}_{t}=\mathcal{F}_{t} \vee \sigma\left(B_{1}\right)$, and use the preceding result.)
15. Show by stochastic calculus that $t^{-p} B_{t} \rightarrow 0$ a.s. as $t \rightarrow \infty$, where $B$ is a Brownian motion and $p>\frac{1}{2}$. (Hint: Integrate by parts to find the canonical decomposition. Compare with the $L^{1}$-limit.)
16. Extend Theorem 15.17 to a product of $n$ semimartingales.
17. Consider a Brownian bridge $X$ and a bounded, progressive process $V$ with $\int_{0}^{1} V_{t} d t=0$ a.s. Show that $E \int_{0}^{1} V d X=0$. (Hint: Integrate by parts to get $\int_{0}^{1} V d X=\int_{0}^{1}(V-U) d B$, where $B$ is a Brownian motion and $U_{t}=(1-t)^{-1} \int_{t}^{1} V_{s} d s$.)
18. Show that Proposition 15.18 remains valid for any finite optional times $t$ and $t_{n k}$ satisfying $\max _{k}\left(t_{n k}-t_{n, k-1}\right) \xrightarrow{P} 0$.
19. Let $M$ be a continuous local martingale. Find the canonical decomposition of $|M|^{p}$ when $p \geq 2$, and deduce for such a $p$ the second relation in Proposition 15.7. (Hint: Use Theorem 15.19. For the last part, use Hölder's inequality.)
20. Let $M$ be a continuous local martingale with $M_{0}=0$ and $[M]_{\infty} \leq 1$. Show for any $r \geq 0$ that $P\left\{\sup _{t} M_{t} \geq r\right\} \leq e^{-r^{2} / 2}$. (Hint: Consider the supermartingale $Z=\exp \left(c M-c^{2}[M] / 2\right)$ for a suitable $c>0$.)
21. Let $X$ and $Y$ be continuous semimartingales. Fix a $t>0$ and a sequence of partitions $\left(t_{n k}\right)$ of $[0, t]$ with $\max _{k}\left(t_{n k}-t_{n, k-1}\right) \rightarrow 0$. Show that $\frac{1}{2} \sum_{k}\left(Y_{t_{n k}}+Y_{t_{n, k-1}}\right)\left(X_{t_{n k}}-X_{t_{n, k-1}}\right) \xrightarrow{P}(Y \circ X)_{t} .($ Hint: Use Corollary 15.14 and Proposition 15.18.)
22. A process is predictable if it is measurable with respect to the $\sigma$ field in $\mathbb{R}_{+} \times \Omega$ induced by all predictable step processes. Show that every predictable process is progressive. Conversely, given a progressive process $X$ and a constant $h>0$, show that the process $Y_{t}=X_{(t-h)_{+}}$is predictable.
23. Given a progressive process $V$ and a nondecreasing, continuous, adapted process $A$, show that there exists some predictable process $\tilde{V}$ with $|V-\tilde{V}| \cdot A=0$ a.s. (Hint: Use Lemma 15.24.)
24. Use the preceding statement to give a short proof of Lemma 15.24. (Hint: Begin with predictable $V$, using a monotone class argument.)
25. Construct the stochastic integral $V \cdot M$ by approximation from elementary integrals, using Lemmas 15.11 and 15.24. Show that the resulting integral satisfies the relation in Theorem 15.12. (Hint: First let $M \in \mathcal{M}^{2}$ and $E\left(V^{2} \cdot[M]\right)_{\infty}<\infty$, and extend by localization.)
26. Let $(V, B) \stackrel{d}{=}(\tilde{V}, \tilde{B})$, where $B$ and $\tilde{B}$ are Brownian motions on possibly different filtered probability spaces and $V \in L(B), \tilde{V} \in L(\tilde{B})$. Show that $(V, B, V \cdot B) \stackrel{d}{=}(\tilde{V}, \tilde{B}, \tilde{V} \cdot \tilde{B})$. (Hint: Argue as in the proof of Proposition 15.27.)
27. Let $X$ be a continuous $\mathcal{F}$-semimartingale. Show that $X$ remains a semimartingale conditionally on $\mathcal{F}_{0}$, and that the conditional quadratic variation agrees with $[X]$. Also show that if $V \in L(X)$, where $V=\sigma(Y)$ for some continuous process $Y$ and measurable function $\sigma$, then $V$ remains conditionally $X$-integrable, and the conditional integral agrees with $V \cdot X$. (Hint: Conditioning on $\mathcal{F}_{0}$ preserves martingales.)

## Chapter 16

# Continuous Martingales and Brownian Motion 

> Martingale characterization of Brownian motion; random timechange of martingales; isotropic local martingales; integral representations of martingales; iterated and multiple integrals; change of measure and Girsanov's theorem; Cameron-Martin theorem; Wald's identity and Novikov's condition

This chapter deals with a wide range of applications of the stochastic calculus, the principal tools of which were introduced in the preceding chapter. A recurrent theme is the notion of exponential martingales, which appear in both a real and a complex variety. Exploring the latter yields an effortless approach to Lévy's celebrated martingale characterization of Brownian motion as well as to the basic random time-change reduction of isotropic continuous local martingales to a Brownian motion. By applying the latter result to suitable compositions of Brownian motion with harmonic or analytic functions, we shall deduce some important information about Brownian motion in $\mathbb{R}^{d}$. Similar methods may be used to analyze a variety of other transformations that lead to Gaussian processes.

As a further application of the exponential martingales, we shall derive stochastic integral representations of Brownian functionals and martingales and examine their relationship to the chaos expansions obtained by different methods in Chapter 11. In this context, we shall see how the previously introduced multiple Wiener-Itô integrals can be expressed as iterated single Itô integrals. A similar problem, of crucial importance for Chapter 18, is to represent a continuous local martingale with absolutely continuous covariation processes in terms of stochastic integrals with respect to a suitable Brownian motion.

Our last main topic is to examine the transformations induced by an absolutely continuous change of probability measure. The density process turns out to be a real exponential martingale, and any continuous local martingale in the original setting will remain a martingale under the new measure, apart from an additional drift term. The observation is useful for applications, where it is often employed to remove the drift from a given semimartingale. The appropriate change of measure then depends on the process, and it becomes important to derive effective criteria for a proposed exponential process to be a true martingale.

Our exposition in this chapter may be regarded as a continuation of the discussion of martingales and Brownian motion from Chapters 6 and 11, respectively. Changes of time and measure are both important for the theory of stochastic differential equations, as developed in Chapters 18 and 20. The time-change results for continuous martingales have a counterpart for point processes explored in Chapter 22, where the general Poisson processes play a role similar to that of the Gaussian processes here. The results about changes of measure are extended in Chapter 23 to the context of possibly discontinuous semimartingales.

To elaborate on the new ideas, we begin with an introduction of complex exponential martingales. It is instructive to compare them with the real versions appearing in Lemma 16.21.

Lemma 16.1 (complex exponential martingales) Let $M$ be a real continuous local martingale with $M_{0}=0$. Then

$$
Z_{t}=\exp \left(i M_{t}+\frac{1}{2}[M]_{t}\right), \quad t \geq 0
$$

is a complex local martingale satisfying $Z_{t}=1+i(Z \cdot M)_{t}$ a.s.
Proof: Applying Corollary 15.21 to the complex-valued semimartingale $X_{t}=i M_{t}+\frac{1}{2}[M]_{t}$ and the entire function $f(z)=e^{z}$, we get

$$
d Z_{t}=Z_{t}\left(d X_{t}+\frac{1}{2} d[X]_{t}\right)=Z_{t}\left(i d M_{t}+\frac{1}{2} d[M]_{t}-\frac{1}{2} d[M]_{t}\right)=i Z_{t} d M_{t}
$$

The next result gives the basic connection between continuous martingales and Gaussian processes. For any subset $K$ of a Hilbert space, we write $\hat{K}$ for the closed linear subspace generated by $K$.

Lemma 16.2 (isometries and Gaussian processes) Fix a subset $K$ of some Hilbert space, and consider for each $h \in K$ a continuous local $\mathcal{F}$-martingale $M^{h}$ with $M_{0}^{h}=0$ such that

$$
\begin{equation*}
\left[M^{h}, M^{k}\right]_{\infty}=\langle h, k\rangle \quad \text { a.s., } \quad h, k \in K . \tag{1}
\end{equation*}
$$

Then there exists some isonormal Gaussian process $\eta \Perp \mathcal{F}_{0}$ on $\hat{K}$ with $M_{\infty}^{h}=$ $\eta h$ a.s. for all $h \in K$.

Proof: Fix any linear combination $N_{t}=u_{1} M_{t}^{h_{1}}+\cdots+u_{n} M_{t}^{h_{n}}$, and conclude from (1) that

$$
[N]_{\infty}=\sum_{j, k} u_{j} u_{k}\left[M^{h_{j}}, M^{h_{k}}\right]_{\infty}=\sum_{j, k} u_{j} u_{k}\left\langle h_{j}, h_{k}\right\rangle=\|h\|^{2},
$$

where $h=u_{1} h_{1}+\cdots+u_{n} h_{n}$. The process $Z=\exp \left(i N+\frac{1}{2}[N]\right)$ is a.s. bounded, and so by Lemma 16.1 it is a uniformly integrable martingale. Writing $\xi=N_{\infty}$, we hence obtain for any $A \in \mathcal{F}_{0}$

$$
P A=E\left[Z_{\infty} ; A\right]=E\left[\exp \left(i N_{\infty}+\frac{1}{2}[N]_{\infty}\right) ; A\right]=E\left[e^{i \xi} ; A\right] e^{\|h\|^{2} / 2}
$$

Since $u_{1}, \ldots, u_{n}$ were arbitrary, we may conclude from the uniqueness theorem for characteristic functions that the random vector $\left(M_{\infty}^{h_{1}}, \ldots, M_{\infty}^{h_{n}}\right)$ is independent of $\mathcal{F}_{0}$ and centered Gaussian with covariances $\left\langle h_{j}, h_{k}\right\rangle$. It is now easy to construct a process $\eta$ with the stated properties.

As a first application, we may establish the following basic characterization of Brownian motion.

Theorem 16.3 (martingale characterization of Brownian motion, Lévy) Let $B=\left(B^{1}, \ldots, B^{d}\right)$ be a continuous local $\mathcal{F}$-martingale in $\mathbb{R}^{d}$ with $B_{0}=0$ and $\left[B^{i}, B^{j}\right]_{t} \equiv \delta_{i j} t$ a.s. Then $B$ is an $\mathcal{F}$-Brownian motion.

Proof: For fixed $s<t$, we may apply Lemma 16.2 to the continuous local martingales $M_{r}^{i}=B_{r \wedge t}^{i}-B_{r \wedge s}^{i}, r \geq s, i=1, \ldots, d$, to see that the differences $B_{t}^{i}-B_{s}^{i}$ are i.i.d. $N(0, t-s)$ and independent of $\mathcal{F}_{s}$.

The last theorem suggests the possibility of transforming an arbitrary continuous local martingale $M$ into a Brownian motion through a suitable random time-change. The result extends with the same proof to certain higher-dimensional processes, and for convenience we consider directly the version in $\mathbb{R}^{d}$. A continuous local martingale $M=\left(M^{1}, \ldots, M^{d}\right)$ is said to be isotropic if a.s. $\left[M^{i}\right]=\left[M^{j}\right]$ and $\left[M^{i}, M^{j}\right]=0$ for all $i \neq j$. Note in particular that this holds for Brownian motion in $\mathbb{R}^{d}$. When $M$ is a continuous local martingale in $\mathbb{C}$, the condition is clearly equivalent to $[M]=$ 0 a.s., or $[\Re M]=[\Im M]$ and $[\Re M, \Im M]=0$ a.s. For isotropic processes $M$, we refer to $\left[M^{1}\right]=\cdots=\left[M^{d}\right]$ or $[\Re M]=[\Im M]$ as the rate process of $M$.

The proof is straightforward when $[M]_{\infty}=\infty$ a.s., but in general it requires a rather subtle extension of the filtered probability space. To simplify our statements, we assume the existence of any randomization variables we may need. As in the elementary contexts of Chapter 5 , this may require us to pass from the original setup $(\Omega, \mathcal{A}, \mathcal{F}, P)$ to the product space $(\hat{\Omega}, \hat{\mathcal{A}}, \hat{\mathcal{F}}, \hat{P})$, where $\hat{\Omega}=\Omega \times[0,1], \hat{\mathcal{A}}=\mathcal{A} \otimes \mathcal{B}, \hat{\mathcal{F}}_{t}=\mathcal{F}_{t} \times[0,1]$, and $\hat{P}=P \otimes \lambda$. Given two filtrations $\mathcal{F}$ and $\mathcal{G}$ on $\Omega$, we say that $\mathcal{G}$ is a standard extension of $\mathcal{F}$ if $\mathcal{F}_{t} \subset \mathcal{G}_{t} \Perp_{\mathcal{F}_{t}} \mathcal{F}$ for all $t \geq 0$. This is precisely the condition needed to ensure preservation of all adaptedness and conditioning properties. The notion is still flexible enough to admit a variety of useful constructions.

Theorem 16.4 (time-change reduction, Dambis, Dubins and Schwarz) Let $M$ be an isotropic continuous local $\mathcal{F}$-martingale in $\mathbb{R}^{d}$ with $M_{0}=0$, and define

$$
\tau_{s}=\inf \left\{t \geq 0 ;\left[M^{1}\right]_{t}>s\right\}, \quad \mathcal{G}_{s}=\mathcal{F}_{\tau_{s}}, \quad s \geq 0
$$

Then there exist a standard extension $\hat{\mathcal{G}}$ of $\mathcal{G}$ and a $\hat{\mathcal{G}}$-Brownian motion $B$ in $\mathbb{R}^{d}$ such that a.s. $B_{s}=M_{\tau_{s}}$ on $\left[0,\left[M^{1}\right]_{\infty}\right)$ and $M=B \circ\left[M^{1}\right]$.

Proof: We may take $d=1$, the proof in higher dimensions being similar. Introduce a Brownian motion $X \Perp \mathcal{F}$ with induced filtration $\mathcal{X}$, and put
$\hat{\mathcal{G}}_{t}=\mathcal{G}_{t} \vee \mathcal{X}_{t}$. Since $\mathcal{G} \Perp \mathcal{X}$, it is clear that $\hat{\mathcal{G}}$ is a standard extension of both $\mathcal{G}$ and $\mathcal{X}$. In particular, $X$ remains a Brownian motion under $\hat{\mathcal{G}}$. Now define

$$
\begin{equation*}
B_{s}=M_{\tau_{s}}+\int_{0}^{s} 1\left\{\tau_{r}=\infty\right\} d X_{r}, \quad s \geq 0 \tag{2}
\end{equation*}
$$

Since $M$ is $\tau$-continuous by Proposition 15.6 , Theorem 15.25 shows that the first term $M \circ \tau$ is a continuous $\mathcal{G}$-martingale, and then also a $\hat{\mathcal{G}}$-martingale, with quadratic variation

$$
[M \circ \tau]_{s}=[M]_{\tau_{s}}=s \wedge[M]_{\infty}, \quad s \geq 0
$$

The second term in (2) has quadratic variation $s-s \wedge[M]_{\infty}$, and the covariation vanishes since $M \circ \tau \Perp X$. Thus, $[B]_{s}=s$ a.s., and so Theorem 16.3 shows that $B$ is a $\hat{\mathcal{G}}$-Brownian motion. Finally, $B_{s}=M_{\tau_{s}}$ for $s<[M]_{\infty}$, which implies $M=B \circ[M]$ a.s. by the $\tau$-continuity of $M$.

In two dimensions, isotropic martingales arise naturally through the composition of a complex Brownian motion $B$ with an arbitrary (possibly multivalued) analytic function $f$. For a general continuous process $X$, we may clearly choose a continuous evolution of $f(X)$, as long as $X$ avoids the possible singularities of $f$. Though no analytic functions exist in dimensions $d \geq 3$, it may still be useful to consider compositions with suitable harmonic functions.

Theorem 16.5 (harmonic and analytic maps, Lévy)
(i) Let $M$ be an isotropic continuous local martingale in $\mathbb{R}^{d}$, and fix an harmonic function $f$ such that $M$ a.s. avoids the sigularities of $f$. Then $f(M)$ is a local martingale with $[f(M)]=|\nabla f(M)|^{2} \cdot\left[M^{1}\right]$.
(ii) Let $M$ be a complex, isotropic continuous local martingale, and fix an analytic function $f$ such that $M$ a.s. avoids the singularities of $f$. Then $f(M)$ is again an isotropic local martingale with $[\Re f(M)]=\left|f^{\prime}(M)\right|^{2}$. $[\Re M]$. If $B$ is a Brownian motion and $f^{\prime} \not \equiv 0$, then $[\Re f(B)]$ is a.s. unbounded and strictly increasing.

Proof: (i) Using the isotropy of $M$, we get by Corollary 15.20

$$
f(M)=f\left(M_{0}\right)+f_{i}^{\prime} \cdot M^{i}+\frac{1}{2} \Delta f(M) \cdot\left[M^{1}\right] .
$$

Here the last term vanishes since $f$ is harmonic, and so $f(M)$ is a local martingale. From the isotropy of $M$ it is further seen that

$$
[f(M)]=\sum_{i}\left[f_{i}^{\prime}(M) \cdot M^{i}\right]=\sum_{i}\left(f_{i}^{\prime}(M)\right)^{2} \cdot\left[M^{1}\right]=|\nabla f(M)|^{2} \cdot\left[M^{1}\right] .
$$

(ii) Since $f$ is analytic, we get by Corollary 15.21

$$
\begin{equation*}
f(M)=f\left(M_{0}\right)+f^{\prime}(M) \cdot M+\frac{1}{2} f^{\prime \prime}(M) \cdot[M] . \tag{3}
\end{equation*}
$$

Here the last term vanishes since $M$ is isotropic. The same property also yields

$$
[f(M)]=\left[f^{\prime}(M) \cdot M\right]=\left(f^{\prime}(M)\right)^{2} \cdot[M]=0
$$

and so $f(M)$ is again isotropic. Finally, writing $M=X+i Y$ and $f^{\prime}(M)=$ $U+i V$, we get

$$
[\Re f(M)]=[U \cdot X-V \cdot Y]=\left(U^{2}+V^{2}\right) \cdot[X]=\left|f^{\prime}(M)\right|^{2} \cdot[\Re M]
$$

If $f^{\prime}$ is not identically 0 , it has at most countably many zeros. Hence, by Fubini's theorem

$$
E \lambda\left\{t \geq 0 ; f^{\prime}\left(B_{t}\right)=0\right\}=\int_{0}^{\infty} P\left\{f^{\prime}\left(B_{t}\right)=0\right\} d t=0
$$

and so $[\Re f(B)]=\left|f^{\prime}(B)\right|^{2} \cdot \lambda$ is a.s. strictly increasing. To see that it is also a.s. unbounded, we note that $f(B)$ converges a.s. on the set $\{[\Re f(B)]<\infty\}$. However, $f(B)$ diverges a.s. since $f$ is nonconstant and the random walk $B_{0}, B_{1}, \ldots$ is recurrent by Theorem 8.2.

Combining the last two results, we may derive two basic properties of Brownian motion in $\mathbb{R}^{d}$, namely the polarity of singleton sets when $d \geq 2$ and the transience when $d \geq 3$. Note that the latter property is a continuoustime counterpart of Theorem 8.8 for random walks. Both properties play important roles for the potential theory developed in Chapter 21. Define $\tau_{a}=\inf \left\{t>0 ; B_{t}=a\right\}$.

Theorem 16.6 (point polarity and transience, Lévy, Kakutani) For a Brownian motion $B$ in $\mathbb{R}^{d}$, we have the following:
(i) if $d \geq 2$, then $\tau_{a}=\infty$ a.s. for all $a \in \mathbb{R}^{d}$;
(ii) if $d \geq 3$, then $\left|B_{t}\right| \rightarrow \infty$ a.s. as $t \rightarrow \infty$.

Proof: (i) Here we may clearly take $d=2$, so we may let $B$ be a complex Brownian motion. Applying Theorem 16.5 (ii) to the entire function $e^{z}$, it is seen that $M=e^{B}$ is a conformal local martingale with unbounded rate $[\Re M]$. By Theorem 16.4 we have $M-1=X \circ[\Re M]$ a.s. for some Brownian motion $X$, and since $M \neq 0$ it follows that $X$ a.s. avoids -1 . Hence, $\tau_{-1}=\infty$ a.s., and by the scaling and rotational symmetries of $B$ we get $\tau_{a}=\infty$ a.s. for every $a \neq 0$. To extend the result to $a=0$, we may conclude from the Markov property at $h>0$ that

$$
P_{0}\left\{\tau_{0} \circ \theta_{h}<\infty\right\}=E_{0} P_{B_{h}}\left\{\tau_{0}<\infty\right\}=0, \quad h>0
$$

As $h \rightarrow 0$, we get $P_{0}\left\{\tau_{0}<\infty\right\}=0$, and so $\tau_{0}=\infty$ a.s.
(ii) Here we may take $d=3$. For any $a \neq 0$ we have $\tau_{a}=\infty$ a.s. by part (i), and so by Theorem 16.5 (i) the process $M=|B-a|^{-1}$ is a continuous local martingale. By Fatou's lemma $M$ is then an $L^{1}$-bounded supermartingale, and so by Theorem 6.18 it converges a.s. toward some random variable $\xi$. Since $M_{t} \xrightarrow{d} 0$ we have $\xi=0$ a.s.

Combining part (i) of the last result with Theorem 17.11, we note that a complex, isotropic continuous local martingale avoids every fixed point outside the origin. Thus, Theorem 16.5 (ii) applies to any analytic function $f$ with only isolated singularities. Since $f$ is allowed to be multivalued, the result applies even to functions with essential singularities, such as to $f(z)=\log (1+z)$. For a simple application, we may consider the windings of planar Brownian motion around a fixed point.

Corollary 16.7 (skew-product representation, Galmarino) Let $B$ denote complex Brownian motion starting at 1, and choose a continuous version of $V=\arg B$ with $V_{0}=0$. Then $V_{t} \equiv Y \circ\left(|B|^{-2} \cdot \lambda\right)_{t}$ a.s. for some real Brownian motion $Y \Perp|B|$.

Proof: Applying Theorem 16.5 (ii) with $f(z)=\log (1+z)$, we note that $M_{t}=\log \left|B_{t}\right|+i V_{t}$ is a conformal martingale with rate $[\Re M]=|B|^{-2} \cdot \lambda$. Hence, by Theorem 16.4 there exists some complex Brownian motion $Z=$ $X+i Y$ with $M=Z \circ[\Re M]$ a.s., and the assertion follows.

For a nonisotropic continuous local martingale $M$ in $\mathbb{R}^{d}$, there is no single random time-change that will reduce the process to a Brownian motion. However, we may transform each component $M^{i}$ separately, as in Theorem 16.4, to obtain a collection of one-dimensional Brownian motions $B^{1}, \ldots, B^{d}$. If the latter processes happen to be independent, they may clearly be combined into a $d$-dimensional Brownian motion $B=\left(B^{1}, \ldots, B^{d}\right)$. It is remarkable that the required independence arises automatically whenever the original components $M^{i}$ are strongly orthogonal, in the sense that $\left[M^{i}, M^{j}\right]=0$ a.s. for all $i \neq j$.

Proposition 16.8 (orthogonality and independence, Knight) Let $M^{1}, M^{2}$, ... be strongly orthogonal, continuous local martingales starting at 0 . Then there exist some independent Brownian motions $B^{1}, B^{2}, \ldots$ such that $M^{k}=$ $B^{k} \circ\left[M^{k}\right]$ a.s. for every $k$.

Proof: When $\left[M^{k}\right]_{\infty}=\infty$ a.s. for all $k$, the result is an easy consequence of Lemma 16.2. In general, we may introduce a sequence of independent Brownian motions $X^{1}, X^{2}, \ldots \Perp \mathcal{F}$ with induced filtration $\mathcal{X}$. Define

$$
B_{s}^{k}=M^{k}\left(\tau_{s}^{k}\right)+X^{k}\left(\left(s-\left[M^{k}\right]_{\infty}\right)_{+}\right), \quad s \geq 0, k \in \mathbb{N}
$$

write $\psi_{t}=-\log (1-t)_{+}$, and put $\mathcal{G}_{t}=\mathcal{F}_{\psi_{t}}+\mathcal{X}_{(t-1)_{+}}, t \geq 0$. To check that $B^{1}, B^{2}, \ldots$ have the desired joint distribution, we may clearly assume that each $\left[M^{k}\right]$ is bounded. Then the processes $N_{t}^{k}=M_{\psi_{t}}^{k}+X_{(t-1)_{+}}^{k}$ are strongly orthogonal, continuous $\mathcal{G}$-martingales with quadratic variations $\left[N^{k}\right]_{t}=$ $\left[M^{k}\right]_{\psi_{t}}+(t-1)_{+}$, and we note that $B_{s}^{k}=N_{\sigma_{s}^{k}}^{k}$, where $\sigma_{s}^{k}=\inf \{t \geq 0$; $\left.\left[N^{k}\right]_{t}>s\right\}$. The assertion now follows from the result for $\left[M^{k}\right]_{\infty}=\infty$ a.s.

As a further application of Lemma 16.2, we consider a simple continuoustime version of Theorem 9.19. Given a continuous semimartingale $X$ on $I=$ $\mathbb{R}_{+}$or $[0,1)$ and a progressive process $T$ on $I$ that takes values in $\bar{I}=[0, \infty]$ or $[0,1]$, respectively, we may define

$$
\left(X \circ T^{-1}\right)_{t}=\int_{I} 1\left\{T_{s} \leq t\right\} d X_{s}, \quad t \in I
$$

as long as the integrals on the right exist. For motivation, we note that if $\xi$ is a random measure on $I$ with "distribution function" $X_{t}=\xi[0, t], t \in I$, then $X \circ T^{-1}$ is the distribution function of the transformed measure $\xi \circ T^{-1}$.

Proposition 16.9 (measure-preserving progressive maps) Consider a Brownian motion or bridge $B$ and a progressive process $T$ on $\mathbb{R}_{+}$or $[0,1]$, respectively, with $\lambda \circ T^{-1}=\lambda$ a.s. Then $B \circ T^{-1} \stackrel{d}{=} B$.

Proof: For Brownian motion the result is an immediate consequence of Lemma 16.2 , so we may assume that $B$ is a Brownian bridge. Then $M_{t}=$ $(1-t)^{-1} B_{t}$ is clearly a martingale on $[0,1)$, and so $B$ is a semimartingale on the same interval. Integrating by parts, we get

$$
\begin{equation*}
d B_{t}=(1-t) d M_{t}-M_{t} d t \equiv d X_{t}-M_{t} d t \tag{4}
\end{equation*}
$$

Thus, $[X]=[B]_{t} \equiv t$ a.s., and so $X$ is a Brownian motion by Theorem 16.3.
Now let $V$ be a bounded, progressive process on $[0,1]$ with nonrandom integral $\bar{V}=\int_{0}^{1} V_{t} d t$. Integrating by parts, we get for any $u \in[0,1)$

$$
\begin{aligned}
\int_{0}^{u} V_{t} M_{t} d t & =M_{u} \int_{0}^{u} V_{t} d t-\int_{0}^{u} d M_{t} \int_{0}^{t} V_{s} d s \\
& =\int_{0}^{u} d M_{t} \int_{t}^{1} V_{s} d s-M_{u} \int_{u}^{1} V_{t} d t
\end{aligned}
$$

As $u \rightarrow 1$, we have $(1-u) M_{u}=B_{u} \rightarrow 0$, and so the last term tends to zero. Using dominated convergence and combining with (4), we get

$$
\int_{0}^{1} V_{t} d B_{t}=\int_{0}^{1} V_{t} d X_{t}-\int_{0}^{1} V_{t} M_{t} d t=\int_{0}^{1}\left(V_{t}-\bar{V}_{t}\right) d X_{t}
$$

where $\bar{V}_{t}=(1-t)^{-1} \int_{t}^{1} V_{s} d s$. Letting $U$ be another bounded, progressive process, we get by a simple calculation

$$
\int_{0}^{1}\left(U_{t}-\bar{U}_{t}\right)\left(V_{t}-\bar{V}_{t}\right) d t=\int_{0}^{1} U_{t} V_{t} d t-\bar{U} \bar{V}
$$

In particular, if $U_{r}=1\left\{T_{r} \leq s\right\}$ and $V_{r}=1\left\{T_{r} \leq t\right\}$, the right-hand side becomes $s \wedge t-s t=E\left(B_{s} B_{t}\right)$, and the assertion follows by Lemma 16.2.

We shall next consider a basic representation of martingales with respect to a Brownian filtration.

Theorem 16.10 (Brownian martingales) Let $\mathcal{F}$ be the complete filtration induced by a Brownian motion $B=\left(B^{1}, \ldots, B^{d}\right)$ in $\mathbb{R}^{d}$. Then any local $\mathcal{F}$ martingale $M$ is a.s. continuous, and there exist some $(P \times \lambda)$-a.e. unique processes $V^{1}, \ldots, V^{d} \in L\left(B^{1}\right)$ such that

$$
\begin{equation*}
M=M_{0}+\sum_{k \leq d} V^{k} \cdot B^{k} \quad \text { a.s } \tag{5}
\end{equation*}
$$

As a consequence we obtain the following representation of Brownian functionals, which we prove first.

Lemma 16.11 (Brownian functionals, Itô) Let $B=\left(B^{1}, \ldots, B^{d}\right)$ be a Brownian motion in $\mathbb{R}^{d}$, and fix a $B$-measurable random variable $\xi$ with $E \xi=0$ and $E \xi^{2}<\infty$. Then there exist some $(P \times \lambda)$-a.e. unique processes $V^{1}, \ldots, V^{d} \in L^{2}\left(B^{1}\right)$ such that $\xi=\sum_{k}\left(V^{k} \cdot B^{k}\right)_{\infty}$ a.s.

Proof (Dellacherie): Let $H$ denote the Hilbert space of $B$-measurable random variables $\xi$ with $E \xi=0$ and $E \xi^{2}<\infty$, and write $H^{\prime}$ for the subspace of elements $\xi$ admitting an integral representation $\sum_{k}\left(V^{k} \cdot B^{k}\right)_{\infty}$. For such a $\xi$ we get $E \xi^{2}=E \sum_{k}\left(\left(V^{k}\right)^{2} \cdot \lambda\right)_{\infty}$, which implies the asserted uniqueness. By the obvious completeness of $L^{2}\left(B^{1}\right)$, it is further seen from the same formula that $H^{\prime}$ is closed. To prove $H^{\prime}=H$ it remains to show that any $\xi \in H \ominus H^{\prime}$ vanishes a.s.

Then fix any nonrandom functions $u^{1}, \ldots, u^{d} \in L^{2}(\mathbb{R})$. Put $M=\sum_{k} u^{k}$. $B^{k}$, and define the process $Z$ as in Lemma 16.1. Then $Z-1=i Z \cdot M=$ $i \sum_{k}\left(Z u^{k}\right) \cdot B^{k}$ by Proposition 15.15 , and so $\xi \perp\left(Z_{\infty}-1\right)$, or $E \xi \exp \left\{i \sum_{k}\left(u^{k}\right.\right.$. $\left.\left.B^{k}\right)_{\infty}\right\}=0$. Specializing to step functions $u^{k}$ and using the uniqueness theorem for characteristic functions, we get

$$
E\left[\xi ;\left(B_{t_{1}}, \ldots, B_{t_{n}}\right) \in C\right]=0, \quad t_{1}, \ldots, t_{n} \in \mathbb{R}_{+}, C \in \mathcal{B}^{n}, n \in \mathbb{N}
$$

By a monotone class argument this extends to $E[\xi ; A]=0$ for arbitrary $A \in \mathcal{F}_{\infty}$, and so $\xi=E\left[\xi \mid \mathcal{F}_{\infty}\right]=0$ a.s.

Proof of Theorem 16.10: We may clearly take $M_{0}=0$, and by suitable localization we may assume that $M$ is uniformly integrable. Then $M_{\infty}$ exists as an element in $L^{1}\left(\mathcal{F}_{\infty}\right)$ and it may be approximated in $L^{1}$ by some random variables $\xi_{1}, \xi_{2}, \ldots \in L^{2}\left(\mathcal{F}_{\infty}\right)$. The martingales $M_{t}^{n}=E\left[\xi_{n} \mid \mathcal{F}_{t}\right]$ are a.s. continuous by Lemma 16.11, and by Proposition 6.15 we get, for any $\varepsilon>0$,

$$
P\left\{(\Delta M)^{*}>2 \varepsilon\right\} \leq P\left\{\left(M^{n}-M\right)^{*}>\varepsilon\right\} \leq \varepsilon^{-1} E\left|\xi_{n}-M_{\infty}\right| \rightarrow 0
$$

Hence, $(\Delta M)^{*}=0$ a.s., and so $M$ is a.s. continuous. The remaining assertions now follow by localization from Lemma 16.11.

Our next theorem deals with the converse problem of finding a Brownian motion $B$ satisfying (5) when the representing processes $V^{k}$ are given. The result plays a crucial role in Chapter 18.

Theorem 16.12 (integral representation, Doob) Let $M$ be a continuous local $\mathcal{F}$-martingale in $\mathbb{R}^{d}$ with $M_{0}=0$ such that $\left[M^{i}, M^{j}\right]=V_{k}^{i} V_{k}^{j} \cdot \lambda$ a.s. for some $\mathcal{F}$-progressive processes $V_{k}^{i}, 1 \leq i \leq d, 1 \leq k \leq r$. Then there exists some Brownian motion $B$ in $\mathbb{R}^{r}$ with respect to a standard extension of $\mathcal{F}$ such that $M^{i}=V_{k}^{i} \cdot B^{k}$ a.s. for all $i$.

Proof: For any $t \geq 0$, let $N_{t}$ and $R_{t}$ be the null and range spaces of the matrix $V_{t}$, and write $N_{t}^{\perp}$ and $R_{t}^{\perp}$ for their orthogonal complements. Denote the corresponding orthogonal projections by $\pi_{N_{t}}, \pi_{R_{t}}, \pi_{N_{t}^{\perp}}$, and $\pi_{R_{t}^{\perp}}$, respectively. Note that $V_{t}$ is a bijection from $N_{t}^{\perp}$ to $R_{t}$, and write $V_{t}^{-1}$ for the inverse mapping from $R_{t}$ to $N_{t}^{\perp}$. All these mappings are clearly Borel-measurable functions of $V_{t}$, and hence again progressive.

Now introduce a Brownian motion $X \Perp \mathcal{F}$ in $\mathbb{R}^{r}$ with induced filtration $\mathcal{X}$, and note that $\mathcal{G}_{t}=\mathcal{F}_{t} \vee \mathcal{X}_{t}, t \geq 0$, is a standard extension of both $\mathcal{F}$ and $\mathcal{X}$. Thus, $V$ remains $\mathcal{G}$-progressive and the martingale properties of $M$ and $X$ are still valid for $\mathcal{G}$. Consider in $\mathbb{R}^{r}$ the local $\mathcal{G}$-martingale

$$
B=V^{-1} \pi_{R} \cdot M+\pi_{N} \cdot X
$$

The covariation matrix of $B$ has density

$$
\left(V^{-1} \pi_{R}\right) V V^{\prime}\left(V^{-1} \pi_{R}\right)^{\prime}+\pi_{N} \pi_{N}^{\prime}=\pi_{N^{\perp}} \pi_{N^{\perp}}^{\prime}+\pi_{N} \pi_{N}^{\prime}=\pi_{N^{\perp}}+\pi_{N}=I
$$

and so Theorem 16.3 shows that $B$ is a Brownian motion. Furthermore, the process $\pi_{R^{\perp}} \cdot M=0$ vanishes a.s. since its covariation matrix has density $\pi_{R^{\perp}} V V^{\prime} \pi_{R^{\perp}}^{\prime}=0$. Hence, by Proposition 15.15,

$$
V \cdot B=V V^{-1} \pi_{R} \cdot M+V \pi_{N} \cdot Y=\pi_{R} \cdot M=\left(\pi_{R}+\pi_{R^{\perp}}\right) \cdot M=M
$$

We may next prove a Fubini-type theorem, which shows how the multiple Wiener-Itô integrals defined in Chapter 11 can be expressed in terms of iterated Itô integrals. Then introduce for each $n \in \mathbb{N}$ the simplex

$$
\Delta_{n}=\left\{\left(t_{1}, \ldots, t_{n}\right) \in \mathbb{R}_{+}^{n} ; t_{1}<\cdots<t_{n}\right\} .
$$

Given a function $f \in L^{2}\left(\mathbb{R}_{+}^{n}, \lambda^{n}\right)$, we shall write $\hat{f}=n!\tilde{f} 1_{\Delta_{n}}$, where $\tilde{f}$ denotes the symmetrization of $f$ defined in Chapter 11.

Theorem 16.13 (multiple and iterated integrals) Consider a Brownian motion $B$ in $\mathbb{R}$ with associated multiple Wiener-Itô integrals $I_{n}$, and fix any $f \in L^{2}\left(\mathbb{R}_{+}^{n}\right)$. Then

$$
\begin{equation*}
I_{n} f=\int d B_{t_{n}} \int d B_{t_{n-1}} \cdots \int \hat{f}\left(t_{1}, \ldots, t_{n}\right) d B_{t_{1}} \quad \text { a.s. } \tag{6}
\end{equation*}
$$

Though a formal verification is easy, the construction of the iterated integral on the right depends in a subtle way on the choice of suitable versions in each step. We are implicitly asserting the existence of versions such that the right-hand side exists.

Proof: We shall prove by induction that the iterated integral

$$
V_{t_{k+1}, \ldots, t_{n}}^{k}=\int d B_{t_{k}} \int d B_{t_{k-1}} \cdots \int \hat{f}\left(t_{1}, \ldots, t_{n}\right) d B_{t_{1}}
$$

exists for almost all $t_{k+1}, \ldots, t_{n}$, and that $V^{k}$ has a version supported by $\Delta_{n-k}$ that is progressive as a process in $t_{k+1}$ with parameters $t_{k+2}, \ldots, t_{n}$. Furthermore, we shall establish the relation

$$
\begin{equation*}
E\left(V_{t_{k+1}, \ldots, t_{n}}^{k}\right)^{2}=\int \cdots \int\left\{\hat{f}\left(t_{1}, \ldots, t_{n}\right)\right\}^{2} d t_{1} \cdots d t_{k} \tag{7}
\end{equation*}
$$

This allows us, in the next step, to define $V_{t_{k+2}, \ldots, t_{n}}^{k+1}$ for almost all $t_{k+2}, \ldots, t_{n}$.
The integral $V^{0}=\hat{f}$ clearly has the stated properties. Now assume that a version of the integral $V_{t_{k}, \ldots, t_{n}}^{k-1}$ has been constructed with the desired properties. For any $t_{k+1}, \ldots, t_{n}$ such that (7) is finite, Theorem 15.26 shows that the process

$$
X_{t, t_{k+1}, \ldots, t_{n}}^{k}=\int_{0}^{t} V_{t_{k}, \ldots, t_{n}}^{k-1} d B_{t_{k}}, \quad t \geq 0
$$

has a progressive version that is a.s. continuous in $t$ for fixed $t_{k+1}, \ldots, t_{n}$. By Proposition 15.16 we obtain

$$
V_{t_{k+1}, \ldots, t_{n}}^{k}=X_{t_{k+1}, t_{k+1}, \ldots, t_{n}}^{k} \quad \text { a.s., } \quad t_{k+1}, \ldots, t_{n} \geq 0
$$

and the progressivity clearly carries over to $V^{k}$, regarded as a process in $t_{k+1}$ with parameters $t_{k+2}, \ldots, t_{n}$. Since $V^{k-1}$ is supported by $\Delta_{n-k+1}$, we may choose $X^{k}$ to be supported by $\mathbb{R}_{+} \times \Delta_{n-k}$, which ensures that $V^{k}$ will be supported by $\Delta_{n-k}$. Finally, equation (7) for $V^{k-1}$ yields

$$
\begin{aligned}
E\left(V_{t_{k+1}, \ldots, t_{n}}^{k}\right)^{2} & =E \int\left(V_{t_{k}, \ldots, t_{n}}^{k-1}\right)^{2} d t_{k} \\
& =\int \cdots \int\left\{\hat{f}\left(t_{1}, \ldots, t_{n}\right)\right\}^{2} d t_{1} \cdots d t_{k}
\end{aligned}
$$

To prove (6), we note that the right-hand side is linear and $L^{2}$-continuous in $f$. Furthermore, the two sides agree for indicator functions of rectangular boxes in $\Delta_{n}$. The relation extends by a monotone class argument to arbitrary indicator functions in $\Delta_{n}$, and the further extension to $L^{2}\left(\Delta_{n}\right)$ is immediate. It remains to note that $I_{n} f=I_{n} \tilde{f}=I_{n} \hat{f}$ for any $f \in L^{2}\left(\mathbb{R}_{+}^{n}\right)$.

So far we have obtained two different representations of Brownian functionals with zero mean and finite variance, namely the chaos expansion in

Theorem 11.26 and the stochastic integral representation in Lemma 16.11. We proceed to examine how they are related. For any function $f \in L^{2}\left(\mathbb{R}_{+}^{n}\right)$, we define $f_{t}\left(t_{1}, \ldots, t_{n-1}\right)=f\left(t_{1}, \ldots, t_{n-1}, t\right)$ and, when $\left\|f_{t}\right\|<\infty$, write $I_{n-1} f(t)=I_{n-1} f_{t}$.

Proposition 16.14 (chaos and integral representations) Fix a Brownian motion $B$ in $\mathbb{R}$, and let $\xi$ be a $B$-measurable random variable with chaos expansion $\sum_{n \geq 1} I_{n} f_{n}$. Then $\xi=(V \cdot B)_{\infty}$ a.s., where

$$
V_{t}=\sum_{n \geq 1} I_{n-1} \hat{f}_{n}(t), \quad t \geq 0
$$

Proof: For any $m \in \mathbb{N}$ we get, as in the last proof,

$$
\begin{equation*}
\int d t \sum_{n \geq m} E\left\{I_{n-1} \hat{f}_{n}(t)\right\}^{2}=\sum_{n \geq m}\left\|\hat{f}_{n}\right\|^{2}=\sum_{n \geq m} E\left(I_{n} f_{n}\right)^{2}<\infty \tag{8}
\end{equation*}
$$

Since integrals $I_{n} f$ with different $n$ are orthogonal, it follows that the series for $V_{t}$ converges in $L^{2}$ for almost every $t \geq 0$. On the exceptional set we may redefine $V_{t}$ to be 0 . As before, we may choose progressive versions of the integrals $I_{n-1} \hat{f}_{n}(t)$, and from the proof of Corollary 3.32 it is clear that even the sum $V$ can be chosen to be progressive. Applying (8) with $m=1$, we then obtain $V \in L(B)$.

Using Theorem 16.13, we get by a formal calculation

$$
\xi=\sum_{n \geq 1} I_{n} f_{n}=\sum_{n \geq 1} \int I_{n-1} \hat{f}_{n}(t) d B_{t}=\int d B_{t} \sum_{n \geq 1} I_{n-1} \hat{f}_{n}(t)=\int V_{t} d B_{t}
$$

To justify the interchange of integration and summation, we may use (8) and conclude as $m \rightarrow \infty$ that

$$
\begin{aligned}
E\left\{\int d B_{t} \sum_{n \geq m} I_{n-1} \hat{f}_{n}(t)\right\}^{2} & =\int d t \sum_{n \geq m} E\left\{I_{n-1} \hat{f}_{n}(t)\right\}^{2} \\
& =\sum_{n \geq m} E\left(I_{n} f_{n}\right)^{2} \rightarrow 0
\end{aligned}
$$

Let us now consider two different probability measures $P$ and $Q$ on the same measurable space $(\Omega, \mathcal{A})$, equipped with a right-continuous and $P$ complete filtration $\left(\mathcal{F}_{t}\right)$. If $Q \ll P$ on $\mathcal{F}_{t}$, we denote the corresponding density by $Z_{t}$, so that $Q=Z_{t} \cdot P$ on $\mathcal{F}_{t}$. The martingale property depends on the choice of probability measure, so we need to distinguish between $P$ martingales and $Q$-martingales. Integration with respect to $P$ is denoted by $E$ as usual, and we write $\mathcal{F}_{\infty}=\bigvee_{t} \mathcal{F}_{t}$.

Lemma 16.15 (absolute continuity) Let $Q=Z_{t} \cdot P$ on $\mathcal{F}_{t}$ for all $t \geq 0$. Then $Z$ is a $P$-martingale, and it is further uniformly integrable iff $Q \ll P$ on $\mathcal{F}_{\infty}$. More generally, an adapted process $X$ is a $Q$-martingale iff $X Z$ is a $P$-martingale.

Proof: For any adapted process $X$, we note that $X_{t}$ is $Q$-integrable iff $X_{t} Z_{t}$ is $P$-integrable. If this holds for all $t$, we may write the $Q$-martingale property of $X$ as

$$
\int_{A} X_{s} d Q=\int_{A} X_{t} d Q, \quad A \in \mathcal{F}_{s}, s<t
$$

By the definition of $Z$, it is equivalent that

$$
E\left[X_{s} Z_{s} ; A\right]=E\left[X_{t} Z_{t} ; A\right], \quad A \in \mathcal{F}_{s}, s<t
$$

which means that $X Z$ is a $P$-martingale. This proves the last assertion, and the first statement follows as we take $X_{t} \equiv 1$.

Next assume that $Z$ is uniformly $P$-integrable, say with $L^{1}$-limit $Z_{\infty}$. For any $t<u$ and $A \in \mathcal{F}_{t}$ we have $Q A=E\left[Z_{u} ; A\right]$. As $u \rightarrow \infty$, it follows that $Q A=E\left[Z_{\infty} ; A\right]$, which extends by a monotone class argument to arbitrary $A \in \mathcal{F}_{\infty}$. Thus, $Q=Z_{\infty} \cdot P$ on $\mathcal{F}_{\infty}$. Conversely, if $Q=\xi \cdot P$ on $\mathcal{F}_{\infty}$, then $E \xi=1$, and the $P$-martingale $M_{t}=E\left[\xi \mid \mathcal{F}_{t}\right]$ satisfies $Q=M_{t} \cdot P$ on $\mathcal{F}_{t}$ for each $t$. But then $Z_{t}=M_{t}$ a.s. for each $t$, and $Z$ is uniformly $P$-integrable with limit $\xi$.

By the last lemma and Theorem 6.27, we may henceforth assume that the density process $Z$ is rcll. The basic properties may then be extended to optional times and local martingales as follows.

Lemma 16.16 (localization) Let $Q=Z_{t} \cdot P$ on $\mathcal{F}_{t}$ for all $t \geq 0$. Then we have for any optional time $\tau$

$$
\begin{equation*}
Q=Z_{\tau} \cdot P \text { on } \mathcal{F}_{\tau} \cap\{\tau<\infty\} . \tag{9}
\end{equation*}
$$

Furthermore, an adapted rcll process $X$ is a local $Q$-martingale iff $X Z$ is a local P-martingale.

Proof: By optional sampling

$$
Q A=E\left[Z_{\tau \wedge t} ; A\right], \quad A \in \mathcal{F}_{\tau \wedge t}, t \geq 0
$$

so

$$
Q[A ; \tau \leq t]=E\left[Z_{\tau} ; A \cap\{\tau \leq t\}\right], \quad A \in \mathcal{F}_{\tau}, t \geq 0
$$

and (9) follows by monotone convergence as $t \rightarrow \infty$.
To prove the last assertion, it is enough to show for any optional time $\tau$ that $X^{\tau}$ is a $Q$-martingale iff $(X Z)^{\tau}$ is a $P$-martingale. This may be seen as before if we note that $Q=Z_{t}^{\tau} \cdot P$ on $\mathcal{F}_{\tau \wedge t}$ for each $t$.

We shall also need the following positivity property.

Lemma 16.17 (positivity) For every $t>0$ we have $\inf _{s \leq t} Z_{s}>0$ a.s. $Q$.

Proof: By Lemma 6.31 it is enough to show for each $t>0$ that $Z_{t}>0$ a.s. $Q$. This is clear from the fact that $Q\left\{Z_{t}=0\right\}=E\left[Z_{t} ; Z_{t}=0\right]=0$.

In typical applications, the measure $Q$ is not given at the outset but needs to be constructed from the martingale $Z$. This requires some regularity conditions on the underlying probability space.

Lemma 16.18 (existence) Fix any Polish space $S$, and let $P$ be a probability measure on $\Omega=D\left(\mathbb{R}_{+}, S\right)$, endowed with the right-continuous and complete induced filtration $\mathcal{F}$. Furthermore, consider an $\mathcal{F}$-martingale $Z \geq 0$ with $Z_{0}=1$. Then there exists a probability measure $Q$ on $\Omega$ with $Q=Z_{t} \cdot P$ on $\mathcal{F}_{t}$ for all $t \geq 0$.

Proof: For each $t \geq 0$ we may introduce the probability measure $Q_{t}=$ $Z_{t} \cdot P$ on $\mathcal{F}_{t}$, which may be regarded as a measure on $D([0, t], S)$. Since the spaces $D([0, t], S)$ are Polish under the Skorohod topology, Corollary 5.15 ensures the existence of some probability measure $Q$ on $D\left(\mathbb{R}_{+}, S\right)$ with projections $Q_{t}$, and it is easy to verify that $Q$ has the stated properties.

The following basic result shows how the drift term of a continuous semimartingale is transformed under a change of measure with a continuous density $Z$. An extension appears in Theorem 23.9.

Theorem 16.19 (transformation of drift, Girsanov, van Schuppen and Wong) Let $Q=Z_{t} \cdot P$ on $\mathcal{F}_{t}$ for each $t \geq 0$, where $Z$ is a.s. continuous. Then for any continuous local $P$-martingale $M$, the process $\tilde{M}=M-Z^{-1} \cdot[M, Z]$ is a local $Q$-martingale.

Proof: First assume that $Z^{-1}$ is bounded on the support of $[M]$. Then $\tilde{M}$ is a continuous $P$-semimartingale, and we get by Proposition 15.15 and an integration by parts

$$
\begin{aligned}
\tilde{M} Z-(\tilde{M} Z)_{0} & =\tilde{M} \cdot Z+Z \cdot \tilde{M}+[\tilde{M}, Z] \\
& =\tilde{M} \cdot Z+Z \cdot M-[M, Z]+[\tilde{M}, Z] \\
& =\tilde{M} \cdot Z+Z \cdot M
\end{aligned}
$$

which shows that $\tilde{M} Z$ is a local $P$-martingale. Hence, $\tilde{M}$ is a local $Q$ martingale by Lemma 16.16.

For general $M$, we may define $\tau_{n}=\inf \left\{t \geq 0 ; Z_{t}<1 / n\right\}$ and conclude as before that $\tilde{M}^{\tau_{n}}$ is a local $Q$-martingale for each $n \in \mathbb{N}$. Since $\tau_{n} \rightarrow \infty$ a.s. $Q$ by Lemma 16.17 , it follows by Lemma 15.1 that $\tilde{M}$ is a local $Q$-martingale.

The next result shows how the basic notions of stochastic calculus are preserved under a change of measure. Here $[X]_{P}$ will denote the quadratic variation of $X$ under the probability measure $P$. We shall further write $L_{P}(X)$ for the class of $X$-integrable processes $V$ under $P$, and let $(V \cdot X)_{P}$ be the corresponding stochastic integral.

Proposition 16.20 (preservation laws) Let $Q=Z_{t} \cdot P$ on $\mathcal{F}_{t}$ for each $t \geq 0$, where $Z$ is continuous. Then any continuous $P$-semimartingale $X$ is also a $Q$-semimartingale, and $[X]_{P}=[X]_{Q}$ a.s. $Q$. Furthermore, $L_{P}(X) \subset L_{Q}(X)$, and for any $V \in L_{P}(X)$ we have $(V \cdot X)_{P}=(V \cdot X)_{Q}$ a.s. $Q$. Finally, any continuous local $P$-martingale $M$ satisfies $(V \cdot M)^{\sim}=V \cdot \tilde{M}$ a.s. $Q$ whenever either side exists.

Proof: Consider a continuous $P$-semimartingale $X=M+A$, where $M$ is a continuous local $P$-martingale and $A$ is a process of locally finite variation. Under $Q$ we may write $X=\tilde{M}+Z^{-1} \cdot[M, Z]+A$, where $\tilde{M}$ is the continuous local $Q$-martingale of Theorem 16.19, and we note that $Z^{-1} \cdot[M, Z]$ has locally finite variation since $Z>0$ a.s. $Q$ by Lemma 16.17 . Thus, $X$ is also a $Q$-semimartingale. The statement for $[X]$ is now clear from Proposition 15.18.

Now assume that $V \in L_{P}(X)$. Then $V^{2} \in L_{P}([X])$ and $V \in L_{P}(A)$, so the same relations hold under $Q$, and we get $V \in L_{Q}(\tilde{M}+A)$. Thus, to get $V \in L_{Q}(X)$, it remains to show that $V \in L_{Q}\left(Z^{-1}[M, Z]\right)$. Since $Z>0$ under $Q$, it is equivalent to show that $V \in L_{Q}([M, Z])$. But this is clear by Proposition 15.10, since $[M, Z]_{Q}=[\tilde{M}, Z]_{Q}$ and $V \in L_{Q}(\tilde{M})$.

To prove the last assertion, we note as before that $L_{Q}(M)=L_{Q}(\tilde{M})$. If $V$ belongs to either class, then by Proposition 15.15 we get under $Q$ the a.s. relations

$$
\begin{aligned}
(V \cdot M)^{\sim} & =V \cdot M-Z^{-1} \cdot[V \cdot M, Z] \\
& =V \cdot M-V Z^{-1} \cdot[M, Z]=V \cdot \tilde{M}
\end{aligned}
$$

In particular, we note that if $B$ is a $P$-Brownian motion in $\mathbb{R}^{d}$, then $\tilde{B}$ is a $Q$-Brownian motion by Theorem 16.3, since the two processes are continuous martingales with the same covariation processes.

The preceding theory simplifies when $P$ and $Q$ are equivalent on each $\mathcal{F}_{t}$, since in that case $Z>0$ a.s. $P$ by Lemma 16.17. If $Z$ is also continuous, it may be expressed as an exponential martingale. More general processes of this type are considered in Theorem 23.8.

Lemma 16.21 (real exponential martingales) A continuous process $Z>0$ is a local martingale iff it has an a.s. representation

$$
\begin{equation*}
Z_{t}=\mathcal{E}(M)_{t} \equiv \exp \left(M_{t}-\frac{1}{2}[M]_{t}\right), \quad t \geq 0 \tag{10}
\end{equation*}
$$

for some continuous local martingale $M$. In that case $M$ is a.s. unique, and for any continuous local martingale $N$ we have $[M, N]=Z^{-1} \cdot[Z, N]$.

Proof: If $M$ is a continuous local martingale, then so is $\mathcal{E}(M)$ by Itô's formula. Conversely, assume that $Z>0$ is a continuous local martingale. Then by Corollary 15.20,

$$
\log Z-\log Z_{0}=Z^{-1} \cdot Z-\frac{1}{2} Z^{-2} \cdot[Z]=Z^{-1} \cdot Z-\frac{1}{2}\left[Z^{-1} \cdot Z\right]
$$

and (10) follows with $M=\log Z_{0}+Z^{-1} \cdot Z$. The last assertion is clear from this expression, and the uniqueness of $M$ follows from Proposition 15.2.

We shall now see how Theorem 16.19 can be used to eliminate the drift of a continuous semimartingale, and we begin with the simple case of Brownian motion $B$ with a deterministic drift. Here we shall need the fact that $\mathcal{E}(B)$ is a true martingale, as can be seen most easily by a direct computation. By $P \sim Q$ we mean that $P \ll Q$ and $Q \ll P$. Write $L_{\text {loc }}^{2}$ for the class of functions $f: \mathbb{R}_{+} \rightarrow \mathbb{R}^{d}$ such that $|f|^{2}$ is locally Lebesgue integrable. For any $f \in L_{\text {loc }}^{2}$ we define $f \cdot \lambda=\left(f^{1} \cdot \lambda, \ldots, f^{d} \cdot \lambda\right)$, where the components on the right are ordinary Lebesgue integrals.

Theorem 16.22 (shifted Brownian motion, Cameron and Martin) Let $\mathcal{F}$ be the complete filtration induced by canonical Brownian motion $B$ in $\mathbb{R}^{d}$, fix a continuous function $h: \mathbb{R}_{+} \rightarrow \mathbb{R}^{d}$ with $h_{0}=0$, and write $P_{h}$ for the distribution of $B+h$. Then $P_{h} \sim P_{0}$ on $\mathcal{F}_{t}$ for all $t \geq 0$ iff $h=f \cdot \lambda$ for some $f \in L_{\mathrm{loc}}^{2}$, in which case $P_{h}=\mathcal{E}(f \cdot B)_{t} \cdot P_{0}$.

Proof: If $P_{h} \sim P_{0}$ on each $\mathcal{F}_{t}$, then by Lemmas 16.15 and 16.17 there exists some $P_{0}$-martingale $Z>0$ such that $P_{h}=Z_{t} \cdot P_{0}$ on $\mathcal{F}_{t}$ for each $t \geq 0$. Theorem 16.10 shows that $Z$ is a.s. continuous, and by Lemma 16.21 it can then be written as $\mathcal{E}(M)$ for some continuous local $P_{0}$-martingale $M$. Using Theorem 16.10 again, we note that $M=V \cdot B=\sum_{i} V^{i} \cdot B^{i}$ a.s. for some processes $V^{i} \in L\left(B^{1}\right)$, and in particular $V \in L_{\text {loc }}^{2}$ a.s.

By Theorem 16.19 the process $\tilde{B}=B-[B, M]=B-V \cdot \lambda$ is a $P_{h^{-}}$ Brownian motion, and so, under $P_{h}$, the canonical process $B$ has two semimartingale decompositions, namely

$$
B=\tilde{B}+V \cdot \lambda=(B-h)+h
$$

By Proposition 15.2 the decomposition is a.s. unique, and so $V \cdot \lambda=h$ a.s. Thus, $h=f \cdot \lambda$ for some nonrandom function $f \in L_{\mathrm{loc}}^{2}$, and furthermore $\lambda\left\{t \geq 0 ; V_{t} \neq f_{t}\right\}=0$ a.s., which implies $M=V \cdot B=f \cdot B$ a.s.

Conversely, assume that $h=f \cdot \lambda$ for some $f \in L_{\text {loc }}^{2}$. Since $M=f \cdot B$ is a time-changed Brownian motion under $P_{0}$, the process $Z=\mathcal{E}(M)$ is a $P_{0}$-martingale, and by Lemma 16.18 there exists a probability measure $Q$ on $C\left(\mathbb{R}_{+}, \mathbb{R}^{d}\right)$ with $Q=Z_{t} \cdot P_{0}$ on $\mathcal{F}_{t}$ for each $t \geq 0$. Moreover, Theorem 16.19 shows that $\tilde{B}=B-[B, M]=B-h$ is a $Q$-Brownian motion, which means that $Q=P_{h}$. In particular, $P_{h} \sim P_{0}$ on each $\mathcal{F}_{t}$.

In more general cases, Theorem 16.19 and Lemma 16.21 may suggest that we try to remove the drift of a semimartingale through a change of measure of the form $Q=\mathcal{E}(M)_{t} \cdot P$ on $\mathcal{F}_{t}$ for each $t \geq 0$, where $M$ is a continuous local martingale with $M_{0}=0$. By Lemma 16.15 it is then necessary for $Z=\mathcal{E}(M)$ to be a true martingale. This is ensured by the following condition.

Theorem 16.23 (uniform integrability, Novikov) Let $M$ be a continuous local martingale with $M_{0}=0$ such that $E e^{[M]_{\infty} / 2}<\infty$. Then $\mathcal{E}(M)$ is a uniformly integrable martingale.

The result will first be proved in a special case.
Lemma 16.24 (Wald's identity) If $B$ is a real Brownian motion and $\tau$ is an optional time with $E e^{\tau / 2}<\infty$, then $E \exp \left(B_{\tau}-\frac{1}{2} \tau\right)=1$.

Proof: We shall first consider the special optional times

$$
\tau_{b}=\inf \left\{t \geq 0 ; B_{t}=t-b\right\}, \quad b>0
$$

Since the $\tau_{b}$ remain optional with respect to the right-continuous induced filtration, we may assume $B$ to be canonical Brownian motion with associated distribution $P=P_{0}$. Defining $h_{t} \equiv t$ and $Z=\mathcal{E}(B)$, it is seen from Theorem 16.22 that $P_{h}=Z_{t} \cdot P$ on $\mathcal{F}_{t}$ for each $t \geq 0$. Since $\tau_{b}<\infty$ a.s. under both $P$ and $P_{h}$, Lemma 16.16 yields

$$
E \exp \left(B_{\tau_{b}}-\frac{1}{2} \tau_{b}\right)=E Z_{\tau_{b}}=E\left[Z_{\tau_{b}} ; \tau_{b}<\infty\right]=P_{h}\left\{\tau_{b}<\infty\right\}=1
$$

In the general case, the stopped process $M_{t} \equiv Z_{t \wedge \tau_{b}}$ is a positive martingale, and Fatou's lemma shows that $M$ is even a supermartingale on $[0, \infty]$. Since, moreover, $E M_{\infty}=E Z_{\tau_{b}}=1=E M_{0}$, it is clear from the Doob decomposition that $M$ is a true martingale on $[0, \infty]$. Hence, by optional sampling,

$$
\begin{equation*}
1=E M_{\tau}=E Z_{\tau \wedge \tau_{b}}=E\left[Z_{\tau} ; \tau \leq \tau_{b}\right]+E\left[Z_{\tau_{b}} ; \tau>\tau_{b}\right] . \tag{11}
\end{equation*}
$$

By the definition of $\tau_{b}$ and hypothesis on $\tau$, we get as $b \rightarrow \infty$

$$
E\left[Z_{\tau_{b}} ; \tau>\tau_{b}\right]=e^{-b} E\left[e^{\tau_{b} / 2} ; \tau>\tau_{b}\right] \leq e^{-b} E e^{\tau / 2} \rightarrow 0
$$

so the last term in (11) tends to zero. Since, moreover, $\tau_{b} \rightarrow \infty$, the first term on the right tends to $E Z_{\tau}$ by monotone convergence, and the desired relation $E Z_{\tau}=1$ follows.

Proof of Theorem 16.23: Since $\mathcal{E}(M)$ is always a supermartingale on $[0, \infty]$, it is enough to show under the stated condition that $E \mathcal{E}(M)_{\infty}=1$. We may then use Theorem 16.4 and Proposition 6.9 to reduce to the statement of Lemma 16.24.

In particular, we obtain the following classical result for Brownian motion.
Corollary 16.25 (Brownian motion with drift, Girsanov) Consider in $\mathbb{R}^{d}$ a Brownian motion $B$ and a progressive process $V$ with $E \exp \left\{\frac{1}{2}\left(|V|^{2} \cdot \lambda\right)_{\infty}\right\}<$ $\infty$. Then $Q=\mathcal{E}\left(V^{\prime} \cdot B\right)_{\infty} \cdot P$ is a probability measure, and $\tilde{B}=B-V \cdot \lambda$ is a $Q$-Brownian motion.

Proof: Combine Theorems 16.19 and 16.23.

## Exercises

1. Assume in Theorem 16.4 that $[M]_{\infty}=\infty$ a.s. Show that $M$ is $\tau$ continuous in the sense of Theorem 15.25, and use Theorem 16.3 to conclude that $B=M \circ \tau$ is a Brownian motion. Also show for any $V \in L(M)$ that $(V \circ \tau) \cdot B=(V \cdot M) \circ \tau$ a.s.
2. If $B$ is a real Brownian motion and $V \in L(B)$, then $X=V \cdot B$ is a time-changed Brownian motion. Express the required time-change $\tau$ in terms of $V$, and verify that $X$ is $\tau$-continuous.
3. Let $M$ be a real continuous local martingale. Show that $M$ converges a.s. on the set $\left\{\sup _{t} M_{t}<\infty\right\}$. (Hint: Use Theorem 16.4.)
4. Let $M$ be a nontrivial isotropic continuous local martingale in $\mathbb{R}^{d}$, and fix an affine transformation $f$ on $\mathbb{R}^{d}$. Show that even $f(M)$ is isotropic iff $f$ is conformal (i.e., the composition of a rigid motion with a change of scale).
5. Deduce Theorem 16.6 (ii) from Theorem 8.8. (Hint: Define $\tau=$ $\inf \left\{t ;\left|B_{t}\right|=1\right\}$, and iterate the construction to form a random walk in $\mathbb{R}^{d}$ with steps of size 1.)
6. Deduce Theorem 16.3 for $d=1$ from Theorem 12.17. (Hint: Proceed as above to construct a discrete-time martingale with jumps of size $h$. Let $h \rightarrow 0$, and use a version of Proposition 15.18.)
7. Consider a real Brownian motion $B$ and a family of progressive processes $V^{t} \in L^{2}(B), t \geq 0$. Give necessary and sufficient conditions on the $V^{t}$ for the existence of a Brownian motion $B^{\prime}$, such that $B_{t}^{\prime}=\left(V^{t} \cdot B\right)_{\infty}$ a.s. for each $t$. Verify the conditions in the case of Proposition 16.9.
8. Use Proposition 16.9 to give direct proofs of the relation $\tau_{1} \stackrel{d}{=} \tau_{2}$ in Theorems 11.16 and 11.17. (Hint: Imitate the proof of Theorem 9.20.)

## Chapter 17

## Feller Processes and Semigroups


#### Abstract

Semigroups, resolvents, and generators; closure and core; HilleYosida theorem; existence and regularization; strong Markov property; characteristic operator; diffusions and elliptic operators; convergence and approximation


Our aim in this chapter is to continue the general discussion of continuoustime Markov processes initiated in Chapter 7. We have already seen several important examples of such processes, such as the pure jump-type processes in Chapter 10, Brownian motion in Chapters 11 and 16, and the general Lévy processes in Chapter 13. The present treatment will be supplemented by detailed studies of diffusions in Chapters 18 and 20, and of excursions and additive functionals in Chapters 19 and 22.

The crucial new idea is to regard the transition kernels as operators $T_{t}$ on an appropriate function space. The Chapman-Kolmogorov relation then turns into the semigroup property $T_{s} T_{t}=T_{s+t}$, which suggests a formal representation $T_{t}=e^{t A}$ in terms of a generator $A$. Under suitable regularity conditions-the so-called Feller properties - it is indeed possible to define a generator $A$ that describes the infinitesimal evolution of the underlying process $X$. Under further hypotheses, $X$ will be shown to have continuous paths iff $A$ is (an extension of) an elliptic differential operator. In general, the powerful Hille-Yosida theorem provides the precise conditions for the existence of a Feller process corresponding to a given operator $A$.

Using the basic regularity theorem for submartingales from Chapter 6, it will be shown that every Feller process has a version that is right-continuous with left-hand limits (rcll). Given this fundamental result, it is straightforward to extend the strong Markov property to arbitrary Feller processes. We shall also explore some profound connections with martingale theory. Finally, we shall establish a general continuity theorem for Feller processes and deduce a corresponding approximation of discrete-time Markov chains by diffusions and other continuous-time Markov processes. The proofs of the latter results will require some weak convergence theory from Chapter 14.

To clarify the connection between transition kernels and operators, let $\mu$ be an arbitrary probability kernel on some measurable space $(S, \mathcal{S})$. We may then introduce an associated transition operator $T$, given by

$$
\begin{equation*}
T f(x)=(T f)(x)=\int \mu(x, d y) f(y), \quad x \in S \tag{1}
\end{equation*}
$$

where $f: S \rightarrow \mathbb{R}$ is assumed to be measurable and either bounded or nonnegative. Approximating $f$ by simple functions, it is seen by monotone convergence that $T f$ is again a measurable function on $S$. It is also clear that $T$ is a positive contraction operator, in the sense that $0 \leq f \leq 1$ implies $0 \leq T f \leq 1$. A special role is played by the identity operator $I$, which corresponds to the kernel $\mu(x, \cdot) \equiv \delta_{x}$. The importance of transition operators for the study of Markov processes is due to the following simple fact.

Lemma 17.1 (semigroup property) The probability kernels $\mu_{t}, t \geq 0$, satisfy the Chapman-Kolmogorov relation iff the corresponding transition operators $T_{t}$ have the semigroup property

$$
\begin{equation*}
T_{s+t}=T_{s} T_{t}, \quad s, t \geq 0 \tag{2}
\end{equation*}
$$

Proof: For any $B \in \mathcal{S}$ we have $T_{s+t} 1_{B}(x)=\mu_{s+t}(x, B)$ and

$$
\begin{aligned}
\left(T_{s} T_{t}\right) 1_{B}(x) & =T_{s}\left(T_{t} 1_{B}\right)(x)=\int \mu_{s}(x, d y)\left(T_{t} 1_{B}\right)(y) \\
& =\int \mu_{s}(x, d y) \mu_{t}(y, B)=\left(\mu_{s} \mu_{t}\right)(x, B)
\end{aligned}
$$

Thus, the Chapman-Kolmogorov relation is equivalent to $T_{s+t} 1_{B}=\left(T_{s} T_{t}\right) 1_{B}$ for any $B \in \mathcal{S}$. The latter relation extends to (2) by linearity and monotone convergence.

By analogy with the situation for the Cauchy equation, one might hope to represent the semigroup in the form $T_{t}=e^{t A}, t \geq 0$, for a suitable generator $A$. For the formula to make sense, the operator $A$ must be suitably bounded, so that the exponential function can be defined through a Taylor expansion. We shall consider a simple case when such a representation exists.

Proposition 17.2 (pseudo-Poisson processes) Fix a measurable space $S$, and let $\left(T_{t}\right)$ be the transition semigroup of a pure jump-type Markov process in $S$ with bounded rate kernel $\alpha$. Then $T_{t}=e^{t A}$ for all $t \geq 0$, where for any bounded measurable function $f: S \rightarrow \mathbb{R}$

$$
A f(x)=\int(f(y)-f(x)) \alpha(x, d y), \quad x \in S
$$

Proof: Choose a probability kernel $\mu$ and a constant $c \geq 0$ such that $\alpha(x, B) \equiv c \mu(x, B \backslash\{x\})$. From Proposition 10.22 it is seen that the process is pseudo-Poisson of the form $X=Y \circ N$, where $Y$ is a discrete-time Markov chain with transition kernel $\mu$, and $N$ is an independent Poisson process with fixed rate $c$. Letting $T$ denote the transition operator associated with $\mu$, we get for any $t \geq 0$ and $f$ as stated,

$$
\begin{aligned}
T_{t} f(x) & =E_{x} f\left(X_{t}\right)=\sum_{n \geq 0} E_{x}\left[f\left(Y_{n}\right) ; N_{t}=n\right] \\
& =\sum_{n \geq 0} P\left\{N_{t}=n\right\} E_{x} f\left(Y_{n}\right) \\
& =\sum_{n \geq 0} e^{-c t} \frac{(c t)^{n}}{n!} T^{n} f(x)=e^{c t(T-I)} f(x)
\end{aligned}
$$

Hence, $T_{t}=e^{t A}$ holds for $t \geq 0$ with

$$
\begin{aligned}
A f(x) & =c(T-I) f(x)=c \int(f(y)-f(x)) \mu(x, d y) \\
& =\int(f(y)-f(x)) \alpha(x, d y)
\end{aligned}
$$

For the further analysis, we assume $S$ to be a locally compact, separable metric space, and we write $C_{0}=C_{0}(S)$ for the class of continuous functions $f: S \rightarrow \mathbb{R}$ with $f(x) \rightarrow 0$ as $x \rightarrow \infty$. We make $C_{0}$ into a Banach space by introducing the norm $\|f\|=\sup _{x}|f(x)|$. A semigroup of positive contraction operators $T_{t}$ on $C_{0}$ is called a Feller semigroup if it has the additional regularity properties
$\left(\mathrm{F}_{1}\right) T_{t} C_{0} \subset C_{0}, t \geq 0$,
$\left(\mathrm{F}_{2}\right) T_{t} f(x) \rightarrow f(x)$ as $t \rightarrow 0, f \in C_{0}, x \in S$.
In Theorem 17.6 we show that $\left(\mathrm{F}_{1}\right)$ and $\left(\mathrm{F}_{2}\right)$ together with the semigroup property imply the strong continuity
$\left(\mathrm{F}_{3}\right) T_{t} f \rightarrow f$ as $t \rightarrow 0, f \in C_{0}$.
For motivation, we proceed to clarify the probabilistic significance of those conditions. Then assume for simplicity that $S$ is compact and further that $\left(T_{t}\right)$ is conservative in the sense that $T_{t} 1=1$ for all $t$. For every initial state $x$, we may then introduce an associated Markov process $X_{t}^{x}, t \geq 0$, with transition operators $T_{t}$.

Lemma 17.3 (Feller properties) If $S$ is compact with metric $\rho$ and $\left(T_{t}\right)$ is conservative, then
$\left(\mathrm{F}_{1}\right)$ holds iff $X_{t}^{x} \xrightarrow{d} X_{t}^{y}$ as $x \rightarrow y$ for fixed $t \geq 0$;
$\left(\mathrm{F}_{2}\right)$ holds iff $X_{t}^{x} \xrightarrow{P} x$ as $t \rightarrow 0$ for fixed $x$;
$\left(\mathrm{F}_{3}\right)$ holds iff $\sup _{x} E_{x}\left[\rho\left(X_{s}, X_{t}\right) \wedge 1\right] \rightarrow 0$ as $s-t \rightarrow 0$.
Proof: The first two statements are obvious, so we shall prove only the third one. Then choose a dense sequence $f_{1}, f_{2}, \ldots$ in $C=C(S)$. By the compactness of $S$ we note that $x_{n} \rightarrow x$ in $S$ iff $f_{k}\left(x_{n}\right) \rightarrow f_{k}(x)$ for each $k$. Thus, $\rho$ is topologically equivalent to the metric

$$
\rho^{\prime}(x, y)=\sum_{k} 2^{-k}\left(\left|f_{k}(x)-f_{k}(y)\right| \wedge 1\right), \quad x, y \in S
$$

Since $S$ is compact, the identity mapping on $S$ is uniformly continuous with respect to $\rho$ and $\rho^{\prime}$, and so we may assume that $\rho=\rho^{\prime}$.

Next we note that, for any $f \in C, x \in S$, and $t, h \geq 0$,

$$
\begin{aligned}
E_{x}\left(f\left(X_{t}\right)-f\left(X_{t+h}\right)\right)^{2} & =E_{x}\left(f^{2}-2 f T_{h} f-T_{h} f^{2}\right)\left(X_{t}\right) \\
& \leq\left\|f^{2}-2 f T_{h} f+T_{h} f^{2}\right\| \\
& \leq 2\|f\|\left\|f-T_{h} f\right\|+\left\|f^{2}-T_{h} f^{2}\right\| .
\end{aligned}
$$

Assuming $\left(\mathrm{F}_{3}\right)$, we get $\sup _{x} E_{x}\left|f_{k}\left(X_{s}\right)-f_{k}\left(X_{t}\right)\right| \rightarrow 0$ as $s-t \rightarrow 0$ for fixed $k$, and so by dominated convergence $\sup _{x} E_{x} \rho\left(X_{s}, X_{t}\right) \rightarrow 0$. Conversely, the latter condition yields $T_{h} f_{k} \rightarrow f_{k}$ for each $k$, which implies $\left(\mathrm{F}_{3}\right)$.

Our aim is now to construct the generator of an arbitrary Feller semigroup $\left(T_{t}\right)$ on $C_{0}$. In general, there is no bounded linear operator $A$ satisfying $T_{t}=e^{t A}$, and we need to look for a suitable substitute. For motivation, we note that if $p$ is a real-valued function on $\mathbb{R}_{+}$with representation $p_{t}=e^{t a}$, then $a$ can be recovered from $p$ by either differentiation

$$
t^{-1}\left(p_{t}-1\right) \rightarrow a \text { as } t \rightarrow 0
$$

or integration

$$
\int_{0}^{\infty} e^{-\lambda t} p_{t} d t=(\lambda-a)^{-1}, \quad \lambda>0
$$

Motivated by the latter formula, we introduce for each $\lambda>0$ the associated resolvent or potential $R_{\lambda}$, defined as the Laplace transform

$$
R_{\lambda} f=\int_{0}^{\infty} e^{-\lambda t}\left(T_{t} f\right) d t, \quad f \in C_{0}
$$

Note that the integral exists, since $T_{t} f(x)$ is bounded and right-continuous in $t \geq 0$ for fixed $x \in S$.

Theorem 17.4 (resolvents and generator) Let $\left(T_{t}\right)$ be a Feller semigroup on $C_{0}$ with resolvents $R_{\lambda}, \lambda>0$. Then the operators $\lambda R_{\lambda}$ are injective contractions on $C_{0}$ such that $\lambda R_{\lambda} \rightarrow I$ strongly as $\lambda \rightarrow \infty$. Furthermore, the range $\mathcal{D}=R_{\lambda} C_{0}$ is independent of $\lambda$ and dense in $C_{0}$, and there exists an operator $A$ on $C_{0}$ with domain $\mathcal{D}$ such that $R_{\lambda}^{-1}=\lambda-A$ on $\mathcal{D}$ for every $\lambda>0$. Finally, $A$ commutes on $\mathcal{D}$ with every $T_{t}$.

Proof: If $f \in C_{0}$, then ( $\mathrm{F}_{1}$ ) shows that $T_{t} f \in C_{0}$ for every $t$, so by dominated convergence we have even $R_{\lambda} f \in C_{0}$. To prove the stated contraction property, we may write for any $f \in C_{0}$

$$
\left\|\lambda R_{\lambda} f\right\| \leq \lambda \int_{0}^{\infty} e^{-\lambda t}\left\|T_{t} f\right\| d t \leq \lambda\|f\| \int_{0}^{\infty} e^{-\lambda t} d t=\|f\|
$$

A simple computation yields the resolvent equation

$$
\begin{equation*}
R_{\lambda}-R_{\mu}=(\mu-\lambda) R_{\lambda} R_{\mu}, \quad \lambda, \mu>0 \tag{3}
\end{equation*}
$$

which shows that the operators $R_{\lambda}$ commute and have the same range $\mathcal{D}$. If $f=R_{1} g$ with $g \in C_{0}$, we get by (3) and as $\lambda \rightarrow \infty$

$$
\begin{aligned}
\left\|\lambda R_{\lambda} f-f\right\| & =\left\|\left(\lambda R_{\lambda}-I\right) R_{1} g\right\|=\left\|\left(R_{1}-I\right) R_{\lambda} g\right\| \\
& \leq \lambda^{-1}\left\|R_{1}-I\right\|\|g\| \rightarrow 0
\end{aligned}
$$

and the convergence extends by a simple approximation to the closure of $\mathcal{D}$.

Now introduce the one-point compactification $\hat{S}=S \cup\{\Delta\}$ of $S$ and extend any $f \in C_{0}$ to $\hat{C}=C(\hat{S})$ by putting $f(\Delta)=0$. If $\overline{\mathcal{D}} \neq C_{0}$, then by the Hahn-Banach theorem there exists some bounded linear functional $\varphi \not \equiv 0$ on $\hat{C}$ such that $\varphi R_{1} f=0$ for all $f \in C_{0}$. By Riesz's representation Theorem A1.5 we may extend $\varphi$ to a bounded, signed measure on $\hat{S}$. Letting $f \in C_{0}$ and using ( $\mathrm{F}_{2}$ ), we get by dominated convergence as $\lambda \rightarrow \infty$

$$
\begin{aligned}
0 & =\lambda \varphi R_{\lambda} f=\int \varphi(d x) \int_{0}^{\infty} \lambda e^{-\lambda t} T_{t} f(x) d t \\
& =\int \varphi(d x) \int_{0}^{\infty} e^{-s} T_{s / \lambda} f(x) d t \rightarrow \varphi f,
\end{aligned}
$$

and so $\varphi \equiv 0$. The contradiction shows that $\mathcal{D}$ is dense in $C_{0}$.
To see that the operators $R_{\lambda}$ are injective, let $f \in C_{0}$ with $R_{\lambda_{0}} f=0$ for some $\lambda_{0}>0$. Then (3) yields $R_{\lambda} f=0$ for every $\lambda>0$, and since $\lambda R_{\lambda} f \rightarrow f$ as $\lambda \rightarrow \infty$, we get $f=0$. Hence, the inverses $R_{\lambda}^{-1}$ exist on $\mathcal{D}$. Multiplying (3) by $R_{\lambda}^{-1}$ from the left and by $R_{\mu}^{-1}$ from the right, we get on $\mathcal{D}$ the relation $R_{\mu}^{-1}-R_{\lambda}^{-1}=\mu-\lambda$. Thus, the operator $A=\lambda-R_{\lambda}^{-1}$ on $\mathcal{D}$ is independent of $\lambda$.

To prove the final assertion, note that $T_{t}$ and $R_{\lambda}$ commute for any $t, \lambda>0$, and write

$$
T_{t}(\lambda-A) R_{\lambda}=T_{t}=(\lambda-A) R_{\lambda} T_{t}=(\lambda-A) T_{t} R_{\lambda}
$$

The operator $A$ in Theorem 17.4 is called the generator of the semigroup $\left(T_{t}\right)$. The term is justified by the following lemma.

Lemma 17.5 (uniqueness) A Feller semigroup is uniquely determined by its generator.

Proof: The operator $A$ determines $R_{\lambda}=(\lambda-A)^{-1}$ for all $\lambda>0$. By the uniqueness theorem for Laplace transforms, it then determines the measure $\mu(d t)=T_{t} f(x) d t$ on $\mathbb{R}_{+}$for any $f \in C_{0}$ and $x \in S$. Since the density $T_{t} f(x)$ is right-continuous in $t$ for fixed $x$, the assertion follows.

We now aim to show that any Feller semigroup is strongly continuous and to derive abstract versions of Kolmogorov's forward and backward equations.

Theorem 17.6 (strong continuity, forward and backward equations) Any Feller semigroup $\left(T_{t}\right)$ is strongly continuous and satisfies

$$
\begin{equation*}
T_{t} f-f=\int_{0}^{t} T_{s} A f d s, \quad f \in \mathcal{D} \equiv \operatorname{dom}(A), t \geq 0 \tag{4}
\end{equation*}
$$

Moreover, $T_{t} f$ is differentiable at 0 iff $f \in \mathcal{D}$, and then

$$
\begin{equation*}
\frac{d}{d t}\left(T_{t} f\right)=T_{t} A f=A T_{t} f, \quad t \geq 0 \tag{5}
\end{equation*}
$$

Our proof depends on the following lemma, involving the Yosida approximation

$$
\begin{equation*}
A^{\lambda}=\lambda A R_{\lambda}=\lambda\left(\lambda R_{\lambda}-I\right), \quad \lambda>0 \tag{6}
\end{equation*}
$$

and the associated semigroup $T_{t}^{\lambda}=e^{t A^{\lambda}}, t \geq 0$. The latter is clearly the transition semigroup of a pseudo-Poisson process with rate $\lambda$ based on the transition operator $\lambda R_{\lambda}$.

Lemma 17.7 (Yosida approximation) For any $f \in \mathcal{D} \equiv \operatorname{dom}(A)$ we have

$$
\begin{equation*}
\left\|T_{t} f-T_{t}^{\lambda} f\right\| \leq t\left\|A f-A^{\lambda} f\right\|, \quad t, \lambda>0 \tag{7}
\end{equation*}
$$

and $A^{\lambda} f \rightarrow A f$ as $\lambda \rightarrow \infty$. Furthermore, $T_{t}^{\lambda} f \rightarrow T_{t} f$ as $\lambda \rightarrow \infty$ for each $f \in C_{0}$, uniformly for bounded $t \geq 0$.

Proof: By Theorem 17.4 we have $A^{\lambda} f=\lambda R_{\lambda} A f \rightarrow A f$ for any $f \in \mathcal{D}$. For fixed $\lambda>0$ it is further clear that $h^{-1}\left(T_{h}^{\lambda}-I\right) \rightarrow A^{\lambda}$ in the norm topology as $h \rightarrow 0$. Now we have for any commuting contraction operators $B$ and $C$

$$
\begin{aligned}
\left\|B^{n} f-C^{n} f\right\| & \leq\left\|B^{n-1}+B^{n-2} C+\cdots+C^{n-1}\right\|\|B f-C f\| \\
& \leq n\|B f-C f\|
\end{aligned}
$$

Fixing any $f \in C_{0}$ and $t, \lambda, \mu>0$, we hence obtain as $h=t / n \rightarrow 0$

$$
\begin{aligned}
\left\|T_{t}^{\lambda} f-T_{t}^{\mu} f\right\| & \leq n\left\|T_{h}^{\lambda} f-T_{h}^{\mu} f\right\| \\
& =t\left\|\frac{T_{h}^{\lambda} f-f}{h}-\frac{T_{h}^{\mu} f-f}{h}\right\| \rightarrow t\left\|A^{\lambda} f-A^{\mu} f\right\|
\end{aligned}
$$

For $f \in \mathcal{D}$ it follows that $T_{t}^{\lambda} f$ is Cauchy convergent as $\lambda \rightarrow \infty$ for fixed $t$, and since $\mathcal{D}$ is dense in $C_{0}$, the same property holds for arbitrary $f \in C_{0}$. Denoting the limit by $\tilde{T}_{t} f$, we get in particular

$$
\begin{equation*}
\left\|T_{t}^{\lambda} f-\tilde{T}_{t} f\right\| \leq t\left\|A^{\lambda} f-A f\right\|, \quad f \in \mathcal{D}, t \geq 0 \tag{8}
\end{equation*}
$$

Thus, for each $f \in \mathcal{D}$ we have $T_{t}^{\lambda} f \rightarrow \tilde{T}_{t} f$ as $\lambda \rightarrow \infty$, uniformly for bounded $t$, which again extends to all $f \in C_{0}$.

To identify $\tilde{T}_{t}$, we may use the resolvent equation (3) to obtain, for any $f \in C_{0}$ and $\lambda, \mu>0$,

$$
\begin{equation*}
\int_{0}^{\infty} e^{-\lambda t} T_{t}^{\mu} \mu R_{\mu} f d t=\left(\lambda-A^{\mu}\right)^{-1} \mu R_{\mu} f=\frac{\mu}{\lambda+\mu} R_{\nu} f \tag{9}
\end{equation*}
$$

where $\nu=\lambda \mu(\lambda+\mu)^{-1}$. As $\mu \rightarrow \infty$, we have $\nu \rightarrow \lambda$, and so $R_{\nu} f \rightarrow R_{\lambda}$. Furthermore,

$$
\left\|T_{t}^{\mu} \mu R_{\mu} f-\tilde{T}_{t} f\right\| \leq\left\|\mu R_{\mu} f-f\right\|+\left\|T_{t}^{\mu} f-\tilde{T}_{t} f\right\| \rightarrow 0
$$

so from (9) we get by dominated convergence $\int e^{-\lambda t} \tilde{T}_{t} f d t=R_{\lambda} f$. Hence, the semigroups $\left(T_{t}\right)$ and $\left(\tilde{T}_{t}\right)$ have the same resolvent operators $R_{\lambda}$, and so they agree by Lemma 17.5. In particular, (7) then follows from (8).

Proof of Theorem 17.6: The semigroup $\left(T_{t}^{\lambda}\right)$ is clearly norm continuous in $t$ for each $\lambda>0$, and so the strong continuity of $\left(T_{t}\right)$ follows by Lemma 17.7 as $\lambda \rightarrow \infty$. Furthermore, we note that $h^{-1}\left(T_{h}^{\lambda}-I\right) \rightarrow A^{\lambda}$ as $h \downarrow 0$. Using the semigroup relation and continuity, we obtain more generally

$$
\frac{d}{d t} T_{t}^{\lambda}=A^{\lambda} T_{t}^{\lambda}=T_{t}^{\lambda} A^{\lambda}, \quad t \geq 0
$$

which implies

$$
\begin{equation*}
T_{t}^{\lambda} f-f=\int_{0}^{t} T_{s}^{\lambda} A^{\lambda} f d s, \quad f \in C_{0}, t \geq 0 \tag{10}
\end{equation*}
$$

If $f \in \mathcal{D}$, then by Lemma 17.7 we get as $\lambda \rightarrow \infty$

$$
\left\|T_{s}^{\lambda} A^{\lambda} f-T_{s} A f\right\| \leq\left\|A^{\lambda} f-A f\right\|+\left\|T_{s}^{\lambda} A f-T_{s} A f\right\| \rightarrow 0
$$

uniformly for bounded $s$, and so (4) follows from (10) as $\lambda \rightarrow \infty$. By the strong continuity of $T_{t}$ we may differentiate (4) to get the first relation in (5); the second relation holds by Theorem 17.4.

Conversely, assume that $h^{-1}\left(T_{h} f-f\right) \rightarrow g$ for some pair of functions $f, g \in C_{0}$. As $h \rightarrow 0$, we get

$$
A R_{\lambda} f \leftarrow \frac{T_{h}-I}{h} R_{\lambda} f=R_{\lambda} \frac{T_{h} f-f}{h} \rightarrow R_{\lambda} g
$$

and so

$$
f=(\lambda-A) R_{\lambda} f=\lambda R_{\lambda} f-A R_{\lambda} f=R_{\lambda}(\lambda f-g) \in \mathcal{D}
$$

In applications, the domain of a generator $A$ is often hard to identify or too large to be convenient for computations. It is then useful to restrict $A$ to a suitable subdomain. An operator $A$ with domain $\mathcal{D}$ on some Banach space $B$ is said to be closed if its graph $G=\{(f, A f) ; f \in \mathcal{D}\}$ is a closed subset of $B^{2}$. In general, we say that $A$ is closable if the closure $\bar{G}$ is the graph of a single-valued operator $\bar{A}$, the so-called closure of $A$. Note that $A$ is closable iff the conditions $\mathcal{D} \ni f_{n} \rightarrow 0$ and $A f_{n} \rightarrow g$ imply $g=0$.

When $A$ is closed, a core for $A$ is defined as a linear subspace $D \subset \mathcal{D}$ such that the restriction $\left.A\right|_{D}$ has closure $A$. In this case, $A$ is clearly uniquely determined by $\left.A\right|_{D}$. We shall give some conditions ensuring that $D \subset \mathcal{D}$ is a core when $A$ is the generator of a Feller semigroup $\left(T_{t}\right)$ on $C_{0}$.

Lemma 17.8 (closure and cores) The generator $A$ of a Feller semigroup is closed, and for any $\lambda>0$, a subspace $D \subset \mathcal{D} \equiv \operatorname{dom}(A)$ is a core for $A$ iff $(\lambda-A) D$ is dense in $C_{0}$.

Proof: Assume that $f_{1}, f_{2}, \ldots \in \mathcal{D}$ with $f_{n} \rightarrow f$ and $A f_{n} \rightarrow g$. Then $(I-A) f_{n} \rightarrow f-g$, and since $R_{1}$ is bounded it follows that $f_{n} \rightarrow R_{1}(f-g)$. Hence, $f=R_{1}(f-g) \in \mathcal{D}$, and we have $(I-A) f=f-g$, so $g=A f$. Thus, $A$ is closed.

If $D$ is a core for $A$, then for any $g \in C_{0}$ and $\lambda>0$ there exist some $f_{1}, f_{2}, \ldots \in D$ with $f_{n} \rightarrow R_{\lambda} g$ and $A f_{n} \rightarrow A R_{\lambda} g$, and we get $(\lambda-A) f_{n} \rightarrow$ $(\lambda-A) R_{\lambda} g=g$. Thus, $(\lambda-A) D$ is dense in $C_{0}$.

Conversely, assume that $(\lambda-A) D$ is dense in $C_{0}$. To show that $D$ is a core, fix any $f \in \mathcal{D}$. By hypothesis we may choose some $f_{1}, f_{2}, \ldots \in D$ with

$$
g_{n} \equiv(\lambda-A) f_{n} \rightarrow(\lambda-A) f \equiv g
$$

Since $R_{\lambda}$ is bounded, we obtain $f_{n}=R_{\lambda} g_{n} \rightarrow R_{\lambda} g=f$ and thus

$$
A f_{n}=\lambda f_{n}-g_{n} \rightarrow \lambda f-g=A f
$$

A subspace $D \subset C_{0}$ is said to be invariant under $\left(T_{t}\right)$ if $T_{t} D \subset D$ for all $t \geq 0$. In particular, we note that, for any subset $B \subset C_{0}$, the linear span of $\bigcup_{t} T_{t} B$ is an invariant subspace of $C_{0}$.

Proposition 17.9 (invariance and cores, Watanabe) If $A$ is the generator of a Feller semigroup, then any dense invariant subspace $D \subset \operatorname{dom}(A)$ is a core for $A$.

Proof: By the strong continuity of $\left(T_{t}\right)$, we note that $R_{1}$ can be approximated in the strong topology by some finite linear combinations $L_{1}, L_{2}, \ldots$ of the operators $T_{t}$. Now fix any $f \in D$ and define $g_{n}=L_{n} f$. Noting that $A$ and $L_{n}$ commute on $D$ by Theorem 17.4, we get

$$
(I-A) g_{n}=(I-A) L_{n} f=L_{n}(I-A) f \rightarrow R_{1}(I-A) f=f
$$

Since $g_{n} \in D$ and $D$ is dense in $C_{0}$, it follows that $(I-A) D$ is dense in $C_{0}$. Hence, $D$ is a core by Lemma 17.8.

The Lévy processes in $\mathbb{R}^{d}$ are the archetypes of Feller processes, and we proceed to identify their generators. Let $C_{0}^{\infty}$ denote the class of all infinitely differentiable functions $f$ on $\mathbb{R}^{d}$ such that $f$ itself and all its derivatives belong to $C_{0}=C_{0}\left(\mathbb{R}^{d}\right)$.

Theorem 17.10 (Lévy processes) Let $T_{t}, t \geq 0$, be the transition operators of a Lévy process in $\mathbb{R}^{d}$ with characteristics $(a, b, \nu)$. Then $\left(T_{t}\right)$ is a Feller semigroup, and $C_{0}^{\infty}$ is a core for the associated generator $A$. Moreover, we have for any $f \in C_{0}^{\infty}$ and $x \in \mathbb{R}^{d}$

$$
\begin{align*}
A f(x)= & \frac{1}{2} \sum_{i, j} a_{i j} f_{i j}^{\prime \prime}(x)+\sum_{i} b_{i} f_{i}^{\prime}(x) \\
& +\int\left\{f(x+y)-f(x)-\sum_{i} y_{i} f_{i}^{\prime}(x) 1\{|y| \leq 1\}\right\} \nu(d y) \tag{11}
\end{align*}
$$

In particular, a standard Brownian motion in $\mathbb{R}^{d}$ has generator $\frac{1}{2} \Delta$, and the uniform motion with velocity $b \in \mathbb{R}^{d}$ has generator $b \nabla$, both on the core $C_{0}^{\infty}$. Here $\Delta$ and $\nabla$ denote the Laplace and gradient operators, respectively.

Also note that the generator of the jump component has the same form as for the pseudo-Poisson processes in Proposition 17.2, apart from a compensation for small jumps by a linear drift term.

Proof of Theorem 17.10: As $t \rightarrow 0$, we have $\mu_{t}^{*\left[t t^{-1}\right]} \xrightarrow{w} \mu_{1}$. Thus, Corollary 13.20 yields $\mu_{t} / t \xrightarrow{v} \nu$ on $\overline{\mathbb{R}^{d}} \backslash\{0\}$ and

$$
\begin{equation*}
a^{t, h} \equiv t^{-1} \int_{|x| \leq h} x x^{\prime} \mu_{t}(d x) \rightarrow a^{h}, \quad b^{t, h} \equiv t^{-1} \int_{|x| \leq h} x \mu_{t}(d x) \rightarrow b^{h} \tag{12}
\end{equation*}
$$

provided that $h>0$ satisfies $\nu\{|x|=h\}=0$. Now fix any $f \in C_{0}^{\infty}$, and write

$$
\begin{aligned}
& t^{-1}\left(T_{t} f(x)-f(x)\right)=t^{-1} \int(f(x+y)-f(x)) \mu_{t}(d y) \\
& =\quad t^{-1} \int_{|y| \leq h}\left\{f(x+y)-f(x)-\sum_{i} y_{i} f_{i}^{\prime}(x)-\frac{1}{2} \sum_{i, j} y_{i} y_{j} f_{i j}^{\prime \prime}(x)\right\} \mu_{t}(d y) \\
& \quad+t^{-1} \int_{|y|>h}(f(x+y)-f(x)) \mu_{t}(d y)+\sum_{i} b_{i}^{t, h} f_{i}^{\prime}(x)+\frac{1}{2} \sum_{i, j} a_{i j}^{t, h} f_{i j}^{\prime \prime}(x)
\end{aligned}
$$

As $t \rightarrow 0$, the last three terms approach the expression in (11), though with $a_{i j}$ replaced by $a_{i j}^{h}$ and with the integral taken over $\{|x|>h\}$. To establish the required convergence, it is then enough to show that the first term on the right tends to zero as $h \rightarrow 0$, uniformly for small $t>0$. But this is clear from (12), since the integrand is of the order $h|y|^{2}$ by Taylor's formula. From the uniform boundedness of the derivatives of $f$, it may further be seen that the convergence is uniform in $x$. Thus, $C_{0}^{\infty} \subset \operatorname{dom}(A)$ by Theorem 17.6, and (11) holds on $C_{0}^{\infty}$.

It remains to show that $C_{0}^{\infty}$ is a core for $A$. Since $C_{0}^{\infty}$ is dense in $C_{0}$, it is enough by Proposition 17.9 to show that it is also invariant under $\left(T_{t}\right)$. Then note that, by dominated convergence, the differentiation operators commute with each $T_{t}$, and use condition $\left(\mathrm{F}_{1}\right)$.

We shall next characterize the class of linear operators $A$ on $C_{0}$ such that that the closure $\bar{A}$ is the generator of a Feller semigroup.

Theorem 17.11 (characterization of generators, Hille, Yosida) Let A be a linear operator on $C_{0}$ with domain $\mathcal{D}$. Then $A$ is closable and the closure $\bar{A}$ is the generator of a Feller semigroup on $C_{0}$ iff these conditions hold:
(i) $\mathcal{D}$ is dense in $C_{0}$;
(ii) the range of $\lambda_{0}-A$ is dense in $C_{0}$ for some $\lambda_{0}>0$;
(iii) if $f \vee 0 \leq f(x)$ for some $f \in \mathcal{D}$ and $x \in S$, then $A f(x) \leq 0$.

Here condition (iii) is known as the positive maximum principle.
Proof: First assume that $\bar{A}$ is the generator of a Feller semigroup $\left(T_{t}\right)$. Then (i) and (ii) hold by Theorem 17.4. To prove (iii), let $f \in \mathcal{D}$ and $x \in S$ with $f^{+}=f \vee 0 \leq f(x)$. Then

$$
T_{t} f(x) \leq T_{t} f^{+}(x) \leq\left\|T_{t} f^{+}\right\| \leq\left\|f^{+}\right\|=f(x), \quad t \geq 0
$$

so $h^{-1}\left(T_{h} f-f\right)(x) \leq 0$, and as $h \rightarrow 0$ we get $A f(x) \leq 0$.
Conversely, assume that $A$ satisfies (i), (ii), and (iii). Let $f \in \mathcal{D}$ be arbitrary, choose $x \in S$ with $|f(x)|=\|f\|$, and put $g=f \operatorname{sgn} f(x)$. Then $g \in \mathcal{D}$ with $g^{+} \leq g(x)$, and so (iii) yields $\operatorname{Ag}(x) \leq 0$. Thus, we get for any $\lambda>0$

$$
\begin{equation*}
\|(\lambda-A) f\| \geq \lambda g(x)-A g(x) \geq \lambda g(x)=\lambda\|f\| \tag{13}
\end{equation*}
$$

To show that $A$ is closable, let $f_{1}, f_{2}, \ldots \in \mathcal{D}$ with $f_{n} \rightarrow 0$ and $A f_{n} \rightarrow g$. By (i) we may choose $g_{1}, g_{2}, \ldots \in \mathcal{D}$ with $g_{n} \rightarrow g$, and by (13) we have

$$
\left\|(\lambda-A)\left(g_{m}+\lambda f_{n}\right)\right\| \geq \lambda\left\|g_{m}+\lambda f_{n}\right\|, \quad m, n \in \mathbb{N}, \lambda>0
$$

As $n \rightarrow \infty$, we get $\left\|(\lambda-A) g_{m}-\lambda g\right\| \geq \lambda\left\|g_{m}\right\|$. Here we may divide by $\lambda$ and let $\lambda \rightarrow \infty$ to obtain $\left\|g_{m}-g\right\| \geq\left\|g_{m}\right\|$, which yields $\|g\|=0$ as $m \rightarrow \infty$. Thus, $A$ is closable, and from (13) we note that the closure $\bar{A}$ satisfies

$$
\begin{equation*}
\|(\lambda-\bar{A}) f\| \geq \lambda\|f\|, \quad \lambda>0, f \in \operatorname{dom}(\bar{A}) \tag{14}
\end{equation*}
$$

Now assume that $\lambda_{n} \rightarrow \lambda>0$ and $\left(\lambda_{n}-\bar{A}\right) f_{n} \rightarrow g$ for some $f_{1}, f_{2}, \ldots \in$ $\operatorname{dom}(\bar{A})$. By (14) the sequence $\left(f_{n}\right)$ is then Cauchy, say with limit $f \in C_{0}$. By the definition of $\bar{A}$ we get $(\lambda-\bar{A}) f=g$, so $g$ belongs to the range of $\lambda-\bar{A}$. Letting $\Lambda$ denote the set of constants $\lambda>0$ such that $\lambda-\bar{A}$ has range $C_{0}$, it follows in particular that $\Lambda$ is closed. If we can show that $\Lambda$ is open as well, then in view of (ii) we have $\Lambda=(0, \infty)$.

Then fix any $\lambda \in \Lambda$, and conclude from (14) that $\lambda-\bar{A}$ has a bounded inverse $R_{\lambda}$ with norm $\left\|R_{\lambda}\right\| \leq \lambda^{-1}$. For any $\mu>0$ with $|\lambda-\mu|\left\|R_{\lambda}\right\|<1$, we may form the bounded linear operator

$$
\tilde{R}_{\mu}=\sum_{n \geq 0}(\lambda-\mu)^{n} R_{\lambda}^{n+1}
$$

and we note that

$$
(\mu-\bar{A}) \tilde{R}_{\mu}=(\lambda-\bar{A}) \tilde{R}_{\mu}-(\lambda-\mu) \tilde{R}_{\mu}=I
$$

In particular, $\mu \in \Lambda$, which shows that $\lambda \in \Lambda^{\circ}$.
We may next establish the resolvent equation (3). Then start from the identity $(\lambda-\bar{A}) R_{\lambda}=(\mu-\bar{A}) R_{\mu}=I$. By a simple rearrangement,

$$
(\lambda-\bar{A})\left(R_{\lambda}-R_{\mu}\right)=(\mu-\lambda) R_{\mu}
$$

and (3) follows as we multiply from the left by $R_{\lambda}$. In particular, (3) shows that the operators $R_{\lambda}$ and $R_{\mu}$ commute for any $\lambda, \mu>0$.

Since $R_{\lambda}(\lambda-\bar{A})=I$ on $\operatorname{dom}(\bar{A})$ and $\left\|R_{\lambda}\right\| \leq \lambda^{-1}$, we have for any $f \in \operatorname{dom}(\bar{A})$ as $\lambda \rightarrow \infty$

$$
\left\|\lambda R_{\lambda} f-f\right\|=\left\|R_{\lambda} \bar{A} f\right\| \leq \lambda^{-1}\|\bar{A} f\| \rightarrow 0
$$

From (i) and the contractivity of $\lambda R_{\lambda}$, it follows easily that $\lambda R_{\lambda} \rightarrow I$ in the strong topology. Now define $A^{\lambda}$ as in (6) and let $T_{t}^{\lambda}=e^{t A^{\lambda}}$. As in the proof
of Lemma 17.7, we get $T_{t}^{\lambda} f \rightarrow T_{t} f$ for each $f \in C_{0}$ uniformly for bounded $t$, where the $T_{t}$ form a strongly continuous family of contraction operators on $C_{0}$ such that $\int e^{-\lambda t} T_{t} d t=R_{\lambda}$ for all $\lambda>0$. To deduce the semigroup property, fix any $f \in C_{0}$ and $s, t \geq 0$, and note that as $\lambda \rightarrow \infty$

$$
\left(T_{s+t}-T_{s} T_{t}\right) f=\left(T_{s+t}-T_{s+t}^{\lambda}\right) f+T_{s}^{\lambda}\left(T_{t}^{\lambda}-T_{t}\right) f+\left(T_{s}^{\lambda}-T_{s}\right) T_{t} f \rightarrow 0
$$

The positivity of the operators $T_{t}$ will follow immediately if we can show that $R_{\lambda}$ is positive for each $\lambda>0$. Then fix any function $g \geq 0$ in $C_{0}$, and put $f=R_{\lambda} g$, so that $g=(\lambda-\bar{A}) f$. By the definition of $\bar{A}$, there exist some $f_{1}, f_{2}, \ldots \in \mathcal{D}$ with $f_{n} \rightarrow f$ and $A f_{n} \rightarrow \bar{A} f$. If $\inf _{x} f(x)<0$, we have $\inf _{x} f_{n}(x)<0$ for all sufficiently large $n$, and we may choose some $x_{n} \in S$ with $f_{n}\left(x_{n}\right) \leq f_{n} \wedge 0$. By (iii) we have $A f_{n}\left(x_{n}\right) \geq 0$, and so

$$
\inf _{x}(\lambda-A) f_{n}(x) \leq(\lambda-A) f_{n}\left(x_{n}\right) \leq \lambda f_{n}\left(x_{n}\right)=\lambda \inf _{x} f_{n}(x)
$$

As $n \rightarrow \infty$, we get the contradiction

$$
0 \leq \inf _{x} g(x)=\inf _{x}(\lambda-\bar{A}) f(x) \leq \lambda \inf _{x} f(x)<0
$$

It remains to show that $\bar{A}$ is the generator of the semigroup $\left(T_{t}\right)$. But this is clear from the fact that the operators $\lambda-\bar{A}$ are inverses to the resolvent operators $R_{\lambda}$.

From the proof we note that any operator $A$ on $C_{0}$ satisfying the positive maximum principle in (iii) must be dissipative, in the sense that $\|(\lambda-A) f\| \geq$ $\lambda\|f\|$ for all $f \in \operatorname{dom}(A)$ and $\lambda>0$. This leads to the following simple observation, which will be needed later.

Lemma 17.12 (maximality) Let $A$ be the generator of a Feller semigroup on $C_{0}$, and assume that $A$ has a linear extension $A^{\prime}$ satisfying the positive maximum principle. Then $A^{\prime}=A$.

Proof: Fix any $f \in \operatorname{dom}\left(A^{\prime}\right)$, and put $g=\left(I-A^{\prime}\right) f$. Since $A^{\prime}$ is dissipative and $(I-A) R_{1}=I$ on $C_{0}$, we get

$$
\left\|f-R_{1} g\right\| \leq\left\|\left(I-A^{\prime}\right)\left(f-R_{1} g\right)\right\|=\left\|g-(I-A) R_{1} g\right\|=0
$$

and so $f=R_{1} g \in \operatorname{dom}(A)$.
Our next aim is to show how a nice Markov process can be associated with every Feller semigroup $\left(T_{t}\right)$. In order for the corresponding transition kernels $\mu_{t}$ to have total mass 1 , we need the operators $T_{t}$ to be conservative, in the sense that $\sup _{f \leq 1} T_{t} f(x)=1$ for all $x \in S$. This can be achieved by a suitable extension.

Let us then introduce an auxiliary state $\Delta \notin S$ and form the compactified space $\hat{S}=S \cup\{\Delta\}$, where $\Delta$ is regarded as the point at infinity when $S$ is
noncompact, and otherwise as isolated from $S$. Note that any function $f \in C_{0}$ has a continuous extension to $\hat{S}$, obtained by putting $f(\Delta)=0$. We may now extend the original semigroup on $C_{0}$ to a conservative semigroup on the space $\hat{C}=C(\hat{S})$.

Lemma 17.13 (compactification) Any Feller semigroup $\left(T_{t}\right)$ on $C_{0}$ admits an extension to a conservative Feller semigroup $\left(\hat{T}_{t}\right)$ on $\hat{C}$, given by

$$
\hat{T}_{t} f=f(\Delta)+T_{t}\{f-f(\Delta)\}, \quad t \geq 0, f \in \hat{C}
$$

Proof: It is straightforward to verify that $\left(\hat{T}_{t}\right)$ is a strongly continuous semigroup on $\hat{C}$. To show that the operators $\hat{T}_{t}$ are positive, fix any $f \in \hat{C}$ with $f \geq 0$, and note that $g \equiv f(\Delta)-f \in C_{0}$ with $g \leq f(\Delta)$. Hence,

$$
T_{t} g \leq T_{t} g^{+} \leq\left\|T_{t} g^{+}\right\| \leq\left\|g^{+}\right\| \leq f(\Delta)
$$

so $\hat{T}_{t} f=f(\Delta)-T_{t} g \geq 0$. The contraction and conservation properties now follow from the fact that $\hat{T}_{t} 1=1$.

Our next step is to construct an associated semigroup of Markov transition kernels $\mu_{t}$ on $\hat{S}$, satisfying

$$
\begin{equation*}
T_{t} f(x)=\int f(y) \mu_{t}(x, d y), \quad f \in C_{0} \tag{15}
\end{equation*}
$$

We say that a state $x \in \hat{S}$ is absorbing for $\left(\mu_{t}\right)$ if $\mu_{t}(x,\{x\})=1$ for each $t \geq 0$.

Proposition 17.14 (existence) For any Feller semigroup $\left(T_{t}\right)$ on $C_{0}$, there exists a unique semigroup of Markov transition kernels $\mu_{t}$ on $\hat{S}$ satisfying (15) and such that $\Delta$ is absorbing for $\left(\mu_{t}\right)$.

Proof: For fixed $x \in S$ and $t \geq 0$, the mapping $f \mapsto \hat{T}_{t} f(x)$ is a positive linear functional on $\hat{C}$ with norm 1, so by Riesz's representation Theorem A1.5 there exist some probability measures $\mu_{t}(x, \cdot)$ on $\hat{S}$ satisfying

$$
\begin{equation*}
\hat{T}_{t} f(x)=\int f(y) \mu_{t}(x, d y), \quad f \in \hat{C}, x \in \hat{S}, t \geq 0 \tag{16}
\end{equation*}
$$

The measurability of the right-hand side is clear by continuity. By a standard approximation followed by a monotone class argument, we then obtain the desired measurability of $\mu_{t}(x, B)$ for any $t \geq 0$ and Borel set $B \subset \hat{S}$. The Chapman-Kolmogorov relation holds on $\hat{S}$ by Lemma 17.1. Relation (15) is a special case of (16), and from (16) we further get

$$
\int f(y) \mu_{t}(\Delta, d y)=\hat{T}_{t} f(\Delta)=f(\Delta)=0, \quad f \in C_{0}
$$

which shows that $\Delta$ is absorbing. The uniqueness of $\left(\mu_{t}\right)$ is a consequence of the last two properties.

For any probability measure $\nu$ on $\hat{S}$, there exists by Theorem 7.4 a Markov process $X^{\nu}$ in $\hat{S}$ with initial distribution $\nu$ and transition kernels $\mu_{t}$. As before, we denote the distribution of $X^{\nu}$ by $P_{\nu}$ and write $E_{\nu}$ for the corresponding integration operator. When $\nu=\delta_{x}$, we often prefer the simpler forms $P_{x}$ and $E_{x}$, respectively. We may now extend Theorem 13.1 to a basic regularization theorem for Feller processes.

Theorem 17.15 (regularization, Kinney) Let $X$ be a Feller process in $\hat{S}$ with arbitrary initial distribution $\nu$. Then $X$ has an rcll version $\tilde{X}$, which is further such that $X_{t}=\Delta$ or $X_{t-}=\Delta$ implies $\tilde{X} \equiv \Delta$ on $[t, \infty)$. If $\left(T_{t}\right)$ is conservative and $\nu$ is restricted to $S$, then $\tilde{X}$ can be chosen to be rcll in $S$.

The idea of the proof is to construct a sufficiently rich class of supermartingales, to which the regularity theorems of Chapter 6 may be applied. Let $C_{0}^{+}$denote the class of nonnegative functions in $C_{0}$.

Lemma 17.16 (resolvents and excessive functions) If $f \in C_{0}^{+}$, then the process $Y_{t}=e^{-t} R_{1} f\left(X_{t}\right), t \geq 0$, is a supermartingale under $P_{\nu}$ for every $\nu$.

Proof: Writing $\left(\mathcal{G}_{t}\right)$ for the filtration induced by $X$, we get for any $t, h \geq 0$

$$
\begin{aligned}
E\left[Y_{t+h} \mid \mathcal{G}_{t}\right] & =E\left[e^{-t-h} R_{1} f\left(X_{t+h}\right) \mid \mathcal{G}_{t}\right]=e^{-t-h} T_{h} R_{1} f\left(X_{t}\right) \\
& =e^{-t-h} \int_{0}^{\infty} e^{-s} T_{s+h} f\left(X_{t}\right) d s \\
& =e^{-t} \int_{h}^{\infty} e^{-s} T_{s} f\left(X_{t}\right) d s \leq Y_{t} .
\end{aligned}
$$

Proof of Theorem 17.15: By Lemma 17.16 and Theorem 6.27, the process $f\left(X_{t}\right)$ has a.s. right- and left-hand limits along $\mathbb{Q}_{+}$for any $f \in \mathcal{D} \equiv \operatorname{dom}(A)$. Since $\mathcal{D}$ is dense in $C_{0}$, the stated property holds for every $f \in C_{0}$. By the separability of $C_{0}$ we may choose the exceptional null set $N$ to be independent of $f$. Now if $x_{1}, x_{2}, \ldots \in \hat{S}$ are such that $f\left(x_{n}\right)$ converges for every $f \in C_{0}$, it is clear from the compactness of $\hat{S}$ that $x_{n}$ converges in the topology of $\hat{S}$. Thus, on $N^{c}$ the process $X$ itself has right- and left-hand limits $X_{t \pm}$ along $\mathbb{Q}_{+}$, and on $N$ we may redefine $X$ to be 0 . The process $\tilde{X}_{t}=X_{t+}$ is then rcll, and it remains to show that $\tilde{X}$ is a version of $X$, or equivalently, that $X_{t+}=X_{t}$ a.s. for each $t \geq 0$. But this is clear from the fact that $X_{t+h} \xrightarrow{P} X_{t}$ as $h \downarrow 0$, by Lemma 17.3 and dominated convergence.

Now fix any $f \in C_{0}$ with $f>0$ on $S$, and note from the strong continuity of $\left(T_{t}\right)$ that even $R_{1} f>0$ on $S$. Applying Lemma 6.31 to the supermartingale $Y_{t}=e^{-t} R_{1} f\left(\tilde{X}_{t}\right)$, we conclude that $X \equiv \Delta$ a.s. on the interval $[\zeta, \infty)$, where $\zeta=\inf \left\{t \geq 0 ; \Delta \in\left\{\tilde{X}_{t}, \tilde{X}_{t-}\right\}\right\}$. Discarding the exceptional null set, we can make this hold identically. If $\left(T_{t}\right)$ is conservative and $\nu$ is restricted to $S$, then $\tilde{X}_{t} \in S$ a.s. for every $t \geq 0$. Thus, $\zeta>t$ a.s. for all $t$, and hence $\zeta_{\tilde{X}}=\infty$ a.s. Again we may assume that this holds identically. Then $\tilde{X}_{t}$ and $\tilde{X}_{t-}$ take values in $S$, and the stated regularity properties remain valid in $S$.

In view of the last theorem, we may choose $\Omega$ to be the space of all $\hat{S}$ valued rcll functions such that the state $\Delta$ is absorbing, and let $X$ be the canonical process on $\Omega$. Processes with different initial distributions $\nu$ are then distinguished by their distributions $P_{\nu}$ on $\Omega$. Thus, under $P_{\nu}$ the process $X$ is Markov with initial distribution $\nu$ and transition kernels $\mu_{t}$, and $X$ has all the regularity properties stated in Theorem 17.15. In particular, $X \equiv \Delta$ on the interval $[\zeta, \infty)$, where $\zeta$ denotes the terminal time

$$
\zeta=\inf \left\{t \geq 0 ; X_{t}=\Delta \text { or } X_{t-}=\Delta\right\}
$$

We shall take $\left(\mathcal{F}_{t}\right)$ to be the right-continuous filtration generated by $X$, and put $\mathcal{A}=\mathcal{F}_{\infty}=\bigvee_{t} \mathcal{F}_{t}$. The shift operators $\theta_{t}$ on $\Omega$ are defined as before by

$$
\left(\theta_{t} \omega\right)_{s}=\omega_{s+t}, \quad s, t \geq 0
$$

The process $X$ with associated distributions $P_{\nu}$, filtration $\mathcal{F}=\left(\mathcal{F}_{t}\right)$, and shift operators $\theta_{t}$ is called the canonical Feller process with semigroup $\left(T_{t}\right)$.

We are now ready to state a general version of the strong Markov property. The result extends the special versions obtained in Proposition 7.9 and Theorems 10.16 and 11.11. A further instant of this property appears in Theorem 18.11.

Theorem 17.17 (strong Markov property, Dynkin and Yushkevich, Blumenthal) For any canonical Feller process $X$, initial distribution $\nu$, optional time $\tau$, and random variable $\xi \geq 0$, we have

$$
E_{\nu}\left[\xi \circ \theta_{\tau} \mid \mathcal{F}_{\tau}\right]=E_{X_{\tau}} \xi \text { a.s. } P_{\nu} \text { on }\{\tau<\infty\} .
$$

Proof: By Lemmas 5.2 and 6.1 we may assume that $\tau<\infty$. Let $\mathcal{G}$ denote the filtration induced by $X$. Then Lemma 6.4 shows that the times $\tau_{n}=2^{-n}\left[2^{n} \tau+1\right]$ are $\mathcal{G}$-optional, and by Lemma 6.3 we have $\mathcal{F}_{\tau} \subset \mathcal{G}_{\tau_{n}}$ for all $n$. Thus, Proposition 7.9 yields

$$
\begin{equation*}
E_{\nu}\left[\xi \circ \theta_{\tau_{n}} ; A\right]=E_{\nu}\left[E_{X_{\tau_{n}}} ; A\right], \quad A \in \mathcal{F}_{\tau}, n \in \mathbb{N} . \tag{17}
\end{equation*}
$$

To extend the relation to $\tau$, we may first assume that $\xi=f_{1}\left(X_{t_{1}}\right) \cdots$ $f_{m}\left(X_{t_{m}}\right)$ for some $f_{1}, \ldots, f_{m} \in C_{0}$ and $t_{1}<\cdots<t_{m}$. In that case $\xi \circ \theta_{\tau_{n}} \rightarrow$ $\xi \circ \theta_{\tau}$ by the right-continuity of $X$ and the continuity of $f_{1}, \ldots, f_{m}$. Writing $h_{k}=t_{k}-t_{k-1}$ with $t_{0}=0$, it is further clear from the first Feller property and the right-continuity of $X$ that

$$
\begin{aligned}
E_{X_{\tau n}} \xi & =T_{h_{1}}\left(f_{1} T_{h_{2}} \cdots\left(f_{m-1} T_{h_{m}} f_{m}\right) \cdots\right)\left(X_{\tau_{n}}\right) \\
& \rightarrow T_{h_{1}}\left(f_{1} T_{h_{2}} \cdots\left(f_{m-1} T_{h_{m}} f_{m}\right) \cdots\right)\left(X_{\tau}\right)=E_{X_{\tau}} \xi
\end{aligned}
$$

Thus, (17) extends to $\tau$ by dominated convergence on both sides. We may finally use standard approximation and monotone class arguments to extend the result to arbitrary $\xi$.

As a simple application, we get the following useful zero-one law.

Corollary 17.18 (zero-one law, Blumenthal) For any canonical Feller process, we have

$$
P_{x} A=0 \text { or } 1, \quad x \in S, A \in \mathcal{F}_{0}
$$

Proof: Taking $\tau=0$ in Theorem 17.17, we get for any $x \in S$ and $A \in \mathcal{F}_{0}$

$$
1_{A}=P_{x}\left[A \mid \mathcal{F}_{0}\right]=P_{X_{0}} A=P_{x} A \text { a.s. } P_{x} .
$$

To appreciate the last result, recall that $\mathcal{F}_{0}=\mathcal{F}_{0+}$. In particular, we note that $P_{x}\{\tau=0\}=0$ or 1 for any state $x \in S$ and $\mathcal{F}$-optional time $\tau$.

The strong Markov property is often used in the following extended form.
Corollary 17.19 (optional projection) For any canonical Feller process $X$, nondecreasing adapted process $A$, and random variable $\xi \geq 0$, we have

$$
\begin{equation*}
E_{x} \int_{0}^{\infty}\left(E_{X_{t}} \xi\right) d A_{t}=E_{x} \int_{0}^{\infty}\left(\xi \circ \theta_{t}\right) d A_{t}, \quad x \in S \tag{18}
\end{equation*}
$$

Proof: We may assume that $A_{0}=0$. Introduce the right-continuous inverse

$$
\tau_{s}=\inf \left\{t \geq 0 ; A_{t}>s\right\}, \quad s \geq 0
$$

and note that the times $\tau_{s}$ are optional by Lemma 6.6. By Theorem 17.17 we get

$$
E_{x}\left[E_{X_{\tau_{s}}} \xi ; \tau_{s}<\infty\right]=E_{x}\left[E_{x}\left[\xi \circ \theta_{\tau_{s}} \mid \mathcal{F}_{\tau_{s}}\right] ; \tau_{s}<\infty\right]=E_{x}\left[\xi \circ \theta_{\tau_{s}} ; \tau_{s}<\infty\right]
$$

Now $\tau_{s}<\infty$ iff $s<A_{\infty}$, so by integration

$$
E_{x} \int_{0}^{A_{\infty}}\left(E_{X_{\tau_{s}}} \xi\right) d s=E_{x} \int_{0}^{A_{\infty}}\left(\xi \circ \theta_{\tau_{s}}\right) d s
$$

which is equivalent to (17.19).
Next we shall prove that any martingale on the canonical space of a Feller process $X$ is a.s. continuous outside the discontinuity set of $X$. For Brownian motion, the result was already noted as a consequence of the integral representation in Theorem 16.10.

Theorem 17.20 (discontinuity sets) Let $X$ be a canonical Feller process with arbitrary initial distribution $\nu$, and let $M$ be a local $P_{\nu}$-martingale. Then

$$
\begin{equation*}
\left\{t>0 ; \Delta M_{t} \neq 0\right\} \subset\left\{t>0 ; X_{t-} \neq X_{t}\right\} \quad \text { a.s. } \tag{19}
\end{equation*}
$$

Proof (Chung and Walsh): By localization we may reduce to the case when $M$ is uniformly integrable and hence of the form $M_{t}=E\left[\xi \mid \mathcal{F}_{t}\right]$ for some $\xi \in L^{1}$. Let $\mathcal{C}$ denote the class of random variables $\xi \in L^{1}$ such that the corresponding $M$ satisfies (19). Then $\mathcal{C}$ is a linear subspace of $L^{1}$. It is
further closed, since if $M_{t}^{n}=E\left[\xi_{n} \mid \mathcal{F}_{t}\right]$ with $\left\|\xi_{n}\right\|_{1} \rightarrow 0$, then $P\left\{\sup _{t}\left|M_{t}^{n}\right|>\right.$ $\varepsilon\} \leq \varepsilon^{-1} E\left|\xi_{n}\right| \rightarrow 0$ for all $\varepsilon>0$, so $\sup _{t}\left|M_{t}^{n}\right| \xrightarrow{P} 0$.

Now let $\xi=\prod_{k \leq n} f_{k}\left(X_{t_{k}}\right)$ for some $f_{1}, \ldots, f_{n} \in C_{0}$ and $t_{1}<\cdots<t_{n}$. Writing $h_{k}=t_{k}-t_{k-1}$, we note that

$$
\begin{equation*}
M_{t}=\prod_{k \leq m} f_{k}\left(X_{t_{k}}\right) T_{t_{m+1}-t} g_{m+1}\left(X_{t}\right), \quad t \in\left[t_{m}, t_{m+1}\right] \tag{20}
\end{equation*}
$$

where

$$
g_{k}=f_{k} T_{h_{k+1}}\left(f_{k+1} T_{h_{k+2}}\left(\cdots T_{h_{n}} f_{n}\right) \cdots\right), \quad k=1, \ldots, n
$$

with the obvious conventions for $t<t_{1}$ and $t>t_{n}$. Since $T_{t} g(x)$ is jointly continuous in $(t, x)$ for each $g \in C_{0}$, equation (20) defines a right-continuous version of $M$ satisfying (19), and so $\xi \in \mathcal{C}$. By a simple approximation it follows that $\mathcal{C}$ contains all indicator functions of sets $\bigcap_{k \leq n}\left\{X_{t_{k}} \in G_{k}\right\}$ with $G_{1}, \ldots, G_{n}$ open. The result extends by a monotone class argument to any $X$-measurable indicator function $\xi$, and a routine argument yields the final extension to $L_{1}$.

A basic role in the theory is played by the processes

$$
M_{t}^{f}=f\left(X_{t}\right)-f\left(X_{0}\right)-\int_{0}^{t} A f\left(X_{s}\right) d s, \quad t \geq 0, f \in \mathcal{D} \equiv \operatorname{dom}(A)
$$

Lemma 17.21 (Dynkin's formula) The processes $M^{f}$ are martingales under any initial distribution $\nu$ for $X$. In particular, we have for any bounded optional time $\tau$

$$
\begin{equation*}
E_{x} f\left(X_{\tau}\right)=f(x)+E_{x} \int_{0}^{\tau} A f\left(X_{s}\right) d s, \quad x \in S, f \in \mathcal{D} \tag{21}
\end{equation*}
$$

Proof: For any $t, h \geq 0$ we have

$$
M_{t+h}^{f}-M_{t}^{f}=f\left(X_{t+h}\right)-f\left(X_{t}\right)-\int_{t}^{t+h} A f\left(X_{s}\right) d s=M_{h}^{f} \circ \theta_{t}
$$

so by the Markov property at $t$ and Theorem 17.6

$$
E_{\nu}\left[M_{t+h}^{f} \mid \mathcal{F}_{t}\right]-M_{t}^{f}=E_{\nu}\left[M_{h}^{f} \circ \theta_{t} \mid \mathcal{F}_{t}\right]=E_{X_{t}} M_{h}^{f}=0
$$

Thus, $M^{f}$ is a martingale, and (21) follows by optional sampling.
As a preparation for the next major result, we shall introduce the optional times

$$
\tau_{h}=\inf \left\{t \geq 0 ; \rho\left(X_{t}, X_{0}\right)>h\right\}, \quad h>0
$$

where $\rho$ denotes the metric in $S$. Note that a state $x$ is absorbing iff $\tau_{h}=\infty$ a.s. $P_{x}$ for every $h>0$.

Lemma 17.22 (escape times) If $x \in S$ is nonabsorbing, then $E_{x} \tau_{h}<\infty$ for all sufficiently small $h>0$.

Proof: If $x$ is nonabsorbing, then $\mu_{t}\left(x, B_{x}^{\varepsilon}\right)<p<1$ for some $t, \varepsilon>0$, where $B_{x}^{\varepsilon}=\{y ; \rho(x, y) \leq \varepsilon\}$. By Lemma 17.3 and Theorem 3.25 we may choose $h \in(0, \varepsilon]$ so small that

$$
\mu_{t}\left(y, B_{x}^{h}\right) \leq \mu_{t}\left(y, B_{x}^{\varepsilon}\right) \leq p, \quad y \in B_{x}^{h}
$$

Then Proposition 7.2 yields

$$
P_{x}\left\{\tau_{h} \geq n t\right\} \leq P_{x} \bigcap_{k \leq n}\left\{X_{k t} \in B_{x}^{h}\right\} \leq p^{n}, \quad n \in \mathbb{Z}_{+}
$$

and so by Lemma 2.4

$$
E_{x} \tau_{h}=\int_{0}^{\infty} P\left\{\tau_{h} \geq s\right\} d s \leq t \sum_{n \geq 0} P\left\{\tau_{h} \geq n t\right\}=t \sum_{n \geq 0} p^{n}=\frac{t}{1-p}<\infty
$$

We turn to a probabilistic description of the generator and its domain. Say that $A$ is maximal within a class of linear operators if $A$ extends any member of the class.

Theorem 17.23 (characteristic operator, Dynkin) For any $f \in \operatorname{dom}(A)$ we have $A f(x)=0$ if $x$ is absorbing; otherwise,

$$
\begin{equation*}
A f(x)=\lim _{h \rightarrow 0} \frac{E_{x} f\left(X_{\tau_{h}}\right)-f(x)}{E_{x} \tau_{h}} \tag{22}
\end{equation*}
$$

Furthermore, $A$ is the maximal operator on $C_{0}$ with those properties.
Proof: Fix any $f \in \operatorname{dom}(A)$. If $x$ is absorbing, then $T_{t} f(x)=f(x)$ for all $t$, and so $A f(x)=0$. For nonabsorbing $x$ we get by Lemma 17.21

$$
\begin{equation*}
E_{x} f\left(X_{\tau_{h} \wedge t}\right)-f(x)=E_{x} \int_{0}^{\tau_{h} \wedge t} A f\left(X_{s}\right) d s, \quad t, h>0 \tag{23}
\end{equation*}
$$

By Lemma 17.22 we have $E \tau_{h}<\infty$ for sufficiently small $h>0$, and so (23) extends by dominated convergence to $t=\infty$. Relation (22) now follows from the continuity of $A f$, together with the fact that $\rho\left(X_{s}, x\right) \leq h$ for all $s<\tau_{h}$. Since the positive maximum principle holds for any extension of $A$ with the stated properties, the last assertion follows by Lemma 17.12.

In the special case when $S=\mathbb{R}^{d}$, let $C_{K}^{\infty}$ denote the class of infinitely differentiable functions on $\mathbb{R}^{d}$ with bounded support. An operator $A$ with $\operatorname{dom}(A) \supset C_{K}^{\infty}$ is said to be local on $C_{K}^{\infty}$ if $A f(x)=0$ whenever $f$ vanishes in some neighborhood of $x$. For a generator with this property, we note that the positive maximum principle implies a local positive maximum principle, in the sense if $f \in C_{K}^{\infty}$ has a local maximum $\geq 0$ at some point $x$, then $A f(x) \leq 0$.

The following result gives the basic connection between diffusion processes and elliptic differential operators. This connection is explored further in Chapters 18 and 21.

Theorem 17.24 (Feller diffusions and elliptic operators, Dynkin) Let A be the generator of a Feller process $X$ in $\mathbb{R}^{d}$, and assume that $C_{K}^{\infty} \subset \operatorname{dom}(A)$. Then $X$ is continuous on $[0, \zeta)$, a.s. $P_{\nu}$ for every $\nu$, iff $A$ is local on $C_{K}^{\infty}$. In that case there exist some functions $a_{i j}, b_{i}, c \in C\left(\mathbb{R}^{d}\right)$, where $c \geq 0$ and the matrix $\left(a_{i j}\right)$ is symmetric, nonnegative definite, such that for any $f \in C_{K}^{\infty}$ and $x \in \mathbb{R}_{+}$,

$$
\begin{equation*}
A f(x)=\frac{1}{2} \sum_{i, j} a_{i j}(x) f_{i j}^{\prime \prime}(x)+\sum_{i} b_{i}(x) f_{i}^{\prime}(x)-c(x) f(x) . \tag{24}
\end{equation*}
$$

In the situation described by this result, we may choose $\Omega$ to consist of all paths that are continuous on $[0, \zeta)$. The resulting Markov process is referred to as a canonical Feller diffusion.

Proof: If $X$ is continuous on $[0, \zeta)$, then $A$ is local by Theorem 17.23. Conversely, assume that $A$ is local on $C_{K}^{\infty}$. Fix any $x \in \mathbb{R}^{d}$ and $0<h<m$, and choose $f \in C_{K}^{\infty}$ with $f \geq 0$ and support $\{y ; h \leq|y-x| \leq m\}$. Then $A f(y)=0$ for all $y \in B_{x}^{h}$, so Lemma 17.21 shows that $f\left(X_{t \wedge \tau_{h}}\right)$ is a martingale under $P_{x}$. By dominated convergence we get $E_{x} f\left(X_{\tau_{h}}\right)=0$, and since $m$ was arbitrary,

$$
P_{x}\left\{\left|X_{\tau_{h}}-x\right| \leq h \text { or } X_{\tau_{h}}=\Delta\right\}=1, \quad x \in \mathbb{R}^{d}, h>0
$$

Applying the Markov property at fixed times, we obtain for any initial distribution $\nu$

$$
P_{\nu} \bigcap_{t \in \mathbb{Q}_{+}} \theta_{t}^{-1}\left\{\left|X_{\tau_{h}}-X_{0}\right| \leq h \text { or } X_{\tau_{h}}=\Delta\right\}=1, \quad h>0
$$

which implies

$$
P_{\nu}\left\{\sup _{t<\zeta}\left|\Delta X_{t}\right| \leq h\right\}=1, \quad h>0
$$

Hence, under $P_{\nu}$, the path of $X$ is a.s. continuous on $[0, \zeta)$.
To derive (24) for suitable $a_{i j}, b_{i}$, and $c$, choose for each $x \in \mathbb{R}^{d}$ some functions $f_{0}^{x}, f_{i}^{x}, f_{i j}^{x} \in C_{K}^{\infty}$ such that for $y$ close to $x$

$$
f_{0}^{x}(y)=1, \quad f_{i}^{x}(y)=y_{i}-x_{i}, \quad f_{i j}^{x}(y)=\left(y_{i}-x_{i}\right)\left(y_{j}-x_{j}\right)
$$

and define

$$
c(x)=-A f_{0}^{x}(x), \quad b_{i}(x)=A f_{i}^{x}(x), \quad a_{i j}(x)=A f_{i j}^{x}(x)
$$

Then (24) holds locally for any function $f \in C_{K}^{\infty}$ that agrees near $x$ with a second-degree polynomial. In particular, we may take $f_{0}(y)=1, f_{i}(y)=y_{i}$, and $f_{i j}(y)=y_{i} y_{j}$ near $x$ to obtain

$$
\begin{gathered}
A f_{0}(x)=-c(x), \quad A f_{i}(x)=b_{i}(x)-x_{i} c(x) \\
A f_{i j}(x)=a_{i j}(x)+x_{i} b_{j}(x)+x_{j} b_{i}(x)-x_{i} x_{j} c(x)
\end{gathered}
$$

This shows that $c, b_{i}$, and $a_{i j}=a_{j i}$ are continuous.
Applying the local positive maximum principle to $f_{0}^{x}$ gives $c(x) \geq 0$. By the same principle applied to the function

$$
f=-\left\{\sum_{i} u_{i} f_{i}^{x}\right\}^{2}=-\sum_{i j} u_{i} u_{j} f_{i j}^{x}
$$

we get $\sum_{i j} u_{i} u_{j} a_{i j}(x) \geq 0$, which shows that $\left(a_{i j}\right)$ is nonnegative definite. Finally, consider an arbitrary $f \in C_{K}^{\infty}$ with a second-order Taylor expansion $\tilde{f}$ around $x$. Here the functions

$$
g_{ \pm}^{\varepsilon}(y)= \pm(f(y)-\tilde{f}(y))-\varepsilon|x-y|^{2}, \quad \varepsilon>0
$$

have a local maximum 0 at $x$, and so

$$
A g_{ \pm}^{\varepsilon}(x)= \pm(A f(x)-A \tilde{f}(x))-\varepsilon \sum_{i} a_{i i}(x) \leq 0, \quad \varepsilon>0
$$

Letting $\varepsilon \rightarrow 0$, we get $A f(x)=A \tilde{f}(x)$, which shows that (24) is generally true.

We shall next prove a basic convergence theorem for Feller processes, which essentially generalizes the result for Lévy processes in Theorem 13.17.

Theorem 17.25 (convergence, Trotter, Sova, Kurtz, Mackevičius) Let X, $X^{1}, X^{2}, \ldots$ be Feller processes in $S$ with semigroups $\left(T_{t}\right),\left(T_{1, t}\right),\left(T_{2, t}\right), \ldots$ and generators $A, A_{1}, A_{2}, \ldots$, and fix a core $D$ for $A$. Then these conditions are equivalent:
(i) If $f \in D$, there exist some $f_{n} \in \operatorname{dom}\left(A_{n}\right)$ with $f_{n} \rightarrow f$ and $A_{n} f_{n} \rightarrow A f$;
(ii) $T_{n, t} \rightarrow T_{t}$ strongly for each $t>0$;
(iii) $T_{n, t} f \rightarrow T_{t} f$ for each $f \in C_{0}$, uniformly for bounded $t>0$;
(iv) if $X_{0}^{n} \xrightarrow{d} X_{0}$ in $S$, then $X^{n} \xrightarrow{d} X$ in $D\left(\mathbb{R}_{+}, \hat{S}\right)$.

For the proof we need two lemmas, the first of which extends Lemma 17.7.

Lemma 17.26 (norm inequality) Let $\left(T_{t}\right)$ and ( $T_{t}^{\prime}$ ) be Feller semigroups with generators $A$ and $A^{\prime}$, respectively, where $A^{\prime}$ is bounded. Then

$$
\begin{equation*}
\left\|T_{t} f-T_{t}^{\prime} f\right\| \leq \int_{0}^{t}\left\|\left(A-A^{\prime}\right) T_{s} f\right\| d s, \quad f \in \operatorname{dom}(A), t \geq 0 \tag{25}
\end{equation*}
$$

Proof: Fix any $f \in \operatorname{dom}(A)$ and $t>0$. Since $\left(T_{s}^{\prime}\right)$ is norm continuous, we get by Theorem 17.6

$$
\frac{\partial}{\partial s}\left(T_{t-s}^{\prime} T_{s} f\right)=T_{t-s}^{\prime}\left(A-A^{\prime}\right) T_{s} f, \quad 0 \leq s \leq t
$$

Here the right-hand side is continuous in $s$, because of the strong continuity of $\left(T_{s}\right)$, the boundedness of $A^{\prime}$, the commutativity of $A$ and $T_{s}$, and the norm continuity of $\left(T_{s}^{\prime}\right)$. Hence,

$$
T_{t} f-T_{t}^{\prime} f=\int_{0}^{t} \frac{\partial}{\partial s}\left(T_{t-s}^{\prime} T_{s} f\right) d s=\int_{0}^{t} T_{t-s}^{\prime}\left(A-A^{\prime}\right) T_{s} f d s
$$

and (25) follows by the contractivity of $T_{t-s}^{\prime}$.
We shall next establish a continuity property for the Yosida approximations $A^{\lambda}$ and $A_{n}^{\lambda}$ of $A$ and $A_{n}$, respectively.

Lemma 17.27 (continuity of Yosida approximation) Let $A, A_{1}, A_{2}, \ldots$ be generators of some Feller semigroups satisfying condition (i) of Theorem 17.25. Then $A_{n}^{\lambda} \rightarrow A^{\lambda}$ strongly for every $\lambda>0$.

Proof: By Lemma 17.8 it suffices to show that $A_{n}^{\lambda} f \rightarrow A^{\lambda} f$ for every $f \in(\lambda-A) D$. Then define $g \equiv R^{\lambda} f \in D$. By (i) we may choose some $g_{n} \in \operatorname{dom}\left(A_{n}\right)$ with $g_{n} \rightarrow g$ and $A_{n} g_{n} \rightarrow A g$. Then $f_{n} \equiv\left(\lambda-A_{n}\right) g_{n} \rightarrow$ $(\lambda-A) g=f$, and so

$$
\begin{aligned}
\left\|A_{n}^{\lambda} f-A^{\lambda} f\right\| & =\lambda^{2}\left\|R_{n}^{\lambda} f-R^{\lambda} f\right\| \\
& \leq \lambda^{2}\left\|R_{n}^{\lambda}\left(f-f_{n}\right)\right\|+\lambda^{2}\left\|R_{n}^{\lambda} f_{n}-R^{\lambda} f\right\| \\
& \leq \lambda\left\|f-f_{n}\right\|+\lambda^{2}\left\|g_{n}-g\right\| \rightarrow 0 .
\end{aligned}
$$

Proof of Theorem 17.25: First we show that (i) implies (iii). Since $D$ is dense in $C_{0}$, it is enough to verify (iii) for $f \in D$. Then choose some functions $f_{n}$ as in (i) and conclude by Lemmas 17.7 and 17.26 that, for any $n \in \mathbb{N}$ and $t, \lambda>0$,

$$
\begin{gather*}
\left\|T_{n, t} f-T_{t} f\right\| \leq\left\|T_{n, t}\left(f-f_{n}\right)\right\|+\left\|\left(T_{n, t}-T_{n, t}^{\lambda}\right) f_{n}\right\|+\left\|T_{n, t}^{\lambda}\left(f_{n}-f\right)\right\| \\
\quad+\left\|\left(T_{n, t}^{\lambda}-T_{t}^{\lambda}\right) f\right\|+\left\|\left(T_{t}^{\lambda}-T_{t}\right) f\right\| \\
\leq 2\left\|f_{n}-f\right\|+t\left\|\left(A^{\lambda}-A\right) f\right\|+t\left\|\left(A_{n}-A_{n}^{\lambda}\right) f_{n}\right\| \\
\quad+\int_{0}^{t}\left\|\left(A_{n}^{\lambda}-A^{\lambda}\right) T_{s}^{\lambda} f\right\| d s \tag{26}
\end{gather*}
$$

By Lemma 17.27 and dominated convergence, the last term tends to zero as $n \rightarrow \infty$. For the third term on the right we get

$$
\begin{aligned}
& \left\|\left(A_{n}-A_{n}^{\lambda}\right) f_{n}\right\| \leq\left\|A_{n} f_{n}-A f\right\|+\left\|\left(A-A^{\lambda}\right) f\right\| \\
& \quad+\left\|\left(A^{\lambda}-A_{n}^{\lambda}\right) f\right\|+\left\|A_{n}^{\lambda}\left(f-f_{n}\right)\right\|,
\end{aligned}
$$

which tends to $\left\|\left(A-A^{\lambda}\right) f\right\|$ by the same lemma. Hence, by (26)

$$
\limsup _{n \rightarrow \infty} \sup _{t \leq u}\left\|T_{n, t} f-T_{t} f\right\| \leq 2 u\left\|\left(A^{\lambda}-A\right) f\right\|, \quad u, \lambda>0,
$$

and the desired convergence follows by Lemma 17.7 as we let $\lambda \rightarrow \infty$.
Conversely, (iii) trivially implies (ii), so the equivalence of (i) through (iii) will follow if we can show that (ii) implies (i). Then fix any $f \in D$ and $\lambda>0$, and define $g=(\lambda-A) f$ and $f_{n}=R_{n}^{\lambda} g$. Assuming (ii), we get by dominated convergence $f_{n} \rightarrow R^{\lambda} g=f$, and since $\left(\lambda-A_{n}\right) f_{n}=g=(\lambda-A) f$, we further note that $A_{n} f_{n} \rightarrow A f$. Thus, even (i) holds.

It remains to show that conditions (i) -(iii) are equivalent to (iv). For convenience we may then assume that $S$ is compact and the semigroups $\left(T_{t}\right)$ and ( $T_{n, t}$ ) are conservative. First assume (iv). We may establish (ii) by showing for any $f \in C$ and $t>0$ that $T_{t}^{n} f\left(x_{n}\right) \rightarrow T_{t} f(x)$ whenever $x_{n} \rightarrow x$ in $S$. Then assume that $X_{0}=x$ and $X_{0}^{n}=x_{n}$. By Lemma 17.3 the process $X$ is a.s. continuous at $t$, so (iv) yields $X_{t}^{n} \xrightarrow{d} X_{t}$, and the desired convergence follows.

Conversely, assume that (i) through (iii) are fulfilled, and let $X_{0}^{n} \xrightarrow{d} X_{0}$. To obtain $X^{n} \xrightarrow{f d} X$, it is enough to show for any $f_{0}, \ldots, f_{m} \in C$ and $0=t_{0}<t_{1} \cdots t_{m}$ that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} E \prod_{k \leq m} f_{k}\left(X_{t_{k}}^{n}\right)=E \prod_{k \leq m} f_{k}\left(X_{t_{k}}\right) \tag{27}
\end{equation*}
$$

This holds by hypothesis when $m=0$. Proceeding by induction, we may use the Markov property to rewrite (27) in the form

$$
\begin{equation*}
E \prod_{k<m} f_{k}\left(X_{t_{k}}^{n}\right) \cdot T_{h_{m}}^{n} f_{m}\left(X_{t_{m-1}}^{n}\right) \rightarrow E \prod_{k<m} f_{k}\left(X_{t_{k}}\right) \cdot T_{h_{m}} f_{m}\left(X_{t_{m-1}}\right) \tag{28}
\end{equation*}
$$

where $h_{m}=t_{m}-t_{m-1}$. Now (ii) implies $T_{h_{m}}^{n} f_{m} \rightarrow T_{h_{m}} f_{m}$, so it is equivalent to prove (28) with $T_{h_{m}}^{n}$ replaced by $T_{h_{m}}$. The resulting condition is of the form (27) with $m$ replaced by $m-1$. This completes the induction and shows that $X^{n} \xrightarrow{f d} X$.

To strengthen the conclusion to $X^{n} \xrightarrow{d} X$, it suffices by Theorems 14.10 and 14.11 to show that $\rho\left(X_{\tau_{n}}^{n}, X_{\tau_{n}+h_{n}}^{n}\right) \xrightarrow{P} 0$ for any finite optional times $\tau_{n}$ and positive constants $h_{n} \rightarrow 0$. By the strong Markov property we may prove instead that $\rho\left(X_{0}^{n}, X_{h_{n}}^{n}\right) \xrightarrow{P} 0$ for any initial distributions $\nu_{n}$. In view of the compactness of $S$ and Theorem 14.3, we may then assume that $\nu_{n} \xrightarrow{w} \nu$ for some probability measure $\nu$. Fixing any $f, g \in C$ and noting that $T_{h_{n}}^{n} g \rightarrow g$ by (iii), we get

$$
E f\left(X_{0}^{n}\right) g\left(X_{h_{n}}^{n}\right)=E f T_{h_{n}}^{n} g\left(X_{0}^{n}\right) \rightarrow E f g\left(X_{0}\right)
$$

where $P \circ X_{0}^{-1}=\nu$. Then $\left(X_{0}^{n}, X_{h_{n}}^{n}\right) \xrightarrow{d}\left(X_{0}, X_{0}\right)$ as before, and in particular $\rho\left(X_{0}^{n}, X_{h_{n}}^{n}\right) \xrightarrow{d} \rho\left(X_{0}, X_{0}\right)=0$. This completes the proof of (iv).

From the last theorem and its proof we may easily deduce a similar approximation property for discrete-time Markov chains. The result extends the approximations for random walks obtained in Corollary 13.20 and Theorem 14.14.

Theorem 17.28 (approximation of Markov chains) Let $Y^{1}, Y^{2}, \ldots$ be dis-crete-time Markov chains in $S$ with transition operators $U_{1}, U_{2}, \ldots$, and consider a Feller process $X$ in $S$ with semigroup $\left(T_{t}\right)$ and generator $A$. Fix a core $D$ for $A$, and assume that $0<h_{n} \rightarrow 0$. Then conditions (i) through (iv) of Theorem 17.25 remain equivalent for the operators and processes

$$
A_{n}=h_{n}^{-1}\left(U_{n}-I\right), \quad T_{n, t}=U_{n}^{\left[t / h_{n}\right]}, \quad X_{t}^{n}=Y_{\left[t / h_{n}\right]}^{n}
$$

Proof: Let $N$ be an independent, unit-rate Poisson process, and note that the processes $\tilde{X}_{t}^{n}=Y^{n} \circ N_{t / h_{n}}$ are pseudo-Poisson with generators $A_{n}$. Theorem 17.25 shows that (i) is equivalent to (iv) with $X^{n}$ replaced by $\tilde{X}^{n}$. By the strong law of large numbers for $N$ together with Theorem 3.28, it is further seen that (iv) holds simultaneously for the processes $X^{n}$ and $\tilde{X}^{n}$. Thus, (i) and (iv) are equivalent.

Since $X$ is a.s. continuous at fixed times, condition (iv) yields $X_{t_{n}}^{n} \xrightarrow{d} X_{t}$ whenever $t_{n} \rightarrow t$ and the processes $X^{n}$ and $X$ start at fixed points $x_{n} \rightarrow x$ in $\hat{S}$. Hence, $T_{n, t_{n}} f\left(x_{n}\right) \rightarrow T_{t} f(x)$ for any $f \in \hat{C}$, and (iii) follows. Since (iii) trivially implies (ii), it remains to show that (ii) implies (i).

Arguing as in the preceding proof, we need to show for any $\lambda>0$ and $g \in C_{0}$ that $\tilde{R}_{n}^{\lambda} g \rightarrow R^{\lambda} g$, where $\tilde{R}_{n}^{\lambda}=\left(\lambda-A_{n}\right)^{-1}$. Now (ii) yields $R_{n}^{\lambda} g \rightarrow R^{\lambda} g$, where $R_{n}^{\lambda}=\int e^{-\lambda t} T_{n, t} d t$, so it remains to prove that $\left(R_{n}^{\lambda}-\tilde{R}_{n}^{\lambda}\right) g \rightarrow 0$. Then note that

$$
\lambda R_{n}^{\lambda} g-\lambda \tilde{R}_{n}^{\lambda} g=E g\left(Y_{\kappa_{n}-1}^{n}\right)-E g\left(Y_{\tilde{\kappa}_{n}-1}^{n}\right),
$$

where the random variables $\kappa_{n}$ and $\tilde{\kappa}_{n}$ are independent of $Y^{n}$ and geometrically distributed with parameters $p_{n}=1-e^{-\lambda h_{n}}$ and $\tilde{p}_{n}=\lambda h_{n}\left(1+\lambda h_{n}\right)^{-1}$, respectively. Since $p_{n} \sim \tilde{p}_{n}$, we have $\left\|P \circ \kappa_{n}^{-1}-P \circ \tilde{\kappa}_{n}^{-1}\right\| \rightarrow 0$, and the desired convergence follows by Fubini's theorem.

## Exercises

1. Examine how the proofs of Theorems 17.4 and 17.6 can be simplified if we assume $\left(\mathrm{F}_{3}\right)$ instead of the weaker condition $\left(\mathrm{F}_{2}\right)$.
2. Deduce Theorem 14.14 from Theorem 17.28. Similarly, specialize Theorem 17.25 to the case of Lévy processes.

## Chapter 18

## Stochastic Differential Equations and Martingale Problems


#### Abstract

Linear equations and Ornstein-Uhlenbeck processes; strong existence, uniqueness, and nonexplosion criteria; weak solutions and local martingale problems; well-posedness and measurability; pathwise uniqueness and functional solution; weak existence and continuity; transformation of SDEs; strong Markov and Feller properties


In this chapter we shall study classical stochastic differential equations (SDEs) driven by a Brownian motion and clarify the connection with the associated local martingale problems. Originally, the mentioned equations were devised to provide a pathwise construction of diffusions and more general continuous semimartingales. They have later turned out to be useful in a wide range of applications, where they may provide models for a diversity of dynamical systems with random perturbations. The coefficients determine a possibly time-dependent elliptic operator $A$ as in Theorem 17.24 , which suggests the associated martingale problem of finding a process $X$ such that the processes $M^{f}$ in Lemma 17.21 become martingales. It turns out to be essentially equivalent for $X$ to be a weak solutions to the given SDE, as will be seen from the fundamental Theorem 18.7.

The theory of SDEs utilizes the basic notions and ideas of stochastic calculus, as developed in Chapters 15 and 16. Occasional references will be made to other chapters, such as to Chapter 5 for conditional independence, to Chapter 6 for martingale theory, to Chapter 14 for weak convergence, and to Chapter 17 for Feller processes. Some further aspects of the theory are displayed at the beginning of Chapter 20 as well as in Theorems 21.2 and 23.8 .

The SDEs studied in this chapter are typically of the form

$$
\begin{equation*}
d X_{t}^{i}=\sigma_{j}^{i}(t, X) d B_{t}^{j}+b^{i}(t, X) d t, \tag{1}
\end{equation*}
$$

or more explicitly,

$$
\begin{equation*}
X_{t}^{i}=X_{0}^{i}+\sum_{j} \int_{0}^{t} \sigma_{j}^{i}(s, X) d B_{s}^{j}+\int_{0}^{t} b^{i}(s, X) d s, \quad t \geq 0 \tag{2}
\end{equation*}
$$

Here $B=\left(B^{1}, \ldots, B^{r}\right)$ is a Brownian motion in $\mathbb{R}^{r}$ with respect to some filtration $\mathcal{F}$, and the solution $X=\left(X^{1}, \ldots, X^{d}\right)$ is a continuous $\mathcal{F}$-semimartingale in $\mathbb{R}^{d}$. Furthermore, the coefficients $\sigma$ and $b$ are progressive functions of suitable dimension, defined on the canonical path space $C\left(\mathbb{R}_{+}, \mathbb{R}^{d}\right)$ equipped with the induced filtration $\mathcal{G}_{t}=\sigma\left\{w_{s} ; s \leq t\right\}, t \geq 0$. For convenience we shall often refer to (1) as equation $(\sigma, b)$.

For the integrals in (2) to exist in the sense of Itô and Lebesgue integration, $X$ has to fulfill the integrability conditions

$$
\begin{equation*}
\int_{0}^{t}\left(\left|a^{i j}(s, X)\right|+\left|b^{i}(s, X)\right|\right) d s<\infty \quad \text { a.s. }, \quad t \geq 0 \tag{3}
\end{equation*}
$$

where $a^{i j}=\sigma_{k}^{i} \sigma_{k}^{j}$ or $a=\sigma \sigma^{\prime}$, and the bars denote any norms in the spaces of $d \times d$-matrices and $d$-vectors, respectively. For the existence and adaptedness of the right-hand side, it is also necessary that the integrands in (2) be progressive. This is ensured by the following result.

Lemma 18.1 (progressive functions) Let the function $f$ on $\mathbb{R}_{+} \times C\left(\mathbb{R}_{+}, \mathbb{R}^{d}\right)$ be progressive for the induced filtration $\mathcal{G}$ on $C\left(\mathbb{R}_{+}, \mathbb{R}^{d}\right)$, and let $X$ be a continuous and $\mathcal{F}$-adapted process in $\mathbb{R}^{d}$. Then the process $Y_{t}=f(t, X)$ is $\mathcal{F}$-progressive.

Proof: Fix any $t \geq 0$. Since $X$ is adapted, we note that $\pi_{s}(X)=X_{s}$ is $\mathcal{F}_{t}$-measurable for every $s \leq t$, where $\pi_{s}(w)=w_{s}$ on $C\left(\mathbb{R}_{+}, \mathbb{R}^{d}\right)$. Since $\mathcal{G}_{t}=\sigma\left\{\pi_{s} ; s \leq t\right\}$, Lemma 1.4 shows that $X$ is $\mathcal{F}_{t} / \mathcal{G}_{t}$-measurable. Hence, by Lemma 1.8 the mapping $\varphi(s, \omega)=(s, X(\omega))$ is $\mathcal{B}_{t} \otimes \mathcal{F}_{t} / \mathcal{B}_{t} \otimes \mathcal{G}_{t}$-measurable from $[0, t] \times \Omega$ to $[0, t] \times C\left(\mathbb{R}_{+}, \mathbb{R}^{d}\right)$, where $\mathcal{B}_{t}=\mathcal{B}[0, t]$. Also note that $f$ is $\mathcal{B}_{t} \otimes \mathcal{G}_{t}$-measurable on $[0, t] \times C\left(\mathbb{R}_{+}, \mathbb{R}^{d}\right)$, since $f$ is progressive. By Lemma 1.7 we conclude that $Y=f \circ \varphi$ is $\mathcal{B}_{t} \otimes \mathcal{F}_{t} / \mathcal{B}$-measurable on $[0, t] \times \Omega$.

Equation (2) exhibits the solution process $X$ as an $\mathbb{R}^{d}$-valued semimartingale with drift components $b^{i}(X) \cdot \lambda$ and covariation processes $\left[X^{i}, X^{j}\right]=$ $a^{i j}(X) \cdot \lambda$, where $a^{i j}(w)=a^{i j}(\cdot, w)$ and $b^{i}(w)=b^{i}(\cdot, w)$. It is natural to regard the densities $a(t, X)$ and $b(t, X)$ as the local characteristics of $X$ at time $t$. Of special interest is the diffusion case, where $\sigma$ and $b$ have the form

$$
\begin{equation*}
\sigma(t, w)=\sigma\left(w_{t}\right), \quad b(t, w)=b\left(w_{t}\right), \quad t \geq 0, w \in C\left(\mathbb{R}_{+}, \mathbb{R}^{d}\right) \tag{4}
\end{equation*}
$$

for some measurable functions on $\mathbb{R}^{d}$. In that case the local characteristics at time $t$ depend only on the current position $X_{t}$ of the process, and the progressivity holds automatically.

We shall distinguish between strong and weak solutions to an $\operatorname{SDE}(\sigma, b)$. For the former, the filtered probability space $(\Omega, \mathcal{F}, P)$ is regarded as given, along with an $\mathcal{F}$-Brownian motion $B$ and an $\mathcal{F}_{0}$-measurable random vector $\xi$. A strong solution is then defined as an adapted process $X$ with $X_{0}=\xi$ a.s. satisfying (1). In case of a weak solution, only the initial distribution $\mu$
is given, and the solution consists of the triple $(\Omega, \mathcal{F}, P)$ together with an $\mathcal{F}$ Brownian motion $B$ and an adapted process $X$ with $P \circ X_{0}^{-1}=\mu$ satisfying (1).

This leads to different notions of existence and uniqueness for a given equation $(\sigma, b)$. Thus, weak existence is said to hold for the initial distribution $\mu$ if there is a corresponding weak solution $(\Omega, \mathcal{F}, P, B, X)$. By contrast, strong existence for the given $\mu$ means that there is a strong solution $X$ for every basic triple $(\mathcal{F}, B, \xi)$ such that $\xi$ has distribution $\mu$. We further say that uniqueness in law holds for the initial distribution $\mu$ if the corresponding weak solutions $X$ have the same distribution. Finally, we say that pathwise uniqueness holds for the initial distribution $\mu$ if, for any two solutions $X$ and $Y$ on a common filtered probability space with a given Brownian motion $B$ such that $X_{0}=Y_{0}$ a.s. with distribution $\mu$, we have $X=Y$ a.s.

One of the simplest SDEs is the Langevin equation

$$
\begin{equation*}
d X_{t}=d B_{t}-X_{t} d t \tag{5}
\end{equation*}
$$

which is of great importance for both theory and applications. Integrating by parts, we get from (5) the equation

$$
d\left(e^{t} X_{t}\right)=e^{t} d X_{t}+e^{t} X_{t} d t=e^{t} d B_{t}
$$

which possesses the explicit solution

$$
\begin{equation*}
X_{t}=e^{-t} X_{0}+\int_{0}^{t} e^{-(t-s)} d B_{s}, \quad t \geq 0 \tag{6}
\end{equation*}
$$

recognized as an Ornstein-Uhlenbeck process. Conversely, the process in (6) is easily seen to satisfy (5). We may further note that $\theta_{t} X \xrightarrow{d} Y$ as $t \rightarrow \infty$, where $Y$ denotes the stationary version of the process considered in Chapter 11. We can also get the stationary version directly from (6), by choosing $X_{0}$ to be $N\left(0, \frac{1}{2}\right)$ and independent of $B$.

We turn to a more general class of equations that can be solved explicitly. A further extension appears in Theorem 23.8.

Proposition 18.2 (linear equations) Let $U$ and $V$ be continuous semimartingales, and put $Z=\exp \left(V-V_{0}-\frac{1}{2}[V]\right)$. Then the equation $d X=$ $d U+X d V$ has the unique solution

$$
\begin{equation*}
X=Z\left\{X_{0}+Z^{-1} \cdot(U-[U, V])\right\} \tag{7}
\end{equation*}
$$

Proof: Define $Y=X / Z$. Integrating by parts and noting that $d Z=Z d V$, we get

$$
\begin{equation*}
d U=d X-X d V=Y d Z+Z d Y+d[Y, Z]-X d V=Z d Y+d[Y, Z] \tag{8}
\end{equation*}
$$

and, in particular,

$$
\begin{equation*}
[U, V]=Z \cdot[Y, V]=[Y, Z] . \tag{9}
\end{equation*}
$$

Substituting (9) into (8) yields $Z d Y=d U-d[U, V]$, which implies $d Y=$ $Z^{-1} d(U-[U, V])$. To get (7) it remains to integrate from 0 to $t$ and note that $Y_{0}=X_{0}$. Since all steps are reversible, the same argument shows that (7) is indeed a solution.

Though most SDEs have no explicit solution, we may still derive general conditions for strong existence, pathwise uniqueness, and continuous dependence on the initial conditions, by imitating the well-known Picard iteration for ordinary differential equations. Recall that the relation $\lesssim$ denotes inequality up to a constant factor.

Theorem 18.3 (strong solutions and stochastic flows, Itô) Let $\sigma$ and $b$ be bounded progressive functions satisfying a Lipschitz condition

$$
\begin{equation*}
\left(\sigma(w)-\sigma\left(w^{\prime}\right)\right)_{t}^{*}+\left(b(w)-b\left(w^{\prime}\right)\right)_{t}^{*} \leq\left(w-w^{\prime}\right)_{t}^{*}, \quad t \geq 0 \tag{10}
\end{equation*}
$$

and fix a Brownian motion $B$ in $\mathbb{R}^{r}$ with respect to some complete filtration $\mathcal{F}$. Then there exists a jointly continuous process $X=\left(X_{t}^{x}\right)$ on $\mathbb{R}_{+} \times \mathbb{R}^{d}$ such that for any $\mathcal{F}_{0}$-measurable random vector $\xi$ in $\mathbb{R}^{d}$, equation $(\sigma, b)$ has the a.s. unique solution $X^{\xi}$ starting at $\xi$.

For one-dimensional diffusion equations, a stronger result is established in Theorem 20.3. The solution process $X=\left(X_{t}^{x}\right)$ on $\mathbb{R}_{+} \times \mathbb{R}^{d}$ is called the stochastic flow generated by $B$. Our proof will be based on two lemmas, and we begin with an elementary estimate.

Lemma 18.4 (Gronwall) Let $f$ be a continuous function on $\mathbb{R}_{+}$such that

$$
\begin{equation*}
f(t) \leq a+b \int_{0}^{t} f(s) d s, \quad t \geq 0 \tag{11}
\end{equation*}
$$

for some $a, b \geq 0$. Then $f(t) \leq a e^{b t}$ for all $t \geq 0$.
Proof: We may write (11) as

$$
\frac{d}{d t}\left\{e^{-b t} \int_{0}^{t} f(s) d s\right\} \leq a e^{-b t}, \quad t \geq 0
$$

It remains to integrate over $[0, t]$ and combine with (11).
To state the next result, let $S(X)$ denote the process defined by the righthand side of (2).

Lemma 18.5 (local contraction) Let $\sigma$ and $b$ be bounded, progressive functions satisfying (10), and fix any $p \geq 2$. Then there exists some nondecreasing function $c$ on $\mathbb{R}_{+}$such that, for any continuous adapted processes $X$ and $Y$ in $\mathbb{R}^{d}$ and for arbitrary $t \geq 0$,

$$
E(S(X)-S(Y))_{t}^{* p} \leq 2 E\left|X_{0}-Y_{0}\right|^{p}+c_{t} \int_{0}^{t} E(X-Y)_{s}^{* p} d s
$$

Proof: By Proposition 15.7, condition (10), and Jensen's inequality,

$$
\begin{aligned}
& E(S(X)-S(Y))_{t}^{* p}-2 E\left|X_{0}-Y_{0}\right|^{p} \\
& \leq E((\sigma(X)-\sigma(Y)) \cdot B)_{t}^{* p}+E((b(X)-b(Y)) \cdot \lambda)_{t}^{* p} \\
& \quad \leq E\left(|\sigma(X)-\sigma(Y)|^{2} \cdot \lambda\right)_{t}^{p / 2}+E(|b(X)-b(Y)| \cdot \lambda)_{t}^{p} \\
& \leq E\left|\int_{0}^{t}(X-Y)_{s}^{* 2} d s\right|^{p / 2}+E\left|\int_{0}^{t}(X-Y)_{s}^{*} d s\right|^{p} \\
& \quad \leq\left(t^{p / 2-1}+t^{p-1}\right) \int_{0}^{t} E(X-Y)_{s}^{* p} d s .
\end{aligned}
$$

Proof of Theorem 18.3: To prove the existence, fix any $\mathcal{F}_{0}$-measurable random vector $\xi$ in $\mathbb{R}^{d}$, put $X_{t}^{0} \equiv \xi$, and define recursively $X^{n}=S\left(X^{n-1}\right)$ for $n \geq 1$. Since $\sigma$ and $b$ are bounded, we have $E\left(X^{1}-X^{0}\right)_{t}^{* 2}<\infty$, and by Lemma 18.5

$$
E\left(X^{n+1}-X^{n}\right)_{t}^{* 2} \leq c_{t} \int_{0}^{t} E\left(X^{n}-X^{n-1}\right)_{s}^{* 2} d s, \quad t \geq 0, n \geq 1
$$

Hence, by induction,

$$
E\left(X^{n+1}-X^{n}\right)_{t}^{* 2} \leq \frac{c_{t}^{n} t^{n}}{n!} E\left(X^{1}-\xi\right)_{t}^{* 2}<\infty, \quad t, n \geq 0
$$

For any $k \in \mathbb{N}$ we get

$$
\begin{aligned}
\left\|\sup _{n \geq k}\left(X^{n}-X^{k}\right)_{t}^{*}\right\|_{2} & \leq \sum_{n \geq k}\left\|\left(X^{n+1}-X^{n}\right)_{t}^{*}\right\|_{2} \\
& \leq\left\|\left(X^{1}-\xi\right)_{t}^{*}\right\|_{2} \sum_{n \geq k}\left(c_{t}^{n} t^{n} / n!\right)^{1 / 2}<\infty .
\end{aligned}
$$

Thus, by Lemma 3.6 there exists a continuous adapted process $X$ with $X_{0}=\xi$ such that $\left(X^{n}-X\right)_{t}^{*} \rightarrow 0$ a.s. and in $L^{2}$ for each $t \geq 0$. To see that $X$ solves equation ( $\sigma, b$ ), we may use Lemma 18.5 to obtain

$$
E\left(X^{n}-S(X)\right)_{t}^{* 2} \leq c_{t} \int_{0}^{t} E\left(X^{n-1}-X\right)_{s}^{* 2} d s, \quad t \geq 0
$$

As $n \rightarrow \infty$, we get $E(X-S(X))_{t}^{* 2}=0$ for all $t$, which implies $X=S(X)$ a.s.

Now consider any two solutions $X$ and $Y$ with $\left|X_{0}-Y_{0}\right| \leq \varepsilon$ a.s. By Lemma 18.5 we get for any $p \geq 2$

$$
E(X-Y)_{t}^{* p} \leq 2 \varepsilon^{p}+c_{t} \int_{0}^{t} E(X-Y)_{s}^{* p} d s, \quad t \geq 0
$$

and by Lemma 18.4 it follows that

$$
\begin{equation*}
E(X-Y)_{t}^{* p} \leq 2 \varepsilon^{p} e^{c_{t} t}, \quad t \geq 0 \tag{12}
\end{equation*}
$$

If $X_{0}=Y_{0}$ a.s., we may take $\varepsilon=0$ and conclude that $X=Y$ a.s., which proves the asserted uniqueness. Letting $X^{x}$ denote the solution $X$ with $X_{0}=x$ a.s., we get by (12)

$$
E\left|X^{x}-X^{y}\right|_{t}^{* p} \leq 2|x-y|^{p} e^{c_{t} t}, \quad t \geq 0
$$

Taking $p>d$ and applying Theorem 2.23 for each $T>0$ with the metric $\rho_{T}(f, g)=(f-g)_{T}^{*}$, we conclude that the process $\left(X_{t}^{x}\right)$ has a jointly continuous version on $\mathbb{R}_{+} \times \mathbb{R}^{d}$.

From the construction we note that if $X$ and $Y$ are solutions with $X_{0}=\xi$ and $Y_{0}=\eta$ a.s., then $X=Y$ a.s. on the set $\{\xi=\eta\}$. In particular, $X=X^{\xi}$ a.s. when $\xi$ takes countably many values. In general, we may approximate $\xi$ uniformly by random vectors $\xi_{1}, \xi_{2}, \ldots$ in $\mathbb{Q}^{d}$, and by (12) we get $X_{t}^{\xi_{n}} \rightarrow X_{t}$ in $L^{2}$ for all $t \geq 0$. Since also $X_{t}^{\xi_{n}} \rightarrow X_{t}^{\xi}$ a.s. by the continuity of the flow, it follows that $X_{t}=X_{t}^{\xi}$ a.s.

It is often useful to allow the solutions to explode. As in Chapter 17, we may then introduce an absorbing state $\Delta$ at infinity, so that the path space becomes $C\left(\mathbb{R}_{+}, \overline{\mathbb{R}^{d}}\right)$ with $\overline{\mathbb{R}^{d}}=\mathbb{R}^{d} \cup\{\Delta\}$. Define $\zeta_{n}=\inf \left\{t ;\left|X_{t}\right| \geq n\right\}$ for each $n$, put $\zeta=\sup _{n} \zeta_{n}$, and let $X_{t}=\Delta$ for $t \geq \zeta$. Given a Brownian motion $B$ in $\mathbb{R}^{r}$ and an adapted process $X$ in the extended path space, we say that $X$ or the pair $(X, B)$ solves equation $(\sigma, b)$ on the interval $[0, \zeta)$ if

$$
\begin{equation*}
X_{t \wedge \zeta_{n}}=X_{0}+\int_{0}^{t \wedge \zeta_{n}} \sigma(s, X) d B_{s}+\int_{0}^{t \wedge \zeta_{n}} b(s, X) d s, \quad t \geq 0, n \in \mathbb{N} \tag{13}
\end{equation*}
$$

When $\zeta<\infty$, we have $\left|X_{\zeta_{n}}\right| \rightarrow \infty$, and $X$ is said to explode at time $\zeta$.
Conditions for the existence and uniqueness of possibly exploding solutions may be obtained from Theorem 18.3 by suitable localization. The following result is then useful to decide whether explosion can actually occur.

Proposition 18.6 (explosion) Equation $(\sigma, b)$ has no exploding solution if

$$
\begin{equation*}
\sigma(x)_{t}^{*}+b(x)_{t}^{*} \leq 1+x_{t}^{*}, \quad t \geq 0 \tag{14}
\end{equation*}
$$

Proof: By Proposition 15.16 we may assume that $X_{0}$ is bounded. From (13) and (14) we get for suitable constants $c_{t}<\infty$

$$
E X_{t \wedge \zeta_{n}}^{* 2} \leq 2 E\left|X_{0}\right|^{2}+c_{t} \int_{0}^{t}\left(1+E X_{s \wedge \zeta_{n}}^{* 2}\right) d s, \quad t \geq 0, n \in \mathbb{N}
$$

and so by Lemma 18.4

$$
1+E X_{t \wedge \zeta_{n}}^{* 2} \leq\left(1+2 E\left|X_{0}\right|^{2}\right) \exp \left(c_{t} t\right)<\infty, \quad t \geq 0, n \in \mathbb{N}
$$

As $n \rightarrow \infty$, we obtain $E X_{t \wedge \zeta}^{* 2}<\infty$, which implies $\zeta>t$ a.s.
Our next aim is to characterize weak solutions to equation $(\sigma, b)$ by a martingale property that involves only the solution $X$. Then define

$$
\begin{equation*}
M_{t}^{f}=f\left(X_{t}\right)-f\left(X_{0}\right)-\int_{0}^{t} A_{s} f(X) d s, \quad t \geq 0, f \in C_{K}^{\infty} \tag{15}
\end{equation*}
$$

where the operators $A_{s}$ are given by

$$
\begin{equation*}
A_{s} f(x)=\frac{1}{2} a^{i j}(s, x) f_{i j}^{\prime \prime}\left(x_{s}\right)+b^{i}(s, x) f_{i}^{\prime}\left(x_{s}\right), \quad s \geq 0, f \in C_{K}^{\infty} \tag{16}
\end{equation*}
$$

In the diffusion case we may replace the integrand $A_{s} f(X)$ in (15) by the expression $A f\left(X_{s}\right)$, where $A$ denotes the elliptic operator

$$
\begin{equation*}
A f(x)=\frac{1}{2} a^{i j}(x) f_{i j}^{\prime \prime}(x)+b^{i}(x) f_{i}^{\prime}(x), \quad f \in C_{K}^{\infty}, x \in \mathbb{R}^{d} \tag{17}
\end{equation*}
$$

A continuous process $X$ in $\mathbb{R}^{d}$ or its distribution $P$ is said to solve the local martingale problem for $(a, b)$ if $M^{f}$ is a local martingale for every $f \in$ $C_{K}^{\infty}$. When $a$ and $b$ are bounded, it is clearly equivalent for $M^{f}$ to be a true martingale, and the original problem turns into a martingale problem. The (local) martingale problem for $(a, b)$ with initial distribution $\mu$ is said to be well posed if it has exactly one solution $P_{\mu}$. For degenerate initial distributions $\delta_{x}$, we may write $P_{x}$ instead of $P_{\delta_{x}}$. The next result gives the basic equivalence between weak solutions to an SDE and solutions to the associated local martingale problem.

Theorem 18.7 (weak solutions and martingale problems, Stroock and Varadhan) Let $\sigma$ and $b$ be progressive, and fix any probability measure $P$ on $C\left(\mathbb{R}_{+}, \mathbb{R}^{d}\right)$. Then equation $(\sigma, b)$ has a weak solution with distribution $P$ iff $P$ solves the local martingale problem for $\left(\sigma \sigma^{\prime}, b\right)$.

Proof: Write $a=\sigma \sigma^{\prime}$. If $(X, B)$ solves equation $(\sigma, b)$, then

$$
\left[X^{i}, X^{j}\right]=\left[\sigma_{k}^{i}(X) \cdot B^{k}, \sigma_{l}^{j}(X) \cdot B^{l}\right]=\sigma_{k}^{i} \sigma_{l}^{j}(X) \cdot\left[B^{k}, B^{l}\right]=a^{i j}(X) \cdot \lambda
$$

By Itô's formula we get for any $f \in C_{K}^{\infty}$

$$
\begin{aligned}
d f\left(X_{t}\right) & =f_{i}^{\prime}\left(X_{t}\right) d X_{t}^{i}+\frac{1}{2} f_{i j}^{\prime \prime}\left(X_{t}\right) d\left[X^{i}, X^{j}\right]_{t} \\
& =f_{i}^{\prime}\left(X_{t}\right) \sigma_{j}^{i}(t, X) d B_{t}^{j}+A_{t} f(X) d t .
\end{aligned}
$$

Hence, $d M_{t}^{f}=f_{i}^{\prime}\left(X_{t}\right) \sigma_{j}^{i}(t, X) d B_{t}^{j}$, and so $M^{f}$ is a local martingale.
Conversely, assume that $X$ solves the local martingale problem for $(a, b)$. Considering functions $f_{n}^{i} \in C_{K}^{\infty}$ with $f_{n}^{i}(x)=x^{i}$ for $|x| \leq n$, it is clear by a localization argument that the processes

$$
\begin{equation*}
M_{t}^{i}=X_{t}^{i}-X_{0}^{i}-\int_{0}^{t} b^{i}(s, X) d s, \quad t \geq 0 \tag{18}
\end{equation*}
$$

are continuous local martingales. Similarly, we may choose $f_{n}^{i j} \in C_{K}^{\infty}$ with $f_{n}^{i j}(x)=x^{i} x^{j}$ for $|x| \leq n$, to obtain the local martingales

$$
M^{i j}=X^{i} X^{j}-X_{0}^{i} X_{0}^{j}-\left(X^{i} \beta^{j}+X^{j} \beta^{i}+\alpha^{i j}\right) \cdot \lambda,
$$

where $\alpha^{i j}=a^{i j}(X)$ and $\beta^{i}=b^{i}(X)$. Integrating by parts and using (18), we get

$$
\begin{aligned}
M^{i j} & =X^{i} \cdot X^{j}+X^{j} \cdot X^{i}+\left[X^{i}, X^{j}\right]-\left(X^{i} \beta^{j}+X^{j} \beta^{i}+\alpha^{i j}\right) \cdot \lambda \\
& =X^{i} \cdot M^{j}+X^{j} \cdot M^{i}+\left[M^{i}, M^{j}\right]-\alpha^{i j} \cdot \lambda
\end{aligned}
$$

Hence, the last two terms on the right form a local martingale, and so by Proposition 15.2

$$
\left[M^{i}, M^{j}\right]_{t}=\int_{0}^{t} a^{i j}(s, X) d s, \quad t \geq 0
$$

By Theorem 16.12 there will then exist some Brownian motion $B$ with respect to a standard extension of the original filtration such that

$$
M_{t}^{i}=\int_{0}^{t} \sigma_{k}^{i}(s, X) d B_{s}^{k}, \quad t \geq 0
$$

Substituting this into (18) yields (2), which means that the pair $(X, B)$ solves equation $(\sigma, b)$.

For subsequent needs, we note that the previous construction can be made measurable in the following sense.

Lemma 18.8 (functional representation) Let $\sigma$ and $b$ be progressive. Then there exists some measurable mapping

$$
F: \mathcal{P}\left(C\left(\mathbb{R}_{+}, \mathbb{R}^{d}\right)\right) \times C\left(\mathbb{R}_{+}, \mathbb{R}^{d}\right) \times[0,1] \rightarrow C\left(\mathbb{R}_{+}, \mathbb{R}^{r}\right)
$$

such that if $X$ is a process with distribution $P$ that solves the local martingale problem for $\left(\sigma \sigma^{\prime}, b\right)$ and if $\vartheta \Perp X$ is $U(0,1)$, then $B=F(P, X, \vartheta)$ is a Brownian motion in $\mathbb{R}^{r}$ and the pair $(X, B)$ with induced filtration solves equation $(\sigma, b)$.

Proof: In the previous construction of $B$, the only nonelementary step is the stochastic integration with respect to $(X, Y)$ in Theorem 16.12, where $Y$ is an independent Brownian motion, and the integrand is a progressive function of $X$ obtained by some elementary matrix algebra. Since the pair $(X, Y)$ is again a solution to a local martingale problem, Proposition 15.27 yields the desired functional representation.

Combining the martingale formulation with a compactness argument, we may deduce some general existence and continuity results.

Theorem 18.9 (weak existence and continuity, Skorohod) Let $a$ and $b$ be bounded and progressive, and such that for each $t \geq 0$ the functions $a(t, \cdot)$ and $b(t, \cdot)$ are continuous on $C\left(\mathbb{R}_{+}, \mathbb{R}^{d}\right)$. Then the martingale problem for $(a, b)$ has a solution $P_{\mu}$ for every initial distribution $\mu$. If the $P_{\mu}$ are unique, then the mapping $\mu \mapsto P_{\mu}$ is further weakly continuous.

Proof: For any $\varepsilon>0, t \geq 0$, and $x \in C\left(\mathbb{R}_{+}, \mathbb{R}^{d}\right)$, define

$$
\sigma_{\varepsilon}(t, x)=\sigma\left((t-\varepsilon)_{+}, x\right), \quad b_{\varepsilon}(t, x)=b\left((t-\varepsilon)_{+}, x\right)
$$

and let $a_{\varepsilon}=\sigma_{\varepsilon} \sigma_{\varepsilon}^{\prime}$. Since $\sigma$ and $b$ are progressive, the processes $\sigma_{\varepsilon}(s, X)$ and $b_{\varepsilon}(s, X), s \leq t$, are measurable functions of $X$ on $\left[0,(t-\varepsilon)_{+}\right]$. Hence, a strong solution $X^{\varepsilon}$ to equation $\left(\sigma_{\varepsilon}, b_{\varepsilon}\right)$ may be constructed recursively on the intervals $[(n-1) \varepsilon, n \varepsilon], n \in \mathbb{N}$, starting from an arbitrary random vector $\xi \Perp B$ in $\mathbb{R}^{d}$ with distribution $\mu$. Note in particular that $X^{\varepsilon}$ solves the martingale problem for the pair ( $a_{\varepsilon}, b_{\varepsilon}$ ).

Applying Proposition 15.7 to equation $\left(\sigma_{\varepsilon}, b_{\varepsilon}\right)$ and using the boundedness of $\sigma$ and $b$, we get for any $p>0$

$$
E \sup _{0 \leq r \leq h}\left|X_{t+r}^{\varepsilon}-X_{t}^{\varepsilon}\right|^{p} \leq h^{p / 2}+h^{p} \leq h^{p / 2}, \quad t, \varepsilon \geq 0, h \in[0,1] .
$$

For $p>2 d$ it follows by Corollary 14.9 that the family $\left\{X^{\varepsilon}\right\}$ is tight in $C\left(\mathbb{R}_{+}, \mathbb{R}^{d}\right)$, and by Theorem 14.3 we may then choose some $\varepsilon_{n} \rightarrow 0$ such that $X^{\varepsilon_{n}} \xrightarrow{d} X$ for a suitable $X$.

To see that $X$ solves the martingale problem for $(a, b)$, fix any $f \in$ $C_{K}^{\infty}$ and $s<t$, and consider an arbitrary bounded, continuous function $g: C\left([0, s], \mathbb{R}^{d}\right) \rightarrow \mathbb{R}$. We need to show that

$$
E\left\{f\left(X_{t}\right)-f\left(X_{s}\right)-\int_{s}^{t} A_{r} f(X) d r\right\} g(X)=0 .
$$

Then note that $X^{\varepsilon}$ satisfies the corresponding equation for the operators $A_{r}^{\varepsilon}$ constructed from the pair $\left(a_{\varepsilon}, b_{\varepsilon}\right)$. Writing the two conditions as $E \varphi(X)=0$ and $E \varphi_{\varepsilon}\left(X^{\varepsilon}\right)=0$, respectively, it suffices by Theorem 3.27 to show that $\varphi_{\varepsilon}\left(x_{\varepsilon}\right) \rightarrow \varphi(x)$ whenever $x_{\varepsilon} \rightarrow x$ in $C\left(\mathbb{R}_{+}, \mathbb{R}^{d}\right)$. This follows easily from the continuity conditions imposed on $a$ and $b$.

Now assume that the solutions $P_{\mu}$ are unique, and let $\mu_{n} \xrightarrow{w} \mu$. Arguing as before, it is seen that $\left(P_{\mu_{n}}\right)$ is tight, and so by Theorem 14.3 it is also relatively compact. If $P_{\mu_{n}} \xrightarrow{w} Q$ along some subsequence, we note as before that $Q$ solves the martingale problem for $(a, b)$ with initial distribution $\mu$. Hence $Q=P_{\mu}$, and the convergence extends to the original sequence.

Our next aim is to show how the well-posedness of the local martingale problem for $(a, b)$ extends from degenerate to arbitrary initial distributions. This requires a basic measurability property, which will also be needed later.

Theorem 18.10 (measurability and mixtures, Stroock and Varadhan) Let $a$ and $b$ be progressive and such that for every $x \in \mathbb{R}^{d}$ the local martingale problem for $(a, b)$ has a unique solution $P_{x}$ with initial distribution $\delta_{x}$. Then $\left(P_{x}\right)$ is a kernel from $\mathbb{R}^{d}$ to $C\left(\mathbb{R}_{+}, \mathbb{R}^{d}\right)$, and the local martingale problem for an arbitrary initial distribution $\mu$ has the unique solution $P_{\mu}=\int P_{x} \mu(d x)$.

Proof: According to the proof of Theorem 18.7, it is enough to formulate the local martingale problem in terms of functions $f$ belonging to some countable subclass $\mathcal{C} \subset C_{K}^{\infty}$, consisting of suitably truncated versions of the coordinate functions $x^{i}$ and their products $x^{i} x^{j}$. Now define $\mathcal{P}=\mathcal{P}\left(C\left(\mathbb{R}^{d}, \mathbb{R}^{d}\right)\right)$ and
$\mathcal{P}_{M}=\left\{P_{x} ; x \in \mathbb{R}^{d}\right\}$, and write $X$ for the canonical process in $C\left(\mathbb{R}_{+}, \mathbb{R}^{d}\right)$. Let $D$ denote the class of measures $P \in \mathcal{P}$ with degenerate projections $P \circ X_{0}^{-1}$. Next let $I$ consist of all measures $P \in \mathcal{P}$ such that $X$ satisfies the integrability condition (3). Finally, put $\tau_{n}^{f}=\inf \left\{t ;\left|M_{t}^{f}\right| \geq n\right\}$, and let $L$ be the class of measures $P \in \mathcal{P}$ such that the processes $M_{t}^{f, n}=M^{f}\left(t \wedge \tau_{n}^{f}\right)$ exist and are martingales under $P$ for all $f \in \mathcal{C}$ and $n \in \mathbb{N}$. Then clearly $\mathcal{P}_{M}=D \cap I \cap L$.

To prove the asserted kernel property, it is enough to show that $\mathcal{P}_{M}$ is a measurable subset of $\mathcal{P}$, since the desired measurability will then follow by Theorem A1.7 and Lemma 1.37. The measurability of $D$ is clear from Lemma 1.36 (i). Even $I$ is measurable, since the integrals on the left of (3) are measurable by Fubini's theorem. Finally, $L \cap I$ is a measurable subset of $I$, since the defining condition is equivalent to countably many relations of the form $E\left[M_{t}^{f, n}-M_{s}^{f, n} ; F\right]=0$, with $f \in \mathcal{C}, n \in \mathbb{N}, s<t$ in $\mathbb{Q}_{+}$, and $F \in \mathcal{F}_{s}$.

Now fix any probability measure $\mu$ on $\mathbb{R}^{d}$. The measure $P_{\mu}=\int P_{x} \mu(d x)$ has clearly initial distribution $\mu$, and from the previous argument we note that $P_{\mu}$ again solves the local martingale for $(a, b)$. To prove the uniqueness, let $P$ be any measure with the stated properties. Then $E\left[M_{t}^{f, n}-M_{s}^{f, n} ; F \mid\right.$ $\left.X_{0}\right]=0$ a.s. for all $f, n, s<t$, and $F$ as above, and so $P\left[\cdot \mid X_{0}\right]$ is a.s. a solution to the local martingale problem with initial distribution $\delta_{X_{0}}$. Thus, $P\left[\cdot \mid X_{0}\right]=P_{X_{0}}$ a.s., and we get $P=E P_{X_{0}}=\int P_{x} \mu(d x)=P_{\mu}$. This extends the well-posedness to arbitrary initial distributions.

We return to the basic problem of constructing a Feller diffusion with given generator $A$ in (17) as the solution to a suitable SDE or the associated martingale problem. The following result may be regarded as a converse to Theorem 17.24.

Theorem 18.11 (strong Markov and Feller properties, Stroock and Varadhan) Let $a$ and $b$ be measurable functions on $\mathbb{R}^{d}$ such that for every $x \in \mathbb{R}^{d}$ the local martingale problem for $(a, b)$ with initial distribution $\delta_{x}$ has a unique solution $P_{x}$. Then the family $\left(P_{x}\right)$ satisfies the strong Markov property. If a and $b$ are also bounded and continuous, then the equation $T_{t} f(x)=E_{x} f\left(X_{t}\right)$ defines a Feller semigroup $\left(T_{t}\right)$ on $C_{0}$, and the operator $A$ in (17) extends uniquely to the associated generator.

Proof: By Theorem 18.10 it remains to prove, for any state $x \in \mathbb{R}^{d}$ and bounded optional time $\tau$, that

$$
P_{x}\left[X \circ \theta_{\tau} \in \cdot \mid \mathcal{F}_{\tau}\right]=P_{X_{\tau}} \text { a.s. }
$$

As in the previous proof, this is equivalent to countably many relations of the form

$$
\begin{equation*}
E_{x}\left[\left\{\left(M_{t}^{f, n}-M_{s}^{f, n}\right) 1_{F}\right\} \circ \theta_{\tau} \mid \mathcal{F}_{\tau}\right]=0 \text { a.s. } \tag{19}
\end{equation*}
$$

with $s<t$ and $F \in \mathcal{F}_{s}$, where $M^{f, n}$ denotes the process $M^{f}$ stopped at $\tau_{n}=\inf \left\{t ;\left|M^{f}\right| \geq n\right\}$. Now $\theta_{\tau}^{-1} \mathcal{F}_{s} \subset \mathcal{F}_{\tau+s}$ by Lemma 6.5, and in the
diffusion case

$$
\left(M_{t}^{f, n}-M_{s}^{f, n}\right) \circ \theta_{\tau}=M_{(\tau+t) \wedge \sigma_{n}}^{f}-M_{\tau \wedge \sigma_{n}}^{f},
$$

where $\sigma_{n}=\tau+\tau_{n} \circ \theta_{\tau}$, which is again optional by Proposition 7.8. Thus, (19) follows by optional sampling from the local martingale property of $M^{f}$ under $P_{x}$.

Now assume that $a$ and $b$ are also bounded and continuous, and define $T_{t} f(x)=E_{x} f\left(X_{t}\right)$. By Theorem 18.9 we note that $T_{t} f$ is continuous for every $f \in C_{0}$ and $t>0$, and from the continuity of the paths it is clear that $T_{t} f(x)$ is continuous in $t$ for each $x$. To see that $T_{t} f \in C_{0}$, it remains to show that $\left|X_{t}^{x}\right| \xrightarrow{P} \infty$ as $|x| \rightarrow \infty$, where $X^{x}$ has distribution $P_{x}$. But this follows from the SDE by the boundedness of $\sigma$ and $b$ if for $0<r<|x|$ we write

$$
P\left\{\left|X_{t}^{x}\right|<r\right\} \leq P\left\{\left|X_{t}^{x}-x\right|>|x|-r\right\} \leq \frac{E\left|X_{t}^{x}-x\right|^{2}}{(|x|-r)^{2}} \leq \frac{t+t^{2}}{(|x|-r)^{2}}
$$

and let $|x| \rightarrow \infty$ for fixed $r$ and $t$. The last assertion is obvious from the uniqueness in law together with Theorem 17.23.

Establishing uniqueness in law is usually harder than proving weak existence. Some fairly general uniqueness criteria are obtained in Theorems 20.1 and 21.2. For the moment we shall only exhibit some transformations that may simplify the problem. The following result, based on a change of probability measure, is often useful to eliminate the drift term.

Proposition 18.12 (transformation of drift) Let $\sigma$, $b$, and $c$ be progressive functions of suitable dimension, where $c$ is bounded. Then weak existence holds simultaneously for equations $(\sigma, b)$ and $(\sigma, b+\sigma c)$. If, moreover, $c=\sigma^{\prime} h$ for some progressive function $h$, then even uniqueness in law holds simultaneously for the two equations.

Proof: Let $X$ be a weak solution to equation $(\sigma, b)$, defined on the canonical space for $(X, B)$ with induced filtration $\mathcal{F}$ and with probability measure $P$. Define $V=c(X)$, and note that $\left(V^{2} \cdot \lambda\right)_{t}$ is bounded for each $t$. By Lemma 16.18 and Corollary 16.25 there exists a probability measure $Q$ with $Q=\mathcal{E}\left(V^{\prime} \cdot B\right)_{t} \cdot P$ on $\mathcal{F}_{t}$ for each $t \geq 0$, and we note that $\tilde{B}=B-V \cdot \lambda$ is a $Q$-Brownian motion. Under $Q$ we further get by Proposition 16.20

$$
\begin{aligned}
X-X_{0} & =\sigma(X) \cdot(\tilde{B}+V \cdot \lambda)+b(X) \cdot \lambda \\
& =\sigma(X) \cdot \tilde{B}+(b+\sigma c)(X) \cdot \lambda
\end{aligned}
$$

which shows that $X$ is a weak solution to the $\operatorname{SDE}(\sigma, b+\sigma c)$. Since the same argument applies to equation $(\sigma, b+\sigma c)$ with $c$ replaced by $-c$, we conclude that weak existence holds simultaneously for the two equations.

Now let $c=\sigma^{\prime} h$, and assume that uniqueness in law holds for equation $(\sigma, b+a h)$. Further assume that $(X, B)$ solves equation $(\sigma, b)$ under both $P$
and $Q$. Choosing $V$ and $\tilde{B}$ as before, it follows that $(X, \tilde{B})$ solves equation $(\sigma, b+\sigma c)$ under the transformed distributions $\mathcal{E}\left(V^{\prime} \cdot B\right)_{t} \cdot P$ and $\mathcal{E}\left(V^{\prime} \cdot B\right)_{t} \cdot Q$ for $(X, B)$. By hypothesis the latter measures then have the same $X$-marginal, and the stated condition implies that $\mathcal{E}\left(V^{\prime} \cdot B\right)$ is $X$-measurable. Thus, the $X$-marginals agree even for $P$ and $Q$, which proves the uniqueness in law for equation $(\sigma, b)$. Again we may reverse the argument to get an implication in the other direction.

Next we shall see how an SDE of diffusion type can be transformed by a random time-change. The method is used systematically in Chapter 20 to analyze the one-dimensional case.

Proposition 18.13 (scaling) Fix some measurable functions $\sigma, b$, and $c>$ 0 on $\mathbb{R}^{d}$, where $c$ is bounded away from 0 and $\infty$. Then weak existence and uniqueness in law hold simultaneously for equations $(\sigma, b)$ and $\left(c \sigma, c^{2} b\right)$.

Proof: Assume that $X$ solves the local martingale problem for the pair $(a, b)$, and introduce the process $V=c^{2}(X) \cdot \lambda$ with inverse $\left(\tau_{s}\right)$. By optional sampling we note that $M_{\tau_{s}}^{f}, s \geq 0$, is again a local martingale, and the process $Y_{s}=X_{\tau_{s}}$ satisfies

$$
M_{\tau_{s}}^{f}=f\left(Y_{s}\right)-f\left(Y_{0}\right)-\int_{0}^{s} c^{2} A f\left(Y_{r}\right) d r
$$

Thus, $Y$ solves the local martingale problem for $\left(c^{2} a, c^{2} b\right)$.
Now let $T$ denote the mapping on $C\left(\mathbb{R}_{+}, \mathbb{R}^{d}\right)$ leading from $X$ to $Y$, and write $T^{\prime}$ for the corresponding mapping based on $c^{-1}$. Then $T$ and $T^{\prime}$ are mutual inverses, and so by the previous argument applied to both mappings, a measure $P \in \mathcal{P}\left(C\left(\mathbb{R}_{+}, \mathbb{R}^{d}\right)\right)$ solves the local martingale problem for $(a, b)$ iff $P \circ T^{-1}$ solves the corresponding problem for $\left(c^{2} a, c^{2} b\right)$. Thus, both existence and uniqueness hold simultaneously for the two problems. By Theorem 18.7 the last statement translates immediately into a corresponding assertion for the SDEs.

Our next aim is to examine the connection between weak and strong solutions. Under appropriate conditions, we shall further establish the existence of a universal functional solution. To explain the subsequent terminology, let $\mathcal{G}$ be the filtration induced by the identity mapping $(\xi, B)$ on the canonical space $\Omega=\mathbb{R}^{d} \times C\left(\mathbb{R}_{+}, \mathbb{R}^{r}\right)$, so that $\mathcal{G}_{t}=\sigma\left\{\xi, B^{t}\right), t \geq 0$, where $B_{s}^{t}=B_{s \wedge t}$. Writing $W^{r}$ for the $r$-dimensional Wiener measure, we may introduce for any $\mu \in \mathcal{P}\left(\mathbb{R}^{d}\right)$ the $\left(\mu \otimes W^{r}\right)$-completion $\mathcal{G}_{t}^{\mu}$ of $\mathcal{G}_{t}$. The universal completion $\overline{\mathcal{G}}_{t}$ is defined as $\bigcap_{\mu} \mathcal{G}_{t}^{\mu}$, and we say that a function

$$
\begin{equation*}
F: \mathbb{R}^{d} \times C\left(\mathbb{R}_{+}, \mathbb{R}^{r}\right) \rightarrow C\left(\mathbb{R}_{+}, \mathbb{R}^{d}\right) \tag{20}
\end{equation*}
$$

is universally adapted if it is adapted to the filtration $\overline{\mathcal{G}}=\left(\overline{\mathcal{G}}_{t}\right)$.

Theorem 18.14 (pathwise uniqueness and functional solution) Let $\sigma$ and $b$ be progressive and such that weak existence and pathwise uniqueness hold for solutions to equation $(\sigma, b)$ starting at fixed points. Then strong existence and uniqueness in law hold for any initial distribution, and there exists some measurable and universally adapted function $F$ as in (20) such that every solution $(X, B)$ to equation $(\sigma, b)$ satisfies $X=F\left(X_{0}, B\right)$ a.s.

Note in particular that the function $F$ above is independent of initial distribution $\mu$. A key step in the proof is to establish the corresponding result for a fixed $\mu$, which will be done in Lemma 18.17. Two further lemmas will be needed, and we begin with a statement that clarifies the connection between adaptedness, strong existence, and functional solutions.

Lemma 18.15 (transfer of strong solution) Consider a solution ( $X, B$ ) to equation $(\sigma, b)$ such that $X$ is adapted to the complete filtration induced by $X_{0}$ and $B$. Then $X=F\left(X_{0}, B\right)$ a.s. for some Borel-measurable function $F$ as in (20), and for any basic triple $(\mathcal{F}, \tilde{B}, \xi)$ with $\xi \stackrel{d}{=} X_{0}$, the process $\tilde{X}=F(\xi, \tilde{B})$ is $\mathcal{F}$-adapted and such that the pair $(\tilde{X}, \tilde{B})$ solves equation $(\sigma, b)$.

Proof: By Lemma 1.13 we have $X=F\left(X_{0}, B\right)$ a.s. for some Borelmeasurable function $F$ as stated. By the same result, there exists for every $t \geq 0$ a further representation of the form $X_{t}=G_{t}\left(X_{0}, B^{t}\right)$ a.s., and so $F\left(X_{0}, B\right)_{t}=G_{t}\left(X_{0}, B^{t}\right)$ a.s. Hence, $\tilde{X}_{t}=G_{t}\left(\xi, \tilde{B}^{t}\right)$ a.s., so $\tilde{X}$ is $\mathcal{F}$-adapted. Since, moreover, $(\tilde{X}, \tilde{B}) \stackrel{d}{=}(X, B)$, Proposition 15.27 shows that even the former pair solves equation $(\sigma, b)$.

Next we shall see how even weak solutions can be transferred to any given probability space with a specified Brownian motion.

Lemma 18.16 (transfer of weak solution) Let $(X, B)$ solve equation $(\sigma, b)$, and consider any basic triple $(\mathcal{F}, \tilde{B}, \xi)$ with $\xi \stackrel{d}{=} X_{0}$. Then there exists a process $\tilde{X} \Perp_{\xi, \tilde{B}} \mathcal{F}$ with $\tilde{X}_{0}=\xi$ a.s. and $(\tilde{X}, \tilde{B}) \stackrel{d}{=}(X, B)$. Furthermore, the filtration $\mathcal{G}$ induced by $(\tilde{X}, \mathcal{F})$ is a standard extension of $\mathcal{F}$, and the pair $(\tilde{X}, \tilde{B})$ with filtration $\mathcal{G}$ solves equation $(\sigma, b)$.

Proof: By Theorem 5.10 and Proposition 5.13 there exists a process $\tilde{X} \Perp_{\xi, \tilde{B}} \mathcal{F}$ satisfying $(\tilde{X}, \xi, \tilde{B}) \stackrel{d}{=}\left(X, X_{0}, B\right)$, and in particular $\tilde{X}_{0}=\xi$ a.s. To see that $\mathcal{G}$ is a standard extension of $\mathcal{F}$, fix any $t \geq 0$ and define $\tilde{B}^{\prime}=\tilde{B}-\tilde{B}^{t}$. Then $\left(\tilde{X}^{t}, \tilde{B}^{t}\right) \Perp \tilde{B}^{\prime}$ since the corresponding relation holds for $(X, B)$, and so $\tilde{X}^{t} \Perp_{\xi, \tilde{B}^{t}} \tilde{B}^{\prime}$. Since also $\tilde{X}^{t} \Perp_{\xi, \tilde{B}} \mathcal{F}$, Proposition 5.8 yields $\tilde{X}^{t} \Perp_{\xi, \tilde{B}^{t}}\left(\tilde{B}^{\prime}, \mathcal{F}\right)$ and hence $\tilde{X}^{t} \Perp_{\mathcal{F}_{t}} \mathcal{F}$. But then $\left(\tilde{X}^{t}, \mathcal{F}_{t}\right) \Perp_{\mathcal{F}_{t}} \mathcal{F}$ by Corollary 5.7 , which means that $\mathcal{G}_{t} \Perp_{\mathcal{F}_{t}} \mathcal{F}$.

Since standard extensions preserve martingales, Theorem 16.3 shows that $\tilde{B}$ remains a Brownian motion with respect to $\mathcal{G}$. As in Proposition 15.27 it may then be seen that the pair $(\tilde{X}, \tilde{B})$ solves equation $(\sigma, b)$.

We are now ready to establish the crucial relationship between pathwise uniqueness and strong existence.

Lemma 18.17 (pathwise uniqueness and strong existence, Yamada and Watanabe) Assume that weak existence and pathwise uniqueness hold for solutions to equation $(\sigma, b)$ with initial distribution $\mu$. Then even strong existence and uniqueness in law hold for such solutions, and there exists a measurable function $F_{\mu}$ as in (20) such that any solution $(X, B)$ with initial distribution $\mu$ satisfies $X=F_{\mu}\left(X_{0}, B\right)$ a.s.

Proof: Fix any solution $(X, B)$ with initial distribution $\mu$ and associated filtration $\mathcal{F}$. By Lemma 18.16 there exists some process $Y \Perp_{X_{0}, B} \mathcal{F}$ with $Y_{0}=X_{0}$ a.s. such that $(Y, B)$ solves equation $(\sigma, b)$ for the filtration $\mathcal{G}$ induced by $(Y, \mathcal{F})$. Since $\mathcal{G}$ is a standard extension of $\mathcal{F}$, the pair $(X, B)$ remains a solution for $\mathcal{G}$, and the pathwise uniqueness yields $X=Y$ a.s.

For each $t \geq 0$ we have $X^{t} \Perp_{X_{0}, B} X^{t}$ and $\left(X^{t}, B^{t}\right) \Perp\left(B-B^{t}\right)$, and so $X^{t} \Perp_{X_{0}, B^{t}} X^{t}$ a.s. by Proposition 5.8. Thus, Corollary 5.7 (ii) shows that $X$ is adapted to the complete filtration induced by $\left(X_{0}, B\right)$. Hence, by Lemma 18.15 there exists a measurable function $F_{\mu}$ with $X=F_{\mu}\left(X_{0}, B\right)$ a.s. and such that, for any basic triple $(\tilde{\mathcal{F}}, \tilde{B}, \xi)$ with $\xi \stackrel{d}{=} X_{0}$, the process $\tilde{X}=F_{\mu}(\xi, \tilde{B})$ is $\tilde{\mathcal{F}}$-adapted and solves equation $(\sigma, b)$ along with $\tilde{B}$. In particular, $\tilde{X} \stackrel{d}{=} X$ since $(\xi, \tilde{B}) \stackrel{d}{=}\left(X_{0}, B\right)$, and by the pathwise uniqueness $\tilde{X}$ is the a.s. unique solution for the given triple $(\tilde{\mathcal{F}}, \tilde{B}, \xi)$. This proves the uniqueness in law.

Proof of Theorem 18.14: By Lemma 18.17 we have uniqueness in law for solutions starting at fixed points, and Theorem 18.10 shows that the corresponding distributions $P_{x}$ form a kernel from $\mathbb{R}^{d}$ to $C\left(\mathbb{R}_{+}, \mathbb{R}^{d}\right)$. By Lemma 18.8 there exists a measurable mapping $G$ such that if $X$ has distribution $P_{x}$ and $\vartheta \Perp X$ is $U(0,1)$, then $B=G\left(P_{x}, X, \vartheta\right)$ is a Brownian motion in $\mathbb{R}^{r}$ and the pair $(X, B)$ solves equation $(\sigma, b)$. Writing $Q_{x}$ for the distribution of $(X, B)$, it is clear from Lemmas 1.35 and 1.38 (ii) that the mapping $x \mapsto Q_{x}$ is a kernel from $\mathbb{R}^{d}$ to $C\left(\mathbb{R}_{+}, \mathbb{R}^{d+r}\right)$.

Changing the notation, we may write $(X, B)$ for the canonical process in $C\left(\mathbb{R}_{+}, \mathbb{R}^{d+r}\right)$. By Lemma 18.17 we have $X=F_{x}(x, B)=F_{x}(B)$ a.s. $Q_{x}$, and so

$$
\begin{equation*}
Q_{x}[X \in \cdot \mid B]=\delta_{F_{x}(B)} \quad \text { a.s., } \quad x \in \mathbb{R}^{d} . \tag{21}
\end{equation*}
$$

By Proposition 6.26 we may choose versions $\nu_{x, w}=Q_{x}[X \in \cdot \mid B \in d w]$ that combine into a probability kernel $\nu$ from $\mathbb{R}^{d} \times C\left(\mathbb{R}_{+}, \mathbb{R}^{r}\right)$ to $C\left(\mathbb{R}_{+}, \mathbb{R}^{d}\right)$. From (21) it is further seen that $\nu_{x, w}$ is a.s. degenerate for each $x$. Since the set $D$ of degenerate measures is measurable by Lemma 1.36 (i), we may modify $\nu$ such that $\nu_{x, w} D \equiv 1$. In that case

$$
\begin{equation*}
\nu_{x, w}=\delta_{F(x, w)}, \quad x \in \mathbb{R}^{d}, w \in C\left(\mathbb{R}_{+}, \mathbb{R}^{r}\right) \tag{22}
\end{equation*}
$$

for some function $F$ as in (20), and the kernel property of $\nu$ implies that $F$ is product measurable. Comparing (21) and (22) gives $F(x, B)=F_{x}(B)$ a.s. for all $x$.

Now fix any probability measure $\mu$ on $\mathbb{R}^{d}$, and conclude as in Theorem 18.10 that $P_{\mu}=\int P_{x} \mu(d x)$ solves the local martingale problem for $(a, b)$ with initial distribution $\mu$. Hence, equation $(\sigma, b)$ has a solution $(X, B)$ with distribution $\mu$ for $X_{0}$. Since conditioning on $\mathcal{F}_{0}$ preserves martingales, the equation remains conditionally valid given $X_{0}$. By the pathwise uniqueness in the degenerate case we get $P\left[X=F\left(X_{0}, B\right) \mid X_{0}\right]=1$ a.s., and so $X=$ $F\left(X_{0}, B\right)$ a.s. In particular, the pathwise uniqueness extends to arbitrary initial distributions $\mu$.

Returning to the canonical setting, we may write $(\xi, B)$ for the identity mapping on the canonical space $\mathbb{R}^{d} \times C\left(\mathbb{R}_{+}, \mathbb{R}^{r}\right)$ with probability measure $\mu \otimes W^{r}$ and induced completed filtration $\mathcal{G}^{\mu}$. By Lemma 18.17 equation $(\sigma, b)$ has a $\mathcal{G}^{\mu}$-adapted solution $X=F_{\mu}(\xi, B)$ with $X_{0}=\xi$ a.s., and the previous discussion shows that even $X=F(\xi, B)$ a.s. Hence, $F$ is adapted to $\mathcal{G}^{\mu}$, and since $\mu$ is arbitrary, the adaptedness extends to the universal completion $\overline{\mathcal{G}}_{t}=\bigcap_{\mu} \mathcal{G}_{t}^{\mu}, t \geq 0$.

## Chapter 19

## Local Time, Excursions, and Additive Functionals


#### Abstract

Tanaka's formula and semimartingale local time; occupation density, continuity and approximation; regenerative sets and processes; excursion local time and Poisson process; Ray-Knight theorem; excessive functions and additive functionals; local time at regular point; additive functionals of Brownian motion


The central theme of this chapter is the notion of local time, which we will approach in three different ways, namely via stochastic calculus, via excursion theory, and via additive functionals. Here the first approach leads in particular to a useful extension of Itô's formula and to an interpretation of local time as an occupation density. Excursion theory will be developed for processes that are regenerative at a fixed state, and we shall prove the basic Itô representation in terms of a Poisson process of excursions on the local time scale. Among the many applications, we shall consider a version of the Ray-Knight theorem about the spatial variation of Brownian local time. Finally, we shall study continuous additive functionals (CAFs) and their potentials, prove the existence of local time at a regular point, and show that any CAF of one-dimensional Brownian motion is a mixture of local times.

The beginning of this chapter may be regarded as a continuation of the stochastic calculus developed in Chapter 15. The present excursion theory continues the elementary discussion for the discrete-time case in Chapter 7. Though the theory of CAFs is formally developed for Feller processes, few results from Chapter 17 will be needed beyond the strong Markov property and its integrated version in Corollary 17.19. Both semimartingale local time and excursion theory reappear in Chapter 20 as useful tools for studying one-dimensional SDEs and diffusions. Our discussion of CAFs of Brownian motion and their associated potentials is continued at the end of Chapter 22.

For the stochastic calculus approach to local time, consider an arbitrary continuous semimartingale $X$ in $\mathbb{R}$. The semimartingale local time $L^{0}$ of $X$ at 0 may be defined through Tanaka's formula

$$
\begin{equation*}
L_{t}^{0}=\left|X_{t}\right|-\left|X_{0}\right|-\int_{0}^{t} \operatorname{sgn}\left(X_{s}-\right) d X_{s}, \quad t \geq 0 \tag{1}
\end{equation*}
$$

where $\operatorname{sgn}(x-)=1_{(0, \infty)}(x)-1_{(-\infty, 0]}(x)$. Note that the stochastic integral on the right exists since the integrand is bounded and progressive. The process
$L^{0}$ is clearly continuous and adapted with $L_{0}^{0}=0$. To motivate the definition, we note that a formal application of Itô's rule to the function $f(x)=|x|$ yields (1) with $L_{t}^{0}=\int_{s \leq t} \delta\left(X_{s}\right) d[X]_{s}$. The following result gives the basic properties of local time at a fixed point. Here we shall say that a nondecreasing function $f$ is supported by a Borel set $A$ if the associated measure $\mu$ satisfies $\mu A^{c}=0$. The support of $f$ is the smallest closed set with this property.

Theorem 19.1 (semimartingale local time) Let $L^{0}$ be the local time at 0 of a continuous semimartingale $X$. Then $L^{0}$ is a.s. nondecreasing, continuous, and supported by the set $Z=\left\{t \geq 0 ; X_{t}=0\right\}$. Furthermore, we have a.s.

$$
\begin{equation*}
L_{t}^{0}=\left\{-\left|X_{0}\right|-\inf _{s \leq t} \int_{0}^{s} \operatorname{sgn}(X-) d X\right\} \vee 0, \quad t \geq 0 \tag{2}
\end{equation*}
$$

The proof of the last assertion depends on an elementary lemma.
Lemma 19.2 (supporting function, Skorohod) Let $f$ be a continuous function on $\mathbb{R}_{+}$with $f_{0} \geq 0$. Then there exists a unique nondecreasing, continuous function $g$ with $g_{0}=0$ such that $h=f+g \geq 0$ and $\int 1\{h>0\} d g=0$, namely,

$$
\begin{equation*}
g_{t}=-\inf _{s \leq t} f_{s} \wedge 0=\sup _{s \leq t}\left(-f_{s}\right) \vee 0, \quad t \geq 0 \tag{3}
\end{equation*}
$$

Proof: The function in (3) clearly has the desired properties. To prove the uniqueness, assume that both $g$ and $g^{\prime}$ have the stated properties, and put $h=f+g$ and $h^{\prime}=f+g^{\prime}$. If $g_{t}<g_{t}^{\prime}$ for some $t>0$, define $s=\sup \left\{r<t ; g_{r}=g_{r}^{\prime}\right\}$, and note that $h^{\prime} \geq h^{\prime}-h=g^{\prime}-g>0$ on $(s, t]$. Hence, $g_{s}^{\prime}=g_{t}^{\prime}$, and so $0<g_{t}^{\prime}-g_{t} \leq g_{s}^{\prime}-g_{s}=0$, a contradiction.

Proof of Theorem 19.1: For each $h>0$ we may choose a convex function $f_{h} \in C^{2}$ with $f_{h}(x)=-x$ for $x \leq 0$ and $f_{h}(x)=x-h$ for $x \geq h$. Note that $f_{h}(x) \rightarrow|x|$ and $f_{h}^{\prime} \rightarrow \operatorname{sgn}(x-)$ as $h \rightarrow 0$. By Itô's formula we get, a.s. for any $t \geq 0$,

$$
Y_{t}^{h} \equiv f_{h}\left(X_{t}\right)-f_{h}\left(X_{0}\right)-\int_{0}^{t} f_{h}^{\prime}\left(X_{s}\right) d X_{s}=\frac{1}{2} \int_{0}^{t} f_{h}^{\prime \prime}\left(X_{s}\right) d[X]_{s}
$$

and by Corollary 15.14 and dominated convergence we note that $\left(Y^{h}-L^{0}\right)_{t}^{*}$ $\xrightarrow{P} 0$ for each $t>0$. The first assertion now follows from the fact that the processes $Y^{h}$ are nondecreasing and satisfy

$$
\int_{0}^{\infty} 1\left\{X_{s} \notin[0, h]\right\} d Y_{s}^{h}=0 \quad \text { a.s., } \quad h>0 .
$$

The last assertion is a consequence of Lemma 19.2.

In particular, we may deduce a basic relationship between a Brownian motion, its maximum process, and its local time at 0 . The result improves the elementary Proposition 11.13.

Corollary 19.3 (local time and maximum process, Lévy) Let $L^{0}$ be the local time at 0 of Brownian motion $B$, and define $M_{t}=\sup _{s \leq t} B_{s}$. Then

$$
\left(L^{0},|B|\right) \stackrel{d}{=}(M, M-B) .
$$

Proof: Define $B_{t}^{\prime}=-\int_{s<t} \operatorname{sgn}\left(B_{s}-\right) d B_{s}$ and $M_{t}^{\prime}=\sup _{s<t} B_{s}^{\prime}$, and conclude from (1) and (2) that $L^{0}=M^{\prime}$ and $|B|=L^{0}-B^{\prime}=M^{\prime}-B^{\prime}$. It remains to note that $B^{\prime} \stackrel{d}{=} B$ by Theorem 16.3.

The local time $L^{x}$ at an arbitrary point $x \in \mathbb{R}$ is defined as the local time of the process $X-x$ at 0 . Thus,

$$
\begin{equation*}
L_{t}^{x}=\left|X_{t}-x\right|-\left|X_{0}-x\right|-\int_{0}^{t} \operatorname{sgn}\left(X_{s}-x-\right) d X_{s}, \quad t \geq 0 \tag{4}
\end{equation*}
$$

The following result shows that the two-parameter process $L=\left(L_{t}^{x}\right)$ on $\mathbb{R}_{+} \times \mathbb{R}$ has a version that is continuous in $t$ and rcll (right-continuous with left-hand limits) in $x$. In the martingale case we even have joint continuity.

Theorem 19.4 (regularization, Trotter, Yor) Let $X$ be a continuous semimartingale with canonical decomposition $M+A$ and local time $L$. Then $L=\left(L_{t}^{x}\right)$ has a version that is rcll in x, uniformly for bounded $t$, and satisfies

$$
\begin{equation*}
L_{t}^{x}-L_{t}^{x-}=2 \int_{0}^{t} 1\left\{X_{s}=x\right\} d A_{s}, \quad x \in \mathbb{R}, t \in \mathbb{R}_{+} \tag{5}
\end{equation*}
$$

Proof: By the definition of $L$ we have for any $x \in \mathbb{R}$ and $t \geq 0$

$$
\begin{align*}
L_{t}^{x}= & \left|X_{t}-x\right|-\left|X_{0}-x\right| \\
& -\int_{0}^{t} \operatorname{sgn}\left(X_{s}-x-\right) d M_{s}-\int_{0}^{t} \operatorname{sgn}\left(X_{s}-x-\right) d A_{s} . \tag{6}
\end{align*}
$$

By dominated convergence the last term has the required continuity properties, and the discontinuities in the space variable are given by the right-hand side of (5). Since the first two terms are trivially continuous in $(t, x)$, it remains to show that the first integral in (6), denoted by $I_{t}^{x}$ below, has a jointly continuous version.

By localization we may then assume that the processes $X-X_{0},[M]^{1 / 2}$, and $\int|d A|$ are all bounded by some constant $c$. Fix any $p>2$. By Proposition 15.7 we get for any $x<y$

$$
\begin{equation*}
E\left(I^{x}-I^{y}\right)_{t}^{* p} \leq 2^{p} E\left(1_{(x, y]}(X) \cdot M\right)_{t}^{* p} \leq E\left(1_{(x, y]}(X) \cdot[M]\right)_{t}^{p / 2} \tag{7}
\end{equation*}
$$

To estimate the integral on the right, put $y-x=h$ and choose $f \in C^{2}$ with $f^{\prime \prime} \geq 2 \cdot 1_{(x, y]}$ and $\left|f^{\prime}\right| \leq 2 h$. By Itô's formula

$$
\begin{align*}
1_{(x, y]}(X) \cdot[M] & \leq \frac{1}{2} f^{\prime \prime}(X) \cdot[X]=f(X)-f\left(X_{0}\right)-f^{\prime}(X) \cdot X \\
& \leq 4 c h+\left|f^{\prime}(X) \cdot M\right| \tag{8}
\end{align*}
$$

and by another application of Proposition 15.7

$$
\begin{equation*}
E\left(f^{\prime}(X) \cdot M\right)_{t}^{* p / 2} \leq E\left(\left(f^{\prime}(X)\right)^{2} \cdot[M]\right)_{t}^{p / 4} \leq(2 c h)^{p / 2} \tag{9}
\end{equation*}
$$

Combination of (7)—(9) gives $E\left(I^{x}-I^{y}\right)_{t}^{* p} \leq(c h)^{p / 2}$, and the desired continuity follows by Theorem 2.23 .

By the last result we may henceforth assume the local time $L_{t}^{x}$ to be rcll in $x$. The right-continuity is only a convention, consistent with our choice of a left-continuous sign function in (4). If the occupation measure of the finite variation component $A$ of $X$ is a.s. diffuse, then (5) shows that $L$ is a.s. continuous.

We proceed to give a simultaneous extension of Itô's and Tanaka's formulas. Recall that any convex function $f$ on $\mathbb{R}$ has a nondecreasing and left-continuous left derivative $f^{\prime}(x-)$. The same thing is then true when $f$ is the difference between two convex functions. In that case there exists a unique signed measure $\mu_{f}$ with $\mu_{f}[x, y)=f^{\prime}(y-)-f^{\prime}(x-)$ for all $x \leq y$. In particular, $\mu_{f}(d x)=f^{\prime \prime}(x) d x$ when $f \in C^{2}$.

Theorem 19.5 (occupation density, Meyer, Wang) Let $X$ be a continuous semimartingale with right-continous local time L. Then for any measurable function $f: \mathbb{R} \rightarrow \mathbb{R}_{+}$and outside a fixed null set,

$$
\begin{equation*}
\int_{0}^{t} f\left(X_{s}\right) d[X]_{s}=\int_{-\infty}^{\infty} f(x) L_{t}^{x} d x, \quad t \geq 0 \tag{10}
\end{equation*}
$$

If $f$ is the difference between two convex functions, then moreover

$$
\begin{equation*}
f\left(X_{t}\right)-f\left(X_{0}\right)=\int_{0}^{t} f^{\prime}(X-) d X+\frac{1}{2} \int_{-\infty}^{\infty} L_{t}^{x} \mu_{f}(d x), \quad t \geq 0 \tag{11}
\end{equation*}
$$

In particular, Theorem 15.19 extends to any function $f \in C^{1}(\mathbb{R})$ such that $f^{\prime}$ is absolutely continuous with Radon-Nikodym derivative $f^{\prime \prime}$.

Note that (11) remains valid for the left-continuous version of $L$, provided that $f^{\prime}(X-)$ is replaced by the right derivative $f^{\prime}(X+)$.

Proof: For $f(x) \equiv|x-a|$ equation (11) reduces to the definition of $L_{t}^{a}$. Since the formula is also trivially true for affine functions $f(x) \equiv a x+b$, it extends by linearity to the case when $\mu_{f}$ is supported by a finite set. By linearity and a suitable truncation, it remains to prove (11) when $\mu_{f}$ is positive with bounded support and $f(-\infty)=f^{\prime}(-\infty)=0$. Then define for every $n \in \mathbb{N}$ the functions

$$
g_{n}(x)=f^{\prime}\left(2^{-n}\left[2^{n} x\right]-\right), \quad f_{n}(x)=\int_{\infty}^{x} g_{n}(u) d u, \quad x \in \mathbb{R}
$$

and note that (11) holds for all $f_{n}$. As $n \rightarrow \infty$, we get $f_{n}^{\prime}(x-)=g_{n}(x-) \uparrow$ $f^{\prime}(x-)$, and so Corollary 15.14 yields $f_{n}^{\prime}(X-) \cdot X \xrightarrow{P} f^{\prime}(X-) \cdot X$. Also
note that $f_{n} \rightarrow f$ by monotone convergence. It remains to show that $\int L_{t}^{x} \mu_{f_{n}}(d x) \rightarrow \int L_{t}^{x} \mu_{f}(d x)$. Then let $h$ be any bounded, right-continuous function on $\mathbb{R}$, and note that $\mu_{f_{n}} h=\mu_{f} h_{n}$ with $h_{n}(x)=h\left(2^{-n}\left[2^{n} x+1\right]\right)$. Since $h_{n} \rightarrow h$, we get $\mu_{f} h_{n} \rightarrow \mu_{f} h$ by dominated convergence.

Comparing (11) with Itô's formula, we note that (10) holds a.s. for any $t \geq 0$ and $f \in C$. Now both sides of (10) define random measures on $\mathbb{R}$ for each $t$, and by suitable approximation and monotone class arguments we may then choose the exceptional null set $N$ to be independent of $f$. By the continuity of each side, we may also choose $N$ to be independent of $t$.

If $f \in C^{1}$ with $f^{\prime}$ as stated, then (11) applies with $\mu_{f}(d x)=f^{\prime \prime}(x) d x$, and the last assertion follows by (10).

In particular, we note that the occupation measure at time $t$,

$$
\begin{equation*}
\eta_{t} A=\int_{0}^{t} 1_{A}\left(X_{s}\right) d[X]_{s}, \quad A \in \mathcal{B}(\mathbb{R}), t \geq 0 \tag{12}
\end{equation*}
$$

is a.s. absolutely continuous with density $L_{t}$. This leads to a simple construction of $L$.

Corollary 19.6 (right derivative) Outside a fixed $P$-null set,

$$
L_{t}^{x}=\lim _{h \rightarrow 0} \eta_{t}[x, x+h) / h, \quad t \geq 0, x \in \mathbb{R}
$$

Proof: Use Theorem 19.5 and the right-continuity of $L$.

Next we shall see how local time arises naturally in the context of regenerative processes. Then consider an rcll process $X$ in some Polish space $S$ such that $X$ is adapted to some right-continuous and complete filtration $\mathcal{F}$. Fix a state $a \in S$, and assume $X$ to be regenerative at $a$, in the sense that there exists some distribution $P_{a}$ on the path space satisfying

$$
\begin{equation*}
P\left[\theta_{\tau} X \in \cdot \mid \mathcal{F}_{\tau}\right]=P_{a} \quad \text { a.s. on }\left\{\tau<\infty, X_{\tau}=a\right\} \tag{13}
\end{equation*}
$$

for every optional time $\tau$. The relation will often be applied to the hitting times $\tau_{r}=\inf \left\{t \geq r ; X_{t}=a\right\}$, which are optional for all $r \geq 0$ by Theorem 6.7. In fact, when $X$ is continuous, the optionality of $\tau_{r}$ follows already from the elementary Lemma 6.6. In particular, we note that $\mathcal{F}_{\tau_{0}}$ and $\theta_{\tau_{0}} X$ are conditionally independent, given that $\tau_{0}<\infty$. For simplicity we may henceforth take $X$ to be the canonical process on the path space $D=D\left(\mathbb{R}_{+}, S\right)$, equipped with the distribution $P=P_{a}$.

Introducing the regenerative set $Z=\left\{t \geq 0 ; X_{t}=a\right\}$, we may write the last event in (13) simply as $\{\tau \in Z\}$. From the right-continuity of $X$ it is clear that $Z \ni t_{n} \downarrow t$ implies $t \in Z$, which means that every point in $\bar{Z} \backslash Z$ is isolated from the right. Since $\bar{Z}^{c}$ is open and hence a countable union of disjoint open intervals, it follows that $Z^{c}$ is a countable union of disjoint intervals of the form $(u, v)$ or $[u, v)$. With every such interval we
may associate an excursion process $Y_{t}=X_{(t+u) \wedge v}, t \geq 0$. Note that $a$ is absorbing for $Y$, in the sense that $Y_{t}=a$ for all $t \geq \inf \left\{s>0 ; Y_{s}=a\right\}$. The number of excursions may be finite or infinite, and if $Z$ is bounded there is clearly a last excursion of infinite length.

We begin with a classification according to the local properties of $Z$.
Proposition 19.7 (local dichotomies) For any regenerative set $Z$ we have
(i) either $(\bar{Z})^{\circ}=\emptyset$ a.s., or $\overline{Z^{\circ}}=\bar{Z}$ a.s.;
(ii) either a.s. all points of $Z$ are isolated, or a.s. none of them is;
(iii) either $\lambda Z=0$ a.s., or $\operatorname{supp}(Z \cdot \lambda)=\bar{Z}$ a.s.

Recall that the set $Z$ is said to be nowhere dense if $(\bar{Z})^{\circ}=\emptyset$ and that $\bar{Z}$ is perfect if $Z$ has no isolated points. If $\overline{Z^{\circ}}=\bar{Z}$, then clearly $\operatorname{supp}(Z \cdot \lambda)=\bar{Z}$, and no isolated points can exist.

Proof: By the regenerative property, we have for any optional time $\tau$

$$
P\{\tau=0\}=E\left[P\left[\tau=0 \mid \mathcal{F}_{0}\right] ; \tau=0\right]=(P\{\tau=0\})^{2}
$$

and so $P\{\tau=0\}=0$ or 1 . If $\sigma$ is another optional time, then $\tau^{\prime}=\sigma+\tau \circ \theta_{\sigma}$ is again optional by Proposition 7.8, and we get

$$
P\left\{\tau^{\prime}-h \leq \sigma \in Z\right\}=P\left\{\tau \circ \theta_{\sigma} \leq h, \sigma \in Z\right\}=P\{\tau \leq h\} P\{\sigma \in Z\}
$$

Thus, $P\left[\tau^{\prime}-\sigma \in \cdot \mid \sigma \in Z\right]=P \circ \tau^{-1}$, and in particular $\tau=0$ a.s. implies $\tau^{\prime}=\sigma$ a.s. on $\{\sigma \in Z\}$.
(i) We may apply the previous argument to the optional times $\tau=\inf Z^{c}$ and $\sigma=\tau_{r}$. If $\tau>0$ a.s., then $\tau \circ \theta_{\tau_{r}}>0$ a.s. on $\left\{\tau_{r}<\infty\right\}$, and so $\tau_{r} \in \overline{Z^{\circ}}$ a.s. on the same set. Since the set $\left\{\tau_{r} ; r \in \mathbb{Q}_{+}\right\}$is dense in $\bar{Z}$, it follows that $\bar{Z}=\overline{Z^{\circ}}$ a.s. Now assume instead that $\tau=0$ a.s. Then $\tau \circ \theta_{\tau_{r}}=0$ a.s. on $\left\{\tau_{r}<\infty\right\}$, and so $\tau_{r} \in \overline{Z^{c}}$ a.s. on the same set. Hence, $\bar{Z} \subset \overline{Z^{c}}$ a.s., and therefore $\overline{Z^{c}}=\mathbb{R}_{+}$a.s. It remains to note that $\overline{Z^{c}}=\overline{(\bar{Z})^{c}}$, since $Z^{c}$ is a disjoint union of intervals $(u, v)$ or $[u, v)$.
(ii) In this case we define $\tau=\inf (Z \backslash\{0\})$. If $\tau=0$ a.s., then $\tau \circ \theta_{\tau_{r}}=0$ a.s. on $\left\{\tau_{r}<\infty\right\}$. Since every isolated point of $Z$ is of the form $\tau_{r}$ for some $r \in \mathbb{Q}_{+}$, it follows that $Z$ has a.s. no isolated points. If instead $\tau>0$ a.s., we may define the optional times $\sigma_{n}$ recursively by $\sigma_{n+1}=\sigma_{n}+\tau \circ \theta_{\sigma_{n}}$, starting from $\sigma_{1}=\tau$. Then $\sigma_{n}=\sum_{k \leq n} \xi_{k}$, where the $\xi_{k}$ are i.i.d. and distributed as $\tau$, so $\sigma_{n} \rightarrow \infty$ a.s. by the law of large numbers. Thus, $Z=\left\{\sigma_{n}<\infty ; n \in \mathbb{N}\right\}$ a.s., and a.s. all points of $Z$ are isolated.
(iii) Here we may take $\tau=\inf \left\{t>0 ;(Z \cdot \lambda)_{t}>0\right\}$. If $\tau=0$ a.s., then $\tau \circ \theta_{\tau_{r}}=0$ a.s. on $\left\{\tau_{r}<\infty\right\}$, so $\tau_{r} \in \operatorname{supp}(Z \cdot \lambda)$ a.s. on the same set. Hence, $\bar{Z} \subset \operatorname{supp}(Z \cdot \lambda)$ a.s., so the two sets agree a.s. If instead $\tau>0$ a.s., then $\tau=\tau+\tau \circ \theta_{\tau}>\tau$ a.s. on $\{\tau<\infty\}$, which implies $\tau=\infty$ a.s. This yields $\lambda Z=0$ a.s.

To examine the global properties of $Z$, we may introduce the holding time $\gamma=\inf Z^{c}=\inf \left\{t>0 ; X_{t} \neq a\right\}$, which is optional by Lemma 6.6. The following extension of Lemma 10.18 gives some more detailed information about dichotomy (i) above.

Lemma 19.8 (holding time) The time $\gamma$ is exponentially distributed with mean $m \in[0, \infty]$, where $m=0$ or $\infty$ when $X$ is continuous. Furthermore, $Z$ is a.s. nowhere dense when $m=0$, and otherwise it is a.s. a locally finite union of intervals $[\sigma, \tau)$. Finally, $\gamma \Perp X \circ \theta_{\gamma}$ when $m<\infty$.

Proof: The first and last assertions may be proved as in Lemma 10.18, and the statement for $m=0$ was obtained in Proposition 19.7 (i). Now let $0<m<\infty$. Noting that $\gamma \circ \theta_{\gamma}=0$ a.s. on $\{\gamma \in Z\}$, we get

$$
0=P\left\{\gamma \circ \theta_{\gamma}>0, \gamma \in Z\right\}=P\{\gamma>0\} P\{\gamma \in Z\}=P\{\gamma \in Z\}
$$

so in this case $\gamma \notin Z$ a.s. Put $\sigma_{0}=0$, let $\sigma_{1}=\gamma+\tau_{0} \circ \theta_{\gamma}$, and define recursively $\sigma_{n+1}=\sigma_{n}+\sigma_{1} \circ \theta_{\sigma_{n}}$. Write $\gamma_{n}=\sigma_{n}+\gamma \circ \theta_{\sigma_{n}}$. Then $\sigma_{n} \rightarrow \infty$ a.s. by the law of large numbers, so $Z=\bigcup_{n}\left[\sigma_{n}, \gamma_{n}\right)$. If $X$ is continuous, then $Z$ is closed and the last case is excluded.

The state $a$ is said to be absorbing if $m=\infty$ and instantaneous if $m=0$. In the former case clearly $X \equiv a$ and $Z=\mathbb{R}_{+}$a.s., so to avoid trivial exceptions we may henceforth assume that $m<\infty$. A separate treatment is sometimes required for the elementary case when the recurrence time $\gamma+$ $\tau_{0+} \circ \theta_{\gamma}$ is a.s. strictly positive. This clearly occurs when $Z$ has a.s. only isolated points or the holding time $\gamma$ is positive.

We proceed to examine the set of excursions. Since there is no first excursion in general, it is helpful first to focus on excursions of long duration. For any $h \geq 0$, let $D_{h}$ denote the set of excursion paths longer than $h$, endowed with the $\sigma$-field $\mathcal{D}_{h}$ generated by all evaluation maps $\pi_{t}, t \geq 0$. Note that $D_{0}$ is a Borel space and that $D_{h} \in \mathcal{D}_{0}$ for all $h$. The number of excursions in $D_{h}$ will be denoted by $\kappa_{h}$. The following result is a continuoustime version of Proposition 7.15.

Lemma 19.9 (long excursions) Fix any $h>0$, and allow even $h=0$ when the recurrence time is positive. Then either $\kappa_{h}=0$ a.s., or $\kappa_{h}$ is geometrically distributed with mean $m_{h} \in[1, \infty]$. In the latter case there exist some i.i.d. processes $Y_{h}^{1}, Y_{h}^{2}, \ldots$ in $D_{h}$ such that $X$ has $D_{h}$-excursions $Y_{h}^{j}, j \leq \kappa_{h}$. If $m_{h}<\infty$, then $Y_{h}^{\kappa_{h}}$ is a.s. infinite.

Proof: For $t \in(0, \infty]$, let $\kappa_{h}^{t}$ denote the number of $D_{h}$-excursions completed at time $t \in[0, \infty]$, and note that $\kappa_{h}^{\tau_{t}}>0$ when $\tau_{t}=\infty$. Writing $p_{h}=P\left\{\kappa_{h}>0\right\}$, we obtain

$$
\begin{aligned}
p_{h} & =P\left\{\kappa_{h}^{\tau_{t}}>0\right\}+P\left\{\kappa_{h}^{\tau_{t}}=0, \kappa_{h} \circ \theta_{\tau_{t}}>0\right\} \\
& =P\left\{\kappa_{h}^{\tau_{t}}>0\right\}+P\left\{\kappa_{h}^{\tau_{t}}=0\right\} p_{h} .
\end{aligned}
$$

Since $\kappa_{h}^{t} \rightarrow \kappa_{h}$ as $t \rightarrow \infty$, we get $p_{h}=p_{h}+\left(1-p_{h}\right) p_{h}$, and so $p_{h}=0$ or 1 .
Now assume that $p_{h}=1$. Put $\sigma_{0}=0$, let $\sigma_{1}$ denote the end of the first $D_{h}$-excursion, and recursively define $\sigma_{n+1}=\sigma_{n}+\sigma_{1} \circ \theta_{\sigma_{n}}$. If all excursions are finite, then clearly $\sigma_{n}<\infty$ a.s. for all $n$, so $\kappa_{h}=\infty$ a.s. Thus, the last $D_{h}$-excursion is infinite when $\kappa_{h}<\infty$. We may now proceed as in the proof of Proposition 7.15 to construct some i.i.d. processes $Y_{h}^{1}, Y_{h}^{2}, \ldots$ in $D_{h}$ such that $X$ has $D_{h}$-excursions $Y_{h}^{j}, j \leq \kappa_{h}$. Since $\kappa_{h}$ is the number of the first infinite excursion, we note in particular that $\kappa_{h}$ is geometrically distributed with mean $q_{h}^{-1}$, where $q_{h}$ is the probability that $Y_{h}^{1}$ is infinite.

Now put $\hat{h}=\inf \left\{h>0 ; \kappa_{h}=0\right.$ a.s. $\}$. For any $h \in(0, \hat{h})$ we have $\kappa_{h} \geq 1$ a.s., and we may define $\nu_{h}$ as the distribution of the first excursion in $D_{h}$. The next result shows how the $\nu_{h}$ can be combined into a single measure $\nu$ on $D_{0}$, the so-called excursion law of $X$. For convenience we write $\nu[\cdot \mid A]=\nu(\cdot \cap A) / \nu A$ whenever $0<\nu A<\infty$.

Lemma 19.10 (excursion law, Itô) There exists a measure $\nu$ on $D_{0}$, unique up to a normalization, such that $\nu D_{h} \in(0, \infty)$ and $\nu_{h}=\nu\left[\cdot \mid D_{h}\right]$ for all $h \in(0, \hat{h})$. Furthermore, $\nu$ is bounded iff the recurrence time is a.s. positive.

Proof: Fix any $h \leq k$ in $(0, \hat{h})$, and let $Y_{h}^{1}, Y_{h}^{2}, \ldots$ be such as in Lemma 19.9. Then the first $D_{k}$-excursion is the first element $Y_{h}^{j}$ in $D_{k}$, and since the $Y_{h}^{j}$ are i.i.d. $\nu_{h}$, we have

$$
\begin{equation*}
\nu_{k}=\nu_{h}\left[\cdot \mid D_{k}\right], \quad 0<h \leq k<\hat{h} . \tag{14}
\end{equation*}
$$

Now fix a $k \in(0, \hat{h})$ and define $\tilde{\nu}_{h}=\nu_{h} / \nu_{h} D_{k}, h \in(0, k]$. Then (14) yields $\tilde{\nu}_{h^{\prime}}=\tilde{\nu}_{h}\left(\cdot \cap D_{h^{\prime}}\right)$ for any $h \leq h^{\prime} \leq k$, and so $\tilde{\nu}_{h}$ increases as $h \rightarrow 0$ toward a measure $\nu$ with $\nu\left(\cdot \cap D_{h}\right)=\tilde{\nu}_{h}$ for all $h \leq k$. For any $h \in(0, \hat{h})$ we get

$$
\nu\left[\cdot \mid D_{h}\right]=\tilde{\nu}_{h \wedge k}\left[\cdot \mid D_{h}\right]=\nu_{h \wedge k}\left[\cdot \mid D_{h}\right]=\nu_{h} .
$$

If $\nu^{\prime}$ is another measure with the stated property, then

$$
\frac{\nu\left(\cdot \cap D_{h}\right)}{\nu D_{k}}=\frac{\nu_{h}}{\nu_{h} D_{k}}=\frac{\nu^{\prime}\left(\cdot \cap D_{h}\right)}{\nu^{\prime} D_{k}}, \quad h \leq k<\hat{h} .
$$

As $h \rightarrow 0$ for fixed $k$, we get $\nu=r \nu^{\prime}$ with $r=\nu D_{k} / \nu^{\prime} D_{k}$.
If the recurrence time is positive, then (14) remains true for $h=0$, and we may take $\nu=\nu_{0}$. Otherwise, let $h \leq k$ in $(0, \hat{h})$, and denote by $\kappa_{h, k}$ the number of $D_{h}$-excursions up to the first completed excursion in $D_{k}$. For fixed $k$ we have $\kappa_{h, k} \rightarrow \infty$ a.s. as $h \rightarrow 0$, since $\bar{Z}$ is perfect and nowhere dense. Now $\kappa_{h, k}$ is geometrically distributed with mean

$$
E \kappa_{h, k}=\left(\nu_{h} D_{k}\right)^{-1}=\left(\nu\left[D_{k} \mid D_{h}\right]\right)^{-1}=\nu D_{h} / \nu D_{k},
$$

and so $\nu D_{h} \rightarrow \infty$. Thus, $\nu$ is unbounded.

When the regenerative set $Z$ has a.s. only isolated points, then Lemma 19.9 already gives a complete description of the excursion structure. In the complementary case when $\bar{Z}$ is a.s. perfect, we have the following fundamental representation in terms of a local time process $L$ and an associated Poisson point process $\xi$, both of which are obtainable directly from the array of holding times and excursions.

Theorem 19.11 (excursion local time and Poisson process, Lévy, Itô) Let $X$ be regenerative at $a$ and such that the closure of $Z=\left\{t ; X_{t}=a\right\}$ is a.s. perfect. Then there exist a nondecreasing, continuous, adapted process $L$ on $\mathbb{R}_{+}$, a.s. with support $\bar{Z}$, and a Poisson process $\xi$ on $\mathbb{R}_{+} \times D_{0}$ with intensity measure of the form $\lambda \otimes \nu$ such that $Z \cdot \lambda=c L$ a.s. for some constant $c \geq 0$ and the excursions of $X$ with associated $L$-values are given by the restriction of $\xi$ to $\left[0, L_{\infty}\right]$. Moreover, the product $\nu L$ is a.s. unique.

Proof (beginning): If $E \gamma=c>0$, we may define $\nu=\nu_{0} / c$ and introduce a Poisson process $\xi$ on $\mathbb{R}_{+} \times D_{0}$ with intensity measure $\lambda \otimes \nu$. Let the points of $\xi$ be $\left(\sigma_{j}, \tilde{Y}_{j}\right), j \in \mathbb{N}$, and put $\sigma_{0}=0$. By Proposition 10.17 the differences $\tilde{\gamma}_{j}=\sigma_{j}-\sigma_{j-1}$ are independent and exponentially distributed with mean $c$. Furthermore, by Proposition 10.6 the processes $\tilde{Y}_{j}$ are independent of the $\sigma_{j}$ and i.i.d. $\nu_{0}$. Letting $\tilde{\kappa}$ be the first index $j$ such that $\tilde{Y}_{j}$ is infinite, it is seen from Lemmas 19.8 and 19.9 that

$$
\begin{equation*}
\left\{\gamma_{j}, Y_{j} ; j \leq \kappa\right\} \stackrel{d}{=}\left\{\tilde{\gamma}_{j}, \tilde{Y}_{j} ; j \leq \tilde{\kappa}\right\} \tag{15}
\end{equation*}
$$

where the quantities on the left are the holding times and subsequent excursions of $X$. By Theorem 5.10 we may redefine $\xi$ such that (15) holds a.s. The stated conditions then become fulfilled with $L=Z \cdot \lambda$.

Turning to the case when $E \gamma=0$, we may define $\nu$ as in Lemma 19.10 and let $\xi$ be Poisson $\lambda \otimes \nu$, as before. For any $h \in(0, \hat{h})$, the points of $\xi$ in $\mathbb{R}_{+} \times D_{h}$ may be enumerated from the left as $\left(\sigma_{h}^{j}, \tilde{Y}_{h}^{j}\right), j \in \mathbb{N}$, and we define $\tilde{\kappa}_{h}$ as the first index $j$ such that $\tilde{Y}_{h}^{j}$ is infinite. The processes $\tilde{Y}_{h}^{j}$ are clearly i.i.d. $\nu_{h}$, and so by Lemma 19.9 we have

$$
\begin{equation*}
\left\{Y_{h}^{j} ; j \leq \kappa_{h}\right\} \stackrel{d}{=}\left\{\tilde{Y}_{h}^{j} ; j \leq \tilde{\kappa}_{h}\right\}, \quad h \in(0, \hat{h}) \tag{16}
\end{equation*}
$$

Since longer excursions form subarrays, the entire collections in (16) have the same finite-dimensional distributions, and by Theorem 5.10 we may then redefine $\xi$ such that all relations hold a.s.

Let $\tau_{h}^{j}$ be the right endpoint of the $j$ th excursion in $D_{h}$, and define

$$
L_{t}=\inf \left\{\sigma_{h}^{j} ; h, j>0, \tau_{h}^{j} \geq t\right\}, \quad t \geq 0
$$

We need the obvious facts that, for any $t \geq 0$ and $h, j>0$,

$$
\begin{equation*}
L_{t}<\sigma_{h}^{j} \quad \Rightarrow \quad t \leq \tau_{h}^{j} \quad \Rightarrow \quad L_{t} \leq \sigma_{h}^{j} . \tag{17}
\end{equation*}
$$

To see that $L$ is a.s. continuous, we may assume that (16) holds identically. Since $\nu$ is infinite, we may further assume the set $\left\{\sigma_{h}^{j} ; h, j>0\right\}$ to be dense in the interval $\left[0, L_{\infty}\right]$. If $\Delta L_{t}>0$, there exist some $i, j, h>0$ with $L_{t-}<$ $\sigma_{h}^{i}<\sigma_{h}^{j}<L_{t+}$. By (17) we get $t-\varepsilon \leq \tau_{h}^{i}<\tau_{h}^{j} \leq t+\varepsilon$ for every $\varepsilon>0$, which is impossible. Thus, $\Delta L_{t}=0$ for all $t$.

To prove that $\bar{Z} \subset \operatorname{supp} L$ a.s., we may further assume $\bar{Z}_{\omega}$ to be perfect and nowhere dense for each $\omega \in \Omega$. If $t \in \bar{Z}$, then for every $\varepsilon>0$ there exist some $i, j, h>0$ with $t-\varepsilon<\tau_{h}^{i}<\tau_{h}^{j}<t+\varepsilon$, and by (17) we get $L_{t-\varepsilon} \leq \sigma_{h}^{i}<\sigma_{h}^{j} \leq L_{t+\varepsilon}$. Thus, $L_{t-\varepsilon}<L_{t+\varepsilon}$ for all $\varepsilon>0$, so $t \in \operatorname{supp} L$.

In the perfect case it remains to establish the a.s. relation $Z \cdot \lambda=c L$ for a suitable $c$ and to show that $L$ is unique and adapted. To avoid repetition, we postpone the proof of the former result until Theorem 19.13. The latter statements are immediate consequences of the following result, which also suggests many explicit constructions of $L$. Let $\eta_{t} A$ denote the number of excursions in a set $A \in \mathcal{D}_{0}$ completed at time $t \geq 0$. Note that $\eta$ is an adapted, measure-valued process on $D_{0}$.

Proposition 19.12 (approximation) If $A_{1}, A_{2}, \ldots \in \mathcal{D}_{0}$ with $\infty>\nu A_{n} \rightarrow$ $\infty$, then

$$
\begin{equation*}
\sup _{t \leq u}\left|\frac{\eta_{t} A_{n}}{\nu A_{n}}-L_{t}\right| \xrightarrow{P} 0, \quad u \geq 0 . \tag{18}
\end{equation*}
$$

The convergence holds a.s. when the $A_{n}$ are nested.

In particular, $\eta_{t} D_{h} / \nu D_{h} \rightarrow L_{t}$ a.s. as $h \rightarrow 0$ for fixed $t$. Thus, $L$ is a.s. determined by the regenerative set $Z$.

Proof: Let $\xi$ be such as in Theorem 19.11, and put $\xi_{s}=\xi([0, s] \times \cdot)$. First assume that the $A_{n}$ are nested. For any $s \geq 0$ we note that $\left(\xi_{s} A_{n}\right) \stackrel{d}{=}\left(N_{s \nu A_{n}}\right)$, where $N$ is a unit-rate Poisson process on $\mathbb{R}_{+}$. Since $t^{-1} N_{t} \rightarrow 1$ a.s. by the law of large numbers and the monotonicity of $N$, we get

$$
\begin{equation*}
\frac{\xi_{s} A_{n}}{\nu A_{n}} \rightarrow s \text { a.s., } \quad s \geq 0 \tag{19}
\end{equation*}
$$

Just as in case of Proposition 3.24, we may strengthen (19) to

$$
\sup _{s \leq r}\left|\frac{\xi_{s} A_{n}}{\nu A_{n}}-s\right| \rightarrow 0 \quad \text { a.s., } \quad r \geq 0 .
$$

Without the nestedness assumption, the distributions on the left are the same for fixed $n$, and the convergence remains valid in probability. In both cases we may clearly replace $r$ by any positive random variable. Relation (18) now follows, as we note that $\xi_{L_{t}-} \leq \eta_{t} \leq \xi_{L_{t}}$ for all $t \geq 0$ and use the continuity of $L$.

The excursion local time $L$ is described most conveniently in terms of its right-continuous inverse

$$
T_{s}=L_{s}^{-1}=\inf \left\{t \geq 0 ; L_{t}>s\right\}, \quad s \geq 0
$$

To state the next result, we may introduce the subset $Z^{\prime} \subset Z$, obtained from $Z$ by omission of all points that are isolated from the right. Let us further write $l(u)$ for the length of an excursion path $u \in D_{0}$.

Theorem 19.13 (inverse local time) Let $L, \xi, \nu$, and $c$ be such as in Theorem 19.11. Then $T=L^{-1}$ is a generalized subordinator with characteristics $\left(c, \nu \circ l^{-1}\right)$ and a.s. range $Z^{\prime}$ in $\mathbb{R}_{+}$, given a.s. by

$$
\begin{equation*}
T_{s}=c s+\int_{0}^{s+} \int l(u) \xi(d r d u), \quad s \geq 0 \tag{20}
\end{equation*}
$$

Proof: We may clearly discard the null set where $L$ is not continuous with support $\bar{Z}$. If $T_{s}<\infty$ for some $s \geq 0$, then $T_{s} \in \operatorname{supp} L=\bar{Z}$ by the definition of $T$, and since $L$ is continuous we get $T_{s} \notin \bar{Z} \backslash Z^{\prime}$. Thus, $T\left(\mathbb{R}_{+}\right) \subset Z^{\prime} \cup\{\infty\}$ a.s. Conversely, assume that $t \in Z^{\prime}$. Then for any $\varepsilon>0$ we have $L_{t+\varepsilon}>L_{t}$, and so $t \leq T \circ L_{t} \leq t+\varepsilon$. As $\varepsilon \rightarrow 0$, we get $T \circ L_{t}=t$. Thus, $Z^{\prime} \subset T\left(\mathbb{R}_{+}\right)$ a.s.

For each $s \geq 0$ the time $T_{s}$ is optional by Lemma 6.6. Furthermore, it is clear from Proposition 19.12 that, as long as $T_{s}<\infty$, the process $\theta_{s} T-T_{s}$ is obtainable from $X \circ \theta_{T_{s}}$ by a measurable mapping that is independent of $s$. By the regenerative property and Lemma 13.11, the process $T$ is then a generalized subordinator, and in particular it admits a representation as in Theorem 13.4. Since the jumps of $T$ agree with the lengths of the excursion intervals, we obtain (20) for a suitable $c \geq 0$. By Lemma 1.22 the double integral in (20) equals $\int x\left(\xi_{s} \circ l^{-1}\right)(d x)$, and so $T$ has Lévy measure $E\left(\xi_{1} \circ l^{-1}\right)=\nu \circ l^{-1}$.

Substituting $s=L_{t}$ into (20), we get a.s. for any $t \in Z^{\prime}$

$$
t=T \circ L_{t}=c L_{t}+\int_{0}^{L_{t}+} \int l(u) \xi(d r d u)=c L_{t}+\left(Z^{c} \cdot \lambda\right)_{t} .
$$

Hence, $c L_{t}=(Z \cdot \lambda)_{t}$ a.s., which extends by continuity to arbitrary $t \geq 0$.
To justify our terminology, we shall prove that the semimartingale and excursion local times agree whenever both exist.

Proposition 19.14 (reconciliation) Let $X$ be a continuous semimartingale in $\mathbb{R}$, which is regenerative at some point $a \in \mathbb{R}$ with $P\left\{L_{\infty}^{a} \neq 0\right\}>0$. Then the set $Z=\left\{t ; X_{t}=a\right\}$ is a.s. perfect and nowhere dense, and $L^{a}$ is a version of the excursion local time at $a$.

Proof: By Theorem 19.1 the state $a$ is nonabsorbing, and so $Z$ is nowhere dense by Lemma 19.8. Since $P\left\{L_{\infty}^{a} \neq 0\right\}>0$ and $L^{a}$ is a.s. continuous with support in $Z$, Proposition 19.7 shows that $Z$ is a.s. perfect. Let $L$ be a version of the excursion local time at $a$, and put $T=L^{-1}$. Define $Y_{s}=L^{a} \circ T_{s}$ for $s<L_{\infty}$, and let $Y_{s}=\infty$ otherwise. By the continuity of $L^{a}$ we have $Y_{s \pm}=L^{a} \circ T_{s \pm}$ for every $s<L_{\infty}$. If $\Delta T_{s}>0$, we note that $L^{a} \circ T_{s-}=L^{a} \circ T_{s}$, since $\left(T_{s-}, T_{s}\right)$ is an excursion interval of $X$ and $L^{a}$ is continuous with support in $Z$. Thus, $Y$ is a.s. continuous on $\left[0, L_{\infty}\right)$.

By Corollary 19.6 and Proposition 19.12 the process $\theta_{s} Y-Y_{s}$ is obtainable from $\theta_{T_{s}} X$ through the same measurable mapping for all $s<L_{\infty}$. By the regenerative property and Lemma 13.11 it follows that $Y$ is a generalized subordinator, so by Theorem 13.4 and the continuity of $Y$ there exists some $c \geq 0$ with $Y_{s} \equiv c s$ a.s. on $\left[0, L_{\infty}\right)$. For $t \in Z^{\prime}$ we have a.s. $T \circ L_{t}=t$, and therefore

$$
L_{t}^{a}=L^{a} \circ\left(T \circ L_{t}\right)=\left(L^{a} \circ T\right) \circ L_{t}=c L_{t} .
$$

This extends to $\mathbb{R}_{+}$since both extremes are continuous with support in $Z$.

For Brownian motion it is convenient to normalize local time according to Tanaka's formula, which leads to a corresponding normalization of the excursion law $\nu$. By the spatial homogeneity of Brownian motion, we may restrict our attention to excursions from 0 . The next result shows that excursions of different length have the same distribution apart from a scaling. For a precise statement, we may introduce the scaling operators $S_{r}$ on $D$, given by

$$
\left(S_{r} f\right)_{t}=r^{1 / 2} f_{t / r}, \quad t \geq 0, r>0, f \in D
$$

Theorem 19.15 (Brownian excursion) Let $\nu$ be the normalized excursion law of Brownian motion. Then there exists a unique distribution $\hat{\nu}$ on the set of excursions of unit length such that

$$
\begin{equation*}
\nu=(2 \pi)^{-1 / 2} \int_{0}^{\infty}\left(\hat{\nu} \circ S_{r}^{-1}\right) r^{-3 / 2} d r . \tag{21}
\end{equation*}
$$

Proof: By Theorem 19.13 the inverse local time $L^{-1}$ is a subordinator with Lévy measure $\nu \circ l^{-1}$, where $l(u)$ denotes the length of $u$. Furthermore, $L \stackrel{d}{=} M$ by Corollary 19.3, where $M_{t}=\sup _{s \leq t} B_{s}$, so by Theorem 13.10 the measure $\nu \circ l^{-1}$ has density $(2 \pi)^{-1 / 2} r^{-3 / 2}, r>0$. As in Theorem 5.3, there exists a probability kernel $\left(\nu_{r}\right)$ from $(0, \infty)$ to $D_{0}$ such that $\nu_{r} \circ l^{-1} \equiv \delta_{r}$ and

$$
\begin{equation*}
\nu=(2 \pi)^{-1 / 2} \int_{0}^{\infty} \nu_{r} r^{-3 / 2} d r \tag{22}
\end{equation*}
$$

and we note that the measures $\nu_{r}$ are unique a.e. $\lambda$.
For any $r>0$ the process $\tilde{B}=S_{r} B$ is again a Brownian motion, and by Corollary 19.6 the local time of $\tilde{B}$ equals $\tilde{L}=S_{r} L$. If $B$ has an excursion $u$ ending at time $t$, then the corresponding excursion $S_{r} u$ of $\tilde{B}$ ends at $r t$,
and the local time for $\tilde{B}$ at the new excursion equals $\tilde{L}_{r t}=r^{1 / 2} L_{t}$. Thus, the excursion process $\tilde{\xi}$ for $\tilde{B}$ is obtained from the process $\xi$ for $B$ through the mapping $T_{r}:(s, u) \mapsto\left(r^{1 / 2} s, S_{r} u\right)$. Since $\tilde{\xi} \stackrel{d}{=} \xi$, each $T_{r}$ leaves the intensity measure $\lambda \otimes \nu$ invariant, and we get

$$
\begin{equation*}
\nu \circ S_{r}^{-1}=r^{1 / 2} \nu, \quad r>0 \tag{23}
\end{equation*}
$$

Combining (22) and (23), we get for any $r>0$

$$
\int_{0}^{\infty}\left(\nu_{x} \circ S_{r}^{-1}\right) x^{-3 / 2} d x=r^{1 / 2} \int_{0}^{\infty} \nu_{x} x^{-3 / 2} d x=\int_{0}^{\infty} \nu_{r x} x^{-3 / 2} d x
$$

and by the uniqueness in (22) we obtain

$$
\nu_{x} \circ S_{r}^{-1}=\nu_{r x}, \quad x>0 \text { a.e. } \lambda, r>0 .
$$

By Fubini's theorem, we may then fix an $x=c>0$ such that

$$
\nu_{c} \circ S_{r}^{-1}=\nu_{c r}, \quad r>0 \quad \text { a.s. } \lambda .
$$

Define $\hat{\nu}=\nu_{c} \circ S_{1 / c}^{-1}$, and conclude that for almost every $r>0$

$$
\nu_{r}=\nu_{c(r / c)}=\nu_{c} \circ S_{r / c}^{-1}=\nu_{c} \circ S_{1 / c}^{-1} \circ S_{r}^{-1}=\hat{\nu} \circ S_{r}^{-1} .
$$

Substituting this into (22) yields equation (21).
If $\mu$ is another probability measure with the stated properties, then for almost every $r>0$ we have $\mu \circ S_{r}^{-1}=\hat{\nu} \circ S_{r}^{-1}$ and hence

$$
\mu=\mu \circ S_{r}^{-1} \circ S_{1 / r}^{-1}=\hat{\nu} \circ S_{r}^{-1} \circ S_{1 / r}^{-1}=\hat{\nu}
$$

Thus, $\hat{\nu}$ is unique.
By continuity of paths, an excursion of Brownian motion is either positive or negative, and by symmetry the two possibilities have the same probability $\frac{1}{2}$ under $\hat{\nu}$. This leads to the further decomposition $\hat{\nu}=\frac{1}{2}\left(\hat{\nu}_{+}+\hat{\nu}_{-}\right)$. A process with distribution $\hat{\nu}_{+}$is called a (normalized) Brownian excursion.

For subsequent needs we shall make a simple computation.
Lemma 19.16 (height distribution) Let $\nu$ be the excursion law of Brownian motion. Then

$$
\nu\left\{u \in D_{0} ; \sup _{t} u_{t}>h\right\}=(2 h)^{-1}, \quad h>0 .
$$

Proof: By Tanaka's formula the process $M=2 B \vee 0-L^{0}=B+|B|-L^{0}$ is a martingale, and so we get for $\tau=\inf \left\{t \geq 0 ; B_{t}=h\right\}$

$$
E L_{\tau \wedge t}^{0}=2 E\left(B_{\tau \wedge t} \vee 0\right), \quad t \geq 0
$$

Hence, by monotone and dominated convergence $E L_{\tau}^{0}=2 E\left(B_{\tau} \vee 0\right)=2 h$. On the other hand, Theorem 19.11 shows that $L_{\tau}^{0}$ is exponentially distributed with mean $\left(\nu A_{h}\right)^{-1}$, where $A_{h}=\left\{u ; \sup _{t} u_{t} \geq h\right\}$.

The following result gives some remarkably precise information about the spatial behavior of Brownian local time.

Theorem 19.17 (space dependence, Ray, Knight) Let $L$ be the local time of Brownian motion B, and define $\tau=\inf \left\{t>0 ; B_{t}=1\right\}$. Then the process $S_{t}=L_{\tau}^{1-t}, t \in[0,1]$, is a squared Bessel process of order 2 .

Several proofs are known. Here we shall derive the result as an application of the previously developed excursion theory.

Proof (Walsh): Fix any $u \in[0,1]$, put $\sigma=L_{\tau}^{u}$, and let $\xi^{ \pm}$denote the Poisson processes of positive and negative excursions from $u$. Write $Y$ for the process $B$, stopped when it first hits $u$. Then $Y \Perp\left(\xi^{+}, \xi^{-}\right)$and $\xi^{+} \Perp \xi^{-}$, so $\xi^{+} \Perp\left(\xi^{-}, Y\right)$. Since $\sigma$ is $\xi^{+}$-measurable, we obtain $\xi^{+} \Perp_{\sigma}\left(\xi^{-}, Y\right)$ and hence $\xi_{\sigma}^{+} \Perp_{\sigma}\left(\xi_{\sigma}^{-}, Y\right)$, which implies the Markov property of $L_{\tau}^{x}$ at $x=u$.

To derive the corresponding transition kernels, fix any $x \in[0, u)$ and write $h=u-x$. Put $\tau_{0}=0$, and let $\tau_{1}, \tau_{2}, \ldots$ be the right endpoints of those excursions from $x$ that reach $u$. Next define $\zeta_{k}=L_{\tau_{k+1}}^{x}-L_{\tau_{k}}^{x}, k \geq 0$, so that $L_{\tau}^{x}=\zeta_{0}+\cdots+\zeta_{\kappa}$ with $\kappa=\sup \left\{k ; \tau_{k} \leq \tau\right\}$. By Lemma 19.16 the variables $\zeta_{k}$ are i.i.d. and exponentially distributed with mean $2 h$. Since $\kappa$ agrees with the number of completed $u$-excursions before time $\tau$ that reach $x$ and since $\sigma \Perp \xi^{-}$, it is further seen that $\kappa$ is conditionally Poisson $\sigma / 2 h$, given $\sigma$.

We shall also need the fact that $(\sigma, \kappa) \Perp\left(\zeta_{0}, \zeta_{1}, \ldots\right)$. To see this, define $\sigma_{k}=L_{\tau_{k}}^{u}$. Since $\xi^{-}$is Poisson, we note that $\left(\sigma_{1}, \sigma_{2}, \ldots\right) \Perp\left(\zeta_{1}, \zeta_{2}, \ldots\right)$, so $\left(\sigma, \sigma_{1}, \sigma_{2}, \ldots\right) \Perp\left(Y, \zeta_{1}, \zeta_{2}, \ldots\right)$. The desired relation now follows, since $\kappa$ is a measurable function of $\left(\sigma, \sigma_{1}, \sigma_{2}, \ldots\right)$ and $\zeta_{0}$ depends measurably on $Y$.

For any $s \geq 0$ we may now compute

$$
\begin{aligned}
E\left[e^{-s L_{\tau}^{u-h}} \mid \sigma\right] & =E\left[\left(E e^{-s \zeta_{0}}\right)^{\kappa+1} \mid \sigma\right]=E\left[(1+2 s h)^{-\kappa-1} \mid \sigma\right] \\
& =(1+2 s h)^{-1} \exp \left\{\frac{-s \sigma}{1+2 s h}\right\} .
\end{aligned}
$$

In combination with the Markov property of $L_{\tau}^{x}$, the last relation is equivalent, via the substitutions $u=1-t$ and $2 s=(a-t)^{-1}$, to the martingale property of the process

$$
\begin{equation*}
M_{t}=(a-t)^{-1} \exp \left\{\frac{-L_{\tau}^{1-t}}{2(a-t)}\right\}, \quad t \in[0, a) \tag{24}
\end{equation*}
$$

for arbitrary $a>0$.
Now let $X$ be a squared Bessel process of order 2, and note that $L_{\tau}^{1}=$ $X_{0}=0$ by Theorem 19.4. Even $X$ is Markov by Corollary 11.12, and to see that $X$ has the same transition kernel as $L_{\tau}^{1-t}$, it is enough to show for an arbitrary $a>0$ that the process $M$ in (24) remains a martingale when $L_{\tau}^{1-t}$ is replaced by $X_{t}$. This is easily verified by means of Itô's formula if we note that $X$ is a weak solution to the $\operatorname{SDE} d X_{t}=2 X_{t}^{1 / 2} d B_{t}+2 d t$.

As an important application of the last result, we may show that the local time is strictly positive on the range of the process.

Corollary 19.18 (range and support) For any continuous local martingale $M$ with local time $L$, we have outside a fixed $P$-null set

$$
\begin{equation*}
\left\{L_{t}^{x}>0\right\}=\left\{\inf _{s \leq t} M_{s}<x<\sup _{s \leq t} M_{s}\right\}, \quad x \in \mathbb{R}, t \geq 0 \tag{25}
\end{equation*}
$$

Proof: By Corollary 19.6 and the continuity of $L$, we have $L_{t}^{x}=0$ for $x$ outside the interval in (25), except on a fixed $P$-null set. To see that $L_{t}^{x}>0$ otherwise, we may reduce by Theorem 16.3 and Corollary 19.6 to the case when $M$ is a Brownian motion $B$. Letting $\tau_{u}=\inf \left\{t \geq 0 ; B_{t}=u\right\}$, it is seen from Theorems 16.6 (i) and 18.16 that, outside a fixed $P$-null set,

$$
\begin{equation*}
L_{\tau_{u}}^{x}>0, \quad 0 \leq x<u \in \mathbb{Q}_{+} . \tag{26}
\end{equation*}
$$

If $0 \leq x<\sup _{s \leq t} B_{s}$ for some $t$ and $x$, there exists some $u \in \mathbb{Q}_{+}$with $x<u<\sup _{s \leq t} B_{s}$. But then $\tau_{u}<t$, and (26) yields $L_{t}^{x} \geq L_{\tau_{u}}^{x}>0$. A similar argument applies to the case when $\inf _{s \leq t} B_{s}<x \leq 0$.

Our third approach to local times is via additive functionals and their potentials. To introduce those, consider a canonical Feller process $X$ with state space $S$, associated terminal time $\zeta$, probability measures $P_{x}$, transition operators $T_{t}$, shift operators $\theta_{t}$, and filtration $\mathcal{F}$. By a continuous additive functional (CAF) of $X$ we mean a nondecreasing, continuous, adapted process $A$ with $A_{0}=0$ and $A_{\zeta \vee t} \equiv A_{\zeta}$, and such that

$$
\begin{equation*}
A_{s+t}=A_{s}+A_{t} \circ \theta_{s} \quad \text { a.s. }, \quad s, t \geq 0 \tag{27}
\end{equation*}
$$

where a.s. without qualification means $P_{x}$-a.s. for every $x$. By the continuity of $A$, we may choose the exceptional null set to be independent of $t$. If it can also be taken to be independent of $s$, then $A$ is said to be perfect.

For a simple example, let $f \geq 0$ be a bounded, measurable function on $S$, and consider the associated elementary CAF

$$
\begin{equation*}
A_{t}=\int_{0}^{t} f\left(X_{s}\right) d s, \quad t \geq 0 \tag{28}
\end{equation*}
$$

More generally, given any CAF $A$ and a function $f$ as above, we may define a new CAF $f \cdot A$ by $(f \cdot A)_{t}=\int_{s \leq t} f\left(X_{s}\right) d A_{s}, t \geq 0$. A less trivial example is given by the local time of $X$ at a fixed point $x$, whenever it exists in either sense discussed earlier.

For any CAF $A$ and constant $\alpha \geq 0$, we may introduce the associated $\alpha$-potential

$$
U_{A}^{\alpha}(x)=E_{x} \int_{0}^{\infty} e^{-\alpha t} d A_{t}, \quad x \in S
$$

and put $U_{A}^{\alpha} f=U_{f \cdot A}^{\alpha}$. In the special case when $A_{t} \equiv t \wedge \zeta$, we shall often write $U^{\alpha} f=U_{A}^{\alpha} f$. Note in particular that $U_{A}^{\alpha}=U^{\alpha} f=R_{\alpha} f$ when $A$ is given by (28). If $\alpha=0$, we may omit the superscript and write $U=U^{0}$ and $U_{A}=U_{A}^{0}$. The next result shows that a CAF is determined by its $\alpha$-potential whenever the latter is finite.

Lemma 19.19 (uniqueness) Let $A$ and $B$ be CAFs of some Feller process $X$ such that $U_{A}^{\alpha}=U_{B}^{\alpha}<\infty$ for some $\alpha \geq 0$. Then $A=B$ a.s.

Proof: Define $A_{t}^{\alpha}=\int_{s \leq t} e^{-\alpha s} d A_{s}$, and conclude from (27) and the Markov property at $t$ that, for any $x \in S$,

$$
\begin{equation*}
E_{x}\left[A_{\infty}^{\alpha} \mid \mathcal{F}_{t}\right]-A_{t}^{\alpha}=e^{-\alpha t} E_{x}\left[A_{\infty}^{\alpha} \circ \theta_{t} \mid \mathcal{F}_{t}\right]=e^{-\alpha t} U_{A}^{\alpha}\left(X_{t}\right) \tag{29}
\end{equation*}
$$

Comparing with the same relation for $B$, it follows that $A^{\alpha}-B^{\alpha}$ is a continuous $P_{x}$-martingale of finite variation, and so $A^{\alpha}=B^{\alpha}$ a.s. $P_{x}$ by Proposition 15.2. Since $x$ was arbitrary, we get $A=B$ a.s.

Given any CAF $A$ of Brownian motion in $\mathbb{R}^{d}$, we may introduce the associated Revuz measure $\nu_{A}$, given for any measurable function $g \geq 0$ on $\mathbb{R}^{d}$ by $\nu_{A} g=\bar{E}(g \cdot A)_{1}$, where $\bar{E}=\int E_{x} d x$. When $A$ is given by (28), we get in particular $\nu_{A} g=\langle f, g\rangle$, where $\langle\cdot, \cdot\rangle$ denotes the inner product in $L^{2}\left(\mathbb{R}^{d}\right)$. In general, we need to prove that $\nu_{A}$ is $\sigma$-finite.

Lemma 19.20 ( $\sigma$-finiteness) For any CAF $A$ of Brownian motion in $\mathbb{R}^{d}$, the associated Revuz measure $\nu_{A}$ is $\sigma$-finite.

Proof: Fix any integrable function $f>0$ on $\mathbb{R}^{d}$, and define

$$
g(x)=E_{x} \int_{0}^{\infty} e^{-t-A_{t}} f\left(X_{t}\right) d t, \quad x \in \mathbb{R}^{d}
$$

Using Corollary 17.19, the additivity of $A$, and Fubini's theorem, we get

$$
\begin{aligned}
U_{A}^{1} g(x) & =E_{x} \int_{0}^{\infty} e^{-t} d A_{t} E_{X_{t}} \int_{0}^{\infty} e^{-s-A_{s}} f\left(X_{s}\right) d s \\
& =E_{x} \int_{0}^{\infty} e^{-t} d A_{t} \int_{0}^{\infty} e^{-s-A_{s} \circ \theta_{t}} f\left(X_{s+t}\right) d s \\
& =E_{x} \int_{0}^{\infty} e^{A_{t}} d A_{t} \int_{t}^{\infty} e^{-s-A_{s}} f\left(X_{s}\right) d s \\
& =E_{x} \int_{0}^{\infty} e^{-s-A_{s}} f\left(X_{s}\right) d s \int_{0}^{s} e^{A_{t}} d A_{t} \\
& =E_{x} \int_{0}^{\infty} e^{-s}\left(1-e^{-A_{s}}\right) f\left(X_{s}\right) d s \leq E_{0} \int_{0}^{\infty} e^{-s} f\left(X_{s}+x\right) d s
\end{aligned}
$$

Hence, by Fubini's theorem

$$
\begin{aligned}
e^{-1} \nu_{A} g & \leq \int U_{A}^{1} g(x) d x \leq \int d x E_{0} \int_{0}^{\infty} e^{-s} f\left(X_{s}+x\right) d s \\
& =E_{0} \int_{0}^{\infty} e^{-s} d s \int f\left(X_{s}+x\right) d x=\int f(x) d x<\infty
\end{aligned}
$$

The assertion now follows since $g>0$.
Now let $p_{t}(x)$ denote the transition density $(2 \pi t)^{-d / 2} e^{-|x|^{2} / 2 t}$ of Brownian motion in $\mathbb{R}^{d}$, and put $u^{\alpha}(x)=\int_{0}^{\infty} e^{-\alpha t} p_{t}(x) d t$. For any measure $\mu$ on $\mathbb{R}^{d}$, we may introduce the associated $\alpha$-potential $U^{\alpha} \mu(x)=\int u^{\alpha}(x-y) \mu(d y)$. The following result shows that the Revuz measure has the same potential as the underlying CAF.

Theorem 19.21 ( $\alpha$-potentials, Hunt, Revuz) Let $A$ be a CAF of Brownian motion in $\mathbb{R}^{d}$ with Revuz measure $\nu_{A}$. Then $U_{A}^{\alpha}=U^{\alpha} \nu_{A}$ for every $\alpha \geq 0$.

Proof: By monotone convergence we may assume that $\alpha>0$. By Lemma 19.20 we may choose some positive functions $f_{n} \uparrow 1$ such that $\nu_{f_{n} \cdot A} 1=$ $\nu_{A} f_{n}<\infty$ for each $n$, and by dominated convergence we have $U_{f_{n} \cdot A}^{\alpha} \uparrow U_{A}^{\alpha}$ and $U^{\alpha} \nu_{f_{n} \cdot A} \uparrow U^{\alpha} \nu_{A}$. Thus, we may further assume that $\nu_{A}$ is bounded. In that case, clearly, $U_{A}^{\alpha}<\infty$ a.e.

Now fix any bounded, continuous function $f \geq 0$ on $\mathbb{R}^{d}$, and note that by dominated convergence $U^{\alpha} f$ is again bounded and continuous. Writing $h=n^{-1}$ for an arbitrary $n \in \mathbb{N}$, we get by dominated convergence and the additivity of $A$

$$
\nu_{A} U^{\alpha} f=\bar{E} \int_{0}^{1} U^{\alpha} f\left(X_{s}\right) d A_{s}=\lim _{n \rightarrow \infty} \bar{E} \sum_{j<n} U^{\alpha} f\left(X_{j h}\right) A_{h} \circ \theta_{j h}
$$

Noting that the operator $U^{\alpha}$ is self-adjoint and using the Markov property, we may write the expression on the right as

$$
\sum_{j<n} \bar{E} U^{\alpha} f\left(X_{j h}\right) E_{X_{j h}} A_{h}=n \int U^{\alpha} f(x) E_{x} A_{h} d x=n\left\langle f, U^{\alpha} E . A_{h}\right\rangle
$$

To estimate the function $U^{\alpha} E . A_{h}$ on the right, it is enough to consider arguments $x$ such that $U_{A}^{\alpha}(x)<\infty$. Using the Markov property of $X$ and the additivity of $A$, we get

$$
\begin{align*}
U^{\alpha} E . A_{h}(x) & =E_{x} \int_{0}^{\infty} e^{-\alpha s} E_{X_{s}} A_{h} d s=E_{x} \int_{0}^{\infty} e^{-\alpha s}\left(A_{h} \circ \theta_{s}\right) d s \\
& =E_{x} \int_{0}^{\infty} e^{-\alpha s}\left(A_{s+h}-A_{s}\right) d s \\
& =\left(e^{\alpha h}-1\right) E_{x} \int_{0}^{\infty} e^{-\alpha s} A_{s} d s-e^{\alpha h} E_{x} \int_{0}^{h} e^{-\alpha s} A_{s} d s \tag{30}
\end{align*}
$$

Integrating by parts gives

$$
E_{x} \int_{0}^{\infty} e^{-\alpha s} A_{s} d s=\alpha^{-1} E_{x} \int_{0}^{\infty} e^{-\alpha t} d A_{t}=\alpha^{-1} U_{A}^{\alpha}(x)
$$

Thus, as $n=h^{-1} \rightarrow \infty$, the first term on the right of (30) yields in the limit the contribution $\left\langle f, U_{A}^{\alpha}\right\rangle$. The second term is negligible, since

$$
\left\langle f, E . A_{h}\right\rangle \leq \bar{E} A_{h}=h \nu_{A} 1 \rightarrow 0
$$

Hence,

$$
\left\langle U^{\alpha} \nu_{A}, f\right\rangle=\nu_{A} U^{\alpha} f=\left\langle U_{A}^{\alpha}, f\right\rangle
$$

and since $f$ is arbitrary, we obtain $U_{A}^{\alpha}=U^{\alpha} \nu_{A}$ a.e.
To extend this to an identity, fix any $h>0$ and $x \in \mathbb{R}^{d}$. Using the additivity of $A$, the Markov property at $h$, the a.e. relation, Fubini's theorem, and the Chapman-Kolmogorov relation, we get

$$
\begin{aligned}
e^{\alpha h} E_{x} \int_{h}^{\infty} e^{-\alpha s} d A_{s} & =E_{x} \int_{0}^{\infty} e^{-\alpha s} d A_{s} \circ \theta_{h} \\
& =E_{x} U_{A}^{\alpha}\left(X_{h}\right)=E_{x} U^{\alpha} \nu_{A}\left(X_{h}\right) \\
& =\int \nu_{A}(d y) E_{x} u^{\alpha}\left(X_{h}-y\right) \\
& =e^{\alpha h} \int \nu_{A}(d y) \int_{h}^{\infty} e^{-\alpha s} p_{s}(x-y) d s
\end{aligned}
$$

The required relation $U_{A}^{\alpha}(x)=U^{\alpha} \nu_{A}(x)$ now follows by monotone convergence as $h \rightarrow 0$.

It is now easy to show that a CAF is determined by its Revuz measure.

Corollary 19.22 (uniqueness) If $A$ and $B$ are CAFs of Brownian motion in $\mathbb{R}^{d}$ with $\nu_{A}=\nu_{B}$, then $A=B$ a.s.

Proof: By Lemma 19.20 we may assume that $\nu_{A}$ is bounded, so that $U_{A}^{\alpha}<\infty$ a.e. for all $\alpha>0$. Now $\nu_{A}$ determines $U_{A}^{\alpha}$ by Theorem 19.21, and from the proof of Lemma 19.19 we note that $U_{A}^{\alpha}$ determines $A$ a.s. $P_{x}$ whenever $U_{A}^{\alpha}(x)<\infty$. Since $P_{x} \circ X_{h}^{-1} \ll \lambda^{d}$ for each $h>0$, it follows that $A \circ \theta_{h}$ is a.s. unique, and it remains to let $h \rightarrow 0$.

We turn to the reverse problem of constructing a CAF associated with a given potential. To motivate the following definition, we may take expected values in (29) to get $e^{-\alpha t} T_{t} U_{A}^{\alpha} \leq U_{A}^{\alpha}$. A function $f$ on $S$ is said to be uniformly $\alpha$-excessive if it is bounded and measurable with $0 \leq e^{-\alpha t} T_{t} f \leq f$ for all $t \geq 0$ and such that $\left\|T_{t} f-f\right\| \rightarrow 0$ as $t \rightarrow 0$, where $\|\cdot\|$ denotes the supremum norm.

Theorem 19.23 (excessive functions and CAFs, Volkonsky) Let $X$ be a Feller process in $S$, and assume that $f: S \rightarrow \mathbb{R}_{+}$is uniformly $\alpha$-excessive for some $\alpha>0$. Then there exists an a.s. unique perfect CAF $A$ of $X$ with $U_{A}^{\alpha}=f$.

Proof: For any bounded, measurable function $g$ on $S$, we get by Fubini's theorem and the Markov property of $X$

$$
\begin{array}{rl}
\left.\frac{1}{2} E_{x} \right\rvert\, \int_{0}^{\infty} e^{-\alpha t} & \left.g\left(X_{t}\right) d t\right|^{2}=E_{x} \int_{0}^{\infty} e^{-\alpha t} g\left(X_{t}\right) d t \int_{0}^{\infty} e^{-\alpha(t+h)} g\left(X_{t+h}\right) d h \\
& =E_{x} \int_{0}^{\infty} e^{-2 \alpha t} g\left(X_{t}\right) d t \int_{0}^{\infty} e^{-\alpha h} T_{h} g\left(X_{t}\right) d h \\
& =E_{x} \int_{0}^{\infty} e^{-2 \alpha t} g U^{\alpha} g\left(X_{t}\right) d t=\int_{0}^{\infty} e^{-2 \alpha t} T_{t} g U^{\alpha} g(x) d t \\
& \leq\left\|U^{\alpha} g\right\| \int_{0}^{\infty} e^{-\alpha t} T_{t}|g|(x) d t \leq\left\|U^{\alpha} g\right\|\left\|U^{\alpha}|g|\right\| \tag{31}
\end{array}
$$

Now introduce for each $h>0$ the bounded, nonnegative functions

$$
\begin{aligned}
g_{h} & =h^{-1}\left(f-e^{-\alpha h} T_{h} f\right) \\
f_{h} & =U^{\alpha} g_{h}=h^{-1} \int_{0}^{h} e^{-\alpha s} T_{s} f d s
\end{aligned}
$$

and define

$$
\begin{aligned}
A_{h}(t) & =\int_{0}^{t} g_{h}\left(X_{s}\right) d s \\
M_{h}(t) & =A_{h}^{\alpha}(t)+e^{-\alpha t} f_{h}\left(X_{t}\right)
\end{aligned}
$$

As in (29), we note that the processes $M_{h}$ are martingales under $P_{x}$ for every $x$. Using the continuity of the $A_{h}$, we get by Proposition 6.16 and (31), for any $x \in S$ and as $h, k \rightarrow 0$,

$$
\begin{aligned}
E_{x}\left(A_{h}^{\alpha}-A_{k}^{\alpha}\right)^{* 2} & \leq E_{x} \sup _{t \in \mathbb{Q}_{+}}\left|M_{h}(t)-M_{k}(t)\right|^{2}+\left\|f_{h}-f_{k}\right\|^{2} \\
& \leq E_{x}\left|A_{h}^{\alpha}(\infty)-A_{k}^{\alpha}(\infty)\right|^{2}+\left\|f_{h}-f_{k}\right\|^{2} \\
& \leq\left\|f_{h}-f_{k}\right\|\left\|f_{h}+f_{k}\right\|+\left\|f_{h}-f_{k}\right\|^{2} \rightarrow 0 .
\end{aligned}
$$

Hence, there exists some continuous process $A$ independent of $x$, such that $E_{x}\left(A_{h}^{\alpha}-A^{\alpha}\right)^{* 2} \rightarrow 0$ for every $x$.

For a suitable sequence $h_{n} \rightarrow 0$ we have $\left(A_{h_{n}}^{\alpha} \rightarrow A^{\alpha}\right)^{*} \rightarrow 0$ a.s. $P_{x}$ for all $x$, and it follows easily that $A$ is a.s. a perfect CAF. Taking limits in the relation $f_{h}(x)=E_{x} A_{h}^{\alpha}(\infty)$, we may also note that $f(x)=E_{x} A^{\alpha}(\infty)=U_{A}^{\alpha}(x)$. Thus, $A$ has $\alpha$-potential $f$.

We will now use the last result to construct local times. Let us say that a CAF $A$ is supported by some set $B \subset S$ if its set of increase is a.s. contained in the closure of the set $\left\{t \geq 0 ; X_{t} \in B\right\}$. In particular, a nonzero and perfect CAF supported by a singleton set $\{x\}$ is called a local time at $x$. This terminology is clearly consistent with our earlier definitions of local time. Writing $\tau_{x}=\inf \left\{t>0 ; X_{t}=x\right\}$, we say that $x$ is regular (for itself) if $\tau_{x}=0$ a.s. $P_{x}$. By Proposition 19.7 this holds iff $P_{x}$-a.s. the random set $Z_{x}=\left\{t \geq 0 ; X_{t}=x\right\}$ has no isolated points.

Theorem 19.24 (additive functional local time, Blumenthal and Getoor) A Feller process in $S$ has a local time $L$ at some point $a \in S$ iff $a$ is regular. In that case $L$ is a.s. unique up to a normalization, and

$$
\begin{equation*}
U_{L}^{1}(x)=U_{L}^{1}(a) E_{x} e^{-\tau_{a}}<\infty, \quad x \in S \tag{32}
\end{equation*}
$$

Proof: Let $L$ be a local time at $a$. Comparing with the renewal process $L_{n}^{-1}, n \in \mathbb{Z}_{+}$, it is seen that $\sup _{x, t} E_{x}\left(L_{t+h}-L_{t}\right)<\infty$ for every $h>0$, which implies $U_{L}^{1}(x)<\infty$ for all $x$. By the strong Markov property at $\tau=\tau_{a}$, we get for any $x \in S$

$$
\begin{aligned}
U_{L}^{1}(x) & =E_{x}\left(L_{\infty}^{1}-L_{\tau}^{1}\right)=E_{x} e^{-\tau}\left(L_{\infty}^{1} \circ \theta_{\tau}\right) \\
& =E_{x} e^{-\tau} E_{a} L_{\infty}^{1}=U_{L}^{1}(a) E_{x} e^{-\tau},
\end{aligned}
$$

proving (32). The uniqueness assertion now follows by Lemma 19.19.
To prove the existence of $L$, define $f(x)=E_{x} e^{-\tau}$, and note that $f$ is bounded and measurable. Since $\tau \leq t+\tau \circ \theta_{t}$, we may further conclude from the Markov property at $t$ that, for any $x \in S$,

$$
\begin{aligned}
f(x) & =E_{x} e^{-\tau} \geq e^{-t} E_{x}\left(e^{-\tau} \circ \theta_{t}\right) \\
& =e^{-t} E_{x} E_{X_{t}} e^{-\tau}=e^{-t} E_{x} f\left(X_{t}\right)=e^{-t} T_{t} f(x)
\end{aligned}
$$

Noting that $\sigma_{t}=t+\tau \circ \theta_{t}$ is nondecreasing and tends to 0 a.s. $P_{a}$ as $t \rightarrow 0$ by the regularity of $a$, we further obtain

$$
\begin{aligned}
0 & \leq f(x)-e^{-h} T_{h} f(x) \\
& =E_{x}\left(e^{-\tau}-e^{-\sigma_{h}}\right) \leq E_{x}\left(e^{-\tau}-e^{-\sigma_{h+\tau}}\right) \\
& =E_{x} e^{-\tau} E_{a}\left(1-e^{-\sigma_{h}}\right) \leq E_{a}\left(1-e^{-\sigma_{h}}\right) \rightarrow 0
\end{aligned}
$$

Thus, $f$ is uniformly 1-excessive, and so by Theorem 19.23 there exists a perfect CAF $L$ with $U_{L}^{1}=f$.

To see that $L$ is supported by the singleton $\{a\}$, we may write

$$
E_{x}\left(L_{\infty}^{1}-L_{\tau}^{1}\right)=E_{x} e^{-\tau} E_{a} L_{\infty}^{1}=E_{x} e^{-\tau} E_{a} e^{-\tau}=E_{x} e^{-\tau}=E_{x} L_{\infty}^{1}
$$

Hence, $L_{\tau}^{1}=0$ a.s., so $L_{\tau}=0$ a.s., and the Markov property yields $L_{\sigma_{t}}=L_{t}$ a.s. for all rational $t$. Hence, a.s., $L$ has no point of increase outside the closure of $\left\{t \geq 0 ; X_{t}=a\right\}$.

The next result shows that every CAF of one-dimensional Brownian motion is a unique mixture of local times. Recall that $\nu_{A}$ denotes the Revuz measure of the CAF $A$.

Theorem 19.25 (integral representation, Volkonsky, McKean and Tanaka) Let $X$ be a Brownian motion in $\mathbb{R}$ with local time $L$. Then a process $A$ is a CAF of $X$ iff it has an a.s. representation

$$
\begin{equation*}
A_{t}=\int_{-\infty}^{\infty} L_{t}^{x} \nu(d x), \quad t \geq 0 \tag{33}
\end{equation*}
$$

for some Radon measure $\nu$ on $\mathbb{R}$. The latter is then unique and equals $\nu_{A}$.
Proof: For any measure $\nu$ we may define an associated process $A$ as in (33). If $\nu$ is locally finite, it is clear from the continuity of $L$ and by dominated convergence that $A$ is a.s. continuous, hence a CAF. In the opposite case, we note that $\nu$ is infinite in every neighborhood of some point $a \in \mathbb{R}$. Under $P_{a}$ and for any $t>0$, the process $L_{t}^{x}$ is further a.s. continuous and strictly positive near $x=a$. Hence, $A_{t}=\infty$ a.s. $P_{a}$, and $A$ fails to be a CAF.

Next, conclude from Fubini's theorem and Theorem 19.5 that

$$
\bar{E} L_{1}^{x}=\int\left(E_{y} L_{1}^{x}\right) d y=E_{0} \int L_{1}^{x-y} d y=1
$$

Since $L^{x}$ is supported by $\{x\}$, we get for any CAF $A$ as in (33)

$$
\begin{aligned}
\nu_{A} f & =\bar{E}(f \cdot A)_{1}=\bar{E} \int \nu(d x) \int_{0}^{1} f\left(X_{t}\right) d L_{t}^{x} \\
& =\int f(x) \nu(d x) \bar{E} L_{1}^{x}=\nu f
\end{aligned}
$$

which shows that $\nu=\nu_{A}$.
Now consider an arbitrary CAF $A$. By Lemma 19.20 there exists some function $f>0$ with $\nu_{A} f<\infty$. The process

$$
B_{t}=\int L_{t}^{x} \nu_{f \cdot A}(d x)=\int L_{t}^{x} f(x) \nu_{A}(d x), \quad t \geq 0
$$

is then a CAF with $\nu_{B}=\nu_{f \cdot A}$, and by Corollary 19.22 we get $B=f \cdot A$ a.s. Thus, $A=f^{-1} \cdot B$ a.s., and (33) follows.

## Exercises

1. Show for any $c \in\left(0, \frac{1}{2}\right)$ that Brownian local time $L_{t}^{x}$ is a.s. Hölder continuous in $x$ with exponent $c$, uniformly for bounded $x$ and $t$.
2. Give a new proof of the relation $\tau_{2} \stackrel{d}{=} \tau_{3}$ in Theorem 11.16, using Corollary 19.3 and Lemma 11.15 .
3. Give an explicit construction of the process $X$ in Theorem 19.11, based on the Poisson process $\xi$ and the constant $c$. (Hint: Use Theorem 19.13 to construct the time scale.)

## Chapter 20

## One-Dimensional SDEs and Diffusions


#### Abstract

Weak existence and uniqueness; pathwise uniqueness and comparison; scale function and speed measure; time-change representation; boundary classification; entrance boundaries and Feller properties; ratio ergodic theorem; recurrence and ergodicity


By a diffusion is usually understood a continuous strong Markov process, sometimes required to possess additional regularity properties. The basic example of a diffusion process is Brownian motion, which was first introduced and studied in Chapter 11. More general diffusions, first encountered in Chapter 17, were studied extensively in Chapter 18 as solutions to suitable stochastic differential equations (SDEs). This chapter focuses on the onedimensional case, which allows a more detailed analysis. Martingale methods are used throughout the chapter, and we make essential use of results on random time-change from Chapters 15 and 16 , as well as on local time, excursions, and additive functionals from Chapter 19.

After considering the Engelbert-Schmidt characterization of weak existence and uniqueness for the equation $d X_{t}=\sigma\left(X_{t}\right) d B_{t}$, we turn to a discussion of various pathwise uniqueness and comparison results for the corresponding equation with drift. Next we proceed to a systematic study of regular diffusions, introduce the notions of scale function and speed measure, and prove the basic representation of a diffusion on a natural scale as a timechanged Brownian motion. Finally, we characterize the different types of boundary behavior, establish the Feller properties for a suitable extension of the process, and examine the recurrence and ergodic properties in the various cases.

To begin with the SDE approach, consider the general one-dimensional diffusion equation $(\sigma, b)$, given by

$$
\begin{equation*}
d X_{t}=\sigma\left(X_{t}\right) d B_{t}+b\left(X_{t}\right) d t \tag{1}
\end{equation*}
$$

From Theorem 18.11 we know that if weak existence and uniqueness in law hold for (1), then the solution process $X$ is a continuous strong Markov process. It is clearly also a semimartingale.

In Proposition 18.12 we saw how the drift term can sometimes be eliminated through a suitable change of the underlying probability measure. Un-
der suitable regularity conditions on the coefficients, we may use the alternative approach of transforming the state space. Let us then assume that $X$ solves (1), and put $Y_{t}=p\left(X_{t}\right)$, where $p \in C^{1}$ has an absolutely continuous derivative $p^{\prime}$ with density $p^{\prime \prime}$. By the generalized Itô formula of Theorem 19.5, we have

$$
\begin{aligned}
d Y_{t} & =p^{\prime}\left(X_{t}\right) d X_{t}+\frac{1}{2} p^{\prime \prime}\left(X_{t}\right) d[X]_{t} \\
& =\left(\sigma p^{\prime}\right)\left(X_{t}\right) d B_{t}+\left(\frac{1}{2} \sigma^{2} p^{\prime \prime}+b p^{\prime}\right)\left(X_{t}\right) d t
\end{aligned}
$$

Here the drift term vanishes iff $p$ solves the ordinary differential equation

$$
\begin{equation*}
\frac{1}{2} \sigma^{2} p^{\prime \prime}+b p^{\prime}=0 \tag{2}
\end{equation*}
$$

If $b / \sigma^{2}$ is locally integrable, then (2) has the explicit solutions

$$
p^{\prime}(x)=c \exp \left\{-2 \int_{0}^{x}\left(b \sigma^{-2}\right)(u) d u\right\}, \quad x \in \mathbb{R}
$$

where $c$ is an arbitrary constant. The desired scale function $p$ is then determined up to an affine transformation, and for $c>0$ it is strictly increasing with a unique inverse $p^{-1}$. The mapping by $p$ reduces (1) to the form $d Y_{t}=\tilde{\sigma}\left(Y_{t}\right) d B_{t}$, where $\tilde{\sigma}=\left(\sigma p^{\prime}\right) \circ p^{-1}$. Since the new equation is equivalent, it is clear that weak or strong existence or uniqueness hold simultaneously for the two equations.

Assuming that the drift has been removed, we are left with an equation of the form

$$
\begin{equation*}
d X_{t}=\sigma\left(X_{t}\right) d B_{t} \tag{3}
\end{equation*}
$$

Here exact criteria for weak existence and uniqueness may be given in terms of the singularity sets

$$
\begin{aligned}
S_{\sigma} & =\left\{x \in \mathbb{R} ; \int_{x-}^{x+} \sigma^{-2}(y) d y=\infty\right\} \\
N_{\sigma} & =\{x \in \mathbb{R} ; \sigma(x)=0\}
\end{aligned}
$$

Theorem 20.1 (existence and uniqueness, Engelbert and Schmidt) Weak existence holds for equation (3) with arbitrary initial distribution iff $S_{\sigma} \subset N_{\sigma}$. In that case uniqueness in law holds for every initial distribution iff $S_{\sigma}=N_{\sigma}$.

Our proof begins with a lemma, which will also be useful later. Given any measure $\nu$ on $\mathbb{R}$, we may introduce the associated singularity set

$$
S_{\nu}=\{x \in \mathbb{R} ; \nu(x-, x+)=\infty\}
$$

If $B$ is a one-dimensional Brownian motion with associated local time $L$, we may also introduce the additive functional

$$
\begin{equation*}
A_{s}=\int L_{s}^{x} \nu(d x), \quad s \geq 0 \tag{4}
\end{equation*}
$$

Lemma 20.2 (singularity set) Let $L$ be the local time of Brownian motion $B$ with arbitrary initial distribution, and let $A$ be given by (4) in terms of some measure $\nu$ on $\mathbb{R}$. Then a.s.

$$
\inf \left\{s \geq 0 ; A_{s}=\infty\right\}=\inf \left\{s \geq 0 ; B_{s} \in S_{\nu}\right\}
$$

Proof: Fix any $t>0$, and let $R$ be the event where $B_{s} \notin S_{\nu}$ on $[0, t]$. Noting that $L_{t}^{x}=0$ a.s. for $x$ outside the range $B[0, t]$, we get a.s. on $R$

$$
A_{t}=\int_{-\infty}^{\infty} L_{t}^{x} \nu(d x) \leq \nu(B[0, t]) \sup _{x} L_{t}^{x}<\infty
$$

since $B[0, t]$ is compact and $L_{t}^{x}$ is a.s. continuous, hence bounded.
Conversely, suppose that $B_{s} \in S_{\nu}$ for some $s<t$. To show that $A_{t}=\infty$ a.s. on this event, we may reduce by means the strong Markov property to the case when $B_{0}=a$ is nonrandom in $S_{\nu}$. But then $L_{t}^{a}>0$ a.s. by Tanaka's formula, and so by the continuity of $L$ we get for small enough $\varepsilon>0$

$$
A_{t}=\int_{-\infty}^{\infty} L_{t}^{x} \nu(d x) \geq \nu(a-\varepsilon, a+\varepsilon) \inf _{|x-a|<\varepsilon} L_{t}^{x}=\infty
$$

Proof of Theorem 20.1: First assume that $S_{\sigma} \subset N_{\sigma}$. To prove the asserted weak existence, let $Y$ be a Brownian motion with arbitrary initial distribution $\mu$, and define $\zeta=\inf \left\{s \geq 0 ; Y_{s} \in S_{\sigma}\right\}$. By Lemma 20.2 the additive functional

$$
\begin{equation*}
A_{s}=\int_{0}^{s} \sigma^{-2}\left(Y_{r}\right) d r, \quad s \geq 0 \tag{5}
\end{equation*}
$$

is continuous and strictly increasing on $[0, \zeta)$, and for $t>\zeta$ we have $A_{t}=\infty$. Also note that $A_{\zeta}=\infty$ when $\zeta=\infty$, whereas $A_{\zeta}$ may be finite when $\zeta<\infty$. In the latter case $A$ jumps from $A_{\zeta}$ to $\infty$ at time $\zeta$.

Now introduce the inverse

$$
\begin{equation*}
\tau_{t}=\inf \left\{s>0 ; A_{s}>t\right\}, \quad t \geq 0 \tag{6}
\end{equation*}
$$

The process $\tau$ is clearly continuous and strictly increasing on $\left[0, A_{\zeta}\right]$, and for $t \geq A_{\zeta}$ we have $\tau_{t}=\zeta$. Also note that $X_{t}=Y_{\tau_{t}}$ is a continuous local martingale and, moreover,

$$
t=A_{\tau_{t}}=\int_{0}^{\tau_{t}} \sigma^{-2}\left(Y_{r}\right) d r=\int_{0}^{t} \sigma^{-2}\left(X_{s}\right) d \tau_{s}, \quad t<A_{\zeta} .
$$

Hence, for $t \leq A_{\zeta}$

$$
\begin{equation*}
[X]_{t}=\tau_{t}=\int_{0}^{t} \sigma^{2}\left(X_{s}\right) d s \tag{7}
\end{equation*}
$$

Here both sides remain constant after time $A_{\zeta}$ since $S_{\sigma} \subset N_{\sigma}$, and so (7) remains true for all $t \geq 0$. Hence, Theorem 16.12 yields the existence of a Brownian motion $B$ satisfying (3), which means that $X$ is a weak solution with initial distribution $\mu$.

To prove the converse implication, assume that weak existence holds for any initial distribution. To show that $S_{\sigma} \subset N_{\sigma}$, we may fix any $x \in S_{\sigma}$ and choose a solution $X$ with $X_{0}=x$. Since $X$ is a continuous local martingale, Theorem 16.4 yields $X_{t}=Y_{\tau_{t}}$ for some Brownian motion $Y$ starting at $x$ and some random time-change $\tau$ satisfying (7). For $A$ as in (5) and for $t \geq 0$ we have

$$
\begin{equation*}
A_{\tau_{t}}=\int_{0}^{\tau_{t}} \sigma^{-2}\left(Y_{r}\right) d r=\int_{0}^{t} \sigma^{-2}\left(X_{s}\right) d \tau_{s}=\int_{0}^{t} 1\left\{\sigma\left(X_{s}\right)>0\right\} d s \leq t \tag{8}
\end{equation*}
$$

Since $A_{s}=\infty$ for $s>0$ by Lemma 20.2, we get $\tau_{t}=0$ a.s., so $X_{t} \equiv x$ a.s., and by (7) $x \in N_{\sigma}$.

Turning to the uniqueness assertion, assume that $N_{\sigma} \subset S_{\sigma}$, and consider a solution $X$ with initial distribution $\mu$. As before, we may write $X_{t}=Y_{\tau_{t}}$ a.s., where $Y$ is a Brownian motion with initial distribution $\mu$ and $\tau$ is a random time-change satisfying (7). Define $A$ as in (5), put $\chi=\inf \left\{t \geq 0 ; X_{t} \in S_{\sigma}\right\}$, and note that $\tau_{\chi}=\zeta \equiv \inf \left\{s \geq 0 ; Y_{s} \in S_{\sigma}\right\}$. Since $N_{\sigma} \subset S_{\sigma}$, we get as in (8)

$$
A_{\tau_{t}}=\int_{0}^{\tau_{t}} \sigma^{-2}\left(Y_{s}\right) d s=t, \quad t \leq \chi
$$

Furthermore, $A_{s}=\infty$ for $s>\zeta$ by Lemma 20.2, and so (8) implies $\tau_{t} \leq \zeta$ a.s. for all $t$, which means that $\tau$ remains constant after time $\chi$. Thus, $\tau$ and $A$ are related by (6), so $\tau$ and then also $X$ are measurable functions of $Y$. Since the distribution of $Y$ depends only on $\mu$, the same thing is true for $X$, which proves the asserted uniqueness in law.

To prove the converse, assume that $S_{\sigma}$ is a proper subset of $N_{\sigma}$, and fix any $x \in N_{\sigma} \backslash S_{\sigma}$. As before, we may construct a solution starting at $x$ by writing $X_{t}=Y_{\tau_{t}}$, where $Y$ is a Brownian motion starting at $x$, and $\tau$ is defined as in (6) from the process $A$ in (5). Since $x \notin S_{\sigma}$, Lemma 20.2 gives $A_{0+}<\infty$ a.s., and so $\tau_{t}>0$ a.s. for $t>0$, which shows that $X$ is a.s. nonconstant. Since $x \in N_{\sigma}$, (3) has also the trivial solution $X_{t} \equiv x$. Thus, uniqueness in law fails for solutions starting at $x$.

Proceeding with a study of pathwise uniqueness, we return to equation (1), and let $w(\sigma, \cdot)$ denote the modulus of continuity of $\sigma$.

Theorem 20.3 (pathwise uniqueness, Skorohod, Yamada and Watanabe) Let $\sigma$ and $b$ be bounded, measurable functions on $\mathbb{R}$ satisfying

$$
\begin{equation*}
\int_{0}^{\varepsilon}(w(\sigma, h))^{-2} d h=\infty, \quad \varepsilon>0 \tag{9}
\end{equation*}
$$

and such that $b$ is Lipschitz-continuous or $\sigma \neq 0$. Then pathwise uniqueness holds for equation $(\sigma, b)$.

The significance of condition (9) is clarified by the following lemma, where we are writing $L_{t}^{x}(Y)$ for the local time of the semimartingale $Y$.

Lemma 20.4 (local time) Assume that $\sigma$ satisfies (9), and for $i=1,2$ let $X^{i}$ solve equation $\left(\sigma, b_{i}\right)$. Then $L^{0}\left(X^{1}-X^{2}\right)=0$ a.s.

Proof: Write $Y=X^{1}-X^{2}, L_{t}^{x}=L_{t}^{x}(Y)$, and $w(x)=w(\sigma,|x|)$. Using (1) and Theorem 19.5, we get for any $t>0$

$$
\int_{-\infty}^{\infty} \frac{L_{t}^{x} d x}{w_{x}^{2}}=\int_{0}^{t} \frac{d[Y]_{s}}{\left(w\left(Y_{s}\right)\right)^{2}}=\int_{0}^{t}\left\{\frac{\sigma\left(X_{s}^{1}\right)-\sigma\left(X_{s}^{2}\right)}{w\left(X_{s}^{1}-X_{s}^{2}\right)}\right\}^{2} d s \leq t<\infty
$$

By (1) and the right-continuity of $L$ it follows that $L_{t}^{0}=0$ a.s.
Proof of Theorem 20.3 for $\sigma \neq 0$ : By Propositions 18.12 and 18.13 combined with a simple localization argument, we note that uniqueness in law holds for equation $(\sigma, b)$ when $\sigma \neq 0$. To prove the pathwise uniqueness, consider any two solutions $X$ and $Y$ with $X_{0}=Y_{0}$ a.s. By Tanaka's formula, Lemma 20.4, and equation $(\sigma, b)$ we get

$$
\begin{aligned}
d\left(X_{t} \vee Y_{t}\right) & =d X_{t}+d\left(Y_{t}-X_{t}\right)^{+} \\
& =d X_{t}+1\left\{Y_{t}>X_{t}\right\} d\left(Y_{t}-X_{t}\right) \\
& =1\left\{Y_{t} \leq X_{t}\right\} d X_{t}+1\left\{Y_{t}>X_{t}\right\} d Y_{t} \\
& =\sigma\left(X_{t} \vee Y_{t}\right) d B_{t}+b\left(X_{t} \vee Y_{t}\right) d t,
\end{aligned}
$$

which shows that $X \vee Y$ is again a solution. By the uniqueness in law we get $X \stackrel{d}{=} X \vee Y$, and since $X \leq X \vee Y$, it follows that $X=X \vee Y$ a.s., which implies $Y \leq X$ a.s. Similarly, $X \leq Y$ a.s.

The assertion for Lipschitz-continuous $b$ is a special case of the following comparison result.

Theorem 20.5 (comparison, Skorohod, Yamada) Let $\sigma$ satisfy (9), and fix two functions $b_{1} \geq b_{2}$, at least one of which is Lipschitz-continuous. For $i=1,2$ let $X^{i}$ solve equation $\left(\sigma, b_{i}\right)$, and assume that $X_{0}^{1} \geq X_{0}^{2}$ a.s. Then $X^{1} \geq X^{2}$ a.s.

Proof: By symmetry we may assume that $b_{1}$ is Lipschitz-continuous. Since $X_{0}^{2} \leq X_{0}^{1}$ a.s., we get by Tanaka's formula and Lemma 20.4

$$
\begin{aligned}
\left(X_{t}^{2}-X_{t}^{1}\right)^{+}=\int_{0}^{t} 1 & \left\{X_{s}^{2}>X_{s}^{1}\right\}\left(\sigma\left(X_{t}^{2}\right)-\sigma\left(X_{t}^{1}\right)\right) d B_{t} \\
& +\int_{0}^{t} 1\left\{X_{s}^{2}>X_{s}^{1}\right\}\left(b_{2}\left(X_{s}^{2}\right)-b_{1}\left(X_{s}^{1}\right)\right) d s
\end{aligned}
$$

Using the martingale property of the first term, the Lipschitz continuity of $b_{1}$, and the condition $b_{2} \leq b_{1}$, it follows that

$$
\begin{aligned}
E\left(X_{t}^{2}-X_{t}^{1}\right)^{+} & \leq E \int_{0}^{t} 1\left\{X_{s}^{2}>X_{s}^{1}\right\}\left(b_{1}\left(X_{s}^{2}\right)-b_{1}\left(X_{s}^{1}\right)\right) d s \\
& \leq E \int_{0}^{t} 1\left\{X_{s}^{2}>X_{s}^{1}\right\}\left|X_{s}^{2}-X_{s}^{1}\right| d s \\
& =\int_{0}^{t} E\left(X_{s}^{2}-X_{s}^{1}\right)^{+} d s
\end{aligned}
$$

By Gronwall's lemma $E\left(X_{t}^{2}-X_{t}^{1}\right)^{+}=0$, and hence $X_{t}^{2} \leq X_{t}^{1}$ a.s.

Under stronger assumptions on the coefficients, we may strengthen the conclusion to a strict inequality.

Theorem 20.6 (strict comparison) Let $\sigma$ be Lipschitz-continuous, and fix two continuous functions $b_{1}>b_{2}$. For $i=1,2$ let $X^{i}$ solve equation $\left(\sigma, b_{i}\right)$, and assume that $X_{0}^{1} \geq X_{0}^{2}$ a.s. Then $X^{1}>X^{2}$ on $(0, \infty)$ a.s.

Proof: Since the $b_{i}$ are continuous with $b_{1}>b_{2}$, there exists a locally Lipschitz-continuous function $b$ on $\mathbb{R}$ with $b_{1}>b>b_{2}$, and by Theorem 18.3 equation $(\sigma, b)$ has a solution $X$ with $X_{0}=X_{0}^{1} \geq X_{0}^{2}$ a.s. It suffices to show that $X^{1}>X>X^{2}$ a.s. on $(0, \infty)$, which reduces the discussion to the case when one of the functions $b_{i}$ is locally Lipschitz. By symmetry we may take that function to be $b_{1}$.

By the Lipschitz continuity of $\sigma$ and $b_{1}$, we may introduce the continuous semimartingales

$$
\begin{aligned}
U_{t} & =\int_{0}^{t}\left(b_{1}\left(X_{s}^{2}\right)-b_{2}\left(X_{s}^{2}\right)\right) d s \\
V_{t} & =\int_{0}^{t} \frac{\sigma\left(X_{s}^{1}\right)-\sigma\left(X_{s}^{2}\right)}{X_{s}^{1}-X_{s}^{2}} d B_{s}+\int_{0}^{t} \frac{b_{1}\left(X_{s}^{1}\right)-b_{1}\left(X_{s}^{2}\right)}{X_{s}^{1}-X_{s}^{2}} d s
\end{aligned}
$$

with $0 / 0$ interpreted as 0 , and write

$$
d\left(X_{t}^{1}-X_{t}^{2}\right)=d U_{t}+\left(X_{t}^{1}-X_{t}^{2}\right) d V_{t}
$$

Letting $Z=\exp \left(V-\frac{1}{2}[V]\right)>0$, we get by Proposition 18.2

$$
X_{t}^{1}-X_{t}^{2}=Z_{t}\left(X_{0}^{1}-X_{0}^{2}\right)+Z_{t} \int_{0}^{t} Z_{s}^{-1}\left(b_{1}\left(X_{s}^{2}\right)-b_{2}\left(X_{s}^{2}\right)\right) d s
$$

The assertion now follows since $X_{0}^{1} \geq X_{0}^{2}$ a.s. and $b_{1}>b_{2}$.
We turn to a systematic study of one-dimensional diffusions. By a diffusion on some interval $I \subset \mathbb{R}$ we mean a continuous strong Markov process taking values in $I$. Termination will only be allowed at open end-points of $I$. We define $\tau_{y}=\inf \left\{t \geq 0 ; X_{t}=y\right\}$ and say that $X$ is regular if $P_{x}\left\{\tau_{y}<\infty\right\}>0$ for any $x \in I^{\circ}$ and $y \in I$. Let us further write $\tau_{a, b}=\tau_{a} \wedge \tau_{b}$.

Our first aim is to transform the general diffusion process into a continuous local martingale, using a suitable change of scale. This corresponds to the removal of drift in the SDE (1).

Theorem 20.7 (scale function, Feller, Dynkin) Given any regular diffusion $X$ on $I$, there exists a continuous and strictly increasing function $p: I \rightarrow \mathbb{R}$ such that $p\left(X^{\tau_{a, b}}\right)$ is a $P_{x}$-martingale for any $a \leq x \leq b$ in $I$. Furthermore, an increasing function $p$ has the stated property iff

$$
\begin{equation*}
P_{x}\left\{\tau_{b}<\tau_{a}\right\}=\frac{p_{x}-p_{a}}{p_{b}-p_{a}}, \quad x \in[a, b] . \tag{10}
\end{equation*}
$$

A function $p$ with the stated property is called a scale function for $X$, and $X$ is said to be on a natural scale if the scale function can be chosen to be linear. In general, we note that $Y=p(X)$ is a regular diffusion on a natural scale.

We begin our proof with a study of the functions

$$
p_{a, b}(x)=P_{x}\left\{\tau_{b}<\tau_{a}\right\}, \quad h_{a, b}(x)=E_{x} \tau_{a, b}, \quad a \leq x \leq b,
$$

which play a basic role in the subsequent analysis.
Lemma 20.8 (hitting times) Consider a regular diffusion on I, and fix any $a<b$ in $I$. Then
(i) $p_{a, b}$ is continuous and strictly increasing on $[a, b]$;
(ii) $h_{a, b}$ is bounded on $[a, b]$.

In particular, it is seen from (ii) that $\tau_{a, b}<\infty$ a.s. under $P_{x}$ for any $a \leq x \leq b$.

Proof: (i) First we show that $P_{x}\left\{\tau_{b}<\tau_{a}\right\}>0$ for any $a<x<b$. Then introduce the optional time $\sigma_{1}=\tau_{a}+\tau_{x} \circ \theta_{\tau_{a}}$ and define recursively $\sigma_{n+1}=\sigma_{n}+\sigma_{1} \circ \theta_{\sigma_{n}}$. By the strong Markov property the $\sigma_{n}$ form a random walk in $[0, \infty]$ under each $P_{x}$. If $P_{x}\left\{\tau_{b}<\tau_{a}\right\}=0$, we get $\tau_{b} \geq \sigma_{n} \rightarrow \infty$ a.s. $P_{x}$, and so $P_{x}\left\{\tau_{b}=\infty\right\}=1$, which contradicts the regularity of $X$.

Using the strong Markov property at $\tau_{y}$, we next obtain

$$
\begin{equation*}
P_{x}\left\{\tau_{b}<\tau_{a}\right\}=P_{x}\left\{\tau_{y}<\tau_{a}\right\} P_{y}\left\{\tau_{b}<\tau_{a}\right\}, \quad a<x<y<b \tag{11}
\end{equation*}
$$

Since $P_{x}\left\{\tau_{a}<\tau_{y}\right\}>0$, we have $P_{x}\left\{\tau_{y}<\tau_{a}\right\}<1$, which shows that $P_{x}\left\{\tau_{b}<\right.$ $\left.\tau_{a}\right\}$ is strictly increasing.

By symmetry it remains to prove that $P_{y}\left\{\tau_{b}<\tau_{a}\right\}$ is left-continuous on $(a, b]$. By (11) it is equivalent to show for each $x \in(a, b)$ that the mapping $y \mapsto P_{x}\left\{\tau_{y}<\tau_{a}\right\}$ is left-continuous on $(x, b]$. Then let $y_{n} \uparrow y$, and note that $\tau_{y_{n}} \uparrow \tau_{y}$ a.s. $P_{x}$ by the continuity of $X$. Hence, $\left\{\tau_{y_{n}}<\tau_{a}\right\} \downarrow\left\{\tau_{y}<\tau_{a}\right\}$, which implies convergence of the corresponding probabilities.
(ii) Fix any $c \in(a, b)$. By the regularity of $X$ we may choose $h>0$ so large that

$$
P_{c}\left\{\tau_{a} \leq h\right\} \wedge P_{c}\left\{\tau_{b} \leq h\right\}=\delta>0
$$

If $x \in(a, c)$, we may use the strong Markov property at $\tau_{x}$ to get

$$
\delta \leq P_{c}\left\{\tau_{a} \leq h\right\} \leq P_{c}\left\{\tau_{x} \leq h\right\} P_{x}\left\{\tau_{a} \leq h\right\} \leq P_{x}\left\{\tau_{a} \leq h\right\} \leq P_{x}\left\{\tau_{a, b} \leq h\right\}
$$

and similarly for $x \in(c, b)$. By the Markov property at $h$ and induction on $n$ we obtain

$$
P_{x}\left\{\tau_{a, b}>n h\right\} \leq(1-\delta)^{n}, \quad x \in[a, b], n \in \mathbb{Z}_{+},
$$

and Lemma 2.4 yields

$$
E_{x} \tau_{a, b}=\int_{0}^{\infty} P_{x}\left\{\tau_{a, b}>t\right\} d t \leq h \sum_{n \geq 0}(1-\delta)^{n}<\infty
$$

Proof of Theorem 20.7: Let $p$ be a locally bounded and measurable function on $I$ such that $M=p\left(X^{\tau_{a, b}}\right)$ is a martingale under $P_{x}$ for any $a<x<b$. Then

$$
\begin{aligned}
p_{x} & =E_{x} M_{0}=E_{x} M_{\infty}=E_{x} p\left(X_{\tau_{a, b}}\right) \\
& =p_{a} P_{x}\left\{\tau_{a}<\tau_{b}\right\}+p_{b} P_{x}\left\{\tau_{b}<\tau_{a}\right\} \\
& =p_{a}+\left(p_{b}-p_{a}\right) P_{x}\left\{\tau_{b}<\tau_{a}\right\},
\end{aligned}
$$

and (10) follows, provided that $p_{a} \neq p_{b}$.
To construct a function $p$ with the stated properties, fix any points $u<v$ in $I$, and define for arbitrary $a \leq u$ and $b \geq v$ in $I$

$$
\begin{equation*}
p(x)=\frac{p_{a, b}(x)-p_{a, b}(u)}{p_{a, b}(v)-p_{a, b}(u)}, \quad x \in[a, b] . \tag{12}
\end{equation*}
$$

To see that $p$ is independent of $a$ and $b$, consider any larger interval $\left[a^{\prime}, b^{\prime}\right]$ in $I$, and conclude from the strong Markov property at $\tau_{a, b}$ that, for $x \in[a, b]$,

$$
P_{x}\left\{\tau_{b^{\prime}}<\tau_{a^{\prime}}\right\}=P_{x}\left\{\tau_{a}<\tau_{b}\right\} P_{a}\left\{\tau_{b^{\prime}}<\tau_{a^{\prime}}\right\}+P_{x}\left\{\tau_{b}<\tau_{a}\right\} P_{b}\left\{\tau_{b^{\prime}}<\tau_{a^{\prime}}\right\}
$$

or

$$
p_{a^{\prime}, b^{\prime}}(x)=p_{a, b}(x)\left(p_{a^{\prime}, b^{\prime}}(b)-p_{a^{\prime}, b^{\prime}}(a)\right)+p_{a^{\prime} b^{\prime}}(a) .
$$

Thus, $p_{a, b}$ and $p_{a^{\prime}, b^{\prime}}$ agree on $[a, b]$ up to an affine transformation and so give rise to the same value in (12).

By Lemma 20.8 the constructed function is continuous and strictly increasing, and it remains to show that $p\left(X^{\tau_{a, b}}\right)$ is a martingale under $P_{x}$ for any $a<b$ in $I$. Since the martingale property is preserved by affine transformations, it is equivalent to show that $p_{a, b}\left(X^{\tau_{a, b}}\right)$ is a $P_{x}$-martingale. Then fix any optional time $\sigma$, and write $\tau=\sigma \wedge \tau_{a, b}$. By the strong Markov property at $\tau$ we get

$$
\begin{aligned}
E_{x} p_{a, b}\left(X_{\tau}\right) & =E_{x} P_{X_{\tau}}\left\{\tau_{b}<\tau_{a}\right\}=P_{x} \theta_{\tau}^{-1}\left\{\tau_{b}<\tau_{a}\right\} \\
& =P_{x}\left\{\tau_{b}<\tau_{a}\right\}=p_{a, b}(x)
\end{aligned}
$$

and the desired martingale property follows by Lemma 6.13.
To prepare for the next result, consider a Brownian motion $B$ in $\mathbb{R}$ with associated jointly continuous local time $L$. For any measure $\nu$ on $\mathbb{R}$, we may introduce as in (4) the associated additive functional $A=\int L^{x} \nu(d x)$ and its right-continuous inverse

$$
\sigma_{t}=\inf \left\{s>0 ; A_{s}>t\right\}, \quad t \geq 0
$$

If $\nu \neq 0$, it is clear from the recurrence of $B$ that $A$ is a.s. unbounded, so $\sigma_{t}<\infty$ a.s. for all $t$, and we may define $X_{t}=B_{\sigma_{t}}, t \geq 0$. We shall refer to $\sigma=\left(\sigma_{t}\right)$ as the random time-change based on $\nu$ and to the process $X=B \circ \sigma$ as the correspondingly time-changed Brownian motion.

Theorem 20.9 (speed measure and time-change, Feller, Volkonsky, Itô and McKean) For any regular diffusion on a natural scale in $I$, there exists a unique measure $\nu$ on $I$ with $\nu[a, b] \in(0, \infty)$ for all $a<b$ in $I^{\circ}$ such that $X$ is a time-changed Brownian motion based on some extension of $\nu$ to $\bar{I}$. Conversely, any such time-change of Brownian motion defines a regular diffusion on I.

Here the extended measure $\nu$ is called the speed measure of the diffusion. Contrary to what the term might suggest, we note that the process moves slowly through regions where $\nu$ is large. The speed measure of Brownian motion itself is clearly equal to Lebesgue measure. More generally, the speed measure of a regular diffusion solving equation (3) has density $\sigma^{-2}$.

To prove the uniqueness of $\nu$ we need the following lemma, which is also useful for the subsequent classification of boundary behavior. Here we shall write $\sigma_{a, b}=\inf \left\{s>0 ; B_{s} \notin(a, b)\right\}$.

Lemma 20.10 (Green function) Let $X$ be a time-changed Brownian motion based on $\nu$, fix any measurable function $f: I \rightarrow \mathbb{R}_{+}$, and let $a<b$ in $\bar{I}$. Then

$$
\begin{equation*}
E_{x} \int_{0}^{\tau_{a, b}} f\left(X_{t}\right) d t=\int_{a}^{b} g_{a, b}(x, y) f(y) \nu(d y), \quad x \in[a, b] \tag{13}
\end{equation*}
$$

where

$$
\begin{equation*}
g_{a, b}(x, y)=E_{x} L_{\sigma_{a, b}}^{y}=\frac{2(x \wedge y-a)(b-x \vee y)}{b-a}, \quad x, y \in[a, b] . \tag{14}
\end{equation*}
$$

If $X$ is recurrent, the statement remains true with $a=-\infty$ or $b=\infty$.
Taking $f \equiv 1$ in (13), we get in particular the formula

$$
\begin{equation*}
h_{a, b}(x)=E_{x} \tau_{a, b}=\int_{a}^{b} g_{a, b}(x, y) \nu(d y), \quad x \in[a, b], \tag{15}
\end{equation*}
$$

which will be useful later.

Proof: Clearly, $\tau_{a, b}=A\left(\sigma_{a, b}\right)$ for any $a, b \in \bar{I}$, and also for $a=-\infty$ or $b=\infty$ when $X$ is recurrent. Since $L^{y}$ is supported by $\{y\}$, it follows by (4) that

$$
\int_{0}^{\tau_{a, b}} f\left(X_{t}\right) d t=\int_{0}^{\sigma_{a, b}} f\left(B_{s}\right) d A_{s}=\int_{a}^{b} f(y) L_{\sigma_{a, b}}^{y} \nu(d y)
$$

Taking expectations gives (13) with $g_{a, b}(x, y)=E_{x} L_{\sigma_{a, b}}^{y}$. To prove (14), we note that by Tanaka's formula and optional sampling

$$
E_{x} L_{\sigma_{a, b} \wedge s}^{y}=E_{x}\left|B_{\sigma_{a, b} \wedge s}-y\right|-|x-y|, \quad s \geq 0 .
$$

If $a$ and $b$ are finite, we may let $s \rightarrow \infty$ and conclude by monotone and dominated convergence that

$$
g_{a, b}(x, y)=\frac{(y-a)(b-x)}{b-a}+\frac{(b-y)(x-a)}{b-a}-|x-y|,
$$

which simplifies to (14). The result for infinite $a$ or $b$ follows immediately by monotone convergence.

The next lemma will enable us to construct the speed measure $\nu$ from the functions $h_{a, b}$ in Lemma 20.8.

Lemma 20.11 (consistency) For any regular diffusion on a natural scale in $I$, there exists a strictly concave function $h$ on $I^{\circ}$ such that for any $a<b$ in I

$$
\begin{equation*}
h_{a, b}(x)=h(x)-\frac{x-a}{b-a} h(b)-\frac{b-x}{b-a} h(a), \quad x \in[a, b] . \tag{16}
\end{equation*}
$$

Proof: Fix any $u<v$ in $I$, and define for any $a \leq u$ and $b \geq v$ in $I$

$$
\begin{equation*}
h(x)=h_{a, b}(x)-\frac{x-u}{v-u} h_{a, b}(v)-\frac{v-x}{v-u} h_{a, b}(u), \quad x \in[a, b] . \tag{17}
\end{equation*}
$$

To see that $h$ is independent of $a$ and $b$, consider any larger interval $\left[a^{\prime}, b^{\prime}\right]$ in $I$, and conclude from the strong Markov property at $\tau_{a, b}$ that, for $x \in[a, b]$,

$$
E_{x} \tau_{a^{\prime}, b^{\prime}}=E_{x} \tau_{a, b}+P_{x}\left\{\tau_{a}<\tau_{b}\right\} E_{a} \tau_{a^{\prime}, b^{\prime}}+P_{x}\left\{\tau_{b}<\tau_{a}\right\} E_{b} \tau_{a^{\prime}, b^{\prime}}
$$

or

$$
\begin{equation*}
h_{a^{\prime}, b^{\prime}}(x)=h_{a, b}(x)+\frac{b-x}{b-a} h_{a^{\prime}, b^{\prime}}(a)+\frac{x-a}{b-a} h_{a^{\prime}, b^{\prime}}(b) . \tag{18}
\end{equation*}
$$

Thus, $h_{a, b}$ and $h_{a^{\prime}, b^{\prime}}$ agree on $[a, b]$ up to an affine function and therefore yield the same value in (17).

If $a \leq u$ and $b \geq v$, then (17) shows that $h$ and $h_{a, b}$ agree on $[a, b]$ up to an affine function, and (16) follows since $h_{a, b}(a)=h_{a, b}(b)=0$. The formula extends by means of (18) to arbitrary $a<b$ in $I$.

Since $h$ is strictly concave, its left derivative $h_{-}^{\prime}$ is strictly decreasing and left-continuous, and so it determines a measure $\nu$ on $I^{\circ}$ satisfying

$$
\begin{equation*}
2 \nu[a, b)=h_{-}^{\prime}(a)-h_{-}^{\prime}(b), \quad a<b \text { in } I^{\circ} . \tag{19}
\end{equation*}
$$

For motivation, we note that this expression is consistent with (15).
The proof of Theorem 20.9 requires some understanding of the behavior of $X$ at the endpoints of $I$. If an endpoint $b$ does not belong to $I$, then by hypothesis the motion terminates when $X$ reaches $b$. It is clearly equivalent to attach $b$ to $I$ as an absorbing endpoint. For convenience we may then assume that $I$ is a compact interval of the form $[a, b]$, where either endpoint may be inaccessible, in the sense that a.s. it cannot be reached in finite time from a point in $I^{\circ}$.

For either endpoint $b$, the set $Z_{b}=\left\{t \geq 0 ; X_{t}=b\right\}$ is regenerative under $P_{b}$ in the sense of Chapter 19. In particular, it is seen from Lemma 19.8 that $b$ is either absorbing in the sense that $Z_{b}=\mathbb{R}_{+}$a.s. or reflecting in the sense that $Z_{b}^{\circ}=\emptyset$ a.s. In the latter case, we say that the reflection is fast if
$\lambda Z_{b}=0$ and slow if $\lambda Z_{b}>0$. A more detailed discussion of the boundary behavior will be given after the proof of the main theorem.

We shall first prove Theorem 20.9 in a special case. The general result will then be deduced by a pathwise comparison.

Proof of Theorem 20.9 for absorbing endpoints (Méléard): Let $X$ have distribution $P_{x}$, where $x \in I^{\circ}$, and put $\zeta=\inf \left\{t>0 ; X_{t} \neq I^{\circ}\right\}$. For any $a<b$ in $I^{\circ}$ with $x \in[a, b]$ the process $X^{\tau_{a, b}}$ is a continuous martingale, so by Theorem 19.5

$$
\begin{equation*}
h\left(X_{t}\right)=h(x)+\int_{0}^{t} h_{-}^{\prime}(X) d X-\int_{I} \tilde{L}_{t}^{x} \nu(d x), \quad t \in[0, \zeta) \tag{20}
\end{equation*}
$$

where $\tilde{L}$ denotes the local time of $X$.
Next conclude from Theorem 16.4 that $X=B \circ[X]$ a.s. for some Brownian motion $B$ starting at $x$. Using Theorem 19.5 twice, we get in particular for any nonnegative measurable function $f$

$$
\int_{I} f(x) \tilde{L}_{t}^{x} d x=\int_{0}^{t} f\left(X_{s}\right) d[X]_{s}=\int_{0}^{[X]_{t}} f\left(B_{s}\right) d s=\int_{I} f(x) L_{[X]_{t}}^{x} d t
$$

where $L$ denotes the local time of $B$. Hence, $\tilde{L}_{t}^{x}=L_{[X]_{t}}^{x}$ a.s. for $t<\zeta$, and so the last term in (20) equals $A_{[X]_{t}}$ a.s.

For any optional time $\sigma$, put $\tau=\sigma \wedge \tau_{a, b}$, and conclude from the strong Markov property that

$$
\begin{aligned}
E_{x}\left[\tau+h_{a, b}\left(X_{\tau}\right)\right] & =E_{x}\left[\tau+E_{X_{\tau}} \tau_{a, b}\right] \\
& =E_{x}\left[\tau+\tau_{a, b} \circ \theta_{\tau}\right]=E_{x} \tau_{a, b}=h_{a, b}(x)
\end{aligned}
$$

Writing $M_{t}=h\left(X_{t}\right)+t$, it follows by Lemma 6.13 that $M^{\tau_{a, b}}$ is a $P_{x^{-}}$ martingale whenever $x \in[a, b] \subset I^{\circ}$. Comparing with (20) and using Proposition 15.2, we obtain $A_{[X]_{t}}=t$ a.s. for all $t \in[0, \zeta)$. Since $A$ is continuous and strictly increasing on $[0, \zeta)$ with inverse $\sigma$, it follows that $[X]_{t}=\sigma_{t}$ a.s. for $t<\zeta$. The last relation extends to $[\zeta, \infty)$, provided that $\nu$ is given infinite mass at each endpoint. Then $X=B \circ \sigma$ a.s. on $\mathbb{R}_{+}$.

Conversely, it is easily seen that $B \circ \sigma$ is a regular diffusion on $I$ whenever $\sigma$ is a random time-change based on some measure $\nu$ with the stated properties. To prove the uniqueness of $\nu$, fix any $a<x<b$ in $I^{\circ}$ and apply Lemma 20.10 with $f(y)=\left(g_{a, b}(x, y)\right)^{-1}$ to see that $\nu(a, b)$ is determined by $P_{x}$.

Proof of Theorem 20.9, general case: Define $\nu$ on $I^{\circ}$ as in (19), and extend the definition to $\bar{I}$ by giving infinite mass to absorbing endpoints. To every reflecting endpoint we attach a finite mass, to be specified later. Given a Brownian motion $B$, we note as before that the correspondingly time-changed process $\tilde{X}=B \circ \sigma$ is a regular diffusion on $I$. Letting $\zeta=\sup \left\{t ; X_{t} \in I^{\circ}\right\}$ and $\tilde{\zeta}=\sup \left\{t ; \tilde{X}_{t} \in I^{\circ}\right\}$, it is further seen from the previous case that $X^{\zeta}$ and $\tilde{X}^{\tilde{\zeta}}$ have the same distribution for any starting position $x \in I^{\circ}$.

Now fix any $a<b$ in $I^{\circ}$, and define recursively

$$
\chi_{1}=\zeta+\tau_{a, b} \circ \theta_{\zeta} ; \quad \chi_{n+1}=\chi_{n}+\chi_{1} \circ \theta_{\chi_{n}}, \quad n \in \mathbb{N}
$$

The processes $Y_{n}^{a, b}=X^{\zeta} \circ \theta_{\chi_{n}}$ then form a Markov chain in the path space. A similar construction for $\tilde{X}$ yields some processes $\tilde{Y}_{n}^{a, b}$, and we note that $\left(Y_{n}^{a, b}\right) \stackrel{d}{=}\left(\tilde{Y}_{n}^{a, b}\right)$ for fixed $a$ and $b$. Since the processes $Y_{n}^{a^{\prime}, b^{\prime}}$ for any smaller interval $\left[a^{\prime}, b^{\prime}\right]$ can be measurably recovered from those for $[a, b]$ and similarly for $\tilde{Y}_{n}^{a^{\prime}, b^{\prime}}$, it follows that the whole collections $\left(Y_{n}^{a, b}\right)$ and $\left(\tilde{Y}_{n}^{a, b}\right)$ have the same distribution. By Theorem 5.10 we may then assume that the two families agree a.s.

Now assume that $I=[a, b]$, where $a$ is reflecting. From the properties of Brownian motion we note that the level sets $Z_{a}$ and $\tilde{Z}_{a}$ for $X$ and $\tilde{X}$ are a.s. perfect. Thus, we may introduce the corresponding excursion point processes $\xi$ and $\tilde{\xi}$, local times $L$ and $\tilde{L}$, and inverse local times $T$ and $\tilde{T}$. Since the excursions within $[a, b)$ agree a.s. for $X$ and $\tilde{X}$, it is clear from the law of large numbers that we may normalize the excursion laws for the two processes such that the corresponding parts of $\xi$ and $\tilde{\xi}$ agree a.s. Then even $T$ and $\tilde{T}$ agree, possibly apart from the lengths of excursions that reach $b$ and the drift coefficient $c$ in Theorem 19.13. For $\tilde{X}$ the latter is proportional to the mass $\nu\{a\}$, which may now be chosen such that $c$ becomes the same as for $X$. Note that this choice of $\nu\{a\}$ is independent of starting position $x$ for the processes $X$ and $\tilde{X}$.

If the other endpoint $b$ is absorbing, then clearly $X=\tilde{X}$ a.s., and the proof is complete. If $b$ is instead reflecting, then the excursions from $b$ agree a.s. for $X$ and $\tilde{X}$. Repeating the previous argument with the roles of $a$ and $b$ interchanged, we get $X=\tilde{X}$ a.s. after a suitable adjustment of the mass $\nu\{b\}$.

We proceed to classify the boundary behavior of a regular diffusion on a natural scale in terms of the speed measure $\nu$. A right endpoint $b$ is called an entrance boundary for $X$ if $b$ is inaccessible and yet

$$
\begin{equation*}
\lim _{r \rightarrow \infty} \inf _{y>x} P_{y}\left\{\tau_{x} \leq r\right\}>0, \quad x \in I^{\circ} \tag{21}
\end{equation*}
$$

By the Markov property at times $n r, n \in \mathbb{N}$, the limit in (21) then equals 1. In particular, $P_{y}\left\{\tau_{x}<\infty\right\}=1$ for all $x<y$ in $I^{\circ}$. As we shall see in Theorem 20.13, an entrance boundary is an endpoint where $X$ may enter but not exit.

The opposite situation occurs at an exit boundary, which is defined as an endpoint $b$ that is accessible and yet naturally absorbing, in the sense that it remains absorbing when the value of $\nu\{b\}$ is changed to zero. If $b$ is accessible but not naturally absorbing, we have already seen how the boundary behavior of $X$ depends on the value of $\nu\{b\}$. Thus, $b$ in this case is absorbing when $\nu\{b\}=\infty$, slowly reflecting when $\nu\{b\} \in(0, \infty)$, and fast
reflecting when $\nu\{b\}=0$. For reflecting $b$ it is further clear from Theorem 20.9 that the set $Z_{b}=\left\{t \geq 0 ; X_{t}=b\right\}$ is a.s. perfect.

Theorem 20.12 (boundary behavior, Feller) Let $\nu$ be the speed measure of a regular diffusion on a natural scale in some interval $I=[a, b]$, and fix any $u \in I^{\circ}$. Then
(i) $b$ is accessible iff it is finite with $\int_{u}^{b}(b-x) \nu(d x)<\infty$;
(ii) $b$ is accessible and reflecting iff it is finite with $\nu(u, b]<\infty$;
(iii) $b$ is an entrance boundary iff it is infinite with $\int_{u}^{b} x \nu(d x)<\infty$.

The stated conditions may be translated into corresponding criteria for arbitrary regular diffusions. In the general case it is clear that exit and other accessible boundaries may be infinite, whereas entrance boundaries may be finite. Explosion is said to occur when $X$ reaches an infinite boundary point in finite time. An interesting example of a regular diffusion on $(0, \infty)$ with 0 as an entrance boundary is given by the Bessel process $X_{t}=\left|B_{t}\right|$, where $B$ is a Brownian motion in $\mathbb{R}^{d}$ with $d \geq 2$.

Proof of Theorem 20.12: (i) Since $\limsup _{s}\left( \pm B_{s}\right)=\infty$ a.s., Theorem 20.9 shows that $X$ cannot explode, so any accessible endpoint is finite. Now assume that $a<c<u<b<\infty$. Then Lemma 20.8 shows that $b$ is accessible iff $h_{c, b}(u)<\infty$, which by (15) is equivalent to $\int_{u}^{b}(b-x) \nu(d x)<\infty$.
(ii) In this case $b<\infty$ by (i), and then Lemma 20.2 shows that $b$ is absorbing iff $\nu(u, b]=\infty$.
(iii) An entrance boundary $b$ is inaccessible by definition, so if $a<u<b$, we have $\tau_{u}=\tau_{u, b}$ a.s. Arguing as in the proof of Lemma 20.8, we also note that $E_{y} \tau_{u}$ is bounded for $y>u$. If $b<\infty$, we obtain the contradiction $E_{y} \tau_{u}=h_{u, b}(y)=\infty$, so $b$ must be infinite. From (15) we get by monotone convergence as $y \rightarrow \infty$

$$
E_{y} \tau_{u}=h_{u, \infty}(y)=2 \int_{u}^{\infty}(x \wedge y-u) \nu(d x) \rightarrow 2 \int_{u}^{\infty}(x-u) \nu(d x)
$$

which is finite iff $\int_{u}^{\infty} x \nu(d x)<\infty$.
We proceed to establish an important regularity property, which also clarifies the nature of entrance boundaries.

Theorem 20.13 (entrance laws and Feller properties) Consider a regular diffusion on some interval $I$, and form $\bar{I}$ by attaching the possible entrance boundaries to $I$. Then the original diffusion can be extended to a continuous Feller process on $\bar{I}$.

Proof: For any $f \in C_{b}, a, x \in I$, and $r, t \geq 0$, we get by the strong Markov property at $\tau_{x} \wedge r$

$$
\begin{align*}
E_{a} f\left(X_{\tau_{x} \wedge r+t}\right) & =E_{a} T_{t} f\left(X_{\tau_{x} \wedge r}\right) \\
& =T_{t} f(x) P_{a}\left\{\tau_{x} \leq r\right\}+E_{a}\left[T_{t} f\left(X_{r}\right) ; \tau_{x}>r\right] . \tag{22}
\end{align*}
$$

To show that $T_{t} f$ is left-continuous at some $y \in I$, fix any $a<y$ in $I^{\circ}$ and choose $r>0$ so large that $P_{a}\left\{\tau_{y} \leq r\right\}>0$. As $x \uparrow y$, we have $\tau_{x} \uparrow \tau_{y}$ and hence $\left\{\tau_{x} \leq r\right\} \downarrow\left\{\tau_{y} \leq r\right\}$. Thus, the probabilities and expectations in (22) converge to the corresponding expressions for $\tau_{y}$, and we get $T_{t} f(x) \rightarrow T_{t} f(y)$. The proof of the right-continuity is similar.

If an endpoint $b$ is inaccessible but not of entrance type, and if $f(x) \rightarrow 0$ as $x \rightarrow b$, then clearly even $T_{t} f(x) \rightarrow 0$ at $b$ for each $t>0$. Now assume that $\infty$ is an entrance boundary, and consider a function $f$ with a finite limit at $\infty$. We need to show that even $T_{t} f(x)$ converges as $x \rightarrow \infty$ for fixed $t$. Then conclude from Lemma 20.10 that as $a \rightarrow \infty$,

$$
\begin{equation*}
\sup _{x \geq a} E_{x} \tau_{a}=2 \sup _{x \geq a} \int_{a}^{\infty}(x \wedge r-a) \nu(d r)=2 \int_{a}^{\infty}(r-a) \nu(d r) \rightarrow 0 \tag{23}
\end{equation*}
$$

Next we note that, for any $a<x<y$ and $r \geq 0$,

$$
\begin{aligned}
P_{y}\left\{\tau_{a} \leq r\right\} & \leq P_{y}\left\{\tau_{x} \leq r, \tau_{a}-\tau_{x} \leq r\right\} \\
& =P_{y}\left\{\tau_{x} \leq r\right\} P_{x}\left\{\tau_{a} \leq r\right\} \leq P_{x}\left\{\tau_{a} \leq r\right\}
\end{aligned}
$$

Thus $P_{x} \circ \tau_{a}^{-1}$ converges vaguely as $x \rightarrow \infty$ for fixed $a$, and in view of (23) the convergence holds even in the weak sense.

Now fix any $t$ and $f$, and introduce for each $a$ the continuous function $g_{a}(s)=E_{a} f\left(X_{(t-s)_{+}}\right)$. By the strong Markov property at $\tau_{a} \wedge t$ and Theorem 5.4 we get for any $x, y \geq a$

$$
\left|T_{t} f(x)-T_{t} f(y)\right| \leq\left|E_{x} g_{a}\left(\tau_{a}\right)-E_{y} g_{a}\left(\tau_{a}\right)\right|+2\|f\|\left(P_{x}+P_{y}\right)\left\{\tau_{a}>t\right\}
$$

Here the right-hand side tends to zero as $x, y \rightarrow \infty$ and then $a \rightarrow \infty$, because of (23) and the weak convergence of $P_{x} \circ \tau_{a}^{-1}$. Thus, $T_{t} f(x)$ is Cauchy convergent as $x \rightarrow \infty$, and we may denote the limit by $T_{t} f(\infty)$.

It is now easy to check that the extended operators $T_{t}$ form a Feller semigroup on $C_{0}(\bar{I})$. Finally, it is clear from Theorem 17.15 that the associated process starting at a possible entrance boundary again has a continuous version, in the topology of $\bar{I}$.

We proceed to establish a ratio ergodic theorem for elementary additive functionals of a recurrent diffusion.

Theorem 20.14 (ratio ergodic theorem, Derman, Motoo and Watanabe) Let $X$ be a regular, recurrent diffusion on a natural scale and with speed measure $\nu$, and fix two measurable functions $f, g: I \rightarrow \mathbb{R}_{+}$with $\nu f<\infty$ and $\nu g>0$. Then

$$
\lim _{t \rightarrow \infty} \frac{\int_{0}^{t} f\left(X_{s}\right) d s}{\int_{0}^{t} g\left(X_{s}\right) d s}=\frac{\nu f}{\nu g} \quad \text { a.s. } P_{x}, \quad x \in I
$$

Proof: Fix any $a<b$ in $I$, put $\tau_{a}^{b}=\tau_{b}+\tau_{a} \circ \theta_{\tau_{b}}$, and define recursively the optional times $\sigma_{0}, \sigma_{1}, \ldots$ by

$$
\sigma_{n+1}=\sigma_{n}+\tau_{a}^{b} \circ \theta_{\sigma_{n}}, \quad n \geq 0
$$

starting with $\sigma_{0}=\tau_{a}$. Write

$$
\begin{equation*}
\int_{0}^{\sigma_{n}} f\left(X_{s}\right) d s=\int_{0}^{\sigma_{0}} f\left(X_{s}\right) d s+\sum_{k=1}^{n} \int_{\sigma_{k-1}}^{\sigma_{k}} f\left(X_{s}\right) d s \tag{24}
\end{equation*}
$$

and note that the terms of the last sum are i.i.d. By the strong Markov property and Lemma 20.10, we get for any $x \in I$

$$
\begin{aligned}
E_{x} \int_{\sigma_{k-1}}^{\sigma_{k}} f\left(X_{s}\right) d s & =E_{a} \int_{0}^{\tau_{b}} f\left(X_{s}\right) d s+E_{b} \int_{0}^{\tau_{a}} f\left(X_{s}\right) d s \\
& =\int f(y)\left\{g_{-\infty, b}(y, a)+g_{a, \infty}(y, b)\right\} \nu(d y) \\
& =2 \int f(y)\left\{(b-y \vee a)_{+}+(y \wedge b-a)_{+}\right\} \nu(d y) \\
& =2(b-a) \nu f .
\end{aligned}
$$

From the same lemma it is further seen that the first term in (24) is a.s. finite. Hence, by the law of large numbers

$$
\lim _{n \rightarrow \infty} n^{-1} \int_{0}^{\sigma_{n}} f\left(X_{s}\right) d s=2(b-a) \nu f \text { a.s. } P_{x}, \quad x \in I .
$$

Writing $\kappa_{t}=\sup \left\{n \geq 0 ; \sigma_{n} \leq t\right\}$, we get by monotone interpolation

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \kappa_{t}^{-1} \int_{0}^{t} f\left(X_{s}\right) d s=2(b-a) \nu f \text { a.s. } P_{x}, \quad x \in I \tag{25}
\end{equation*}
$$

This remains true when $\nu f=\infty$, since we may then apply (25) to some approximating functions $f_{n} \uparrow f$ with $\nu f_{n}<\infty$ and let $n \rightarrow \infty$. The assertion now follows as we apply (25) to both $f$ and $g$.

We may finally describe the asymptotic behavior of the process, depending on the boundedness of the speed measure $\nu$ and the nature of the endpoints. It is then convenient first to apply an affine mapping that transforms $I^{\circ}$ into one of the intervals $(0,1),(0, \infty)$, and $(\infty, \infty)$. Since finite endpoints may be either inaccessible, absorbing, or reflecting (represented below by the brackets (, [, and [[, respectively), we need to distinguish between ten different cases.

A diffusion will be called $\nu$-ergodic if it is recurrent and such that $P_{x} \circ$ $X_{t}^{-1} \xrightarrow{w} \nu / \nu I$ for all $x$. Furthermore, a recurrent diffusion is said to be null-recurrent or positive recurrent, depending on whether $\left|X_{t}\right| \xrightarrow{P} \infty$ or not. Recall that absorption is said to occur at an endpoint $b$ if $X_{t}=b$ for all sufficiently large $t$.

Theorem 20.15 (recurrence and ergodicity, Feller, Maruyama and Tanaka) A regular diffusion on a natural scale and with speed measure $\nu$ has the following ergodic behavior, depending on starting position $x$ and the nature of the boundaries:
$(-\infty, \infty): \nu$-ergodic if $\nu$ is bounded, otherwise null-recurrent;
$(0, \infty)$ : converges to 0 a.s.;
$[0, \infty)$ : absorbed at 0 a.s.;
$[[0, \infty): \nu$-ergodic if $\nu$ is bounded, otherwise null-recurrent;
$(0,1)$ : converges to 0 or 1 with probabilities $1-x$ and $x$, respectively;
$[0,1)$ : absorbed at 0 or converges to 1 with probabilities $1-x$ and $x$, respectively;
$[0,1]$ : absorbed at 0 or 1 with probabilities $1-x$ and $x$, respectively;
$[[0,1)$ : converges to 1 a.s.;
$[[0,1]$ : absorbed at 1 a.s.;
$[[0,1]]: \nu$-ergodic.
We begin our proof with the relatively elementary recurrence properties, which distinguish between the possibilities of absorption, convergence, and recurrence.

Proof of recurrence properties:
[0, 1]: Relation (10) yields $P_{x}\left\{\tau_{0}<\infty\right\}=1-x$ and $P_{x}\left\{\tau_{1}<\infty\right\}=x$.
$[0, \infty):$ By (10) we have for any $b>x$

$$
P_{x}\left\{\tau_{0}<\infty\right\} \geq P_{x}\left\{\tau_{0}<\tau_{b}\right\}=(b-x) / b
$$

which tends to 1 as $b \rightarrow \infty$.
$(-\infty, \infty)$ : The recurrence follows from the previous case.
$\left[[0, \infty)\right.$ : Since 0 is reflecting, we have $P_{0}\left\{\tau_{y}<\infty\right\}>0$ for some $y>0$. By the strong Markov property and the regularity of $X$, this extends to arbitrary $y$. Arguing as in the proof of Lemma 20.8, we may conclude that $P_{0}\left\{\tau_{y}<\infty\right\}=1$ for all $y>0$. The asserted recurrence now follows, as we combine with the statement for $[0, \infty)$.
$(0, \infty)$ : In this case $X=B \circ[X]$ a.s. for some Brownian motion $B$. Since $X>0$, we have $[X]_{\infty}<\infty$ a.s., and therefore $X$ converges a.s. Now $P_{y}\left\{\tau_{a, b}<\infty\right\}=1$ for any $0<a \leq y \leq b$, so applying the Markov property at an arbitrary time $t>0$, we get a.s. either $\liminf _{t} X_{t} \leq a$ or $\limsup _{t} X_{t} \geq b$. Since $a$ and $b$ are arbitrary, it follows that $X_{\infty}$ is an endpoint of $(0, \infty)$ and hence equals 0 .
$(0,1)$ : Arguing as in the previous case, we get a.s. convergence to either 0 or 1 . To find the corresponding probabilities, we conclude from (10) that

$$
P_{x}\left\{\tau_{a}<\infty\right\} \geq P_{x}\left\{\tau_{a}<\tau_{b}\right\}=\frac{b-x}{b-a}, \quad 0<a<x<b<1
$$

Letting $b \rightarrow 1$ and then $a \rightarrow 0$, we obtain $P_{x}\left\{X_{\infty}=0\right\} \geq 1-x$. Similarly, $P_{x}\left\{X_{\infty}=1\right\} \geq x$, and so equality holds in both relations.
$[0,1)$ : Again $X$ converges to either 0 or 1 with probabilities $1-x$ and $x$, respectively. Furthermore, we note that

$$
P_{x}\left\{\tau_{0}<\infty\right\} \geq P_{x}\left\{\tau_{0}<\tau_{b}\right\}=(b-x) / b, \quad 0 \leq x<b<1
$$

which tends to $1-x$ as $b \rightarrow 1$. Thus, $X$ gets absorbed when it approaches 0 .
[[0, 1]]: Arguing as in the previous case, we get $P_{0}\left\{\tau_{1}<\infty\right\}=1$, and by symmetry we also have $P_{1}\left\{\tau_{0}<\infty\right\}=1$.
$\left[[0,1]\right.$ : Again we get $P_{0}\left\{\tau_{1}<\infty\right\}=1$, so the same relation holds for $P_{x}$.
$\left[[0,1)\right.$ : As before, we get $P_{0}\left\{\tau_{b}<\infty\right\}=1$ for all $b \in(0,1)$. By the strong Markov property at $\tau_{b}$ and the result for $[0,1)$ it follows that $P_{0}\left\{X_{t} \rightarrow 1\right\} \geq b$. Letting $b \rightarrow 1$, we obtain $X_{t} \rightarrow 1$ a.s. under $P_{0}$. The result for $P_{x}$ now follows by the strong Markov property at $\tau_{x}$, applied under $P_{0}$.

We shall prove the ergodic properties along the lines of Theorem 7.18, which requires some additional lemmas.

Lemma 20.16 (coupling) If $X$ and $Y$ are independent Feller processes, then the pair $(X, Y)$ is again Feller.

Proof: Use Theorem 3.29 and Lemma 17.3.

The next result is a continuous-time counterpart of Lemma 7.20.
Lemma 20.17 (strong ergodicity) For a regular, recurrent diffusion and for arbitrary initial distributions $\mu_{1}$ and $\mu_{2}$, we have

$$
\lim _{t \rightarrow \infty}\left\|P_{\mu_{1}} \circ \theta_{t}^{-1}-P_{\mu_{2}} \circ \theta_{t}^{-1}\right\|=0
$$

Proof: Let $X$ and $Y$ be independent with distributions $P_{\mu_{1}}$ and $P_{\mu_{2}}$, respectively. By Theorem 20.13 and Lemma 20.16 the pair $(X, Y)$ can be extended to a Feller diffusion, so by Theorem 17.17 it is again strong Markov with respect to the induced filtration $\mathcal{G}$. Define $\tau=\inf \left\{t \geq 0 ; X_{t}=Y_{t}\right\}$, and note that $\tau$ is $\mathcal{G}$-optional by Lemma 6.6. The assertion now follows as in case of Lemma 7.20, provided we can show that $\tau<\infty$ a.s.

To see this, assume first that $I=\mathbb{R}$. The processes $X$ and $Y$ are then continuous local martingales. By independence they remain local martingales for the extended filtration $\mathcal{G}$, and so even $X-Y$ is a local $\mathcal{G}$-martingale. Using the independence and recurrence of $X$ and $Y$, we get $[X-Y]_{\infty}=$ $[X]_{\infty}+[Y]_{\infty}=\infty$ a.s., which shows that even $X-Y$ is recurrent. In particular, $\tau<\infty$ a.s.

Next let $I=\left[[0, \infty)\right.$ or $[[0,1]]$, and define $\tau_{1}=\inf \left\{t \geq 0 ; X_{t}=0\right\}$ and $\tau_{2}=\inf \left\{t \geq 0 ; Y_{t}=0\right\}$. By the continuity and recurrence of $X$ and $Y$, we get $\tau \leq \tau_{1} \vee \tau_{2}<\infty$ a.s.

Our next result is similar to the discrete-time version in Lemma 7.21.

Lemma 20.18 (existence) Any regular, positive recurrent diffusion has an invariant distribution.

Proof: By Theorem 20.13 we may regard the transition kernels $\mu_{t}$ with associated operators $T_{t}$ as defined on $\bar{I}$, the interval $I$ with possible entrance boundaries adjoined. Since $X$ is not null recurrent, we may choose a bounded Borel set $B$ and some $x_{0} \in I$ and $t_{n} \rightarrow \infty$ such that $\inf _{n} \mu_{t_{n}}\left(x_{0}, B\right)>0$. By Theorem 4.19 there exists some measure $\mu$ on $\bar{I}$ with $\mu I>0$ such that $\mu_{t_{n}}\left(x_{0}, \cdot\right) \xrightarrow{v} \mu$ along a subsequence, in the topology of $\bar{I}$. The convergence extends by Lemma 20.17 to arbitrary $x \in I$, and so

$$
\begin{equation*}
T_{t_{n}} f(x) \rightarrow \mu f, \quad f \in C_{0}(\bar{I}), x \in I . \tag{26}
\end{equation*}
$$

Now fix any $h \geq 0$ and $f \in C_{0}(\bar{I})$, and note that even $T_{h} f \in C_{0}(\bar{I})$ by Theorem 20.13. Using (26), the semigroup property, and dominated convergence, we get for any $x \in I$

$$
\mu\left(T_{h} f\right) \leftarrow T_{t_{n}}\left(T_{h} f\right)(x)=T_{h}\left(T_{t_{n}} f\right)(x) \rightarrow \mu f
$$

Thus, $\mu \mu_{h}=\mu$ for all $h$, which means that $\mu$ is invariant on $\bar{I}$. In particular, $\mu(\bar{I} \backslash I)=0$ by the nature of entrance boundaries, and so the normalized measure $\mu / \mu I$ is an invariant distribution on $I$.

Our final lemma provides the crucial connection between speed measure and invariant distributions.

Lemma 20.19 (positive recurrence) For a regular, recurrent diffusion on a natural scale and with speed measure $\nu$, these conditions are equivalent:
(i) $\nu I<\infty$;
(ii) the process is positive recurrent;
(iii) an invariant distribution exists.

In that case, $\mu=\nu / \nu I$ is the unique invariant distribution.
Proof: If the process is null recurrent, then clearly no invariant distribution exists, and the converse is also true by Lemma 20.18. Thus, (ii) and (iii) are equivalent. Now fix any bounded, measurable function $f: I \rightarrow \mathbb{R}_{+}$ with bounded support. By Theorem 20.14, Fubini's theorem, and dominated convergence, we have for any distribution $\mu$ on $I$

$$
t^{-1} \int_{0}^{t} E_{\mu} f\left(X_{s}\right) d s=E_{\mu} t^{-1} \int_{0}^{t} f\left(X_{s}\right) d s \rightarrow \frac{\nu f}{\nu I}
$$

If $\mu$ is invariant, we get $\mu f=\nu f / \nu I$, and so $\nu I<\infty$. If instead $X$ is null recurrent, then $E_{\mu} f\left(X_{s}\right) \rightarrow 0$ as $s \rightarrow \infty$, and we get $\nu f / \nu I=0$, which implies $\nu I=\infty$.

End of proof of Theorem 20.15: It remains to consider the cases when $I$ is either $(\infty, \infty)$, $[[0, \infty)$, or $[[0,1]]$, since we have otherwise convergence or absorption at some endpoint. In case of $[[0,1]]$ we note from Theorem 20.12 (ii) that $\nu$ is bounded. In the remaining cases $\nu$ may be unbounded, and then $X$ is null recurrent by Lemma 20.19. If $\nu$ is bounded, then $\mu=\nu / \nu I$ is invariant by the same lemma, and the asserted $\nu$-ergodicity follows from Lemma 20.17 with $\mu_{1}=\mu$.

## Exercise

1. Derive from Theorem 20.14 a law of large numbers for a regular recurrent diffusion with bounded speed measure $\nu$. Discuss extensions to unbounded $\nu$.

## PDE-Connections and Potential Theory


#### Abstract

Backward equation and Feynman-Kac formula; uniqueness for SDEs from existence for PDEs; harmonic functions and Dirichlet's problem; Green functions as occupation densities; sweeping and equilibrium problems; dependence on conductor and domain; time reversal; capacities and random sets


In Chapters 17 and 18 we saw how elliptic differential operators arise naturally in probability theory as the generators of nice diffusion processes. This fact is the ultimate cause of some profound connections between probability theory and partial differential equations (PDEs). In particular, a suitable extension of the operator $\frac{1}{2} \Delta$ appears as the generator of Brownian motion in $\mathbb{R}^{d}$, which leads to a close relationship between classical potential theory and the theory of Brownian motion. More specifically, many basic problems in potential theory can be solved by probabilistic methods, and, conversely, various hitting distributions for Brownian motion can be given a potential theoretic interpretation.

This chapter explores some of the mentioned connections. First we derive the celebrated Feynman-Kac formula and show how existence of solutions to a given Cauchy problem implies uniqueness of solutions to the associated SDE. We then proceed with a probabilistic construction of Green functions and potentials and solve the Dirichlet, sweeping, and equilibrium problems of classical potential theory in terms of Brownian motion. Finally, we show how Greenian capacities and alternating set functions can be represented in a natural way in terms of random sets.

Some stochastic calculus from Chapters 15 and 18 is used at the beginning of the chapter, and we also rely on the theory of Feller processes from Chapter 17. As for Brownian motion, the present discussion is essentially self-contained, apart from some elementary facts cited from Chapters 11 and 16. Occasionally we refer to Chapters 3 and 14 for some basic weak convergence theory. Finally, the results at the end of the chapter require the existence of Poisson processes from Proposition 10.4, as well as some basic facts about the Fell topology listed in Theorem A2.5. Additional, though essentially unrelated, results in probabilistic potential theory are given at the ends of Chapters 19 and 22.

To begin with the general PDE connections, we consider an arbitrary Feller diffusion in $\mathbb{R}^{d}$ with associated semigroup operators $T_{t}$ and generator $A$. Recall from Theorem 17.6 that, for any $f \in \operatorname{dom}(A)$, the function

$$
u(t, x)=T_{t} f(x)=E_{x} f\left(X_{t}\right), \quad t \geq 0, x \in \mathbb{R}^{d}
$$

satisfies Kolmogorov's backward equation $\dot{u}=A u$, where $\dot{u}=\partial u / \partial t$. Thus, $u$ provides a probabilistic solution to the Cauchy problem

$$
\begin{equation*}
\dot{u}=A u, \quad u(0, x)=f(x) \tag{1}
\end{equation*}
$$

Let us now add a potential term $v u$ to (1), where $v: \mathbb{R}^{d} \rightarrow \mathbb{R}_{+}$, and consider the more general problem

$$
\begin{equation*}
\dot{u}=A u-v u, \quad u(0, x)=f(x) . \tag{2}
\end{equation*}
$$

Here the solution may be expressed in terms of the elementary multiplicative functional $e^{-V}$, where

$$
V_{t}=\int_{0}^{t} v\left(X_{s}\right) d s, \quad t \geq 0
$$

Let $C^{1,2}$ denote the class of functions $f: \mathbb{R}_{+} \times \mathbb{R}^{d}$ that are of class $C^{1}$ in the time variable and of class $C^{2}$ in the space variables. Write $C_{b}\left(\mathbb{R}^{d}\right)$ and $C_{b}^{+}\left(\mathbb{R}^{d}\right)$ for the classes of bounded, continuous functions from $\mathbb{R}^{d}$ to $\mathbb{R}$ and $\mathbb{R}_{+}$, respectively.

Theorem 21.1 (Cauchy problem, Feynman, Kac) Fix any $f \in C_{b}\left(\mathbb{R}^{d}\right)$ and $v \in C_{b}^{+}\left(\mathbb{R}^{d}\right)$, and let $A$ be the generator of a Feller diffusion in $\mathbb{R}^{d}$. Then any bounded solution $u \in C^{1,2}$ to (2) is given by

$$
\begin{equation*}
u(t, x)=E_{x} e^{-V_{t}} f\left(X_{t}\right), \quad t \geq 0, x \in \mathbb{R}^{d} \tag{3}
\end{equation*}
$$

Conversely, (3) solves (2) whenever $f \in \operatorname{dom}(A)$.
The expression in (3) has an interesting interpretation in terms of killing. To see this, we may introduce an exponential random variable $\gamma \Perp X$ with mean 1, and define $\zeta=\inf \left\{t \geq 0 ; V_{t}>\gamma\right\}$. Letting $\tilde{X}$ denote the process $X$ killed at time $\zeta$, we may express the right-hand side of (3) as $E_{x} f\left(\tilde{X}_{t}\right)$, with the understanding that $f\left(\tilde{X}_{t}\right)=0$ when $t \geq \zeta$. In other words, $u(t, x)=\tilde{T}_{t} f(x)$, where $\tilde{T}_{t}$ is the transition operator of the killed process. It is easy to verify directly from (3) that the family $\left(\tilde{T}_{t}\right)$ is again a Feller semigroup.

Proof of Theorem 21.1: Assume that $u \in C^{1,2}$ is bounded and solves (2), and define for fixed $t>0$

$$
M_{s}=e^{-V_{s}} u\left(t-s, X_{s}\right), \quad s \in[0, t] .
$$

Letting $\stackrel{m}{\sim}$ denote equality apart from (the differential of) a continuous local martingale, it is clear from Lemma 17.21, Itô's formula, and (2) that for $s<t$

$$
\begin{aligned}
d M_{s} & =e^{-V_{s}}\left\{d u\left(t-s, X_{s}\right)-u\left(t-s, X_{s}\right) v\left(X_{s}\right) d s\right\} \\
& \stackrel{m}{\sim} e^{-V_{s}}\left\{A u\left(t-s, X_{s}\right)-\dot{u}\left(t-s, X_{s}\right)-u\left(t-s, X_{s}\right) v\left(X_{s}\right)\right\} d s=0 .
\end{aligned}
$$

Thus, $M$ is a continuous local martingale on $[0, t)$. Since $M$ is further bounded, the martingale property extends to $t$, and we get

$$
u(t, x)=E_{x} M_{0}=E_{x} M_{t}=E_{x} u\left(0, X_{t}\right)=E_{x} e^{-V_{t}} f\left(X_{t}\right)
$$

Next let $u$ be given by (3), where $f \in \operatorname{dom}(A)$. Integrating by parts and using Lemma 17.21, we obtain

$$
d\left\{e^{-V_{t}} f\left(X_{t}\right)\right\}=e^{-V_{t}}\left\{d f\left(X_{t}\right)-(v f)\left(X_{t}\right) d t\right\} \stackrel{m}{\sim} e^{-V_{t}}(A f-v f)\left(X_{t}\right) d t
$$

Taking expectations and differentiating at $t=0$, we conclude that the generator of the semigroup $\tilde{T}_{t} f(x)=E_{x} f\left(\tilde{X}_{t}\right)=u(t, x)$ equals $\tilde{A}=A-v$ on $\operatorname{dom}(A)$. Equation (2) now follows by the last assertion in Theorem 17.6.

The converse part of Theorem 21.1 may often be improved in special cases. In particular, if $v=0$ and $A=\frac{1}{2} \Delta=\frac{1}{2} \sum_{i} \partial^{2} / \partial x_{i}^{2}$, so that $X$ is a Brownian motion and (2) reduces to the standard heat equation, then $u(t, x)=E_{x} f\left(X_{t}\right)$ solves (2) for any bounded, continuous function $f$ on $\mathbb{R}^{d}$. To see this, we note that $u \in C^{1,2}$ on $(0, \infty) \times \mathbb{R}^{d}$ because of the smoothness of the Brownian transition density. We may then obtain (2) by applying the backward equation to the function $T_{h} f(x)$ for a fixed $h \in(0, t)$.

Let us now consider an SDE in $\mathbb{R}^{d}$ of the form

$$
\begin{equation*}
d X_{t}^{i}=\sigma_{j}^{i}\left(X_{t}\right) d B_{t}^{j}+b^{i}\left(X_{t}\right) d t \tag{4}
\end{equation*}
$$

and introduce the associated elliptic operator

$$
A v(x)=\frac{1}{2} a^{i j}(x) v_{i j}^{\prime \prime}(x)+b^{i}(x) v_{i}^{\prime}(x), \quad x \in \mathbb{R}^{d}, v \in C^{2}
$$

where $a^{i j}=\sigma_{k}^{i} \sigma_{k}^{j}$. The next result shows how uniqueness in law for solutions to (4) may be inferred from the existence of solutions to the associated Cauchy problem (1).

Theorem 21.2 (uniqueness, Stroock and Varadhan) If the Cauchy problem in (1) has a bounded solution on $[0, \varepsilon] \times \mathbb{R}^{d}$ for some $\varepsilon>0$ and every $f \in$ $C_{0}^{\infty}\left(\mathbb{R}^{d}\right)$, then uniqueness in law holds for the SDE (4).

Proof: Fix any $f \in C_{0}^{\infty}$ and $t \in(0, \varepsilon]$, and let $u$ be a bounded solution to (1) on $[0, t] \times \mathbb{R}^{d}$. If $X$ solves (4), we note as before that $M_{s}=u\left(t-s, X_{s}\right)$ is a martingale on $[0, t]$, and so

$$
E f\left(X_{t}\right)=E u\left(0, X_{t}\right)=E M_{t}=E M_{0}=E u\left(t, X_{0}\right)
$$

Thus, the one-dimensional distributions of $X$ on $[0, \varepsilon]$ are uniquely determined by the initial distribution.

Now consider any two solutions $X$ and $Y$ with the same initial distribution. To prove that their finite-dimensional distributions agree, it is enough to consider time sets $0=t_{0}<t_{1}<\cdots<t_{n}$ where $t_{k}-t_{k-1} \leq \varepsilon$ for all $k$. Assume that the distributions agree at $t_{0}, \ldots, t_{n-1}=t$, and fix any set $C=\pi_{t_{0}, \ldots, t_{n-1}}^{-1} B$ with $B \in \mathcal{B}^{\text {nd }}$. By Theorem 18.7, both $P \circ X^{-1}$ and $P \circ Y^{-1}$ solve the local martingale problem for $(a, b)$. If $P\{X \in C\}=P\{Y \in C\}>0$, it is seen as in case of Theorem 18.11 that the same property holds for the conditional measures $P\left[\theta_{t} X \in \cdot \mid X \in C\right]$ and $P\left[\theta_{t} Y \in \cdot \mid Y \in C\right]$. Since the corresponding initial distributions agree by hypothesis, the one-dimensional result yields the extension

$$
P\left\{X \in C, X_{t+h} \in \cdot\right\}=P\left\{Y \in C, Y_{t+h} \in \cdot\right\}, \quad h \in(0, \varepsilon] .
$$

In particular, the distributions agree at times $t_{0}, \ldots, t_{n}$. The general result now follows by induction.

We may now specialize to the case when $X$ is Brownian motion in $\mathbb{R}^{d}$. For any closed set $B \subset \mathbb{R}^{d}$, we introduce the hitting time $\tau_{B}=\inf \left\{t>0 ; X_{t} \in B\right\}$ and associated hitting kernel

$$
H_{B}(x, d y)=P_{x}\left\{\tau_{B}<\infty, X_{\tau_{B}} \in d y\right\}, \quad x \in \mathbb{R}^{d}
$$

For suitable functions $f$, we shall further write $H_{B} f(x)=\int f(y) H_{B}(x, d y)$.
By a domain in $\mathbb{R}^{d}$ we mean an open, connected subset $D \subset \mathbb{R}^{d}$. A function $u: D \rightarrow \mathbb{R}$ is said to be harmonic if it belongs to $C^{2}(D)$ and satisfies the Laplace equation $\Delta u=0$. We further say that $u$ has the meanvalue property if it is locally bounded and measurable, and such that for any ball $B \subset D$ with center $x$, the average of $u$ over the boundary $\partial B$ equals $u(x)$. The following analytic result is crucial for the probabilistic developments.

Lemma 21.3 (harmonic functions, Gauss, Koebe) A function $u$ on some domain $D \subset \mathbb{R}^{d}$ is harmonic iff it has the mean-value property, and then $u \in C^{\infty}(D)$.

Proof: First assume that $u \in C^{2}(D)$, and fix a ball $B \subset D$ with center $x$. Writing $\tau=\tau_{\partial B}$ and noting that $E_{x} \tau<\infty$, we get by Itô's formula

$$
E_{x} u\left(X_{\tau}\right)-u(x)=\frac{1}{2} E_{x} \int_{0}^{\tau} \Delta u\left(X_{s}\right) d s
$$

Here the first term on the left equals the average of $u$ over $\partial B$ because of the spherical symmetry of Brownian motion. If $u$ is harmonic, then the righthand side vanishes, and the mean-value property follows. If instead $u$ is not harmonic, we may choose $B$ such that $\Delta u \neq 0$ on $B$. But then the right-hand side is nonzero, and so the mean-value property fails.

It remains to show that every function $u$ with the mean-value property is infinitely differentiable. Then fix any infinitely differentiable and spherically symmetric probability density $\varphi$, supported by a ball of radius $\varepsilon>0$ around the origin. The mean-value property yields $u=u * \varphi$ on the set where the right-hand side is defined, and by dominated convergence the infinite differentiability of $\varphi$ carries over to $u * \varphi=u$.

Before proceeding to the potential theoretic developments, we need to introduce a regularity condition on the domain $D$. Writing $\zeta=\zeta_{D}=\tau_{D^{c}}$, we note that $P_{x}\{\zeta=0\}=0$ or 1 for every $x \in \partial D$ by Corollary 17.18. When this probability is 1 , we say that $x$ is regular for $D^{c}$ or simply regular; if this holds for every $x \in \partial D$, then the boundary $\partial D$ is said to be regular and we refer to $D$ as a regular domain.

Regularity is a fairly weak condition. In particular, any domain with a smooth boundary is regular, and we shall see that even various edges and corners are allowed, provided they are not too sharp and directed inward. By a spherical cone in $\mathbb{R}^{d}$ with vertex $v$ and axis $a \neq 0$ we mean a set of the form $C=\{x ;\langle x-v, a\rangle \geq c|x-v|\}$, where $c \in(0,|a|]$.

Lemma 21.4 (cone condition, Zaremba) Fix a domain $D \subset \mathbb{R}^{d}$, and let $x \in \partial D$ be such that $C \cap G \subset D^{c}$ for some some spherical cone $C$ with vertex $x$ and some neighborhood $G$ of $x$. Then $x$ is regular for $D^{c}$.

Proof: By compactness of the unit sphere in $\mathbb{R}^{d}$, we may cover $\mathbb{R}^{d}$ by $C=C_{1}$ and finitely many congruent cones $C_{2}, \ldots, C_{n}$ with vertex $x$. By rotational symmetry

$$
1=P_{x}\left\{\min _{k \leq n} \tau_{C_{k}}=0\right\} \leq \sum_{k \leq n} P_{x}\left\{\tau_{C_{k}}=0\right\}=n P_{x}\left\{\tau_{C}=0\right\}
$$

and so $P_{x}\left\{\tau_{C}=0\right\}>0$. Hence, Corollary 17.18 yields $P\left\{\tau_{C}=0\right\}=1$, and we get $\zeta_{D} \leq \tau_{C \cap G}=0$ a.s. $P_{x}$.

Now fix a domain $D \subset \mathbb{R}^{d}$ and a continuous function $f: \partial D \rightarrow \mathbb{R}$. A function $u$ on $\bar{D}$ is said to solve the Dirichlet $\operatorname{problem}(D, f)$ if $u$ is harmonic on $D$ and continuous on $\bar{D}$ with $u=f$ on $\partial D$. The solution may be interpreted as the electrostatic potential in $D$ when the potential on the boundary is given by $f$.

Theorem 21.5 (Dirichlet problem, Kakutani, Doob) For any regular domain $D \subset \mathbb{R}^{d}$ and function $f \in C_{b}(\partial D)$, a solution to the Dirichlet problem $(D, f)$ is given by

$$
\begin{equation*}
u(x)=E_{x}\left[f\left(X_{\zeta_{D}}\right) ; \zeta_{D}<\infty\right]=H_{D^{c}} f(x), \quad x \in \bar{D} \tag{5}
\end{equation*}
$$

This is the only bounded solution when $\zeta_{D}<\infty$ a.s., and if $d \geq 3$ and $f \in C_{0}(\partial D)$, it is the only solution in $C_{0}(\bar{D})$.

Thus, $H_{D^{c}}$ agrees with the sweeping (balayage) kernel in Newtonian potential theory, which determines the harmonic measure on $\partial D$. The following lemma clarifies the role of the regularity condition on $\partial D$.

Lemma 21.6 (regularity, Doob) $A$ point $b \in \partial D$ is regular for $D^{c}$ iff, for any $f \in C_{b}(\partial D)$, the function $u$ in (5) satisfies $u(x) \rightarrow f(b)$ as $D \ni x \rightarrow b$.

Proof: First assume that $b$ is regular. For any $t>h>0$ and $x \in D$, we get by the Markov property

$$
P_{x}\{\zeta>t\} \leq P_{x}\left\{\zeta \circ \theta_{h}>t-h\right\}=E_{x} P_{X_{h}}\{\zeta>t-h\} .
$$

Here the right-hand side is continuous in $x$, by the continuity of the Gaussian kernel and dominated convergence, so

$$
\limsup _{x \rightarrow b} P_{x}\{\zeta>t\} \leq E_{b} P_{X_{h}}\{\zeta>t-h\}=P_{b}\left\{\zeta \circ \theta_{h}>t-h\right\} .
$$

As $h \rightarrow 0$, the probability on the right tends to $P_{b}\{\zeta>t\}=0$, and so $P_{x}\{\zeta>t\} \rightarrow 0$ as $x \rightarrow b$, which means that $P_{x} \circ \zeta^{-1} \xrightarrow{w} \delta_{0}$. Since also $P_{x} \xrightarrow{w} P_{b}$ in $C\left(\mathbb{R}_{+}, \mathbb{R}^{d}\right)$, Theorem 3.28 yields $P_{x} \circ(X, \zeta)^{-1} \xrightarrow{w} P_{b} \circ(X, 0)^{-1}$ in $C\left(\mathbb{R}_{+}, \mathbb{R}^{d}\right) \times[0, \infty]$. By the continuity of the mapping $(x, t) \mapsto x_{t}$ it follows that $P_{x} \circ X_{\zeta}^{-1} \xrightarrow{w} P_{b} \circ X_{0}^{-1}=\delta_{b}$, and so $u(x) \rightarrow f(b)$ by the continuity of $f$.

Next assume the stated condition. If $d=1$, then $D$ is an interval, which is obviously regular. Now assume that $d \geq 2$. By the Markov property we get for any $f \in C_{b}(\partial D)$

$$
u(b)=E_{b}\left[f\left(X_{\zeta}\right) ; \zeta \leq h\right]+E_{b}\left[u\left(X_{h}\right) ; \zeta>h\right], \quad h>0 .
$$

As $h \rightarrow 0$, it follows by dominated convergence that $u(b)=f(b)$, and for $f(x)=e^{-|x-b|}$ we get $P_{b}\left\{X_{\zeta}=b, \zeta<\infty\right\}=1$. Since a.s. $X_{t} \neq b$ for all $t>0$ by Theorem 16.6 (i), we may conclude that $P_{b}\{\zeta=0\}=1$, and so $b$ is regular.

Proof of Theorem 21.5: Let $u$ be given by (5), fix any closed ball in $D$ with center $x$ and boundary $S$, and conclude by the strong Markov property at $\tau=\tau_{S}$ that

$$
u(x)=E_{x}\left[f\left(X_{\zeta}\right) ; \zeta<\infty\right]=E_{x} E_{X_{\tau}}\left[f\left(X_{\zeta}\right) ; \zeta<\infty\right]=E_{x} u\left(X_{\tau}\right)
$$

This shows that $u$ has the mean-value property, and so by Lemma 21.3 it is harmonic. From Lemma 21.6 it is further seen that $u$ is continuous on $\bar{D}$ with $u=f$ on $\partial D$. Thus, $u$ solves the Dirichlet problem $(D, f)$.

Now assume that $d \geq 3$ and $f \in C_{0}(\partial D)$. For any $\varepsilon>0$ we have

$$
\begin{equation*}
|u(x)| \leq \varepsilon+\|f\| P_{x}\left\{\left|f\left(X_{\zeta}\right)\right|>\varepsilon, \zeta<\infty\right\} \tag{6}
\end{equation*}
$$

Since $X$ is transient by Theorem 16.6 (ii) and the set $\{y \in \partial D ;|f(y)|>\varepsilon\}$ is bounded, the right-hand side of (6) tends to 0 as $|x| \rightarrow \infty$ and then $\varepsilon \rightarrow 0$, which shows that $u \in C_{0}(\bar{D})$.

To prove the asserted uniqueness, it is clearly enough to assume $f=0$ and show that any solution $u$ with the stated properties is identically zero. If $d \geq 3$ and $u \in C_{0}(\bar{D})$, then this is clear by Lemma 21.3, which shows that harmonic functions can have no local maxima or minima. Next assume that $\zeta<\infty$ a.s. and $u \in C_{b}(\bar{D})$. By Corollary 15.20 we have $E_{x} u\left(X_{\zeta \wedge n}\right)=u(x)$ for any $x \in D$ and $n \in \mathbb{N}$, and as $n \rightarrow \infty$, we get by continuity and dominated convergence $u(x)=E_{x} u\left(X_{\zeta}\right)=0$.

To prepare for our probabilistic construction of the Green function in a domain $D \subset \mathbb{R}^{d}$, we need to study the transition densities of Brownian motion killed on the boundary $\partial D$. Recall that ordinary Brownian motion in $\mathbb{R}^{d}$ has transition densities

$$
\begin{equation*}
p_{t}(x, y)=(2 \pi t)^{-d / 2} e^{-|x-y|^{2} / 2 t}, \quad x, y \in \mathbb{R}^{d}, t>0 . \tag{7}
\end{equation*}
$$

By the strong Markov property and Theorem 5.4, we get for any $t>0$, $x \in D$, and $B \subset \mathcal{B}(D)$,

$$
P_{x}\left\{X_{t} \in B\right\}=P_{x}\left\{X_{t} \in B, t \leq \zeta\right\}+E_{x}\left[T_{t-\zeta} 1_{B}\left(X_{\zeta}\right) ; t>\zeta\right]
$$

Thus, the killed process has transition densities

$$
\begin{equation*}
p_{t}^{D}(x, y)=p_{t}(x, y)-E_{x}\left[p_{t-\zeta}\left(X_{\zeta}, y\right) ; t>\zeta\right], \quad x, y \in D, t>0 \tag{8}
\end{equation*}
$$

The following symmetry and continuity properties of $p_{t}^{D}$ play a crucial role in the sequel.

Theorem 21.7 (transition density, Hunt) For any domain $D$ in $\mathbb{R}^{d}$ and time $t>0$, the function $p_{t}^{D}$ is symmetric and continuous on $D^{2}$. If $b \in \partial D$ is regular, then $p_{t}^{D}(x, y) \rightarrow 0$ as $x \rightarrow b$ for fixed $y \in D$.

Proof: From (7) we note that $p_{t}(x, y)$ is uniformly equicontinuous in $(x, y)$ for fixed $t>0$, and also for $|x-y|>\varepsilon>0$ and variable $t>0$. By (8) it follows that $p_{t}^{D}(x, y)$ is equicontinuous in $y \in D$ for fixed $t>0$. To prove the continuity in $x \in D$ for fixed $t>0$ and $y \in D$, it is then enough to show that $P_{x}\left\{X_{t} \in B, t \leq \zeta\right\}$ is continuous in $x$ for fixed $t>0$ and $B \in \mathcal{B}(D)$. Letting $h \in(0, t)$, we get by the Markov property

$$
P_{x}\left\{X_{t} \in B, \zeta \geq t\right\}=E_{x}\left[P_{X_{h}}\left\{X_{t-h} \in B, \zeta \geq t-h\right\} ; \zeta>h\right] .
$$

Thus, for any $x, y \in D$

$$
\begin{aligned}
& \left|\left(P_{x}-P_{y}\right)\left\{X_{t} \in B, t \leq \zeta\right\}\right| \\
& \left.\quad \leq\left(P_{x}+P_{y}\right)\{\zeta \leq h\}+\| P_{x} \circ X_{h}^{-1}-P_{y} \circ X_{h}^{-1}\right\} \|,
\end{aligned}
$$

which tends to 0 as $y \rightarrow x$ and then $h \rightarrow 0$. Combining the continuity in $x$ with the equicontinuity in $y$, we conclude that $p_{t}^{D}(x, y)$ is continuous in $(x, y) \in D^{2}$ for fixed $t>0$.

To prove the symmetry in $x$ and $y$, it is now enough to establish the integrated version

$$
\begin{equation*}
\int_{C} P_{x}\left\{X_{t} \in B, \zeta>t\right\} d x=\int_{B} P_{x}\left\{X_{t} \in C, \zeta>t\right\} d x \tag{9}
\end{equation*}
$$

for any bounded sets $B, C \in \mathcal{B}(D)$. Then fix any compact set $F \subset D$. Letting $n \in \mathbb{N}$ and writing $h=2^{-n} t$ and $t_{k}=k h$, we get by Proposition 7.2

$$
\begin{aligned}
& \int_{C} P_{x}\left\{X_{t_{k}} \in F, k \leq 2^{n} ; X_{t} \in B\right\} d x \\
& \quad=\int_{F} \cdots \int_{F} 1_{C}\left(x_{0}\right) 1_{B}\left(x_{2^{n}}\right) \prod_{k \leq 2^{n}} p_{h}\left(x_{k-1}, x_{k}\right) d x_{0} \cdots d x_{2^{n}}
\end{aligned}
$$

Here the right-hand side is symmetric in the pair $(B, C)$, because of the symmetry of $p_{h}(x, y)$. By dominated convergence as $n \rightarrow \infty$ we obtain (9) with $F$ instead of $D$, and the stated version follows by monotone convergence as $F \uparrow D$.

To prove the last assertion, we recall from the proof of Lemma 21.6 that $P_{x} \circ(\zeta, X)^{-1} \xrightarrow{w} P_{b} \circ(0, X)^{-1}$ as $x \rightarrow b$ with $b \in \partial D$ regular. In particular, $P_{x} \circ\left(\zeta, X_{\zeta}\right) \xrightarrow{w} \delta_{0, b}$, and by the boundedness and continuity of $p_{t}(x, y)$ for $|x-y|>\varepsilon>0$, it is clear from (8) that $p_{t}^{D}(x, y) \rightarrow 0$.

A domain $D \subset \mathbb{R}^{d}$ is said to be Greenian if either $d \geq 3$ or if $d \leq 2$ and $P_{x}\left\{\zeta_{D}<\infty\right\}=1$ for all $x \in D$. Since the latter probability is harmonic in $x$, it is enough by Lemma 21.3 to verify the stated property for a single $x \in D$. Given a Greenian domain $D$, we may introduce the Green function

$$
g^{D}(x, y)=\int_{0}^{\infty} p_{t}^{D}(x, y) d t, \quad x, y \in D
$$

For any measure $\mu$ on $D$, we may further introduce the associated Green potential

$$
G^{D} \mu(x)=\int g^{D}(x, y) \mu(d y), \quad x \in D
$$

Writing $G^{D} \mu=G^{D} f$ when $\mu(d y)=f(y) d y$, we get by Fubini's theorem

$$
E_{x} \int_{0}^{\zeta} f\left(X_{t}\right) d t=\int g^{D}(x, y) f(y) d y=G^{D} f(x), \quad x \in D
$$

which identifies $g^{D}$ as an occupation density for the killed process.
The next result shows that $g^{D}$ and $G^{D}$ agree with the Green function and Green potential of classical potential theory. Thus, $G^{D} \mu(x)$ may be interpreted as the electrostatic potential at $x$ arising from a charge distribution $\mu$ in $D$, when the boundary $\partial D$ is grounded.

Theorem 21.8 (Green function) For any Greenian domain $D \subset \mathbb{R}^{d}$, the function $g^{D}$ is symmetric on $D^{2}$. Furthermore, $g^{D}(x, y)$ is harmonic in $x \in$ $D \backslash\{y\}$ for each $y \in D$, and if $b \in \partial D$ is regular, then $g^{D}(x, y) \rightarrow 0$ as $x \rightarrow b$ for fixed $y \in D$.

The proof is straightforward when $d \geq 3$, but for $d \leq 2$ we need two technical lemmas. We begin with a uniform estimate for large $t$.

Lemma 21.9 (uniform integrability) Let the domain $D \subset \mathbb{R}^{d}$ be bounded when $d \leq 2$ and otherwise arbitrary, and fix any $\varepsilon>0$. Then $\int_{t}^{\infty} p_{s}^{D}(x, y) d s$ $\rightarrow 0$ as $t \rightarrow \infty$, uniformly for $x, y \in D$.

Proof: For $d \geq 3$ we may take $D=\mathbb{R}^{d}$, in which case the result is obvious from (7). Next let $d=2$. By obvious domination and scaling arguments, we may then assume that $|x| \leq 1, y=0, D=\{z ;|z| \leq 2\}$, and $t>1$. Writing $p_{t}(x)=p_{t}(x, 0)$, we get by (8)

$$
\begin{aligned}
p_{t}^{D}(x, 0) & \leq p_{t}(x)-E_{0}\left[p_{t-\zeta}(1) ; \zeta \leq t / 2\right] \\
& \leq p_{t}(0)-p_{t}(1) P_{0}\{\zeta \leq t / 2\} \\
& \leq p_{t}(0) P_{0}\{\zeta>t / 2\}+p_{t}(0)-p_{t}(1) \\
& \leq t^{-1} P_{0}\{\zeta>t / 2\}+t^{-2}
\end{aligned}
$$

As in case of Lemma 20.8 (ii), we have $E_{0} \zeta<\infty$, and so by Lemma 2.4 the right-hand side is integrable in $t \in[1, \infty)$. The proof for $d=1$ is similar.

We also need the fact that bounded sets have bounded Green potential.
Lemma 21.10 (boundedness) For any Greenian domain $D \subset \mathbb{R}^{d}$ and bounded set $B \in \mathcal{B}(D)$, the function $G^{D} 1_{B}$ is bounded.

Proof: By domination and scaling together with the strong Markov property, it suffices to take $B=\{x ;|x| \leq 1\}$ and to show that $G^{D} 1_{B}(0)<\infty$. For $d \geq 3$ we may further take $D=\mathbb{R}^{d}$, in which case the result follows by a simple computation. For $d=2$ we may assume that $D \supset C \equiv\{x ;|x|<2\}$. Write $\sigma=\zeta_{C}+\tau_{B} \circ \theta_{\zeta_{C}}$ and $\tau_{0}=0$, and recursively define $\tau_{k+1}=\tau_{k}+\sigma \circ \theta_{\tau_{k}}$, $k \geq 0$. Putting $b=(1,0)$, we get by the strong Markov property at the times $\tau_{k}$

$$
G^{D} 1_{B}(0)=G^{C} 1_{B}(0)+G^{C} 1_{B}(b) \sum_{k \geq 1} P_{0}\left\{\tau_{k}<\zeta\right\} .
$$

Here $G^{C} 1_{B}(0) \vee G^{C} 1_{B}(b)<\infty$ by Lemma 21.9. By the strong Markov property it is further seen that $P_{0}\left\{\tau_{k}<\zeta\right\} \leq p^{k}$, where $p=\sup _{x \in B} P_{x}\{\sigma<\zeta\}$. Finally, note that $p<1$, since $P_{x}\{\sigma<\zeta\}$ is harmonic and hence continuous on $B$. The proof for $d=1$ is similar.

Proof of Theorem 21.8: The symmetry of $g^{D}$ is clear from Theorem 21.7. If $d \geq 3$, or if $d=2$ and $D$ is bounded, it is further seen from Theorem 21.7, Lemma 21.9, and dominated convergence that $g^{D}(x, y)$ is continuous in $x \in D \backslash\{y\}$ for each $y \in D$. Next we note that $G^{D} 1_{B}$ has the meanvalue property in $D \backslash \bar{B}$ for bounded $B \in \mathcal{B}(D)$. The property extends by continuity to the density $g^{D}(x, y)$, which is then harmonic in $x \in D \backslash\{y\}$ for fixed $y \in D$, by Lemma 21.3.

For $d=2$ and unbounded $D$, we define $D_{n}=\{x \in D ;|x|<n\}$, and note as before that $g^{D_{n}}(x, y)$ has the mean-value property in $x \in D_{n} \backslash\{y\}$ for each $y \in D_{n}$. Now $p_{t}^{D_{n}} \uparrow p_{t}^{D}$ by dominated convergence, so $g^{D_{n}} \uparrow g^{D}$, and the mean-value property extends to the limit. For any $x \neq y$ in $D$, choose a circular disk $B$ around $y$ with radius $\varepsilon>0$ small enough that $x \notin \bar{B} \subset D$. Then $\pi \varepsilon^{2} g^{D}(x, y)=G^{D} 1_{B}(x)<\infty$ by Lemma 21.10. Thus, by Lemma 21.3 even $g^{D}(x, y)$ is harmonic in $x \in D \backslash\{y\}$.

To prove the last assertion, fix any $y \in D$, and assume that $x \rightarrow b \in \partial D$. Choose a Greenian domain $D^{\prime} \supset D$ with $b \in D^{\prime}$. Since $p_{t}^{D} \leq p_{t}^{D^{\prime}}$, and both $p_{t}^{D^{\prime}}(\cdot, y)$ and $g^{D^{\prime}}(\cdot, y)$ are continuous at $b$ whereas $p_{t}^{D}(x, y) \rightarrow 0$ by Theorem 21.7, we get $g^{D}(x, y) \rightarrow 0$ by Theorem 1.21.

We proceed to show that a measure is determined by its Green potential whenever the latter is finite. An extension appears as part of Theorem 21.12. For convenience we write

$$
P_{t}^{D} \mu(x)=\int p_{t}^{D}(x, y) \mu(d y), \quad x \in D, t>0 .
$$

Theorem 21.11 (uniqueness) Let $\mu$ and $\nu$ be measures on some Greenian domain $D \subset \mathbb{R}^{d}$ such that $G^{D} \mu=G^{D} \nu<\infty$. Then $\mu=\nu$.

Proof: For any $t>0$ we have

$$
\begin{equation*}
\int_{0}^{t}\left(P_{s}^{D} \mu\right) d s=G^{D} \mu-P_{t}^{D} G^{D} \mu=G^{D} \nu-P_{t}^{D} G^{D} \nu=\int_{0}^{t}\left(P_{s}^{D} \nu\right) d s \tag{10}
\end{equation*}
$$

By the symmetry of $p^{D}$, we further get for any measurable function $f: D \rightarrow$ $\mathbb{R}_{+}$

$$
\begin{aligned}
\int f(x) P_{s}^{D} \mu(x) d x & =\int f(x) d x \int p_{s}^{D}(x, y) \mu(d y) \\
& =\int \mu(d y) \int f(x) p_{s}^{D}(x, y) d x=\int P_{s}^{D} f(y) \mu(d y)
\end{aligned}
$$

Hence,

$$
\int f(x) d x \int_{0}^{t} P_{s}^{D} \mu(x) d s=\int_{0}^{t} d s \int P_{s}^{D} f(y) \mu(d y)=\int \mu(d y) \int_{0}^{t} P_{s}^{D} f(y) d s
$$

and similarly for $\nu$, so by (10)

$$
\begin{equation*}
\int \mu(d y) \int_{0}^{t} P_{s}^{D} f(y) d s=\int \nu(d y) \int_{0}^{t} P_{s}^{D} f(y) d s \tag{11}
\end{equation*}
$$

Assuming that $f \in C_{K}^{+}(D)$, we get $P_{s}^{D} f \rightarrow f$ as $s \rightarrow 0$, and so $t^{-1} \int_{0}^{t} P_{s}^{D} f d s$ $\rightarrow f$. If we can take limits inside the outer integrations in (11), we obtain $\mu f=\nu f$, which implies $\mu=\nu$ since $f$ is arbitrary.

To justify the argument, it suffices to show that $\sup _{s} P_{s}^{D} f$ is $\mu$ - and $\nu$ integrable. Then conclude from Theorem 21.7 that $f \leq p_{s}^{D}(\cdot, y)$ for fixed
$s>0$ and $y \in D$, and from Theorem 21.8 that $f \leq G^{D} f$. The latter property yields $P_{s}^{D} f \leq P_{s}^{D} G^{D} f \leq G^{D} f$, and by the former property we get for any $y \in D$ and $s>0$

$$
\mu\left(G^{D} f\right)=\int G^{D} \mu(x) f(x) d x \leq P_{s}^{D} G^{D} \mu(y) \leq G^{D} \mu(y)<\infty
$$

and similarly for $\nu$.
Now let $\mathcal{F}_{D}$ and $\mathcal{K}_{D}$ denote the classes of closed and compact subsets of $D$, and write $\mathcal{F}_{D}^{r}$ and $\mathcal{K}_{D}^{r}$ for the subclasses of sets with regular boundary. For any $B \in \mathcal{F}_{D}$ we may introduce the associated hitting kernel

$$
H_{B}^{D}(x, d y)=P_{x}\left\{\tau_{B}<\zeta_{D}, X_{\tau_{B}} \in d y\right\}, \quad x \in D
$$

Note that if $X$ has initial distribution $\mu$, then the hitting distribution of $X^{\zeta}$ in $B$ equals $\mu H_{B}^{D}=\int \mu(d x) H_{B}^{D}(x, \cdot)$.

The next result solves the sweeping problem of classical potential theory. To avoid technical complications, here and below, we shall only consider subsets with regular boundary. In general, the irregular part of the boundary can be shown to be polar, in the sense of being a.s. avoided by a Brownian motion. Given this result, one can easily remove all regularity restrictions.

Theorem 21.12 (sweeping and hitting) Fix a Greenian domain $D \subset \mathbb{R}^{d}$ with subset $B \in \mathcal{F}_{D}^{r}$, and let $\mu$ be a bounded measure on $D$ with $G^{D} \mu<\infty$ on $B$. Then $\mu H_{B}^{D}$ is the unique measure $\nu$ on $B$ with $G^{D} \mu=G^{D} \nu$ on $B$.

For an electrostatic interpretation, assume that a grounded conductor $B$ is inserted into a domain $D$ with grounded boundary and charge distribution $\mu$. Then a charge distribution $-\mu H_{B}^{D}$ arises on $B$.

A lemma is needed for the proof. Here we define $g^{D \backslash B}(x, y)=0$ whenever $x$ or $y$ lies in $B$.

Lemma 21.13 (fundamental identity) For any Greenian domain $D \subset \mathbb{R}^{d}$ and subset $B \in \mathcal{F}_{D}^{r}$, we have

$$
g^{D}(x, y)=g^{D \backslash B}(x, y)+\int_{B} H_{B}^{D}(x, d z) g^{D}(z, y), \quad x, y \in D .
$$

Proof: Write $\zeta=\zeta_{D}$ and $\tau=\tau_{B}$. Subtracting relations (8) for the domains $D$ and $D \backslash B$, and using the strong Markov property at $\tau$ together with Theorem 5.4, we get

$$
\begin{aligned}
p_{t}^{D}(x, y)- & p_{t}^{D \backslash B}(x, y) \\
= & E_{x}\left[p_{t-\tau}\left(X_{\tau}, y\right) ; \tau<\zeta \wedge t\right]-E_{x}\left[p_{t-\zeta}\left(X_{\zeta}, y\right) ; \tau<\zeta<t\right] \\
= & E_{x}\left[p_{t-\tau}\left(X_{\tau}, y\right) ; \tau<\zeta \wedge t\right] \\
& \quad-E_{x}\left[E_{X_{\tau}}\left[p_{t-\tau-\zeta}\left(X_{\zeta}, y\right) ; \zeta<t-\tau\right] ; \tau<\zeta \wedge t\right] \\
= & E_{x}\left[p_{t-\tau}^{D}\left(X_{\tau}, y\right) ; \tau<\zeta \wedge t\right] .
\end{aligned}
$$

Now integrate with respect to $t$ to get

$$
g^{D}(x, y)-g^{D \backslash B}(x, y)=E_{x}\left[g^{D}\left(X_{\tau}, y\right) ; \tau<\zeta\right]=\int H_{B}^{D}(x, d z) g^{D}(z, y)
$$

Proof of Theorem 21.12: Since $\partial B$ is regular, we have $H_{B}^{D}(x, \cdot)=\delta_{x}$ for all $x \in B$, so by Lemma 21.13 we get for all $x \in B$ and $z \in D$

$$
\int g^{D}(x, y) H_{B}^{D}(z, d y)=\int g^{D}(z, y) H_{B}^{D}(x, d y)=g^{D}(z, x)
$$

Integrating with respect to $\mu(d z)$ gives $G^{D}\left(\mu H_{B}^{D}\right)(x)=G^{D} \mu(x)$, which shows that $\nu=\mu H_{B}^{D}$ has the stated property.

Now consider any measure $\nu$ on $B$ with $G^{D} \mu=G^{D} \nu$ on $B$. Noting that $g^{D \backslash B}(x, \cdot)=0$ on $B$ whereas $H_{B}^{D}(x, \cdot)$ is supported by $B$, we get by Lemma 21.13 for any $x \in D$

$$
\begin{aligned}
G^{D} \nu(x) & =\int \nu(d z) g^{D}(z, x)=\int \nu(d z) \int g^{D}(z, y) H_{B}^{D}(x, d y) \\
& =\int H_{B}^{D}(x, d y) G^{D} \nu(y)=\int H_{B}^{D}(x, d y) G^{D} \mu(y)
\end{aligned}
$$

Thus, $\mu$ determines $G^{D} \nu$ on $D$, and so $\nu$ is unique by Theorem 21.11.
Let us now turn to the classical equilibrium problem. For any $K \in \mathcal{K}_{D}$ we introduce the last exit or quitting time

$$
\gamma_{K}^{D}=\sup \left\{t<\zeta_{D} ; X_{t} \in K\right\}
$$

and the associated quitting kernel

$$
L_{K}^{D}(x, d y)=P_{x}\left\{\gamma_{K}^{D}>0 ; X\left(\gamma_{K}^{D}\right) \in d y\right\}
$$

Theorem 21.14 (equilibrium measure and quitting, Chung) For any Greenian domain $D \in \mathbb{R}^{d}$ and subset $K \in \mathcal{K}_{D}$, there exists a measure $\mu_{K}^{D}$ on $\partial K$ with

$$
\begin{equation*}
L_{K}^{D}(x, d y)=g^{D}(x, y) \mu_{K}^{D}(d y), \quad x \in D . \tag{12}
\end{equation*}
$$

Furthermore, $\mu_{K}^{D}$ is diffuse when $d \geq 2$. If $K \in \mathcal{K}_{D}^{r}$, then $\mu_{K}^{D}$ is the unique measure $\mu$ on $K$ with $G^{D} \mu=1$ on $K$.

Here $\mu_{K}^{D}$ is called the equilibrium measure of $K$ relative to $D$, and its total mass $C_{K}^{D}$ is called the capacity of $K$ in $D$. For an electrostatic interpretation, assume that a conductor $K$ with potential 1 is inserted into a domain $D$ with grounded boundary. Then a charge distribution $\mu_{K}^{D}$ arises on the boundary of $K$.

Proof of Theorem 21.14: Write $\gamma=\gamma_{K}^{D}$, and define

$$
l_{\varepsilon}(x)=\varepsilon^{-1} P_{x}\{0<\gamma \leq \varepsilon\}, \quad \varepsilon>0
$$

Using Fubini's theorem, the simple Markov property, and dominated convergence as $\varepsilon \rightarrow 0$, we get for any $f \in C_{b}(D)$ and $x \in D$

$$
\begin{aligned}
G^{D}\left(f l_{\varepsilon}\right)(x) & =E_{x} \int_{0}^{\zeta} f\left(X_{t}\right) l_{\varepsilon}\left(X_{t}\right) d t \\
& =\varepsilon^{-1} \int_{0}^{\infty} E_{x}\left[f\left(X_{t}\right) P_{X_{t}}\{0<\gamma \leq \varepsilon\} ; t<\zeta\right] d t \\
& =\varepsilon^{-1} \int_{0}^{\infty} E_{x}\left[f\left(X_{t}\right) ; t<\gamma \leq t+\varepsilon\right] d t \\
& =\varepsilon^{-1} E_{x} \int_{(\gamma-\varepsilon)_{+}}^{\gamma} f\left(X_{t}\right) d t \\
& \rightarrow E_{x}\left[f\left(X_{\gamma}\right) ; \gamma>0\right]=L_{K}^{D} f(x) .
\end{aligned}
$$

If $f$ has compact support, then for each $x$ we may replace $f$ by the bounded, continuous function $f / g^{D}(x, \cdot)$ to get as $\varepsilon \rightarrow 0$

$$
\begin{equation*}
\int f(y) l_{\varepsilon}(y) d y \rightarrow \int \frac{L_{K}^{D}(x, d y) f(y)}{g^{D}(x, y)} \tag{13}
\end{equation*}
$$

Here the left-hand side is independent of $x$, so the same thing is true for the measure

$$
\begin{equation*}
\mu_{K}^{D}(d y)=\frac{L_{K}^{D}(x, d y)}{g^{D}(x, y)} \tag{14}
\end{equation*}
$$

If $d=1$, we have $g^{D}(x, x)<\infty$, and (14) is trivially equivalent to (12). If instead $d \geq 2$, then singletons are polar, so the measure $L_{K}^{D}(x, \cdot)$ is diffuse, and the same thing is true for $\mu_{K}^{D}$. Thus, (12) and (14) are again equivalent. We may further conclude from the continuity of $X$ that $L_{K}^{D}(x, \cdot)$, and then also $\mu_{K}^{D}$ is supported by $\partial K$.

Integrating (12) over $D$ yields

$$
P_{x}\left\{\tau_{K}<\zeta_{D}\right\}=G^{D} \mu_{K}^{D}(x), \quad x \in D
$$

and so for $K \in \mathcal{K}_{D}^{r}$ we get $G^{D} \mu_{K}^{D}=1$ on $K$. If $\nu$ is another measure on $K$ with $G^{D} \nu=1$ on $K$, then $\nu=\mu_{K}^{D}$ by the uniqueness part of Theorem 21.12.

The next result relates the equilibrium measures and capacities for different sets $K \in \mathcal{K}_{D}^{r}$.

Proposition 21.15 (consistency) For any Greenian domain $D \subset \mathbb{R}^{d}$ with subsets $K \subset B$ in $\mathcal{K}_{D}^{r}$, we have

$$
\begin{align*}
\mu_{K}^{D} & =\mu_{B}^{D} H_{K}^{D}=\mu_{B}^{D} L_{K}^{D}  \tag{15}\\
C_{K}^{D} & =\int_{B} P_{x}\left\{\tau_{K}<\zeta_{D}\right\} \mu_{B}^{D}(d x) \tag{16}
\end{align*}
$$

Proof: By Theorem 21.12 and the defining properties of $\mu_{B}^{D}$ and $\mu_{K}^{D}$, we have on $K$

$$
G^{D}\left(\mu_{B}^{D} H_{K}^{D}\right)=G^{D} \mu_{B}^{D}=1=G^{D} \mu_{K}^{D}
$$

and so $\mu_{B}^{D} H_{K}^{D}=\mu_{K}^{D}$ by the same result. To prove the second relation in (15), we note by Theorem 21.14 that, for any $A \in \mathcal{B}(K)$,

$$
\begin{aligned}
\mu_{B}^{D} L_{K}^{D}(A) & =\int \mu_{B}^{D}(d x) \int_{A} g^{D}(x, y) \mu_{K}^{D}(d y) \\
& =\int_{A} G^{D} \mu_{B}^{D}(y) \mu_{K}^{D}(d y)=\mu_{K}^{D}(A),
\end{aligned}
$$

since $G^{D} \mu_{B}^{D}=1$ on $A \subset B$. Finally, (15) implies (16), since $H_{K}^{D}(x, K)=$ $P_{x}\left\{\tau_{K}<\zeta_{D}\right\}$.

Some basic properties of capacities and equilibrium measures follow immediately from Proposition 21.15. To explain the terminology, fix any space $S$ along with a class of subsets $\mathcal{U}$, closed under finite unions. For any function $h: \mathcal{U} \rightarrow \mathbb{R}$ and sets $U, U_{1}, U_{2}, \ldots \in \mathcal{U}$, we recursively define the differences

$$
\begin{aligned}
\Delta_{U_{1}} h(U) & =h\left(U \cup U_{1}\right)-h(U) \\
\Delta_{U_{1}, \ldots, U_{n}} h(U) & =\Delta_{U_{n}}\left\{\Delta_{U_{1}, \ldots, U_{n-1}} h(U)\right\}, \quad n>1,
\end{aligned}
$$

where the difference $\Delta_{U_{n}}$ in the last formula is taken with respect to $U$. Note that the higher-order differences $\Delta_{U_{1}, \ldots, U_{n}}$ are invariant under permutations of $U_{1}, \ldots, U_{n}$. We say that $h$ is alternating or completely monotone if

$$
(-1)^{n+1} \Delta_{U_{1}, \ldots, U_{n}} h(U) \geq 0, \quad n \in \mathbb{N}, U, U_{1}, U_{2}, \ldots \in \mathcal{U}
$$

Corollary 21.16 (dependence on conductor, Choquet) For any Greenian domain $D \subset \mathbb{R}^{d}$, the capacity $C_{K}^{D}$ is alternating in $K \in \mathcal{K}_{D}^{r}$. Furthermore, $\mu_{K_{n}}^{D} \xrightarrow{w} \mu_{K}^{D}$ as $K_{n} \downarrow K$ or $K_{n} \uparrow K$ in $\mathcal{K}_{D}^{r}$.

Proof: Let $\psi$ denote the path of $X^{\zeta}$, regarded as a random closed set in D. Writing

$$
h_{x}(K)=P_{x}\{\psi K \neq \emptyset\}=P_{x}\left\{\tau_{K}<\zeta\right\}, \quad x \in D \backslash K
$$

we get by induction

$$
(-1)^{n+1} \Delta_{K_{1}, \ldots, K_{n}} h_{x}(K)=P_{x}\left\{\psi K=\emptyset, \psi K_{1} \neq \emptyset, \ldots, \psi K_{n} \neq \emptyset\right\} \geq 0
$$

and the first assertion follows by Proposition 21.15 with $K \subset B^{\circ}$.
To prove the last assertion, we note that trivially $\tau_{K_{n}} \downarrow \tau_{K}$ when $K_{n} \uparrow K$, and that $\tau_{K_{n}} \uparrow \tau_{K}$ when $K_{n} \downarrow K$ since the $K_{n}$ are closed. In the latter case we also note that $\bigcap_{n}\left\{\tau_{K_{n}}<\zeta\right\}=\left\{\tau_{K}<\zeta\right\}$ by compactness. Thus, in both cases $H_{K_{n}}^{D}(x, \cdot) \xrightarrow{w} H_{K}^{D}(x, \cdot)$ for all $x \in D \backslash \bigcup_{n} K_{n}$, and by dominated convergence in Proposition 21.15 with $B^{\circ} \supset \bigcup_{n} K_{n}$ we get $\mu_{K_{n}}^{D} \xrightarrow{w} \mu_{K}^{D}$.

The next result solves an equilibrium problem involving two conductors.

Corollary 21.17 (condenser theorem) For any disjoint sets $B \in \mathcal{F}_{D}^{r}$ and $K \in \mathcal{K}_{D}^{r}$, there exists a unique signed measure $\nu$ on $B \cup K$ with $G^{D} \nu=0$ on $B$ and $G^{D} \nu=1$ on $K$, namely

$$
\nu=\mu_{K}^{D \backslash B}-\mu_{K}^{D \backslash B} H_{B}^{D} .
$$

Proof: Applying Theorem 21.14 to the domain $D \backslash B$ with subset $K$, we get $\nu=\mu_{K}^{D \backslash B}$ on $K$, and then $\nu=-\mu_{K}^{D \backslash B} H_{B}^{D}$ on $B$ by Theorem 21.12.

The symmetry between hitting and quitting kernels in Proposition 21.15 may be extended to an invariance under time reversal of the whole process. More precisely, putting $\gamma=\gamma_{K}^{D}$, we may relate the stopped process $X_{t}^{\zeta}=X_{\gamma \wedge t}$ to its reversal $\tilde{X}_{t}^{\gamma}=X_{(\gamma-t)_{+}}$. For convenience, we write $P_{\mu}=\int P_{x} \mu(d x)$ and refer to the induced measures as distributions, even when $\mu$ is not normalized.

Theorem 21.18 (time reversal) Fix a Greenian domain $D \in \mathbb{R}^{d}$ with subset $K \in \mathcal{K}_{D}^{r}$, and put $\gamma=\gamma_{K}^{D}$ and $\mu=\mu_{K}^{D}$. Then $X^{\gamma} \stackrel{d}{=} \tilde{X}^{\gamma}$ under $P_{\mu}$.

Proof: Let $P_{x}$ and $E_{x}$ refer to the process $X^{\zeta}$. Fix any times $0=t_{0}<$ $t_{1}<\cdots<t_{n}$, and write $s_{k}=t_{n}-t_{k}$ and $h_{k}=t_{k}-t_{k-1}$. For any continuous functions $f_{0}, \ldots, f_{n}$ with compact supports in $D$, we define

$$
f^{\varepsilon}(x)=E_{x} \prod_{k} f_{k}\left(X_{s_{k}}\right) l_{\varepsilon}\left(X_{t_{n}}\right)=E_{x} \prod_{k \geq 1} f_{k}\left(X_{s_{k}}\right) E_{X_{s_{1}}}\left(f_{0} l_{\varepsilon}\right)\left(X_{t_{1}}\right)
$$

where the last equality holds by the Markov property at $s_{1}$. Proceeding as in the proof of Theorem 21.14, we get

$$
\begin{equation*}
\int\left(f^{\varepsilon} G^{D} \mu\right)(x) d x=\int G^{D} f^{\varepsilon}(y) \mu(d y) \rightarrow E_{\mu} \prod_{k} f_{k}\left(\tilde{X}_{t_{k}}^{\gamma}\right) 1\left\{\gamma>t_{n}\right\} \tag{17}
\end{equation*}
$$

On the other hand, (13) shows that the measure $l_{\varepsilon}(x) d x$ tends vaguely to $\mu$, and so by Theorem 21.7

$$
E_{x}\left(f_{0} l_{\varepsilon}\right)\left(X_{t_{1}}\right)=\int p_{t_{1}}^{D}(x, y)\left(f_{0} l_{\varepsilon}\right)(y) d y \rightarrow \int p_{t_{1}}^{D}(x, y) f_{0}(y) \mu(d y)
$$

Using dominated convergence, Fubini's theorem, Proposition 7.2, Theorem 21.7, and the relation $G^{D} \mu(x)=P_{x}\{\gamma>0\}$, we obtain

$$
\begin{aligned}
\int\left(f^{\varepsilon}\right. & \left.G^{D} \mu\right)(x) d x \\
& \rightarrow \int G^{D} \mu(x) d x \int f_{0}(y) \mu(d y) E_{x} \prod_{k>0} f_{k}\left(X_{s_{k}}\right) p_{t_{1}}^{D}\left(X_{s_{1}}, y\right) \\
& =\int f_{0}\left(x_{0}\right) \mu\left(d x_{0}\right) \int \cdots \int G^{D} \mu\left(x_{n}\right) \prod_{k>0} p_{h_{k}}^{D}\left(x_{k-1}, x_{k}\right) f_{k}\left(x_{k}\right) d x_{k} \\
& =E_{\mu} \prod_{k} f_{k}\left(X_{t_{k}}\right) G^{D} \mu\left(X_{t_{n}}\right)=E_{\mu} \prod_{k} f_{k}\left(X_{t_{k}}\right) 1\left\{\gamma>t_{n}\right\}
\end{aligned}
$$

Comparing with (17), it is seen that $X^{\gamma}$ and $\tilde{X}^{\gamma}$ have the same finitedimensional distributions.

We may now extend Proposition 21.15 to the case of possibly different Greenian domains $D \subset D^{\prime}$. Fixing any $K \in \mathcal{K}_{D}$, we recursively define the optional times

$$
\tau_{j}=\gamma_{j-1}+\tau_{K}^{D^{\prime}} \circ \theta_{\gamma_{j-1}}, \quad \gamma_{j}=\tau_{j}+\gamma_{K}^{D} \circ \theta_{\tau_{j}}, \quad j \geq 1
$$

starting with $\gamma_{0}=0$. Thus, $\tau_{k}$ and $\gamma_{k}$ are the hitting and quitting times for $K$ during the $k$ th $D$-excursion before time $\zeta_{D^{\prime}}$ that reaches $K$. The generalized hitting and quitting kernels are given by

$$
H_{K}^{D, D^{\prime}}(x, \cdot)=E_{x} \sum_{k} \delta_{X\left(\tau_{k}\right)}, \quad L_{K}^{D, D^{\prime}}(x, \cdot)=E_{x} \sum_{k} \delta_{X\left(\gamma_{k}\right)},
$$

where the summations extend over all $k \in \mathbb{N}$ with $\tau_{k}<\infty$.

Theorem 21.19 (extended consistency relations) Let $D \subset D^{\prime}$ be Greenian domains in $\mathbb{R}^{d}$ with regular compact subsets $K \subset K^{\prime}$. Then

$$
\begin{equation*}
\mu_{K}^{D}=\mu_{K^{\prime}}^{D^{\prime}} H_{K}^{D, D^{\prime}}=\mu_{K^{\prime}}^{D^{\prime}} L_{K}^{D, D^{\prime}} . \tag{18}
\end{equation*}
$$

Proof: Define $l_{\varepsilon}=\varepsilon^{-1} P_{x}\left\{\gamma_{K}^{D} \in(0, \varepsilon]\right\}$. Proceeding as in the proof of Theorem 21.14, we get for any $x \in D^{\prime}$ and $f \in C_{b}\left(D^{\prime}\right)$

$$
G^{D^{\prime}}\left(f l_{\varepsilon}\right)(x)=\varepsilon^{-1} E_{x} \int_{0}^{\zeta_{D^{\prime}}} f\left(X_{t}\right) 1\left\{\gamma_{K}^{D} \circ \theta_{t} \in(0, \varepsilon]\right\} d t \rightarrow L_{K}^{D, D^{\prime}} f(x)
$$

If $f$ has compact support in $D$, we may conclude as before that

$$
\int f(y) \mu_{K}^{D}(d y) \leftarrow \int\left(f l_{\varepsilon}\right)(y) d y \rightarrow \int \frac{L_{K}^{D, D^{\prime}}(x, d y) f(y)}{g^{D^{\prime}}(x, y)}
$$

and so

$$
L_{K}^{D, D^{\prime}}(x, d y)=g^{D^{\prime}}(x, y) \mu_{K}^{D}(d y)
$$

Integrating with respect to $\mu_{K^{\prime}}^{D^{\prime}}$, and noting that $G^{D^{\prime}} \mu_{K^{\prime}}^{D^{\prime}}=1$ on $K^{\prime} \supset K$, we obtain the second expression for $\mu_{K}^{D}$ in (18).

To deduce the first expression, we note that $H_{K}^{D^{\prime}} H_{K}^{D, D^{\prime}}=H_{K}^{D, D^{\prime}}$ by the strong Markov property at $\tau_{K}$. Combining with the second expression in (18) and using Theorem 21.18 and Proposition 21.15, we get

$$
\mu_{K}^{D}=\mu_{K}^{D^{\prime}} L_{K}^{D, D^{\prime}}=\mu_{K}^{D^{\prime}} H_{K}^{D, D^{\prime}}=\mu_{K^{\prime}}^{D^{\prime}} H_{K}^{D^{\prime}} H_{K}^{D, D^{\prime}}=\mu_{K^{\prime}}^{D^{\prime}} H_{K}^{D, D^{\prime}} .
$$

The last result enables us to study the equilibrium measure $\mu_{K}^{D}$ and capacity $C_{K}^{D}$ as functions of both $D$ and $K$. In particular, we obtain the following continuity and monotonicity properties.

Corollary 21.20 (dependence on domain) For any regular compact set $K \subset$ $\mathbb{R}^{d}$, the measure $\mu_{K}^{D}$ is nonincreasing and continuous from above and below as a function of the Greenian domain $D \supset K$.

Proof: The monotonicity is clear from (18) with $K=K^{\prime}$, since $H_{K}^{D, D^{\prime}}(x, \cdot)$ $\geq \delta_{x}$ for $x \in K \subset D \subset D^{\prime}$. It remains to prove that $C_{K}^{D}$ is continuous from above and below in $D$ for fixed $K$. By dominated convergence it is then enough to show that $\kappa_{K}^{D_{n}} \rightarrow \kappa_{K}^{D}$, where $\kappa_{K}^{D}=\sup \left\{j ; \tau_{j}<\infty\right\}$ is the number of $D$-excursions hitting $K$.

When $D_{n} \uparrow D$, we need to show that if $X_{s}, X_{t} \in K$ and $X \in D$ on $[s, t]$, then $X \in D_{n}$ on $[s, t]$ for sufficiently large $n$. But this is clear from the compactness of the path on the interval $[s, t]$. If instead $D_{n} \downarrow D$, we need to show for any $r<s<t$ with $X_{r}, X_{t} \in K$ and $X_{s} \notin D$ that $X_{s} \notin D_{n}$ for sufficiently large $n$. But this is obvious.

Next we shall see how Greenian capacities can be expressed in terms of random sets. Let $\chi$ denote the identity mapping on $\mathcal{F}_{D}$. Given any measure $\nu$ on $\mathcal{F}_{D} \backslash\{\emptyset\}$ with $\nu\{\chi K \neq \emptyset\}<\infty$ for all $K \in \mathcal{K}_{D}$, we may introduce a Poisson process $\eta$ on $\mathcal{F}_{D} \backslash\{\emptyset\}$ with intensity measure $\nu$ and form the associated random closed set $\varphi=\bigcup\{F ; \eta\{F\}>0\}$ in $D$. Letting $\pi_{\nu}$ denote the distribution of $\varphi$, we note that

$$
\pi_{\nu}\{\chi K=\emptyset\}=P\{\eta\{\chi K \neq \emptyset\}=0\}=\exp (-\nu\{\chi K \neq \emptyset\}), \quad K \in \mathcal{K}_{D}
$$

Theorem 21.21 (Greenian capacities and random sets, Choquet) For any Greenian domain $D \subset \mathbb{R}^{d}$, there exists a unique measure $\nu$ on $\mathcal{F}_{D} \backslash\{\emptyset\}$ such that

$$
C_{K}^{D}=\nu\{\chi K \neq \emptyset\}=-\log \pi_{\nu}\{\chi K=\emptyset\}, \quad K \subset \mathcal{K}_{D}^{r}
$$

Proof: Let $\psi$ denote the path of $X^{\zeta}$ in $D$. Choose sets $K_{n} \uparrow D$ in $\mathcal{K}_{D}^{r}$ with $K_{n} \subset K_{n+1}^{\circ}$ for all $n$, and put $\mu_{n}=\mu_{K_{n}}^{D}, \psi_{n}=\psi K_{n}$, and $\chi_{n}=\chi K_{n}$. Define

$$
\begin{equation*}
\nu_{n}^{p}=\int P_{x}\left\{\psi_{p} \in \cdot, \psi_{n} \neq \emptyset\right\} \mu_{p}(d x), \quad n \leq p \tag{19}
\end{equation*}
$$

and conclude by the strong Markov property and Proposition 21.15 that

$$
\begin{equation*}
\nu_{n}^{q}\left\{\chi_{p} \in \cdot, \chi_{m} \neq \emptyset\right\}=\nu_{m}^{p}, \quad m \leq n \leq p \leq q \tag{20}
\end{equation*}
$$

By Corollary 5.15 there exist some measures $\nu_{n}$ on $\mathcal{F}_{D}, n \in \mathbb{N}$, satisfying

$$
\begin{equation*}
\nu_{n}\left\{\chi_{p} \in \cdot\right\}=\nu_{n}^{p}, \quad n \leq p \tag{21}
\end{equation*}
$$

and from (20) we note that

$$
\begin{equation*}
\nu_{n}\left\{\cdot, \chi_{m} \neq \emptyset\right\}=\nu_{m}, \quad m \leq n \tag{22}
\end{equation*}
$$

Thus, the measures $\nu_{n}$ agree on $\left\{\chi_{m} \neq \emptyset\right\}$ for $n \geq m$, and we may define $\nu=\sup _{n} \nu_{n}$. By (22) we have $\nu\left\{\cdot, \chi_{n} \neq \emptyset\right\}=\nu_{n}$ for all $n$, so if $K \in \mathcal{K}_{D}^{r}$ with $K \subset K_{n}^{\circ}$, we get by (19), (21), and Proposition 21.15

$$
\begin{aligned}
\nu\{\chi K \neq \emptyset\} & =\nu_{n}\{\chi K \neq \emptyset\}=\nu_{n}^{n}\{\chi K \neq \emptyset\} \\
& =\int P_{x}\left\{\psi_{n} K \neq \emptyset\right\} \mu_{n}(d x) \\
& =\int P_{x}\left\{\tau_{K}<\zeta\right\} \mu_{n}(d x)=C_{K}^{D}
\end{aligned}
$$

The uniqueness of $\nu$ is clear by a monotone class argument.

The representation of capacities in terms of random sets may be extended to the abstract setting of general alternating set functions. As in Chapter 14, we then fix an $\operatorname{lcsc} \mathrm{H}$ space $S$ with Borel $\sigma$-field $\mathcal{S}$, open sets $\mathcal{G}$, closed sets $\mathcal{F}$, and compacts $\mathcal{K}$. Write $\hat{\mathcal{S}}=\{B \in \mathcal{S} ; \bar{B} \in \mathcal{K}\}$, and recall that a class $\mathcal{U} \subset \hat{\mathcal{S}}$ is said to be separating if for any $K \in \mathcal{K}$ and $G \in \mathcal{G}$ with $K \subset G$ there exists some $U \in \mathcal{U}$ with $K \subset U \subset G$.

For any nondecreasing function $h$ on a separating class $\mathcal{U} \subset \hat{\mathcal{S}}$, we define the associated inner and outer capacities $h^{\circ}$ and $\bar{h}$ by

$$
\begin{aligned}
h^{\circ}(G) & =\sup \{h(U) ; U \in \mathcal{U}, \bar{U} \subset G\}, & & G \in \mathcal{G} \\
\bar{h}(K) & =\inf \left\{h(U) ; U \in \mathcal{U}, U^{\circ} \supset K\right\}, & & K \in \mathcal{K} .
\end{aligned}
$$

Note that the formulas remain valid with $\mathcal{U}$ replaced by any separating subclass. For any random closed set $\varphi$ in $S$, the associated hitting function $h$ is given by $h(B)=P\{\varphi B \neq \emptyset\}$ for all $B \in \hat{\mathcal{S}}$.

Theorem 21.22 (alternating functions and random sets, Choquet) The hitting function $h$ of a random closed set in $S$ is alternating with $h=\bar{h}$ on $\mathcal{K}$ and $h=h^{\circ}$ on $\mathcal{G}$. Conversely, given a separating class $\mathcal{U} \subset \hat{\mathcal{S}}$ closed under finite unions and an alternating function $p: \mathcal{U} \rightarrow[0,1]$ with $p(\emptyset)=0$, there exists some random closed set with hitting function $h$ such that $h=\bar{p}$ on $\mathcal{K}$ and $h=p^{\circ}$ on $\mathcal{G}$.

The algebraic part of the construction is clarified by the following lemma.
Lemma 21.23 Let $\mathcal{U} \subset \hat{\mathcal{S}}$ be finite and closed under unions and let $h: \mathcal{U} \rightarrow$ $[0,1]$ be alternating with $h(\emptyset)=0$. Then there exists some point process $\xi$ on $S$ with $P\{\xi U>0\}=h(U)$ for all $U \in \mathcal{U}$.

Proof: The statement is obvious when $\mathcal{U}=\{\emptyset\}$. Proceeding by induction, assume the assertion to be true when $\mathcal{U}$ is generated by at most $n-1$ sets, and consider a class $\mathcal{U}$ generated by $n$ nonempty sets $B_{1}, \ldots, B_{n}$. By scaling we may assume that $h\left(B_{1} \cup \cdots \cup B_{n}\right)=1$.

For each $j \in\{1, \ldots, n\}$, let $\mathcal{U}_{j}$ be the class of unions formed by the sets $B_{i} \backslash B_{j}, i \neq j$, and define

$$
h_{j}(U)=\Delta_{U} h\left(B_{j}\right)=h\left(B_{j} \cup U\right)-h\left(B_{j}\right), \quad U \in \mathcal{U}_{j} .
$$

Then each $h_{j}$ is again alternating with $h_{j}(\emptyset)=0$, so by the induction hypothesis there exists some point process $\xi_{j}$ on $\bigcup_{i} B_{i} \backslash B_{j}$ with hitting function $h_{j}$. Note that $h_{j}$ remains the hitting function of $\xi_{j}$ on all of $\mathcal{U}$. Let us further introduce a point process $\xi_{n+1}$ with

$$
P \bigcap_{i}\left\{\xi_{n+1} B_{i}>0\right\}=(-1)^{n+1} \Delta_{B_{1}, \ldots, B_{n}} h(\emptyset) .
$$

For $1 \leq j \leq n+1$ let $\nu_{j}$ denote the restriction of $P \circ \xi_{j}^{-1}$ to the set $A_{j}=$ $\bigcap_{i<j}\left\{\mu B_{i}>0\right\}$, and put $\nu=\sum_{j} \nu_{j}$. We may take $\xi$ to be the canonical point process on $S$ with distribution $\nu$.

To see that $\xi$ has hitting function $h$, we note that for any $U \in \mathcal{U}$ and $j \leq n$

$$
\begin{aligned}
\nu_{j}\{\mu U>0\} & =P\left\{\xi_{j} B_{1}>0, \ldots, \xi_{j} B_{j-1}>0, \xi_{j} U>0\right\} \\
& =(-1)^{j+1} \Delta_{B_{1}, \ldots, B_{j-1}, U} h_{j}(\emptyset) \\
& =(-1)^{j+1} \Delta_{B_{1}, \ldots, B_{j-1}, U} h\left(B_{j}\right) .
\end{aligned}
$$

It remains to show that, for any $U \in \mathcal{U} \backslash\{\emptyset\}$,

$$
\sum_{j \leq n}(-1)^{j+1} \Delta_{B_{1}, \ldots, B_{j-1}, U} h\left(B_{j}\right)+(-1)^{n+1} \Delta_{B_{1}, \ldots, B_{n}} h(\emptyset)=h(U)
$$

This is clear from the fact that

$$
\Delta_{B_{1}, \ldots, B_{j-1}, U} h\left(B_{j}\right)=\Delta_{B_{1}, \ldots, B_{j}, U} h(\emptyset)+\Delta_{B_{1}, \ldots, B_{j-1}, U} h(\emptyset)
$$

Proof of Theorem 21.22: The direct assertion can be proved in the same way as Corollary 21.16. Conversely, let $\mathcal{U}$ and $p$ be as stated. By Lemma A2.7 we may assume $\mathcal{U}$ to be countable, say $\mathcal{U}=\left\{U_{1}, U_{2}, \ldots\right\}$. For each $n$, let $\mathcal{U}_{n}$ be the class of unions formed from $U_{1}, \ldots, U_{n}$. By Lemma 21.23 there exist some point processes $\xi_{1}, \xi_{2}, \ldots$ on $S$ such that

$$
P\left\{\xi_{n} U>0\right\}=p(U), \quad U \in \mathcal{U}_{n}, n \in \mathbb{N}
$$

The space $\mathcal{F}$ is compact by Theorem A2.5, and so by Theorem 14.3 there exists some random closed set $\varphi$ in $S$ such that $\operatorname{supp} \xi_{n} \xrightarrow{d} \varphi$ along a subsequence $N^{\prime} \subset \mathbb{N}$. Writing $h_{n}$ and $h$ for the associated hitting functions, we get

$$
h\left(B^{\circ}\right) \leq \liminf _{n \in N^{\prime}} h_{n}(B) \leq \limsup _{n \in N^{\prime}} h_{n}(B)=h(\bar{B}), \quad B \in \hat{\mathcal{S}},
$$

and, in particular,

$$
h\left(U^{\circ}\right) \leq p(U) \leq h(\bar{U}), \quad U \in \mathcal{U}
$$

Using the strengthened separation property $K \subset U^{\circ} \subset \bar{U} \subset G$, we may easily conclude that $h=p^{\circ}$ on $\mathcal{G}$ and $h=\bar{p}$ on $\mathcal{K}$.

## Exercises

1. Show that if $\varphi_{1}$ and $\varphi_{2}$ are independent random sets with distributions $\pi_{\nu_{1}}$ and $\pi_{\nu_{2}}$, then $\varphi_{1} \cup \varphi_{2}$ has distribution $\pi_{\nu_{1}+\nu_{2}}$.
2. Extend Theorem 21.22 to unbounded functions p. (Hint: Consider the restrictions to compact sets, and proceed as in Theorem 21.21.)

# Predictability, Compensation, and Excessive Functions 

> Accessible and predictable times; natural and predictable processes; Doob-Meyer decomposition; quasi-left-continuity; compensation of random measures; excessive and superharmonic functions; additive functionals as compensators; Riesz decomposition

The purpose of this chapter is to present some fundamental, yet profound, extensions of the theory of martingales and optional times from Chapter 6. A basic role in the advanced theory is played by the notions of predictable times and processes, as well as by various decomposition theorems, the most important being the celebrated Doob-Meyer decomposition, a continuoustime counterpart of the elementary Doob decomposition from Lemma 6.10.

Applying the Doob-Meyer decomposition to increasing processes and their associated random measures leads to the notion of a compensator, whose role is analogous to that of the quadratic variation for martingales. In particular, the compensator can be used to transform a fairly general point process to Poisson, in a similar way that a suitable time-change of a continuous martingale was shown in Chapter 16 to lead to a Brownian motion.

The chapter concludes with some applications to classical potential theory. To explain the main ideas, let $f$ be an excessive function of Brownian motion $X$ on $\mathbb{R}^{d}$. Then $f(X)$ is a continuous supermartingale under $P_{x}$ for every $x$, and so it has a Doob-Meyer decomposition $M-A$. Here $A$ can be chosen to be a continuous additive functional (CAF) of $X$, and we obtain an associated Riesz decomposition $f=U_{A}+h$, where $U_{A}$ denotes the potential of $A$ and $h$ is the greatest harmonic minorant of $f$.

The present material is related in many ways to topics from earlier chapters. Apart from the already mentioned connections, we shall occasionally require some knowledge of random measures and point processes from Chapter 10, of stable Lévy processes from Chapter 13, of stochastic calculus from Chapter 15 , of Feller processes from Chapter 17, of additive functionals and their potentials from Chapter 19, and of Green potentials from Chapter 21. The notions and results of this chapter play a crucial role for the analysis of semimartingales and construction of general stochastic integrals in Chapter 23.

All random objects in this chapter are assumed to be defined on some given probability space $\Omega$ with a right-continuous and complete filtration
$\mathcal{F}$. In the product space $\Omega \times \mathbb{R}_{+}$we may introduce the predictable $\sigma$-field $\mathcal{P}$, generated by all continuous, adapted processes on $\mathbb{R}_{+}$. The elements of $\mathcal{P}$ are called predictable sets, and the $\mathcal{P}$-measurable functions on $\Omega \times \mathbb{R}_{+}$are called predictable processes. Note that every predictable process is progressive.

The following lemma provides some useful characterizations of the predictable $\sigma$-field.

Lemma 22.1 (predictable $\sigma$-field) The predictable $\sigma$-field is generated by each of the following classes of sets or processes:
(i) $\mathcal{F}_{0} \times \mathbb{R}_{+}$and the sets $A \times(t, \infty)$ with $A \in \mathcal{F}_{t}, t \geq 0$;
(ii) $\mathcal{F}_{0} \times \mathbb{R}_{+}$and the intervals $(\tau, \infty)$ for optional times $\tau$;
(iii) the left-continuous, adapted processes.

Proof: Let $\mathcal{P}_{1}, \mathcal{P}_{2}$, and $\mathcal{P}_{3}$ be the $\sigma$-fields generated by the classes in (i), (ii), and (iii), respectively. Since continuous functions are left-continuous, we have trivially $\mathcal{P} \subset \mathcal{P}_{3}$. To see that $\mathcal{P}_{3} \subset \mathcal{P}_{1}$, it is enough to note that any left-continuous process $X$ can be approximated by the processes

$$
X_{t}^{n}=X_{0} 1_{[0,1]}(n t)+\sum_{k \geq 1} X_{k / n} 1_{(k, k+1]}(n t), \quad t \geq 0
$$

Next we obtain $\mathcal{P}_{1} \subset \mathcal{P}_{2}$ by noting that the random time $t_{A}=t \cdot 1_{A}+\infty \cdot 1_{A^{c}}$ is optional for any $t \geq 0$ and $A \in \mathcal{F}_{t}$. Finally, we may prove the relation $\mathcal{P}_{2} \subset \mathcal{P}$ by noting that, for any optional time $\tau$, the process $1_{(\tau, \infty)}$ may be approximated by the continuous, adapted processes $X_{t}^{n}=\left(n(t-\tau)_{+}\right) \wedge 1$, $t \geq 0$.

A random variable $\tau$ in $[0, \infty]$ is called a predictable time if it is announced by some optional times $\tau_{n} \uparrow \tau$ with $\tau_{n}<\tau$ a.s. on $\{\tau>0\}$ for all $n$. With any optional time $\tau$ we may associate the $\sigma$-field $\mathcal{F}_{\tau-}$ generated by $\mathcal{F}_{0}$ and the classes $\mathcal{F}_{t} \cap\{\tau>t\}$ for arbitrary $t>0$. The following result gives the basic properties of the $\sigma$-fields $\mathcal{F}_{\tau-}$. It is interesting to note the similarity with the results for the $\sigma$-fields $\mathcal{F}_{\tau}$ in Lemma 6.1.

Lemma 22.2 (strict past) For any optional times $\sigma$ and $\tau$, we have
(i) $\mathcal{F}_{\sigma} \cap\{\sigma<\tau\} \subset \mathcal{F}_{\tau-} \subset \mathcal{F}_{\tau}$;
(ii) if $\tau$ is predictable, then $\{\sigma<\tau\} \in \mathcal{F}_{\sigma-} \cap \mathcal{F}_{\tau-}$;
(iii) if $\tau$ is predictable and announced by $\left(\tau_{n}\right)$, then $\bigvee_{n} \mathcal{F}_{\tau_{n}}=\mathcal{F}_{\tau-}$.

Proof: (i) For any $A \in \mathcal{F}_{\sigma}$ we note that

$$
A \cap\{\sigma<\tau\}=\bigcup_{r \in \mathbb{Q}_{+}}(A \cap\{\sigma \leq r\} \cap\{r<\tau\}) \in \mathcal{F}_{\tau-},
$$

since the intersections on the right are generators of $\mathcal{F}_{\tau-}$. Hence, $\mathcal{F}_{\sigma} \cap\{\sigma<\tau\}$ $\in \mathcal{F}_{\tau-}$. The second relation holds since each generator of $\mathcal{F}_{\tau-}$ lies in $\mathcal{F}_{\tau}$.
(ii) Assuming that $\left(\tau_{n}\right)$ announces $\tau$, we get by (i)

$$
\{\tau \leq \sigma\}=\{\tau=0\} \cup \bigcap_{n}\left\{\tau_{n}<\sigma\right\} \in \mathcal{F}_{\sigma-}
$$

(iii) For any $A \in \mathcal{F}_{\tau_{n}}$ we get by (i)

$$
A=\left(A \cap\left\{\tau_{n}<\tau\right\}\right) \cup\left(A \cap\left\{\tau_{n}=\tau=0\right\}\right) \in \mathcal{F}_{\tau-}
$$

so $\bigvee_{n} \mathcal{F}_{\tau_{n}} \subset \mathcal{F}_{\tau-}$. Conversely, (i) yields for any $t \geq 0$ and $A \in \mathcal{F}_{t}$

$$
A \cap\{\tau>t\}=\bigcup_{n}\left(A \cap\left\{\tau_{n}>t\right\}\right) \in \bigvee_{n} \mathcal{F}_{\tau_{n}-} \subset \bigvee_{n} \mathcal{F}_{\tau_{n}}
$$

which shows that $\mathcal{F}_{\tau-} \subset \bigvee_{n} \mathcal{F}_{\tau_{n}}$.

Next we shall prove some elementary relations between predictable processes and the $\sigma$-fields $\mathcal{F}_{\tau-}$. Similar results for progressive processes and the $\sigma$-fields $\mathcal{F}_{\tau}$ were obtained in Lemma 6.5.

Lemma 22.3 (predictability and strict past)
(i) For any optional time $\tau$ and predictable process $X$, the random variable $X_{\tau} 1\{\tau<\infty\}$ is $\mathcal{F}_{\tau-}$-measurable.
(ii) For any predictable time $\tau$ and $\mathcal{F}_{\tau-}$-measurable random variable $\alpha$, the process $X_{t}=\alpha 1\{\tau \leq t\}$ is predictable.

Proof: (i) If $X=1_{A \times(t, \infty)}$ for some $t>0$ and $A \in \mathcal{F}_{t}$, then clearly

$$
\left\{X_{\tau} 1\{\tau<\infty\}=1\right\}=A \cap\{t<\tau<\infty\} \in \mathcal{F}_{\tau-}
$$

We may now extend by a monotone class argument and subsequent approximation, first to arbitrary predictable indicator functions, and then to the general case.
(ii) We may clearly assume $\alpha$ to be integrable. Choose an announcing sequence $\left(\tau_{n}\right)$ for $\tau$, and define

$$
X_{t}^{n}=E\left[\alpha \mid \mathcal{F}_{\tau_{n}}\right]\left(1\left\{0<\tau_{n}<t\right\}+1\left\{\tau_{n}=0\right\}\right), \quad t \geq 0
$$

Then each $X^{n}$ is left-continuous and adapted, hence predictable. Moreover, $X^{n} \rightarrow X$ on $\mathbb{R}_{+}$a.s. by Theorem 6.23 and Lemma 22.2 (iii).

By a totally inaccessible time we mean an optional time $\tau$ such that $P\{\sigma=\tau<\infty\}=0$ for every predictable time $\sigma$. An accessible time may then be defined as an optional time $\tau$ such that $P\{\sigma=\tau<\infty\}=0$ for every totally inaccessible time $\sigma$. For any random time $\tau$, we may introduce the associated graph

$$
[\tau]=\left\{(t, \omega) \in \mathbb{R}_{+} \times \Omega ; \tau(\omega)=t\right\}
$$

which allows us to express the previous condition on $\sigma$ and $\tau$ as $[\sigma] \cap[\tau]=\emptyset$ a.s. Given any optional time $\tau$ and set $A \in \mathcal{F}_{\tau}$, the time $\tau_{A}=\tau 1_{A}+\infty \cdot 1_{A^{c}}$ is again optional and is called the restriction of $\tau$ to $A$. We shall prove a basic decomposition of optional times. Related decompositions of increasing processes and martingales are given in Propositions 22.17 and 23.16.

Proposition 22.4 (decomposition of optional times) For any optional time $\tau$ there exists an a.s. unique set $A \in \mathcal{F}_{\tau} \cap\{\tau<\infty\}$ such that $\tau_{A}$ is accessible and $\tau_{A^{c}}$ is totally inaccessible. Furthermore, there exist some predictable times $\tau_{1}, \tau_{2}, \ldots$ with $\left[\tau_{A}\right] \subset \bigcup_{n}\left[\tau_{n}\right]$ a.s.

Proof: Define

$$
\begin{equation*}
p=\sup P \bigcup_{n}\left\{\tau=\tau_{n}<\infty\right\} \tag{1}
\end{equation*}
$$

where the supremum extends over all sequences of predictable times $\tau_{n}$. Combining sequences such that the probability in (1) approaches $p$, we may construct a sequence $\left(\tau_{n}\right)$ for which the supremum is attained. For such a maximal sequence, we define $A$ as the union in (1).

To see that $\tau_{A}$ is accessible, let $\sigma$ be totally inaccessible. Then $[\sigma] \cap\left[\tau_{n}\right]=\emptyset$ a.s. for every $n$, so $[\sigma] \cap\left[\tau_{A}\right]=\emptyset$ a.s. If $\tau_{A^{c}}$ is not totally inaccessible, then $P\left\{\tau_{A^{c}}=\tau_{0}<\infty\right\}>0$ for some predictable time $\tau_{0}$, and we get a larger value of $p$ by joining $\tau_{0}$ to the previous sequence $\left(\tau_{n}\right)$. The contradiction shows that $A$ has the desired property.

To prove that $A$ is a.s. unique, let $B$ be another set with the stated properties. Then $\tau_{A \backslash B}$ and $\tau_{B \backslash A}$ are both accessible and totally inaccessible, and so $\tau_{A \backslash B}=\tau_{B \backslash A}=\infty$ a.s., which implies $A=B$ a.s.

We proceed to prove a version of the celebrated Doob-Meyer decomposition, a cornerstone in modern probability theory. By an increasing process we mean a nondecreasing, right-continuous, and adapted process $A$ with $A_{0}=0$. We say that $A$ is integrable if $E A_{\infty}<\infty$. Recall that all submartingales are assumed to be right-continuous. Local submartingales and locally integrable processes are defined by localization in the usual way.

Theorem 22.5 (decomposition of submartingales, Meyer, Doléans) A process $X$ is a local submartingale iff it has a decomposition $X=M+A$, where $M$ is a local martingale and $A$ is a locally integrable, increasing, predictable process. In that case $M$ and $A$ are a.s. unique.

We shall often refer to the process $A$ above as the compensator of $X$, especially when $X$ is increasing. Several proofs of this result are known, most of which seem to require the deep section theorems. Here we shall give a relatively short and elementary proof, based on Dunford's weak compactness criterion and an approximation of totally inaccessible times. For convenience, we divide the proof into several lemmas.

Let (D) denote the class of measurable processes $X$ such that the family $\left\{X_{\tau}\right\}$ is uniformly integrable, where $\tau$ ranges over the set of all finite optional times. By the following result it is enough to consider class (D) submartingales.

Lemma 22.6 (uniform integrability) Any local submartingale $X$ with $X_{0}=$ 0 is locally of class (D).

Proof: First reduce to the case when $X$ is a true submartingale. Then introduce for each $n$ the optional time $\tau=n \wedge \inf \left\{t>0 ;\left|X_{t}\right|>n\right\}$. Here $\left|X^{\tau}\right| \leq n \vee\left|X_{\tau}\right|$, which is integrable by Theorem 6.29 , and so $X^{\tau}$ is of class (D).

An increasing process $A$ is said to be natural if it is integrable and such that $E \int_{0}^{\infty} \Delta M_{t} d A_{t}=0$ for any bounded martingale $M$. As a crucial step in the proof of Theorem 22.5, we shall establish the following preliminary decomposition, where the compensator $A$ is shown to be natural rather than predictable.

Lemma 22.7 (Meyer) Any submartingale $X$ of class ( $D$ ) has a decomposition $X=M+A$, where $M$ is a uniformly integrable martingale and $A$ is a natural increasing process.

Proof (Rao): We may assume that $X_{0}=0$. Introduce the $n$-dyadic times $t_{k}^{n}=k 2^{-n}, k \in \mathbb{Z}_{+}$, and define for any process $Y$ the associated differences $\Delta_{k}^{n} Y=Y_{t_{k+1}^{n}}-Y_{t_{k}^{n}}$. Let

$$
A_{t}^{n}=\sum_{k<2^{n} t} E\left[\Delta_{k}^{n} X \mid \mathcal{F}_{t_{k}^{n}}\right], \quad t \geq 0, n \in \mathbb{N}
$$

and note that $M^{n}=X-A^{n}$ is a martingale on the $n$-dyadic set.
Writing $\tau_{r}^{n}=\inf \left\{t ; A_{t}^{n}>r\right\}$ for $n \in \mathbb{N}$ and $r>0$, we get by optional sampling for any $n$-dyadic time $t$

$$
\begin{align*}
\frac{1}{2} E\left[A_{t}^{n} ; A_{t}^{n}>2 r\right] & \leq E\left[A_{t}^{n}-A_{t}^{n} \wedge r\right] \leq E\left[A_{t}^{n}-A_{\tau_{n}^{n} \wedge t}^{n}\right] \\
& =E\left[X_{t}-X_{\tau_{r}^{n} \wedge t}\right]=E\left[X_{t}-X_{\tau_{r}^{n} \wedge t} ; A_{t}^{n}>r\right] \tag{2}
\end{align*}
$$

By the martingale property and uniform integrability, we further obtain

$$
r P\left\{A_{t}^{n}>r\right\} \leq E A_{t}^{n}=E X_{t} \leq 1
$$

and so the probability on the left tends to zero as $r \rightarrow \infty$, uniformly in $t$ and $n$. Since the random variables $X_{t}-X_{\tau_{r}^{n} \wedge t}$ are uniformly integrable by (D), the same property holds for the variables $A_{t}^{n}$ by (2) and Lemma 3.10. In particular, the sequence $\left(A_{\infty}^{n}\right)$ is uniformly integrable, and each $M^{n}$ is a uniformly integrable martingale.

By Lemma 3.13 there exists some random variable $\alpha \in L^{1}\left(\mathcal{F}_{\infty}\right)$ such that $A_{\infty}^{n} \rightarrow \alpha$ weakly in $L^{1}$ along some subsequence $N^{\prime} \subset \mathbb{N}$. Define

$$
M_{t}=E\left[X_{\infty}-\alpha \mid \mathcal{F}_{t}\right], \quad A=X-M
$$

and note that $A_{\infty}=\alpha$ a.s. by Theorem 6.23. For any dyadic $t$ and bounded random variable $\xi$, we get by the martingale and self-adjointness properties

$$
\begin{aligned}
E\left(A_{t}^{n}-A_{t}\right) \xi & =E\left(M_{t}-M_{t}^{n}\right) \xi=E E\left[M_{\infty}-M_{\infty}^{n} \mid \mathcal{F}_{t}\right] \xi \\
& =E\left(M_{\infty}-M_{\infty}^{n}\right) E\left[\xi \mid \mathcal{F}_{t}\right] \\
& =E\left(A_{\infty}^{n}-\alpha\right) E\left[\xi \mid \mathcal{F}_{t}\right] \rightarrow 0,
\end{aligned}
$$

as $n \rightarrow \infty$ along $N^{\prime}$. Thus, $A_{t}^{n} \rightarrow A_{t}$ weakly in $L^{1}$ for dyadic $t$. In particular, we get for any dyadic $s<t$

$$
0 \leq E\left[A_{t}^{n}-A_{s}^{n} ; A_{t}-A_{s}<0\right] \rightarrow E\left[\left(A_{t}-A_{s}\right) \wedge 0\right] \leq 0
$$

so the last expectation vanishes, and therefore $A_{t} \geq A_{s}$ a.s. By rightcontinuity it follows that $A$ is a.s. nondecreasing. Also note that $A_{0}=0$ a.s., since $A_{0}^{n}=0$ for all $n$.

To see that $A$ is natural, consider any bounded martingale $N$, and conclude by Fubini's theorem and the martingale properties of $N$ and $A^{n}-A=$ $M-M^{n}$ that

$$
\begin{aligned}
E N_{\infty} A_{\infty}^{n} & =\sum_{k} E N_{\infty} \Delta_{k}^{n} A^{n}=\sum_{k} E N_{t_{k}^{n}} \Delta_{k}^{n} A^{n} \\
& =\sum_{k} E N_{t_{k}^{n}} \Delta_{k}^{n} A=E \sum_{k} N_{t_{k}^{n}} \Delta_{k}^{n} A
\end{aligned}
$$

Now use weak convergence on the left and dominated convergence on the right, and combine with Fubini's theorem and the martingale property of $N$ to get

$$
\begin{aligned}
E \int_{0}^{\infty} N_{t-} d A_{t} & =E N_{\infty} A_{\infty}=\sum_{k} E N_{\infty} \Delta_{k}^{n} A=\sum_{k} E N_{t_{k+1}^{n}} \Delta_{k}^{n} A \\
& =E \sum_{k} N_{t_{k+1}^{n}} \Delta_{k}^{n} A \rightarrow E \int_{0}^{\infty} N_{t} d A_{t}
\end{aligned}
$$

Hence, $E \int_{0}^{\infty} \Delta N_{t} d A_{t}=0$, as required.

To complete the proof of Theorem 22.5, it remains to show that the compensator $A$ in the last lemma is predictable. This will be inferred from the following ingenious approximation of totally inaccessible times.

Lemma 22.8 (uniform approximation, Doob) Fix any totally inaccessible time $\tau$, put $\tau_{n}=2^{-n}\left[2^{n} \tau\right]$, and let $X^{n}$ be a right-continuous version of the process $P\left[\tau_{n} \leq t \mid \mathcal{F}_{t}\right]$. Then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sup _{t \geq 0}\left|X_{t}^{n}-1\{\tau \leq t\}\right|=0 \quad \text { a.s. } \tag{3}
\end{equation*}
$$

Proof: Since $\tau_{n} \uparrow \tau$, we may assume that $X_{t}^{1} \geq X_{t}^{2} \geq \cdots \geq 1\{\tau \leq t\}$ for all $t \geq 0$. Then $X_{t}^{n}=1$ for $t \in[\tau, \infty)$, and on the set $\{\tau=\infty\}$ we have $X_{t}^{1} \leq P\left[\tau<\infty \mid \mathcal{F}_{t}\right] \rightarrow 0$ a.s. as $t \rightarrow \infty$ by Theorem 6.23. Thus, $\sup _{n}\left|X_{t}^{n}-1\{\tau \leq t\}\right| \rightarrow 0$ a.s. as $t \rightarrow \infty$, so to prove (3), it is enough to show for each $\varepsilon>0$ that the optional times

$$
\sigma_{n}=\inf \left\{t \geq 0 ; X_{t}^{n}-1\{\tau \leq t\}>\varepsilon\right\}, \quad n \in \mathbb{N},
$$

tend a.s. to infinity. The $\sigma_{n}$ are clearly nondecreasing, and we denote their limit by $\sigma$. Note that either $\sigma_{n} \leq \tau$ or $\sigma_{n}=\infty$ for each $n$.

By optional sampling, Theorem 5.4, and Lemma 6.1, we have

$$
\begin{aligned}
X_{\sigma}^{n} 1\{\sigma<\infty\} & =P\left[\tau_{n} \leq \sigma<\infty \mid \mathcal{F}_{\sigma}\right] \\
& \rightarrow P\left[\tau \leq \sigma<\infty \mid \mathcal{F}_{\sigma}\right]=1\{\tau \leq \sigma<\infty\}
\end{aligned}
$$

Hence, $X_{\sigma}^{n} \rightarrow 1\{\tau \leq \sigma\}$ a.s. on $\{\sigma<\infty\}$, and so by right-continuity we have on this set $\sigma_{n}<\sigma$ for large enough $n$. Thus, $\sigma$ is predictable and announced by the times $\sigma_{n} \wedge n$.

Next apply the optional sampling and disintegration theorems to the optional times $\sigma_{n}$, to obtain

$$
\begin{aligned}
\varepsilon P\{\sigma<\infty\} & \leq \varepsilon P\left\{\sigma_{n}<\infty\right\} \leq E\left[X_{\sigma_{n}}^{n} ; \sigma_{n}<\infty\right] \\
& =P\left\{\tau_{n} \leq \sigma_{n}<\infty\right\}=P\left\{\tau_{n} \leq \sigma_{n} \leq \tau<\infty\right\} \\
& \rightarrow P\{\tau=\sigma<\infty\}=0
\end{aligned}
$$

where the last equality holds since $\tau$ is totally inaccessible. Thus, $\sigma=\infty$ a.s.

It is now easy to see that $A$ has only accessible jumps.
Lemma 22.9 (accessibility) For any natural increasing process $A$ and totally inaccessible time $\tau$, we have $\Delta A_{\tau}=0$ a.s. on $\{\tau<\infty\}$.

Proof: Rescaling if necessary, we may assume that $A$ is a.s. continuous at dyadic times. Define $\tau_{n}=2^{-n}\left[2^{n} \tau\right]$. Since $A$ is natural, we have

$$
E \int_{0}^{\infty} P\left[\tau_{n}>t \mid \mathcal{F}_{t}\right] d A_{t}=E \int_{0}^{\infty} P\left[\tau_{n}>t \mid \mathcal{F}_{t-}\right] d A_{t}
$$

and since $\tau$ is totally inaccessible, it follows by Lemma 22.8 that

$$
E A_{\tau-}=E \int_{0}^{\infty} 1\{\tau>t\} d A_{t}=E \int_{0}^{\infty} 1\{\tau \geq t\} d A_{t}=E A_{\tau}
$$

Hence, $E\left[\Delta A_{\tau} ; \tau<\infty\right]=0$, and so $\Delta A_{\tau}=0$ a.s. on $\{\tau<\infty\}$.
Finally, we may show that $A$ is predictable.
Lemma 22.10 (Doléans) Every natural increasing process is predictable.
Proof: Fix a natural increasing process $A$. Consider a bounded martingale $M$ and a predictable time $\tau<\infty$ announced by $\sigma_{1}, \sigma_{2}, \ldots$ Then $M^{\tau}-M^{\sigma_{k}}$ is again a bounded martingale, and since $A$ is natural we get by dominated convergence $E \Delta M_{\tau} \Delta A_{\tau}=0$. In particular, we may take $M_{t}=P\left[B \mid \mathcal{F}_{t}\right]$ with $B \in \mathcal{F}_{\tau}$. By optional sampling we have $M_{\tau}=1_{B}$ and

$$
M_{\tau-} \leftarrow M_{\sigma_{k}}=P\left[B \mid \mathcal{F}_{\sigma_{k}}\right] \rightarrow P\left[B \mid \mathcal{F}_{\tau-}\right]
$$

Thus, $\Delta M_{\tau}=1_{B}-P\left[B \mid \mathcal{F}_{\tau-}\right]$, and so

$$
E\left[\Delta A_{\tau} ; B\right]=E \Delta A_{\tau} P\left[B \mid \mathcal{F}_{\tau-}\right]=E\left[E\left[\Delta A_{\tau} \mid \mathcal{F}_{\tau-}\right] ; B\right]
$$

Since $B$ was arbitrary in $\mathcal{F}_{\tau}$, we get $\Delta A_{\tau}=E\left[\Delta A_{\tau} \mid \mathcal{F}_{\tau-}\right]$ a.s., and so the process $A_{t}^{\prime}=\Delta A_{\tau} 1\{\tau \leq t\}$ is predictable by Lemma 22.3 (ii). It is also natural, since for any bounded martingale $M$

$$
E \Delta A_{\tau} \Delta M_{\tau}=E \Delta A_{\tau} E\left[\Delta M_{\tau} \mid \mathcal{F}_{\tau-}\right]=0
$$

By an elementary construction we have $\left\{t>0 ; \Delta A_{t}>0\right\} \subset \bigcup_{n}\left[\tau_{n}\right]$ a.s. for some optional times $\tau_{n}<\infty$, and by Proposition 22.4 and Lemma 22.9 we may assume the latter to be predictable. Taking $\tau=\tau_{1}$ in the previous argument, we may conclude that the process $A_{t}^{1}=\Delta A_{\tau_{1}} 1\left\{\tau_{1} \leq t\right\}$ is both natural and predictable. Repeating the argument for the process $A-A^{1}$ with $\tau=\tau_{2}$ and proceeding by induction, we may conclude that the jump component $A^{d}$ of $A$ is predictable. Since $A-A^{d}$ is continuous and hence predictable, the predictability of $A$ follows.

For the uniqueness assertion we need the following extension of Proposition 15.2.

Lemma 22.11 (constancy criterion) A process $M$ is a predictable martingale of integrable variation iff $M_{t} \equiv M_{0}$ a.s.

Proof: On the predictable $\sigma$-field $\mathcal{P}$ we define the signed measure

$$
\mu B=E \int_{0}^{\infty} 1_{B}(t) d M_{t}, \quad B \in \mathcal{P}
$$

where the inner integral is an ordinary Lebesgue-Stieltjes integral. The martingale property implies that $\mu$ vanishes for sets $B$ of the form $F \times(t, \infty)$ with $F \in \mathcal{F}_{t}$. By Lemma 22.1 and a monotone class argument it follows that $\mu=0$ on $\mathcal{P}$.

Since $M$ is predictable, the same thing is true for the process $\Delta M_{t}=$ $M_{t}-M_{t-}$, and then also for the sets $J_{ \pm}=\left\{t>0 ; \pm \Delta M_{t}>0\right\}$. Thus, $\mu J_{ \pm}=0$, so $\Delta M=0$ a.s., and $M$ is a.s. continuous. But then $M_{t} \equiv M_{0}$ a.s. by Proposition 15.2.

Proof of Theorem 22.5: The sufficiency is obvious, and the uniqueness holds by Lemma 22.11. It remains to prove that any local submartingale $X$ has the stated decomposition. By Lemmas 22.6 and 22.11 we may assume that $X$ is of class (D). Then Lemma 22.7 shows that $X=M+A$ for some uniformly integrable martingale $M$ and some natural increasing process $A$, and by Lemma 22.10 the latter process is predictable.

The two conditions in Lemma 22.10 are, in fact, equivalent.

Theorem 22.12 (natural and predictable processes, Doléans) An integrable, increasing process is natural iff it is predictable.

Proof: If an integrable, increasing process $A$ is natural, it is also predictable by Lemma 22.10. Now assume instead that $A$ is predictable. By Lemma 22.7 we have $A=M+B$ for some uniformly integrable martingale $M$ and some natural increasing process $B$, and Lemma 22.10 shows that $B$ is predictable. But then $A=B$ a.s. by Lemma 22.11, and so $A$ is natural.

The following useful result is essentially implicit in earlier proofs.
Lemma 22.13 (dual predictable projection) Let $X$ and $Y$ be locally integrable, increasing processes, and assume that $Y$ is predictable. Then $X$ has compensator $Y$ iff $E \int V d X=E \int V d Y$ for every predictable process $V \geq 0$.

Proof: First reduce by localization to the case when $X$ and $Y$ are integrable. Then $Y$ is the compensator of $X$ iff $M=Y-X$ is a martingale, that is, iff $E M_{\tau}=0$ for every optional time $\tau$. This is equivalent to the stated relation for $V=1_{[0, \tau]}$, and the general result follows by a straightforward monotone class argument.

We may now establish the fundamental connection between predictable times and processes.

Theorem 22.14 (predictable times and processes, Meyer) For any optional time $\tau$, these conditions are equivalent:
(i) $\tau$ is predictable;
(ii) the process $1\{\tau \leq t\}$ is predictable;
(iii) $E \Delta M_{\tau}=0$ for any bounded martingale $M$.

Proof (Chung and Walsh): Since (i) $\Rightarrow$ (ii) by Lemma 22.3 (ii), and (ii) $\Leftrightarrow$ (iii) by Theorem 22.12, it remains to show that (iii) $\Rightarrow$ (i). We then introduce the martingale $M_{t}=E\left[e^{-\tau} \mid \mathcal{F}_{t}\right]$ and the supermartingale

$$
X_{t}=e^{-\tau \wedge t}-M_{t}=E\left[e^{-\tau \wedge t}-e^{-\tau} \mid \mathcal{F}_{t}\right] \geq 0, \quad t \geq 0
$$

Here $X_{\tau}=0$ a.s. by optional sampling. Letting $\sigma=\inf \left\{t \geq 0 ; X_{t-} \wedge X_{t}=0\right\}$, it is clear from Lemma 6.31 that $\left\{t \geq 0 ; X_{t}=0\right\}=[\sigma, \infty)$ a.s., and in particular, $\sigma \leq \tau$ a.s. Using optional sampling again, we get $E\left(e^{-\sigma}-e^{-\tau}\right)=$ $E X_{\sigma}=0$, and so $\sigma=\tau$ a.s. Hence, $X_{t} \wedge X_{t-}>0$ a.s. on [0, $\left.\tau\right)$. Finally, (iii) yields

$$
E X_{\tau-}=E\left(e^{-\tau}-M_{\tau-}\right)=E\left(e^{-\tau}-M_{\tau}\right)=E X_{\tau}=0
$$

and so $X_{\tau-}=0$. It is now clear that $\tau$ is announced by the optional times $\tau_{n}=\inf \left\{t ; X_{t}<n^{-1}\right\}$.

To illustrate the power of the last result, we shall give a short proof of the following useful statement, which can also be proved directly.

Corollary 22.15 (restriction) For any predictable time $\tau$ and set $A \in \mathcal{F}_{\tau-}$, the restriction $\tau_{A}$ is again predictable.

Proof: The process $1_{A} 1\{\tau \leq t\}=1\left\{\tau_{A} \leq t\right\}$ is predictable by Lemma 22.3, and so the time $\tau_{A}$ is predictable by Theorem 22.14.

We may also use the last theorem to show that predictable martingales are continuous.

Proposition 22.16 (predictable martingales) A local martingale is predictable iff it is a.s. continuous.

Proof: The sufficiency is clear by definitions. To prove the necessity, we note that, for any optional time $\tau$,

$$
M_{t}^{\tau}=M_{t} 1_{[0, \tau]}(t)+M_{\tau} 1_{(\tau, \infty)}(t), \quad t \geq 0
$$

Thus, predictability is preserved by optional stopping, so we may assume that $M$ is a uniformly integrable martingale. Now fix any $\varepsilon>0$, and introduce the optional time $\tau=\inf \left\{t>0 ;\left|\Delta M_{t}\right|>\varepsilon\right\}$. Since the left-continuous version $M_{t-}$ is predictable, so is the process $\Delta M_{t}$ as well as the random set $A=\left\{t>0 ;\left|\Delta M_{t}\right|>\varepsilon\right\}$. Hence, the same thing is true for the random interval $[\tau, \infty)=A \cup(\tau, \infty)$, and so $\tau$ is predictable by Theorem 22.14. Choosing an announcing sequence $\left(\tau_{n}\right)$, we conclude by optional sampling, martingale convergence, and Lemmas 22.2 (iii) and 22.3 (i) that

$$
M_{\tau-} \leftarrow M_{\tau_{n}}=E\left[M_{\tau} \mid \mathcal{F}_{\tau_{n}}\right] \rightarrow E\left[M_{\tau} \mid \mathcal{F}_{\tau-}\right]=M_{\tau}
$$

Thus, $\tau=\infty$ a.s., and since $\varepsilon$ was arbitrary, it follows that $M$ is a.s. continuous.

The decomposition of optional times in Proposition 22.4 may now be extended to increasing processes. We say that an rcll process $X$ or a filtration $\mathcal{F}$ is quasi-left-continuous if $X_{\tau-}=X_{\tau}$ a.s. on $\{\tau<\infty\}$ or $\mathcal{F}_{\tau-}=\mathcal{F}_{\tau}$, respectively, for every predictable time $\tau$. We further say that $X$ has accessible jumps if $X_{\tau-}=X_{\tau}$ a.s. on $\{\tau<\infty\}$ for every totally inaccessible time $\tau$.

Proposition 22.17 (decomposition of increasing processes) Any purely discontinuous, increasing process $A$ has an a.s. unique decomposition into increasing processes $A^{q}$ and $A^{a}$ such that $A^{q}$ is quasi-left-continuous and $A^{a}$ has accessible jumps. Furthermore, there exist some predictable times $\tau_{1}, \tau_{2}, \ldots$ with disjoint graphs such that $\left\{t>0 ; \Delta A_{t}^{a}>0\right\} \subset \bigcup_{n}\left[\tau_{n}\right]$ a.s. Finally, if $A$ is locally integrable with compensator $\hat{A}$, then $A^{q}$ has compensator $(\hat{A})^{c}$.

Proof: Introduce the locally integrable process $X_{t}=\sum_{s \leq t}\left(\Delta A_{s} \wedge 1\right)$ with compensator $\hat{X}$, and define $A^{q}=A-A^{a}=1\{\Delta \hat{X}=0\} \cdot A$, or

$$
\begin{equation*}
A_{t}^{q}=A_{t}-A_{t}^{a}=\int_{0}^{t+} 1\left\{\Delta \hat{X}_{s}=0\right\} d A_{s}, \quad t \geq 0 \tag{4}
\end{equation*}
$$

For any finite predictable time $\tau$, the graph $[\tau]$ is again predictable by Theorem 22.14, and so by Lemma 22.13,

$$
E\left(\Delta A_{\tau}^{q} \wedge 1\right)=E\left[\Delta X_{\tau} ; \Delta \hat{X}_{\tau}=0\right]=E\left[\Delta \hat{X}_{\tau} ; \Delta \hat{X}_{\tau}=0\right]=0
$$

which shows that $A^{q}$ is quasi-left-continuous.
Now let $\tau_{n, 0}=0$, and recursively define the random times

$$
\tau_{n, k}=\inf \left\{t>\tau_{n, k-1} ; \Delta \hat{X}_{t} \in\left(2^{-n}, 2^{-n+1}\right]\right\}, \quad n, k \in \mathbb{N}
$$

which are predictable by Theorem 22.14. Also note that $\left\{t>0 ; \Delta A_{t}^{a}>0\right\}$ $\subset \bigcup_{n, k}\left[\tau_{n k}\right]$ a.s. by the definition of $A^{a}$. Hence, if $\tau$ is a totally inaccessible time, then $\Delta A_{\tau}^{a}=0$ a.s. on $\{\tau<\infty\}$, which shows that $A^{a}$ has accessible jumps.

To prove the uniqueness, assume that $A$ has two decompositions $A^{q}+A^{a}=$ $B^{q}+B^{a}$ with the stated properties. Then $Y=A^{q}-B^{q}=B^{a}-A^{a}$ is quasi-left-continuous with accessible jumps. Hence, by Proposition 22.4 we have $\Delta Y_{\tau}=0$ a.s. on $\{\tau<\infty\}$ for any optional time $\tau$, which means that $Y$ is a.s. continuous. Since it is also purely discontinuous, we get $Y=0$ a.s.

If $A$ is locally integrable, we may replace (4) by $A^{q}=1\{\Delta \hat{A}=0\} \cdot A$, and we also note that $(\hat{A})^{c}=1\{\Delta \hat{A}=0\} \cdot \hat{A}$. Thus, Lemma 22.13 yields for any predictable process $V \geq 0$

$$
\begin{aligned}
E \int V d A^{q} & =E \int 1\{\Delta \hat{A}=0\} V d A \\
& =E \int 1\{\Delta \hat{A}=0\} V d \hat{A}=E \int V d(\hat{A})^{c}
\end{aligned}
$$

and the same lemma shows that $A^{q}$ has compensator $(\hat{A})^{c}$.
By the compensator of an optional time $\tau$ we mean the compensator of the associated jump process $X_{t}=1\{\tau \leq t\}$. The following result characterizes the various categories of optional times in terms of the associated compensators.

Corollary 22.18 (compensation of optional times) Let $\tau$ be an optional time with compensator $A$. Then
(i) $\tau$ is predictable iff $A$ is a.s. constant apart from a possible unit jump;
(ii) $\tau$ is accessible iff $A$ is a.s. purely discontinuous;
(iii) $\tau$ is totally inaccessible iff $A$ is a.s. continuous.

In general, $\tau$ has the accessible part $\tau_{D}$, where $D=\left\{\Delta A_{\tau}>0, \tau<\infty\right\}$.
Proof: (i) If $\tau$ is predictable, then so is the process $X_{t}=1\{\tau \leq t\}$ by Theorem 22.14, and so $A=X$ a.s. Conversely, if $A_{t}=1\{\sigma \leq t\}$ for some optional time $\sigma$, then the latter is predictable by Theorem 22.14, and by Lemma 22.13 we have

$$
\begin{aligned}
P\{\sigma=\tau<\infty\} & =E\left[\Delta X_{\sigma} ; \sigma<\infty\right]=E\left[\Delta A_{\sigma} ; \sigma<\infty\right] \\
& =P\{\sigma<\infty\}=E A_{\infty}=E X_{\infty}=P\{\tau<\infty\}
\end{aligned}
$$

Thus, $\tau=\sigma$ a.s., and so $\tau$ is predictable.
(ii) Clearly, $\tau$ is accessible iff $X$ has accessible jumps, which holds by Proposition 22.17 iff $A=A^{d}$ a.s.
(iii) Here we note that $\tau$ is totally inaccessible iff $X$ is quasi-left-continuous, which holds by Proposition 22.17 iff $A=A^{c}$ a.s.

The last assertion follows easily from (ii) and (iii).
The next result characterizes quasi-left-continuity for filtrations and martingales.

Proposition 22.19 (quasi-left-continuous filtrations, Meyer) For any filtration $\mathcal{F}$, these conditions are equivalent:
(i) Every accessible time is predictable;
(ii) $\mathcal{F}_{\tau-}=\mathcal{F}_{\tau}$ on $\{\tau<\infty\}$ for every predictable time $\tau$;
(iii) $\Delta M_{\tau}=0$ a.s. on $\{\tau<\infty\}$ for every martingale $M$ and predictable time $\tau$.

If the basic $\sigma$-field in $\Omega$ is taken to be $\mathcal{F}_{\infty}$, then $\mathcal{F}_{\tau-}=\mathcal{F}_{\tau}$ on $\{\tau=\infty\}$ for any optional time $\tau$, and the relation in (ii) extends to all of $\Omega$.

Proof: (i) $\Rightarrow$ (ii): Let $\tau$ be a predictable time, and fix any $B \in \mathcal{F}_{\tau} \cap$ $\{\tau<\infty\}$. Then $\left[\tau_{B}\right] \subset[\tau]$, so $\tau_{B}$ is accessible and by (i) even predictable. The process $X_{t}=1\left\{\tau_{B} \leq t\right\}$ is then predictable by Theorem 22.14, and since

$$
X_{\tau} 1\{\tau<\infty\}=1\left\{\tau_{B} \leq \tau<\infty\right\}=1_{B}
$$

Lemma 22.3 (i) yields $B \in \mathcal{F}_{\tau-}$.
(ii) $\Rightarrow$ (iii): Fix any martingale $M$, and let $\tau$ be a bounded, predictable time with announcing sequence $\left(\tau_{n}\right)$. Using (ii) and Lemma 22.2 (iii), we get as before

$$
M_{\tau-} \leftarrow M_{\tau_{n}}=E\left[M_{\tau} \mid \mathcal{F}_{\tau_{n}}\right] \rightarrow E\left[M_{\tau} \mid \mathcal{F}_{\tau-}\right]=E\left[M_{\tau} \mid \mathcal{F}_{\tau}\right]=M_{\tau}
$$

and so $M_{\tau-}=M_{\tau}$ a.s.
(iii) $\Rightarrow$ (i): If $\tau$ is accessible, then by Proposition 22.4 there exist some predictable times $\tau_{n}$ with $[\tau] \subset \bigcup_{n}\left[\tau_{n}\right]$ a.s. By (iii) we have $\Delta M_{\tau_{n}}=0$ a.s. on $\left\{\tau_{n}<\infty\right\}$ for every martingale $M$ and all $n$, and so $\Delta M_{\tau}=0$ a.s. on $\{\tau<\infty\}$. Hence, $\tau$ is predictable by Theorem 22.14.

In particular, quasi-left-continuity holds for canonical Feller processes and their induced filtrations.

Proposition 22.20 (quasi-left-continuity of Feller processes, Blumenthal, Meyer) Let X be a canonical Feller process with arbitrary initial distribution, and fix any optional time $\tau$. Then these conditions are equivalent:
(i) $\tau$ is predictable;
(ii) $\tau$ is accessible;
(iii) $X_{\tau-}=X_{\tau}$ a.s. on $\{\tau<\infty\}$.

In the special case when $X$ is a.s. continuous, we may conclude that every optional time is predictable.

Proof: (ii) $\Rightarrow$ (iii): By Proposition 22.4 we may assume that $\tau$ is finite and predictable. Fix an announcing sequence $\left(\tau_{n}\right)$ and a function $f \in C_{0}$. By the strong Markov property, we get for any $h>0$

$$
\begin{aligned}
E\left\{f\left(X_{\tau_{n}}\right)-f\left(X_{\tau_{n}+h}\right)\right\}^{2} & =E\left(f^{2}-2 f T_{h} f+T_{h} f^{2}\right)\left(X_{\tau_{n}}\right) \\
& \leq\left\|f^{2}-2 f T_{h} f+T_{h} f^{2}\right\| \\
& \leq 2\|f\|\left\|f-T_{h} f\right\|+\left\|f^{2}-T_{h} f^{2}\right\| .
\end{aligned}
$$

Letting $n \rightarrow \infty$ and then $h \downarrow 0$, it follows by dominated convergence on the left and by strong continuity on the right that $E\left\{f\left(X_{\tau-}\right)-f\left(X_{\tau}\right)\right\}^{2}=$ 0 , which means that $f\left(X_{\tau-}\right)=f\left(X_{\tau}\right)$ a.s. Applying this to a sequence $f_{1}, f_{2}, \ldots \in C_{0}$ that separates points, we obtain $X_{\tau-}=X_{\tau}$ a.s.
(iii) $\Rightarrow$ (i): By (iii) and Theorem 17.20 we have $\Delta M_{\tau}=0$ a.s. on $\{\tau<\infty\}$ for every martingale $M$, and so $\tau$ is predictable by Theorem 22.14.
(i) $\Rightarrow$ (ii): This is trivial.

The following basic inequality will be needed in the proof of Theorem 23.12 .

Proposition 22.21 (norm inequality, Garsia, Neveu) Consider a right- or left-continuous, predictable, increasing process $A$ and a random variable $\zeta \geq$ 0 such that a.s.

$$
\begin{equation*}
E\left[A_{\infty}-A_{t} \mid \mathcal{F}_{t}\right] \leq E\left[\zeta \mid \mathcal{F}_{t}\right], \quad t \geq 0 \tag{5}
\end{equation*}
$$

Then

$$
\left\|A_{\infty}\right\|_{p} \leq p\|\zeta\|_{p}, \quad p \geq 1
$$

In the left-continuous case, predictability is clearly equivalent to adaptedness. The appropriate interpretation of (5) is to take $E\left[A_{t} \mid \mathcal{F}_{t}\right] \equiv A_{t}$ and to choose right-continuous versions of the martingales $E\left[A_{\infty} \mid \mathcal{F}_{t}\right]$ and $E\left[\zeta \mid \mathcal{F}_{t}\right]$. For a right-continuous $A$, we may clearly choose $\zeta=Z^{*}$, where $Z$ is the supermartingale on the left of (5). We also note that if $A$ is the compensator of an increasing process $X$, then (5) holds with $\zeta=X_{\infty}$.

Proof: We shall only consider the right-continuous case, the case of a left-continuous $A$ being similar but simpler. It is enough to assume that $A$ is bounded, since we may otherwise replace $A$ by the process $A \wedge u$ for arbitrary $u>0$, and let $u \rightarrow \infty$ in the resulting formula. For each $r>0$, the random time $\tau_{r}=\inf \left\{t ; A_{t} \geq r\right\}$ is predictable by Theorem 22.14. By optional sampling and Lemma 22.2 we note that (5) remains true with $t$ replaced by $\tau_{r}-$. Since $\tau_{r}$ is $\mathcal{F}_{\tau_{r}--}$ measurable by the same lemma, we obtain

$$
\begin{aligned}
E\left[A_{\infty}-r ; A_{\infty}>r\right] & \leq E\left[A_{\infty}-r ; \tau_{r}<\infty\right] \\
& \leq E\left[A_{\infty}-A_{\tau_{r}-} ; \tau_{r}<\infty\right] \\
& \leq E\left[\zeta ; \tau_{r}<\infty\right] \leq E\left[\zeta ; A_{\infty} \geq r\right]
\end{aligned}
$$

Writing $A_{\infty}=\alpha$ and letting $p^{-1}+q^{-1}=1$, we get by Fubini's theorem, Hölder's inequality, and some easy calculus

$$
\begin{aligned}
\|\alpha\|_{p}^{p} & =p^{2} q^{-1} E \int_{0}^{\alpha}(\alpha-r) r^{p-2} d r \\
& =p^{2} q^{-1} \int_{0}^{\infty} E[\alpha-r ; \alpha>r] r^{p-2} d r \\
& \leq p^{2} q^{-1} \int_{0}^{\infty} E[\zeta ; \alpha \geq r] r^{p-2} d r \\
& =p^{2} q^{-1} E \zeta \int_{0}^{\alpha} r^{p-2} d r=p E \zeta \alpha^{p-1} \leq p\|\zeta\|_{p}\|\alpha\|_{p}^{p-1} .
\end{aligned}
$$

If $\|\alpha\|_{p}>0$, we may finally divide both sides by $\|\alpha\|_{p}^{p-1}$.
We turn our attention to locally finite random measures $\xi$ on $(0, \infty) \times S$, where $S$ is a Polish space with Borel $\sigma$-field $\mathcal{S}$. Let $\hat{\mathcal{S}}$ denote the class of bounded sets in $\mathcal{S}$ and say that $\xi$ is adapted, predictable, or locally integrable if the process $\xi_{t} B=\xi((0, t] \times B)$ has the corresponding property for every $B \in \hat{\mathcal{S}}$. In the cases of adaptedness and predictability, it is clearly equivalent that the relevant property holds for the measure-valued process $\xi_{t}$. Let us further say that a process $V$ on $\mathbb{R}_{+} \times S$ is predictable if it is $\mathcal{P} \otimes \mathcal{S}$-measurable, where $\mathcal{P}$ denotes the predictable $\sigma$-field in $\mathbb{R}_{+} \times \Omega$.

Theorem 22.22 (compensation of random measures, Grigelionis, Jacod) Let $\xi$ be a locally integrable, adapted random measure on some product space $(0, \infty) \times S$, where $S$ is Polish. Then there exists an a.s. unique predictable random measure $\hat{\xi}$ on $(0, \infty) \times S$ such that $E \int V d \xi=E \int V d \hat{\xi}$ for every predictable process $V \geq 0$ on $\mathbb{R}_{+} \times S$.

The random measure $\hat{\xi}$ above is called the compensator of $\xi$. By Lemma 22.13 this extends the notion of compensator for real-valued processes. For the proof of Theorem 22.22 we need a simple technical lemma, which can be established by straightforward monotone class arguments.

## Lemma 22.23 (predictability)

(i) For any predictable random measure $\xi$ and predictable process $V \geq 0$ on $(0, \infty) \times S$, the process $V \cdot \xi$ is again predictable;
(ii) for any predictable process $V \geq 0$ on $(0, \infty) \times S$ and predictable measurevalued process $\rho$ on $S$, the process $Y_{t}=\int V_{t, s} \rho_{t}(d s)$ is again predictable.

Proof of Theorem 22.22: Since $\xi$ is locally integrable, we may easily construct a predictable process $V>0$ on $\mathbb{R}_{+} \times S$ such that $E \int V d \xi<\infty$. If the random measure $\zeta=V \cdot \xi$ has compensator $\hat{\zeta}$, then by Lemma 22.23 the measure $\hat{\xi}=V^{-1} \cdot \hat{\zeta}$ is the compensator of $\xi$. Thus, we may henceforth assume that $E \xi(S \times(0, \infty))=1$.

Write $\eta=\xi(S \times \cdot)$. Using the kernel operation $\otimes$ of Chapter 1 , we may introduce the probability measure $\mu=P \otimes \xi$ on $\Omega \times \mathbb{R}_{+} \times S$ and its projection
$\nu=P \otimes \eta$ onto $\Omega \times \mathbb{R}_{+}$. Applying Theorem 5.3 to the restrictions of $\mu$ and $\nu$ to the $\sigma$-fields $\mathcal{P} \otimes \mathcal{S}$ and $\mathcal{P}$, respectively, we conclude that there exists some probability kernel $\rho$ from $\left(\Omega \times \mathbb{R}_{+}, \mathcal{P}\right)$ to $(S, \mathcal{S})$ satisfying $\mu=\nu \otimes \rho$, or

$$
P \otimes \xi=P \otimes \eta \otimes \rho \quad \text { on }\left(\Omega \times \mathbb{R}_{+} \times S, \mathcal{P} \times \mathcal{S}\right)
$$

Letting $\hat{\eta}$ denote the compensator of $\eta$, we may introduce the random measure $\hat{\xi}=\hat{\eta} \otimes \rho$ on $\mathbb{R}_{+} \times S$.

To see that $\hat{\xi}$ is the compensator of $\xi$, we first note that $\hat{\xi}$ is predictable by Lemma 22.23 (i). Next we consider an arbitrary predictable process $V \geq 0$ on $\mathbb{R}_{+} \times S$, and note that the process $Y_{s}=\int V_{s, t} \rho_{t}(d s)$ is again predictable by Lemma 22.23 (ii). By Theorem 5.4 and Lemma 22.13 we get

$$
E \int V d \hat{\xi}=E \int \hat{\eta}(d t) \int V_{s, t} \rho_{t}(d s)=E \int \eta(d t) \int V_{s, t} \rho_{t}(d s)=E \int V d \xi
$$

It remains to note that $\hat{\xi}$ is a.s. unique by Lemma 22.13 .
Our next aim is to show how point processes satisfying a weak regularity condition can be transformed to Poisson by means of suitable predictable mappings. This will lead to various time-change results for point processes, similar to the results for continuous local martingales in Chapter 16.

By an $S$-marked point process on $(0, \infty)$ we mean an integer-valued random measure $\xi$ on $(0, \infty) \times S$ such that a.s. $\xi([t] \times S) \leq 1$ for all $t>0$. The condition implies that $\xi$ is locally integrable, and so the associated compensator $\hat{\xi}$ exists automatically. We say that $\xi$ is quasi-left-continuous if $\xi([\tau] \times S)=0$ a.s. for every predictable time $\tau$.

Theorem 22.24 (predictable mapping to Poisson) Fix a Polish space $S$ and a $\sigma$-finite measure space $\left(S^{\prime}, \mu\right)$, let $\xi$ be a quasi-left-continuous $S$-marked point process on $(0, \infty)$ with compensator $\hat{\xi}$, and let $T$ be a predictable mapping from $\mathbb{R}_{+} \times S$ to $S^{\prime}$ with $\hat{\xi} \circ T^{-1}=\mu$ a.s. Then $\eta=\xi \circ T^{-1}$ is a Poisson process on $S^{\prime}$ with $E \eta=\mu$.

Proof: For any disjoint measurable sets $B_{1}, \ldots, B_{n}$ in $S^{\prime}$ with finite $\mu$ measure, we need to show that $\eta B_{1}, \ldots, \eta B_{n}$ are independent Poisson random variables with means $\mu B_{1}, \ldots, \mu B_{n}$. Then introduce for each $k \leq n$ the processes

$$
J_{t}^{k}=\int_{S} \int_{0}^{t+} 1_{B_{k}}\left(T_{s, x}\right) \xi(d s d x), \quad \hat{J}_{t}^{k}=\int_{S} \int_{0}^{t} 1_{B_{k}}\left(T_{s, x}\right) \hat{\xi}(d s d x)
$$

Here $\hat{J}_{\infty}^{k}=\mu B_{k}<\infty$ a.s. by hypothesis, so each $J^{k}$ is a simple and integrable point process on $\mathbb{R}_{+}$with compensator $\hat{J}^{k}$. For fixed $u_{1}, \ldots, u_{n} \geq 0$ we define

$$
X_{t}=\sum_{k \leq n}\left\{u_{k} J_{t}^{k}-\left(1-e^{-u_{k}}\right) \hat{J}_{t}^{k}\right\}, \quad t \geq 0
$$

The process $M_{t}=e^{-X_{t}}$ has bounded variation and finitely many jumps, so by an elementary change of variables

$$
\begin{aligned}
M_{t}-1 & =\sum_{s \leq t} \Delta e^{-X_{s}}-\int_{0}^{t} e^{-X_{s}} d X_{s}^{c} \\
& =\sum_{k \leq n} \int_{0}^{t+} e^{-X_{s-}}\left(1-e^{-u_{k}}\right) d\left(\hat{J}_{s}^{k}-J_{s}^{k}\right) .
\end{aligned}
$$

Here the integrands are bounded and predictable, so $M$ is a uniformly integrable martingale, and we get $E M_{\infty}=1$. Thus,

$$
E \exp \left\{-\sum_{k} u_{k} \eta B_{k}\right\}=\exp \left\{-\sum_{k}\left(1-e^{-u_{k}}\right) \mu B_{k}\right\}
$$

and the assertion follows by Theorem 4.3.

The preceding theorem immediately yields a corresponding Poisson characterization, similar to the characterization of Brownian motion in Theorem 16.3. The result may also be considered as an extension of Theorem 10.11.

Corollary 22.25 (Poisson characterization, Watanabe) Fix a Polish space $S$ and a measure $\mu$ on $(0, \infty) \times S$ with $\mu(\{t\} \times S)=0$ for all $t>0$. Let $\xi$ be an $S$-marked, $\mathcal{F}$-adapted point process on $(0, \infty)$ with compensator $\hat{\xi}$. Then $\xi$ is $\mathcal{F}$-Poisson with $E \xi=\mu$ iff $\hat{\xi}=\mu$ a.s.

We may further deduce a basic time-change result, similar to Proposition 16.8 for continuous local martingales.

Corollary 22.26 (time-change to Poisson, Papangelou, Meyer) Let $N^{1}$, $\ldots, N^{n}$ be counting processes on $\mathbb{R}_{+}$with simple sum $\sum_{k} N^{k}$ and a.s. unbounded and continuous compensators $\hat{N}^{1}, \ldots, \hat{N}^{n}$, and define $\tau_{s}^{k}=\inf \{t>0$; $\left.\hat{N}^{k}>s\right\}$ and $Y_{s}^{k}=N^{k}\left(\tau_{s}^{k}\right)$. Then $Y^{1}, \ldots, Y^{n}$ are independent unit-rate Poisson processes.

Proof: We may apply Theorem 22.24 to the random measures $\xi=$ $\left(\xi_{1}, \ldots, \xi_{n}\right)$ and $\hat{\xi}=\left(\hat{\xi}_{1}, \ldots, \xi_{n}\right)$ on $\{1, \ldots, n\} \times \mathbb{R}_{+}$induced by $\left(N^{1}, \ldots, N^{n}\right)$ and $\left(\hat{N}^{1}, \ldots, \hat{N}^{n}\right)$, respectively, and to the predictable mapping $T_{k, t}=\left(k, \hat{N}_{t}^{k}\right)$ on $\{1, \ldots, n\} \times \mathbb{R}_{+}$. It is then enough to verify that, a.s. for fixed $k$ and $t$,

$$
\hat{\xi}_{k}\left\{s \geq 0 ; \hat{N}_{s}^{k} \leq t\right\}=t, \quad \xi_{k}\left\{s \geq 0 ; \hat{N}_{s}^{k} \leq t\right\}=N^{k}\left(\tau_{t}^{k}\right)
$$

which is clear by the continuity of $\hat{N}^{k}$.
There is a similar result for stochastic integrals with respect to $p$-stable Lévy processes, as described in Proposition 13.9. For simplicity we consider only the case when $p<1$.

Proposition 22.27 (time-change of stable integrals) For a $p \in(0,1)$, let $X$ be a strictly p-stable Lévy process, and consider a predictable process $V \geq 0$ such that the process $A=V^{p} \cdot \lambda$ is a.s. finite but unbounded. Define $\tau_{s}=$ $\inf \left\{t ; A_{t}>s\right\}, s \geq 0$. Then $(V \cdot X) \circ \tau \stackrel{d}{=} X$.

Proof: Define a point process $\xi$ on $\mathbb{R}_{+} \times(\mathbb{R} \backslash\{0\})$ by $\xi B=\sum_{s} 1_{B}\left(s, \Delta X_{s}\right)$, and recall from Corollary 13.7 and Proposition 13.9 that $\xi$ is Poisson with intensity measure of the form $\lambda \otimes \nu$, where $\nu(d x)=c_{ \pm}|x|^{-p-1} d x$ for $\pm x>0$. In particular, $\xi$ has compensator $\hat{\xi}=\lambda \otimes \nu$. Let the predictable mapping $T$ on $\mathbb{R}_{+} \times \mathbb{R}$ be given by $T_{s, x}=\left(A_{s}, x V_{s}\right)$. Since $A$ is continuous, we have $\left\{A_{s} \leq t\right\}=\left\{s \leq \tau_{t}\right\}$ and $A_{\tau_{t}}=t$. By Fubini's theorem, we hence obtain for any $t, u>0$

$$
\begin{aligned}
(\lambda \otimes \nu) \circ T^{-1}([0, t] \times(u, \infty)) & =(\lambda \otimes \nu)\left\{(s, x) ; A_{s} \leq t, x V_{s}>u\right\} \\
& =\int_{0}^{\tau_{t}} \nu\left\{x ; x V_{s}>u\right\} d s \\
& =\nu(u, \infty) \int_{0}^{\tau_{t}} V_{s}^{p} d s=t \nu(u, \infty)
\end{aligned}
$$

and similarly for the sets $[0, t] \times(-\infty,-u)$. Thus, $\hat{\xi} \circ T^{-1}=\hat{\xi}=\lambda \otimes \nu$ a.s., and so Theorem 22.24 yields $\xi \circ T^{-1} \stackrel{d}{=} \xi$. Finally, we note that

$$
\begin{aligned}
(V \cdot X)_{\tau_{t}} & =\int_{0}^{\tau_{t}+} \int x V_{s} \xi(d s d x)=\int_{0}^{\infty} \int x V_{s} 1\left\{A_{s} \leq t\right\} \xi(d s d x) \\
& =\int_{0}^{t+} \int y\left(\xi \circ T^{-1}\right)(d r d y)
\end{aligned}
$$

where the process on the right has the same distribution as $X$.
We turn to an important special case where the compensator can be computed explicitly. By the natural compensator of a random measure $\xi$ we mean the compensator with respect to the induced filtration.

Proposition 22.28 (natural compensator) Fix a Polish space $(S, \mathcal{S})$, and let $(\tau, \zeta)$ be a random element in $(0, \infty] \times S$ with distribution $\mu$. Then $\xi=\delta_{\tau, \zeta}$ has the natural compensator

$$
\begin{equation*}
\hat{\xi}_{t} B=\int_{(0, t \wedge \tau]} \frac{\mu(d r \times B)}{\mu([r, \infty] \times S)}, \quad t \geq 0, B \in \mathcal{S} \tag{6}
\end{equation*}
$$

Proof: The process $\eta_{t} B$ on the right of (6) is clearly predictable for every $B \in \mathcal{S}$. It remains to show that $M_{t}=\xi_{t} B-\eta_{t} B$ is a martingale, hence that $E\left[M_{t}-M_{s} ; A\right]=0$ for any $s<t$ and $A \in \mathcal{F}_{s}$. Since $M_{t}=M_{s}$ on $\{\tau \leq s\}$, and the set $\{\tau>s\}$ is a.s. an atom of $\mathcal{F}_{s}$, it suffices to show that $E\left(M_{t}-M_{s}\right)=0$, or $E M_{t} \equiv 0$. Then use Fubini's theorem to get

$$
\begin{aligned}
E \eta_{t} B & =E \int_{(0, t \wedge \tau]} \frac{\mu(d r \times B)}{\mu([r, \infty] \times S)} \\
& =\int_{(0, \infty]} \mu(d x) \int_{(0, t \wedge x]} \frac{\mu(d r \times B)}{\mu([r, \infty] \times S)} \\
& =\int_{(0, t]} \frac{\mu(d r \times B)}{\mu([r, \infty] \times S)} \int_{[r, \infty]} \mu(d x)=\mu((0, t] \times B)=E \xi_{t} B
\end{aligned}
$$

We shall now consider some applications to classical potential theory. Then fix a domain $D \subset \mathbb{R}^{d}$, and let $T_{t}=T_{t}^{D}$ denote the transition operators of Brownian motion $X$ in $D$, killed at the boundary $\partial D$. A function $f \geq 0$ on $D$ is said to be excessive if $T_{t} f \leq f$ for all $t>0$ and $T_{t} f \rightarrow f$ as $t \rightarrow 0$. In this case clearly $T_{t} f \uparrow f$. Note that if $f$ is excessive, then $f(X)$ is a supermartingale under $P_{x}$ for every $x \in D$. The basic example of an excessive function is the Green potential $G^{D} \nu$ of a measure $\nu$ on a Greenian domain $D$, provided this potential is finite.

Though excessivity is defined globally in terms of the operators $T_{t}^{D}$, it is in fact a local property. For a precise statement, we say that a measurable function $f \geq 0$ on $D$ is superharmonic if, for any ball $B$ in $D$ with center $x$, the average of $f$ over the sphere $\partial B$ is bounded by $f(x)$. As we shall see, it is enough to consider balls in $D$ of radius less than an arbitrary $\varepsilon>0$. Recall that $f$ is lower semicontinuous if $x_{n} \rightarrow x$ implies $\liminf _{n} f\left(x_{n}\right) \geq f(x)$.

Theorem 22.29 (superharmonic and excessive functions, Doob) Let $f \geq 0$ be a measurable function on some domain $D \subset \mathbb{R}^{d}$. Then $f$ is excessive iff it is superharmonic and lower semicontinuous.

For the proof we shall need two lemmas, the first of which clarifies the relation between the two continuity properties.

Lemma 22.30 (semicontinuity) Consider a measurable function $f \geq 0$ on some domain $D \subset \mathbb{R}^{d}$ such that $T_{t} f \leq f$ for all $t>0$. Then $f$ is excessive iff it is lower semicontinuous.

Proof: First assume that $f$ is excessive, and let $x_{n} \rightarrow x$ in $D$. By Theorem 21.7 and Fatou's lemma

$$
\begin{aligned}
T_{t} f(x) & =\int p_{t}^{D}(x, y) f(y) d y \leq \liminf _{n \rightarrow \infty} \int p_{t}^{D}\left(x_{n}, y\right) f(y) d y \\
& =\liminf _{n \rightarrow \infty} T_{t} f\left(x_{n}\right) \leq \liminf _{n \rightarrow \infty} f\left(x_{n}\right),
\end{aligned}
$$

and as $t \rightarrow 0$, we get $f(x) \leq \liminf _{n} f\left(x_{n}\right)$. Thus, $f$ is lower semicontinuous.
Next assume that $f$ is lower semicontinuous. Using the continuity of $X$ and Fatou's lemma, we get as $t \rightarrow 0$ along an arbitrary sequence

$$
\begin{aligned}
f(x) & =E_{x} f\left(X_{0}\right) \leq E_{x} \liminf _{t \rightarrow 0} f\left(X_{t}\right) \leq \liminf _{t \rightarrow 0} E_{x} f\left(X_{t}\right) \\
& =\liminf _{t \rightarrow 0} T_{t} f(x) \leq \limsup _{t \rightarrow 0} T_{t} f(x) \leq f(x) .
\end{aligned}
$$

Thus, $T_{t} f \rightarrow f$, and $f$ is excessive.

For smooth functions the superharmonic property is easy to describe.
Lemma 22.31 (smooth functions) A function $f \geq 0$ in $C^{2}(D)$ is superharmonic iff $\Delta f \leq 0$, in which case $f$ is also excessive.

Proof: By Itô's formula, the process

$$
\begin{equation*}
M_{t}=f\left(X_{t}\right)-\frac{1}{2} \int_{0}^{t} \Delta f\left(X_{s}\right) d s, \quad t \in[0, \zeta) \tag{7}
\end{equation*}
$$

is a continuous local martingale. Now fix any closed ball $B \subset D$ with center $x$, and write $\tau=\tau_{\partial B}$. Since $E_{x} \tau<\infty$, we get by dominated convergence

$$
f(x)=E_{x} f\left(X_{\tau}\right)-\frac{1}{2} E_{x} \int_{0}^{\tau} \Delta f\left(X_{s}\right) d s
$$

Thus, $f$ is superharmonic iff the last expectation is $\leq 0$, and the first assertion follows.

To prove the last statement, we note that the exit time $\zeta=\tau_{\partial D}$ is predictable, say with announcing sequence $\left(\tau_{n}\right)$. If $\Delta f \leq 0$, we get from (7) by optional sampling

$$
E_{x}\left[f\left(X_{t \wedge \tau_{n}}\right) ; t<\zeta\right] \leq E_{x} f\left(X_{t \wedge \tau_{n}}\right) \leq f(x)
$$

Hence, Fatou's lemma yields $E_{x}\left[f\left(X_{t}\right) ; t<\zeta\right]=T_{t} f(x)$, and so $f$ is excessive by Lemma 22.30.

Proof of Theorem 22.29: If $f$ is excessive or superharmonic, then Lemma 22.30 shows that $f \wedge n$ has the same property for every $n>0$. The converse statement is also true - by monotone convergence and because the lower semicontinuity is preserved by increasing limits. Thus, we may henceforth assume that $f$ is bounded.

Now assume that $f$ is excessive on $D$. By Lemma 22.30 it is then lower semicontinuous, so it remains to prove that $f$ is superharmonic. Since the property $T_{t} f \leq f$ is preserved by passing to a subdomain, we may assume that $D$ is bounded. For each $h>0$ we define $q_{h}=h^{-1}\left(f-T_{h} f\right)$ and $f_{h}=G^{D} q_{h}$. Since $f$ and $D$ are bounded, we have $G^{D} f<\infty$, and so $f_{h}=$ $h^{-1} \int_{0}^{h} T_{s} f d s \uparrow f$. By the strong Markov property it is further seen that, for any optional time $\tau<\zeta$,

$$
\begin{aligned}
E_{x} f_{h}\left(X_{\tau}\right) & =E_{x} E_{X_{\tau}} \int_{0}^{\infty} q_{h}\left(X_{s}\right) d s=E_{x} \int_{0}^{\infty} q_{h}\left(X_{s+\tau}\right) d s \\
& =E_{x} \int_{\tau}^{\infty} q_{h}\left(X_{s}\right) d s \leq f_{h}(x) .
\end{aligned}
$$

In particular, $f_{h}$ is superharmonic for each $h$, and so by monotone convergence the same thing is true for $f$.

Conversely, assume that $f$ is superharmonic and lower semicontinuous. To prove that $f$ is excessive, it is enough by Lemma 22.30 to show that $T_{t} f \leq f$ for all $t$. Then fix a spherically symmetric probability density $\psi \in C^{\infty}\left(\mathbb{R}^{d}\right)$ with support in the unit ball, and put $\psi_{h}(x)=h^{-d} \psi(x / h)$ for each $h>0$. Writing $\rho$ for the Euclidean metric in $\mathbb{R}^{d}$, we may define $f_{h}=\psi_{h} * f$ on the set $D_{h}=\left\{x \in D ; \rho\left(x, D^{c}\right)>h\right\}$. Note that $f_{h} \in C^{\infty}\left(D_{h}\right)$
for all $h$, that $f_{h}$ is superharmonic on $D_{h}$, and that $f_{h} \uparrow f$. By Lemma 22.31 and monotone convergence we conclude that $f$ is excessive on each set $D_{h}$. Letting $\zeta_{h}$ denote the first exit time from $D_{h}$, we obtain

$$
E_{x}\left[f\left(X_{t}\right) ; t<\zeta_{h}\right] \leq f(x), \quad h>0 .
$$

As $h \rightarrow 0$, we have $\zeta_{h} \uparrow \zeta$ and hence $\left\{t<\zeta_{h}\right\} \uparrow\{t<\zeta\}$. Thus, by monotone convergence $T_{t} f(x) \leq f(x)$.

In view of the fact that excessive functions $f$ need not be continuous, it is remarkable that the supermartingale $f(X)$ is a.s. continuous under $P_{x}$ for every $x$.

Theorem 22.32 (continuity, Doob) Fix an excessive function $f$ on some domain $D \subset \mathbb{R}^{d}$, and let $X$ be a Brownian motion killed at $\partial D$. Then the process $f\left(X_{t}\right)$ is a.s. continuous on $[0, \zeta)$.

The proof is based on the following invariance under time reversal of a "stationary" version of Brownian motion. Here we are considering "distributions" with respect to the $\sigma$-finite measure $\bar{P}=\int P_{x} d x$, where $P_{x}$ is the distribution of a Brownian motion in $\mathbb{R}^{d}$ starting at $x$.

Lemma 22.33 (time reversal, Doob) For any $c>0$, the processes $Y_{t}=X_{t}$ and $\tilde{Y}_{t}=X_{c-t}$ on $[0, c]$ are equally distributed under $\bar{P}$.

Proof: Introduce the processes

$$
B_{t}=X_{t}-X_{0}, \quad \tilde{B}_{t}=X_{c-t}-X_{c}, \quad t \in[0, c]
$$

and note that $B$ and $\tilde{B}$ are Brownian motions on $[0, c]$ under each $P_{x}$. Fix any measurable function $f \geq 0$ on $C\left([0, c], \mathbb{R}^{d}\right)$. By Fubini's theorem and the invariance of Lebesgue measure, we get

$$
\begin{aligned}
\bar{E} f(\tilde{Y}) & =\bar{E} f\left(X_{0}-\tilde{B}_{c}+\tilde{B}\right)=\int E_{x} f\left(x-\tilde{B}_{c}+\tilde{B}\right) d x \\
& =\int E_{0} f\left(x-\tilde{B}_{c}+\tilde{B}\right) d x=E_{0} \int f\left(x-\tilde{B}_{c}+\tilde{B}\right) d x \\
& =E_{0} \int f(x+\tilde{B}) d x=\int E_{x} f(Y) d x=\bar{E} f(Y)
\end{aligned}
$$

Proof of Theorem 22.32: Since $f \wedge n$ is again excessive for each $n>0$ by Theorem 22.29 , we may assume that $f$ is bounded. As in the proof of the same theorem, we may then approximate $f$ by smooth excessive functions $f_{h} \uparrow f$ on suitable subdomains $D_{h} \uparrow D$. Since $f_{h}(X)$ is a continuous supermartingale up to the exit time $\zeta_{h}$ from $D_{h}$, Theorem 6.32 shows that $f(X)$ is a.s. right-continuous on $[0, \zeta)$ under any initial distribution $\mu$. Using the Markov property at rational times, we may extend the a.s. right-continuity to the random time set $T=\left\{t \geq 0 ; X_{t} \in D\right\}$.

To strengthen the result to a.s. continuity on $T$, we note that $f(X)$ is right-continuous on $T$, a.e. $\bar{P}$. By Lemma 22.33 it follows that $f(X)$ is also left-continuous on $T$, a.e. $\bar{P}$. Thus, $f(X)$ is continuous on $T$, a.s. under $P_{\mu}$ for arbitrary $\mu \ll \lambda^{d}$. Since $P_{\mu} \circ X_{h}^{-1} \ll \lambda^{d}$ for any $\mu$ and $h>0$, we may conclude that $f(X)$ is a.s. continuous on $T \cap[h, \infty)$ for any $h>0$. This together with the right-continuity at 0 yields the asserted continuity on $[0, \zeta)$.

If $f$ is excessive, then $f(X)$ is a supermartingale under $P_{x}$ for every $x$, and so it has a Doob-Meyer decomposition $f(X)=M-A$. It is remarkable that we can choose $A$ to be a continuous additive functional (CAF) of $X$ independent of $x$. A similar situation was encountered in connection with Theorem 19.23.
Theorem 22.34 (compensation by additive functional, Meyer) Let $f$ be an excessive function on some domain $D \subset \mathbb{R}^{d}$, and let $P_{x}$ denote the distribution of Brownian motion in $D$, killed at $\partial D$. Then there exists an a.s. unique CAF A of $X$ such that $M=f(X)+A$ is a continuous, local $P_{x}$-martingale on $[0, \zeta)$ for every $x \in D$.

The main difficulty in the proof is constructing a version of the process $A$ that compensates $-f(X)$ under every measure $P_{\mu}$. Here the following lemma is helpful.

Lemma 22.35 (universal compensation) Consider an excessive function $f$ on some domain $D \subset \mathbb{R}^{d}$, a distribution $m \sim \lambda^{d}$ on $D$, and a $P_{m}$-compensator $A$ of $-f(X)$ on $[0, \zeta)$. Then for any distribution $\mu$ and constant $h>0$, the process $A \circ \theta_{h}$ is a $P_{\mu}$-compensator of $-f\left(X \circ \theta_{h}\right)$ on $\left[0, \zeta \circ \theta_{h}\right)$.

In other words, the process $M_{t}=f\left(X_{t}\right)+A_{t-h} \circ \theta_{h}$ is a local $P_{\mu}$-martingale on $[h, \zeta)$ for every $\mu$ and $h$.

Proof: For any bounded $P_{m}$-martingale $M$ and initial distribution $\mu \ll m$, we note that $M$ is also a $P_{\mu}$-martingale. To see this, write $k=d \mu / d m$, and note that $P_{\mu}=k\left(X_{0}\right) \cdot P_{m}$. It is equivalent to show that $N_{t}=k\left(X_{0}\right) M_{t}$ is a $P_{m}$-martingale, which is clear since $k\left(X_{0}\right)$ is $\mathcal{F}_{0}$-measurable with mean 1.

Now fix an arbitrary distribution $\mu$ and a constant $h>0$. To prove the stated property of $A$, it is enough to show for any bounded $P_{m}$-martingale $M$ that the process $N_{t}=M_{t-h} \circ \theta_{h}$ is a $P_{\mu}$-martingale on $[h, \infty)$. Then fix any times $s<t$ and sets $F \in \mathcal{F}_{h}$ and $G \in \mathcal{F}_{s}$. Using the Markov property at $h$ and noting that $P_{\mu} \circ X_{h}^{-1} \ll m$, we get

$$
\begin{aligned}
E_{\mu}\left[M_{t} \circ \theta_{h} ; F \cap \theta_{h}^{-1} G\right] & =E_{\mu}\left[E_{X_{h}}\left[M_{t} ; G\right] ; F\right] \\
& =E_{\mu}\left[E_{X_{h}}\left[M_{s} ; G\right] ; F\right] \\
& =E_{\mu}\left[M_{s} \circ \theta_{h} ; F \cap \theta_{h}^{-1} G\right] .
\end{aligned}
$$

Hence, by a monotone class argument, $E_{\mu}\left[M_{t} \circ \theta_{h} \mid \mathcal{F}_{h+s}\right]=M_{s} \circ \theta_{h}$ a.s.

Proof of Theorem 22.34: Let $A^{\mu}$ denote the $P_{\mu}$-compensator of $-f(X)$ on $[0, \zeta)$, and note that $A^{\mu}$ is a.s. continuous, e.g. by Theorem 16.10. Fix any distribution $m \sim \lambda^{d}$ on $D$, and conclude from Lemma 22.35 that $A^{m} \circ \theta_{h}$ is a $P_{\mu}$-compensator of $-f\left(X \circ \theta_{h}\right)$ on $\left[0, \zeta \circ \theta_{h}\right)$ for any $\mu$ and $h>0$. Since this is also true for the process $A_{t+h}^{\mu}-A_{h}^{\mu}$, we get for any $\mu$ and $h>0$

$$
\begin{equation*}
A_{t}^{\mu}=A_{h}^{\mu}+A_{t-h}^{m} \circ \theta_{h}, \quad t \geq h, \text { a.s. } P_{\mu} . \tag{8}
\end{equation*}
$$

Restricting $h$ to the positive rationals, we may define

$$
A_{t}=\lim _{h \rightarrow 0} A_{t-h}^{m} \circ \theta_{h}, \quad t>0
$$

whenever the limit exists and is continuous and nondecreasing with $A_{0}=0$, and put $A=0$ otherwise. By (8) we have $A=A^{\mu}$ a.s. $P_{\mu}$ for every $\mu$, and so $A$ is a $P_{\mu}$-compensator of $-f(X)$ on $[0, \zeta)$ for every $\mu$. For each $h>0$ it follows by Lemma 22.35 that $A \circ \theta_{h}$ is a $P_{\mu}$-compensator of $-f\left(X \circ \theta_{h}\right)$ on $\left[0, \zeta \circ \theta_{h}\right)$, and since this is also true for the process $A_{t+h}-A_{h}$, we get $A_{t+h}=A_{h}+A_{t} \circ \theta_{h}$ a.s. $P_{\mu}$. Thus, $A$ is a CAF.

We may now establish a probabilistic version of the classical Riesz decomposition. To avoid technical difficulties, we restrict our attention to locally bounded functions $f$. By the greatest harmonic minorant of $f$ we mean a harmonic function $h \leq f$ that dominates all other such functions. Recall that the potential $U_{A}$ of a CAF $A$ of $X$ is given by $U_{A}(x)=E_{x} A_{\infty}$.

Theorem 22.36 (Riesz decomposition) Fix any locally bounded function $f \geq 0$ on some domain $D \subset \mathbb{R}^{d}$, and let $X$ be Brownian motion on $D$, killed at $\partial D$. Then $f$ is excessive iff it has a representation $f=U_{A}+h$, where $A$ is a CAF of $X$ and $h$ is harmonic with $h \geq 0$. In that case $A$ is the compensator of $-f(X)$, and $h$ is the greatest harmonic minorant of $f$.

A similar result for uniformly $\alpha$-excessive functions of an arbitrary Feller process was obtained in Theorem 19.23. From the classical Riesz representation on Greenian domains, we know that $U_{A}$ may also be written as the Green potential of a unique measure $\nu_{A}$, so that $f=G^{D} \nu_{A}+h$. In the special case when $D=\mathbb{R}^{d}$ with $d \geq 3$, we recall from Theorem 19.21 that $\nu_{A} B=\bar{E}\left(1_{B} \cdot A\right)_{1}$. A similar representation holds in the general case.

Proof of Theorem 22.36: First assume that $A$ is a CAF with $U_{A}<\infty$. By the additivity of $A$ and the Markov property of $X$, we get for any $t>0$

$$
\begin{aligned}
U_{A}(x) & =E_{x} A_{\infty}=E_{x}\left(A_{t}+A_{\infty} \circ \theta_{t}\right) \\
& =E_{x} A_{t}+E_{x} E_{X_{t}} A_{\infty}=E_{x} A_{t}+T_{t} U_{A}(x)
\end{aligned}
$$

By dominated convergence $E_{x} A_{t} \downarrow 0$ as $t \rightarrow 0$, and so $U_{A}$ is excessive. Even $U_{A}+h$ is then excessive for any harmonic function $h \geq 0$.

Conversely, assume that $f$ is excessive and locally bounded. By Theorem 22.34 there exists some CAF $A$ such that $M=f(X)+A$ is a continuous local martingale on $[0, \zeta)$. For any localizing and announcing sequence $\tau_{n} \uparrow \zeta$, we get

$$
f(x)=E_{x} M_{0}=E_{x} M_{\tau_{n}}=E_{x} f\left(X_{\tau_{n}}\right)+E_{x} A_{\tau_{n}} \geq E_{x} A_{\tau_{n}} .
$$

As $n \rightarrow \infty$, it follows by monotone convergence that $U_{A} \leq f$.
By the additivity of $A$ and the Markov property of $X$,

$$
\begin{align*}
E_{x}\left[A_{\infty} \mid \mathcal{F}_{t}\right] & =A_{t}+E_{x}\left[A_{\infty} \circ \theta_{t} \mid \mathcal{F}_{t}\right] \\
& =A_{t}+E_{X_{t}} A_{\infty}=M_{t}-f\left(X_{t}\right)+U_{A}\left(X_{t}\right) \tag{9}
\end{align*}
$$

Writing $h=f-U_{A}$, it follows that $h(X)$ is a continuous local martingale. Since $h$ is locally bounded, we may conclude by optional sampling and dominated convergence that $h$ has the mean-value property. Thus, $h$ is harmonic by Lemma 21.3.

To prove the uniqueness of $A$, assume that $f$ also has a representation $U_{B}+k$ for some CAF $B$ and some harmonic function $k \geq 0$. Proceeding as in (9), we get

$$
A_{t}-B_{t}=E_{x}\left[A_{\infty}-B_{\infty} \mid \mathcal{F}_{t}\right]+h\left(X_{t}\right)-k\left(X_{t}\right), \quad t \geq 0
$$

so $A-B$ is a continuous local martingale, and Proposition 15.2 yields $A=B$ a.s.

To see that $h$ is the greatest harmonic minorant of $f$, consider any harmonic minorant $k \geq 0$. Since $f-k$ is again excessive and locally bounded, it has a representation $U_{B}+l$ for some CAF $B$ and some harmonic function $l$. But then $f=U_{B}+k+l$, so $A=B$ a.s. and $h=k+l \geq k$.

For any sufficiently regular measure $\nu$ on $\mathbb{R}^{d}$, we may now construct an associated CAF $A$ of Brownian motion $X$ such that $A$ increases only when $X$ visits the support of $\nu$. This clearly extends the notion of local time. For convenience we may write $G^{D}\left(1_{D} \cdot \nu\right)=G^{D} \nu$.

Proposition 22.37 (additive functionals induced by measures) Fix a measure $\nu$ on $\mathbb{R}^{d}$ such that $U\left(1_{D} \cdot \nu\right)$ is bounded for every bounded domain $D$. Then there exists an a.s. unique CAF A of Brownian motion $X$ such that for any $D$

$$
\begin{equation*}
E_{x} A_{\zeta_{D}}=G^{D} \nu(x), \quad x \in D \tag{10}
\end{equation*}
$$

Conversely, $\nu$ is uniquely determined by $A$. Furthermore,

$$
\begin{equation*}
\operatorname{supp} A \subset\left\{t \geq 0 ; X_{t} \in \operatorname{supp} \nu\right\} \quad \text { a.s. } \tag{11}
\end{equation*}
$$

The proof is straightforward, given the classical Riesz decomposition, and we shall indicate the main steps only.

Proof: A simple calculation shows that $G^{D} \nu$ is excessive for any bounded domain $D$. Since $G^{D} \nu \leq U\left(1_{D} \cdot \nu\right)$, it is further bounded. Hence, by Theorem 22.36 there exist a CAF $A_{D}$ of $X$ on $\left[0, \zeta_{D}\right)$ and a harmonic function $h_{D} \geq 0$ such that $G^{D} \nu=U_{A_{D}}+h_{D}$. In fact, $h_{D}=0$ by Riesz' theorem.

Now consider another bounded domain $D^{\prime} \supset D$, and note that $G^{D^{\prime}} \nu-$ $G^{D} \nu$ is harmonic on $D$. (This is clear from the analytic definitions, and it also follows under a regularity condition from Lemma 21.13.) Since $A_{D}$ and $A_{D^{\prime}}$ are compensators of $-G^{D} \nu(X)$ and $-G^{D^{\prime}} \nu(X)$, respectively, we may conclude that $A_{D}-A_{D^{\prime}}$ is a martingale on $\left[0, \zeta_{D}\right)$, and so $A_{D}=A_{D^{\prime}}$ a.s. up to time $\zeta_{D}$. Now choose a sequence of bounded domains $D_{n} \uparrow \mathbb{R}^{d}$, and define $A=\sup _{n} A_{D_{n}}$, so that $A=A_{D}$ a.s. on $\left[0, \zeta_{D}\right)$ for all $D$.

It is easy to see that $A$ is a CAF of $X$, and that (10) holds for any bounded domain $D$. The uniqueness of $\nu$ is clear from the uniqueness in the classical Riesz decomposition. Finally, we obtain (11) by noting that $G^{D} \nu$ is harmonic on $D \backslash \operatorname{supp} \nu$ for every $D$, so that $G^{D} \nu(X)$ is a local martingale on the predictable set $\left\{t<\zeta_{D} ; X_{t} \notin \operatorname{supp} \nu\right\}$.

## Exercises

1. Show by an example that the $\sigma$-fields $\mathcal{F}_{\tau}$ and $\mathcal{F}_{\tau-}$ may differ. (Hint: Take $\tau$ to be constant.)
2. Give examples of optional times that are predictable; accessible but not predictable; and totally inaccessible. (Hint: Use Corollary 22.18.)
3. Show by an example that a right-continuous, adapted process need not be predictable. (Hint: Use Theorem 22.14.)
4. Show by an example that the compensator of an increasing, locally integrable process may depend on the filtration. Further show that any optional time can be made predictable by a change of filtration.
5. Show that any increasing, predictable process has accessible jumps.
6. Show that the compensator $A$ of a quasi-left-continuous local submartingale is a.s. continuous. (Hint: Note that $A$ has accessible jumps. Use optional sampling at an arbitrary predictable time $\tau<\infty$ with announcing sequence ( $\tau_{n}$ ).)
7. Extend Corollary 22.26 to possibly bounded compensators.
8. Show that any general inequality involving an increasing process $A$ and its compensator $\hat{A}$ remains valid in discrete time. (Hint: Embed the discrete-time process and filtration into continuous time.)

## Chapter 23

## Semimartingales and General Stochastic Integration


#### Abstract

Predictable covariation and $L^{2}$-integral; semimartingale integral and covariation; general substitution rule; Doléans’ exponential and change of measure; norm and exponential inequalities; martingale integral; decomposition of semimartingales; quasi-martingales and stochastic integrators


In this chapter we shall use the previously established Doob-Meyer decomposition to extend the stochastic integral of Chapter 15 to possibly discontinuous semimartingales. The construction proceeds in three steps. First we imitate the definition of the $L^{2}$-integral $V \cdot M$ from Chapter 15 , using a predictable version $\langle M, N\rangle$ of the covariation process. A suitable truncation then allows us to extend the integral to arbitrary semimartingales $X$ and bounded, predictable processes $V$. The ordinary covariation $[X, Y]$ can now be defined by the integration-by-parts formula, and we may use a generalized version of the BDG inequalities from Chapter 15 to extend the martingale integral $V \cdot M$ to more general integrands $V$.

Once the stochastic integral is defined, we may develop a stochastic calculus for general semimartingales. In particular, we shall prove an extension of Itô's formula, solve a basic stochastic differential equation, and establish a general Girsanov-type theorem for absolutely continuous changes of the probability measure. The latter material extends the appropriate portions of Chapters 16 and 18.

The stochastic integral and covariation process, together with the DoobMeyer decomposition from the preceding chapter, provide the tools for a more detailed analysis of semimartingales. Thus, we may now establish two general decompositions, similar to the decompositions of optional times and increasing processes in Chapter 22. We shall further derive some exponential inequalities for martingales with bounded jumps, characterize local quasimartingales as special semimartingales, and show that no continuous extension of the predictable integral exists beyond the context of semimartingales.

Throughout this chapter, $\mathcal{M}^{2}$ denotes the class of uniformly squareintegrable martingales. As in Lemma 15.4, we note that $\mathcal{M}^{2}$ is a Hilbert space for the norm $\|M\|=\left(E M_{\infty}^{2}\right)^{1 / 2}$. We define $\mathcal{M}_{0}^{2}$ as the closed linear subspace of martingales $M \in \mathcal{M}^{2}$ with $M_{0}=0$. The corresponding classes
$\mathcal{M}_{\mathrm{loc}}^{2}$ and $\mathcal{M}_{0, \text { loc }}^{2}$ are defined as the sets of processes $M$ such that the stopped versions $M^{\tau_{n}}$ belong to $\mathcal{M}^{2}$ or $\mathcal{M}_{0}^{2}$, respectively, for some sequence of optional times $\tau_{n} \rightarrow \infty$.

For every $M \in \mathcal{M}_{\text {loc }}^{2}$ we note that $M^{2}$ is a local submartingale. The corresponding compensator, denoted by $\langle M\rangle$, is called the predictable quadratic variation of $M$. More generally, we may define the predictable covariation $\langle M, N\rangle$ of two processes $M, N \in \mathcal{M}_{\mathrm{loc}}^{2}$ as the compensator of $M N$, also computable by the polarization formula

$$
4\langle M, N\rangle=\langle M+N\rangle-\langle M-N\rangle
$$

Note that $\langle M, M\rangle=\langle M\rangle$. If $M$ and $N$ are continuous, then clearly $\langle M, N\rangle=$ $[M, N]$ a.s. The following result collects some further useful properties.

Proposition 23.1 (predictable covariation) For any $M, M^{n}, N \in \mathcal{M}_{\mathrm{loc}}^{2}$,
(i) $\langle M, N\rangle=\left\langle M-M_{0}, N-N_{0}\right\rangle$ a.s.;
(ii) $\langle M\rangle$ is a.s. increasing, and $\langle M, N\rangle$ is a.s. symmetric and bilinear;
(iii) $|\langle M, N\rangle| \leq \int|d\langle M, N\rangle| \leq\langle M\rangle^{1 / 2}\langle N\rangle^{1 / 2}$ a.s.;
(iv) $\langle M, N\rangle^{\tau}=\left\langle M^{\tau}, N\right\rangle=\left\langle M^{\tau}, N^{\tau}\right\rangle$ a.s. for any optional time $\tau$;
(v) $\left\langle M^{n}\right\rangle_{\infty} \xrightarrow{P} 0$ implies $\left(M^{n}-M_{0}^{n}\right)^{*} \xrightarrow{P} 0$.

Proof: By Lemma 22.11 we note that $\langle M, N\rangle$ is the a.s. unique predictable process of locally integrable variation and starting at 0 such that $M N-$ $\langle M, N\rangle$ is a local martingale. The symmetry and bilinearity in (ii) follow immediately, as does property (i), since $M N_{0}, M_{0} N$, and $M_{0} N_{0}$ are all local martingales. Property (iii) is proved in the same way as Proposition 15.10, and (iv) is obtained as in Theorem 15.5.

To prove (v), we may assume that $M_{0}^{n}=0$ for all $n$. Let $\left\langle M^{n}\right\rangle_{\infty} \xrightarrow{P} 0$. Fix any $\varepsilon>0$, and define $\tau_{n}=\inf \left\{t ;\left\langle M^{n}\right\rangle_{t} \geq \varepsilon\right\}$. Since $\left\langle M^{n}\right\rangle$ is predictable, even $\tau_{n}$ is predictable by Theorem 22.14 and is therefore announced by some sequence $\tau_{n k} \uparrow \tau_{n}$. The latter may be chosen such that $M^{n}$ is an $L^{2}$ martingale and $\left(M^{n}\right)^{2}-\left\langle M^{n}\right\rangle$ a uniformly integrable martingale on $\left[0, \tau_{n k}\right]$ for every $k$. By Proposition 6.16

$$
E\left(M^{n}\right)_{\tau_{n k}}^{* 2} \lesseqgtr E\left(M^{n}\right)_{\tau_{n k}}^{2}=E\left\langle M^{n}\right\rangle_{\tau_{n k}} \leq \varepsilon
$$

and as $k \rightarrow \infty$, we get $E\left(M^{n}\right)_{\tau_{n}-}^{* 2} \leq \varepsilon$. Now fix any $\delta>0$, and write

$$
P\left\{\left(M^{n}\right)^{* 2}>\delta\right\} \leq P\left\{\tau_{n}<\infty\right\}+\frac{1}{\delta} E\left(M^{n}\right)_{\tau_{n}-}^{* 2} \leq P\left\{\left\langle M^{n}\right\rangle_{\infty} \geq \varepsilon\right\}+\frac{\varepsilon}{\delta}
$$

Here the right-hand side tends to zero as $n \rightarrow \infty$ and then $\varepsilon \rightarrow 0$.

We shall now use the predictable quadratic variation to extend the Itô integral from Chapter 15. As before, we let $\mathcal{E}$ denote the class of bounded, predictable step processes $V$ with jumps at finitely many fixed times. The
corresponding integral $V \cdot X$ will be referred to as the elementary predictable integral.

Given any $M \in \mathcal{M}_{\mathrm{loc}}^{2}$, let $L^{2}(M)$ be the class of predictable processes $V$ such that $\left(V^{2} \cdot\langle M\rangle\right)_{t}<\infty$ a.s. for every $t>0$. We shall first consider integrals $V \cdot M$ with $M \in \mathcal{M}_{\mathrm{loc}}^{2}$ and $V \in L^{2}(M)$. Here the integral process belongs to $\mathcal{M}_{0, \text { loc }}^{2}$, the class of local $L^{2}$-martingales starting at 0 . In the following statement it is understood that $M, N \in \mathcal{M}_{\mathrm{loc}}^{2}$ and that $U$ and $V$ are predictable processes such that the stated integrals exist.

Theorem 23.2 ( $L^{2}$-integral, Courrège, Kunita and Watanabe) The elementary predictable integral extends a.s. uniquely to a bilinear map of any $M \in \mathcal{M}_{\mathrm{loc}}^{2}$ and $V \in L^{2}(M)$ into $V \cdot M \in \mathcal{M}_{0, \text { loc }}^{2}$, such that if $\left(V_{n}^{2} \cdot\left\langle M_{n}\right\rangle\right)_{t} \xrightarrow{P} 0$ for some $V_{n} \in L^{2}\left(M_{n}\right)$ and $t>0$, then $\left(V_{n} \cdot M_{n}\right)_{t}^{*} \xrightarrow{P} 0$. It has the following additional properties, the first of which characterizes the integral:
(i) $\langle V \cdot M, N\rangle=V \cdot\langle M, N\rangle$ a.s. for all $N \in \mathcal{M}_{\mathrm{loc}}^{2}$;
(ii) $U \cdot(V \cdot M)=(U V) \cdot M$ a.s.;
(iii) $\Delta(V \cdot M)=V \Delta M$ a.s.;
(iv) $(V \cdot M)^{\tau}=V \cdot M^{\tau}=\left(V 1_{[0, \tau]}\right) \cdot M$ a.s. for any optional time $\tau$.

For the proof we need an elementary approximation property, corresponding to Lemma 15.24 in the continuous case.

Lemma 23.3 (approximation) Let $V$ be a predictable process with $|V|^{p} \in$ $L(A)$, where $A$ is increasing and $p \geq 1$. Then there exist some $V_{1}, V_{2}, \ldots \in \mathcal{E}$ with $\left(\left|V_{n}-V\right|^{p} \cdot A\right)_{t} \rightarrow 0$ a.s. for all $t>0$.

Proof: It is enough to establish the approximation $\left.\left(\left|V_{n}-V\right|\right)^{p} \cdot A\right)_{t} \xrightarrow{P} 0$. By Minkowski's inequality we may then approximate in steps, and by dominated convergence we may first reduce to the case when $V$ is simple. Each term may then be approximated separately, and so we may next assume that $V=1_{B}$ for some predictable set $B$. Approximating separately on disjoint intervals, we may finally reduce to the case when $B \subset \Omega \times[0, t]$ for some $t>0$. The desired approximation is then obtained from Lemma 22.1 by a monotone class argument.

Proof of Theorem 23.2: As in Theorem 15.12, we may construct the integral $V \cdot M$ as the a.s. unique element of $\mathcal{M}_{0, \text { loc }}^{2}$ satisfying (i). The mapping $(V, M) \mapsto V \cdot M$ is clearly bilinear, and by the analogue of Lemma 15.11 it extends the elementary predictable integral. Properties (ii) and (iv) may be obtained in the same way as in Propositions 15.15 and 15.16. The stated continuity property follows immediately from (i) and Proposition 23.1 (v). To get the stated uniqueness, it is then enough to apply Lemma 23.3 with $A=\langle M\rangle$ and $p=2$.

To prove (iii), we note from Lemma 23.3 with $A_{t}=\langle M\rangle_{t}+\sum_{s \leq t}\left(\Delta M_{s}\right)^{2}$ that there exist some processes $V_{n} \in \mathcal{E}$ satisfying $V_{n} \Delta M \rightarrow V \Delta M$ and $\left(V_{n} \cdot M-V \cdot M\right)^{*} \rightarrow 0$ a.s. In particular, $\Delta\left(V_{n} \cdot M\right) \rightarrow \Delta(V \cdot M)$ a.s., so (iii) follows from the corresponding relation for the elementary integrals $V_{n} \cdot M$. The argument relies on the fact that $\sum_{s \leq t}\left(\Delta M_{s}\right)^{2}<\infty$ a.s. To verify this, we may assume that $M \in \mathcal{M}_{0}^{2}$ and define $t_{n, k}=k t 2^{-n}$ for $k \leq 2^{n}$. By Fatou's lemma

$$
\begin{aligned}
E \sum_{s \leq t}\left(\Delta M_{s}\right)^{2} & \leq E \liminf _{n \rightarrow \infty} \sum_{k}\left(M_{t_{n, k}}-M_{t_{n, k-1}}\right)^{2} \\
& \leq \liminf _{n \rightarrow \infty} E \sum_{k}\left(M_{t_{n, k}}-M_{t_{n, k-1}}\right)^{2}=E M_{t}^{2}<\infty
\end{aligned}
$$

A semimartingale is defined as a right-continuous, adapted process $X$ admitting a decomposition $M+A$, where $M$ is a local martingale and $A$ is a process of locally finite variation starting at 0 . If $A$ has even locally integrable variation, we may write $X=(M+A-\hat{A})+\hat{A}$, where $\hat{A}$ denotes the compensator of $A$, and so we can then choose $A$ to be predictable. In that case the decomposition is a.s. unique by Propositions 15.2 and 22.16 , and $X$ is called a special semimartingale with canonical decomposition $M+A$.

Lévy processes are the basic examples of semimartingales. In particular, we note that a Lévy process is a special semimartingale iff its Lévy measure $\nu$ satisfies $\int\left(x^{2} \wedge|x|\right) \nu(d x)<\infty$. From Theorem 22.5 it is further seen that any local submartingale is a special semimartingale.

The next result extends the stochastic integration to general semimartingales. At this stage we shall consider only locally bounded integrands, which covers most applications of interest.

Theorem 23.4 (semimartingale integral, Doléans-Dade and Meyer) The $L^{2}$-integral of Theorem 23.2 and the ordinary Lebesgue-Stieltjes integral extend a.s. uniquely to a bilinear mapping of any semimartingale $X$ and locally bounded, predictable process $V$ into a semimartingale $V \cdot X$. The mapping satisfies properties (ii)—(iv) of Theorem 23.2, and for any locally bounded, predictable processes $V, V_{1}, V_{2}, \ldots$ with $V \geq\left|V_{n}\right| \rightarrow 0$, we have $\left(V_{n} \cdot X\right)_{t}^{*} \xrightarrow{P} 0$ for all $t>0$. If $X$ is a local martingale, then so is $V \cdot X$.

Our proof relies on the following basic decomposition.
Lemma 23.5 (truncation, Doléans-Dade, Jacod and Mémin, Yan) Any local martingale $M$ can be decomposed into two local martingales $M^{\prime}$ and $M^{\prime \prime}$, where $M^{\prime}$ has locally integrable variation and $\left|\Delta M^{\prime \prime}\right| \leq 1$ a.s.

Proof: Define

$$
A_{t}=\sum_{s \leq t} \Delta M_{s} 1\left\{\left|\Delta M_{s}\right|>\frac{1}{2}\right\}, \quad t \geq 0
$$

By optional sampling, we note that $A$ has locally integrable variation. Let $\hat{A}$ denote the compensator of $A$, and put $M^{\prime}=A-\hat{A}$ and $M^{\prime \prime}=M-M^{\prime}$.

Then $M^{\prime}$ and $M^{\prime \prime}$ are again local martingales, and $M^{\prime}$ has locally integrable variation. Furthermore,

$$
\left|\Delta M^{\prime \prime}\right| \leq|\Delta M-\Delta A|+|\Delta \hat{A}| \leq \frac{1}{2}+|\Delta \hat{A}|,
$$

so it suffices to show that $|\Delta \hat{A}| \leq \frac{1}{2}$. Since the constructions of $A$ and $\hat{A}$ commute with optional stopping, we may then assume that $M$ and $M^{\prime}$ are uniformly integrable. Now $\hat{A}$ is predictable, so the times $\tau=n \wedge \inf \left\{t ;|\Delta \hat{A}|>\frac{1}{2}\right\}$ are predictable by Theorem 22.14 , and it is enough to show that $\left|\Delta \hat{A}_{\tau}\right| \leq \frac{1}{2}$ a.s. Clearly, $E\left[\Delta M_{\tau} \mid \mathcal{F}_{\tau-}\right]=E\left[\Delta M_{\tau}^{\prime} \mid \mathcal{F}_{\tau-}\right]=0$ a.s., and so by Lemma 22.3

$$
\begin{aligned}
\left|\Delta \hat{A}_{\tau}\right| & =\left|E\left[\Delta A_{\tau} \mid \mathcal{F}_{\tau-}\right]\right|=\left|E\left[\Delta M_{\tau} ; \left.\left|\Delta M_{\tau}\right|>\frac{1}{2} \right\rvert\, \mathcal{F}_{\tau-}\right]\right| \\
& =\left|E\left[\Delta M_{\tau} ; \left.\left|\Delta M_{\tau}\right| \leq \frac{1}{2} \right\rvert\, \mathcal{F}_{\tau-}\right]\right| \leq \frac{1}{2}
\end{aligned}
$$

Proof of Theorem 23.4: By Lemma 23.5 we may write $X=M+A$, where $M$ is a local martingale with bounded jumps, hence a local $L^{2}$-martingale, and $A$ has locally finite variation. For any locally bounded, predictable process $V$ we may then define $V \cdot X=V \cdot M+V \cdot A$, where the first term is the integral in Theorem 23.2, and the second term is an ordinary LebesgueStieltjes integral. If $V \geq\left|V_{n}\right| \rightarrow 0$, then $\left(V_{n}^{2} \cdot\langle M\rangle\right)_{t} \rightarrow 0$ and $\left(V_{n} \cdot A\right)_{t}^{*} \rightarrow 0$ by dominated convergence, and so Theorem 23.2 yields $\left(V_{n} \cdot X\right)_{t}^{*} \xrightarrow{P} 0$ for all $t>0$.

To prove the uniqueness, it suffices to prove that if $M=A$ is a local $L^{2}$ martingale of locally finite variation, then $V \cdot M=V \cdot A$ a.s. for every locally bounded, predictable process $V$, where $V \cdot M$ is the integral in Theorem 23.2 and $V \cdot A$ is an elementary Stieltjes integral. The two integrals clearly agree when $V \in \mathcal{E}$. For general $V$, we may approximate as in Lemma 23.3 by processes $V_{n} \in \mathcal{E}$ such that $\left(\left(V_{n}-V\right)^{2} \cdot\langle M\rangle\right)^{*} \rightarrow 0$ and $\left(\left|V_{n}-V\right| \cdot A\right)^{*} \rightarrow 0$ a.s. But then $\left(V_{n} \cdot M\right)_{t} \xrightarrow{P}(V \cdot M)_{t}$ and $\left(V_{n} \cdot A\right)_{t} \rightarrow(V \cdot A)_{t}$ for every $t>0$, and the desired equality follows.

To prove the last assertion, we may reduce by means of Lemma 23.5 and a suitable localization to the case when $V$ is bounded and $X$ has integrable variation $A$. By Lemma 23.3 we may next choose some uniformly bounded processes $V_{1}, V_{2}, \ldots \in \mathcal{E}$ such that $\left(\left|V_{n}-V\right| \cdot A\right)_{t} \rightarrow 0$ a.s. for every $t \geq 0$. Then $\left(V_{n} \cdot X\right)_{t} \rightarrow(V \cdot X)_{t}$ a.s. for all $t$, and by dominated convergence this remains true in $L^{1}$. Thus, the martingale property of $V_{n} \cdot X$ carries over to $V \cdot X$.

For any semimartingales $X$ and $Y$, the left-continuous versions $X_{-}=$ $\left(X_{t-}\right)$ and $Y_{-}=\left(Y_{t-}\right)$ are locally bounded and predictable, so they can serve as integrands in the general stochastic integral. We may then define the quadratic variation $[X]$ and covariation $[X, Y]$ by the integration-by-parts formulas

$$
\begin{align*}
{[X] } & =X^{2}-X_{0}^{2}-2 X_{-} \cdot X \\
{[X, Y] } & =X Y-X_{0} Y_{0}-X_{-} \cdot Y-Y_{-} \cdot X \\
& =([X+Y]-[X-Y]) / 4 \tag{1}
\end{align*}
$$

Here we list some basic properties of the covariation.

Theorem 23.6 (covariation) For any semimartingales $X$ and $Y$,
(i) $[X, Y]=\left[X-X_{0}, Y-Y_{0}\right]$ a.s.;
(ii) $[X]$ is a.s. nondecreasing, and $[X, Y]$ is a.s. symmetric and bilinear;
(iii) $|[X, Y]| \leq \int|d[X, Y]| \leq[X]^{1 / 2}[Y]^{1 / 2}$ a.s.;
(iv) $\Delta[X]=(\Delta X)^{2}$ and $\Delta[X, Y]=\Delta X \Delta Y$ a.s.;
(v) $[V \cdot X, Y]=V \cdot[X, Y]$ a.s. for any locally bounded, predictable $V$;
(vi) $\left[X^{\tau}, Y\right]=\left[X^{\tau}, Y^{\tau}\right]=[X, Y]^{\tau}$ a.s. for any optional time $\tau$;
(vii) if $M, N \in \mathcal{M}_{\mathrm{loc}}^{2}$, then $[M, N]$ has compensator $\langle M, N\rangle$;
(viii) if $A$ has locally finite variation, then $[X, A]_{t}=\sum_{s \leq t} \Delta X_{s} \Delta A_{s}$ a.s.

Proof: The symmetry and bilinearity of $[X, Y]$ are obvious from (1), and to get (i) it remains to check that $\left[X, Y_{0}\right]=0$.
(ii) We may extend Proposition 15.18 with the same proof to general semimartingales. In particular, $[X]_{s} \leq[X]_{t}$ a.s. for any $s \leq t$. By rightcontinuity the exceptional null set can be chosen to be independent of $s$ and $t$, so $[X]$ is a.s. nondecreasing. Relation (iii) may now be proved as in Proposition 15.10.
(iv) By (1) and Theorem 23.2 (iii),

$$
\begin{aligned}
\Delta[X, Y]_{t} & =\Delta(X Y)_{t}-\Delta\left(X_{-} \cdot Y\right)_{t}-\Delta\left(Y_{-} \cdot X\right)_{t} \\
& =X_{t} Y_{t}-X_{t-} Y_{t-}-X_{t-} \Delta Y_{t}-Y_{t-} \Delta X_{t}=\Delta X_{t} \Delta Y_{t}
\end{aligned}
$$

(v) For $V \in \mathcal{E}$ the relation follows most easily from the extended version of Proposition 15.18. Also note that both sides are a.s. linear in $V$. Now let $V, V_{1}, V_{2}, \ldots$ be locally bounded and predictable with $V \geq\left|V_{n}\right| \rightarrow 0$. Then $V_{n} \cdot[X, Y] \rightarrow 0$ by dominated convergence, and by Theorem 23.4 we have

$$
\left[V_{n} \cdot X, Y\right]=\left(V_{n} \cdot X\right) Y-\left(V_{n} \cdot X\right)_{-} \cdot Y-\left(V_{n} Y_{-}\right) \cdot X \xrightarrow{P} 0 .
$$

Using a monotone class argument, we may now extend the relation to arbitrary $V$.
(vi) This follows from (v) with $V=1_{[0, \tau]}$.
(vii) Since $M_{-} \cdot N$ and $N_{-} \cdot M$ are local martingales, the assertion follows from (1) and the definition of $\langle M, N\rangle$.
(viii) For step processes $A$ the stated relation follows from the extended version of Proposition 15.18. Now assume instead that $\Delta A \leq \varepsilon$, and conclude
from the same result and property (iii) together with the ordinary CauchyBuniakovsky inequality that

$$
[X, A]_{t}^{2} \vee\left|\sum_{s \leq t} \Delta X_{s} \Delta A_{s}\right|^{2} \leq[X]_{t}[A]_{t} \leq \varepsilon[X]_{t} \int_{0}^{t}\left|d A_{s}\right|
$$

The assertion now follows by a simple approximation.
We may now extend the Itô formula of Theorem 15.19 to a substitution rule for general semimartingales. By a semimartingale in $\mathbb{R}^{d}$ we mean a process $X=\left(X^{1}, \ldots, X^{d}\right)$ such that each component $X^{i}$ is a one-dimensional semimartingale. Let $\left[X^{i}, X^{j}\right]^{c}$ denote the continuous components of the finite-variation processes $\left[X^{i}, X^{j}\right]$, and write $f_{i}^{\prime}$ and $f_{i j}^{\prime \prime}$ for the first- and second-order partial derivatives of $f$, respectively. Summation over repeated indices is understood as before.

Theorem 23.7 (substitution rule, Kunita and Watanabe) Let $X=\left(X^{1}\right.$, $\left.\ldots, X^{d}\right)$ be a semimartingale in $\mathbb{R}^{d}$, and fix any $f \in C^{2}\left(\mathbb{R}^{d}\right)$. Then

$$
\begin{gather*}
f\left(X_{t}\right)=f\left(X_{0}\right)+\int_{0}^{t} f_{i}^{\prime}\left(X_{s-}\right) d X_{s}^{i}+\frac{1}{2} \int_{0}^{t} f_{i j}^{\prime \prime}\left(X_{s-}\right) d\left[X^{i}, X^{j}\right]_{s}^{c} \\
+\sum_{s \leq t}\left\{\Delta f\left(X_{s}\right)-f_{i}^{\prime}\left(X_{s-}\right) \Delta X_{s}^{i}\right\} \tag{2}
\end{gather*}
$$

Proof: Assuming that (2) holds for some function $f \in C^{2}\left(\mathbb{R}^{d}\right)$, we shall prove for any $k \in\{1, \ldots, n\}$ that (2) remains true for $g(x)=x_{k} f(x)$. Then note that by (1)

$$
\begin{equation*}
g(X)=g\left(X_{0}\right)+X_{-}^{k} \cdot f(X)+f\left(X_{-}\right) \cdot X^{k}+\left[X^{k}, f(X)\right] . \tag{3}
\end{equation*}
$$

Writing $\hat{f}(x, y)=f(x)-f(y)-f_{i}^{\prime}(y)\left(x_{i}-y_{i}\right)$, we get by (2) and property (ii) of Theorem 23.2

$$
\begin{align*}
& X_{-}^{k} \cdot f(X)=X_{-}^{k} f_{i}^{\prime}\left(X_{-}\right) \cdot X^{i}+\frac{1}{2} X_{-}^{k} f_{i j}^{\prime \prime}\left(X_{-}\right) \cdot\left[X^{i}, X^{j}\right]^{c} \\
&+\sum_{s} X_{s-}^{k} \hat{f}\left(X_{s}, X_{s-}\right) . \tag{4}
\end{align*}
$$

Next we note that, by properties (ii), (iv), (v), and (viii) of Theorem 23.6,

$$
\begin{align*}
{\left[X^{k}, f(X)\right] } & =f_{i}^{\prime}\left(X_{-}\right) \cdot\left[X^{k}, X^{i}\right]+\sum_{s} \Delta X_{s}^{k} \hat{f}\left(X_{s}, X_{s-}\right) \\
& =f_{i}^{\prime}\left(X_{-}\right) \cdot\left[X^{k}, X^{i}\right]^{c}+\sum_{s} \Delta X_{s}^{k} \Delta f\left(X_{s}\right) . \tag{5}
\end{align*}
$$

Inserting (4) and (5) into (3), and using the elementary formulas

$$
\begin{aligned}
g_{i}^{\prime}(x) & =\delta_{i k} f(x)+x_{k} f_{i}^{\prime}(x) \\
g_{i j}^{\prime \prime}(x) & =\delta_{i k} f_{j}^{\prime}(x)+\delta_{j k} f_{i}^{\prime}(x)+x_{k} f_{i j}^{\prime \prime}(x) \\
\hat{g}(x, y) & =\left(x_{k}-y_{k}\right)(f(x)-f(y))+y_{k} \hat{f}(x, y),
\end{aligned}
$$

we obtain after some simplification the desired expression for $g(X)$.

Equation (2) is trivially true for constant functions, and it extends by induction and linearity to arbitrary polynomials. Now any function $f \in C^{2}\left(\mathbb{R}^{d}\right)$ may be approximated by polynomials, in such a way that all derivatives up to the second order tend uniformly to those of $f$ on every compact set. To prove (2) for $f$, it is then enough to show that the right-hand side tends to zero in probability, as $f$ and its first- and second-order derivatives tend to zero, uniformly on compact sets.

For the two integrals in (2), this is clear by the dominated convergence property of Theorem 23.4, and it remains to consider the last term. Writing $B_{t}=\left\{x \in \mathbb{R}^{d} ;|x| \leq X_{t}^{*}\right\}$ and $\|g\|_{B}=\sup _{B}|g|$, we get by Taylor's formula in $\mathbb{R}^{d}$

$$
\sum_{s \leq t}\left|\hat{f}\left(X_{s}, X_{s-}\right)\right| \leq \sum_{i, j}\left\|f_{i, j}^{\prime \prime}\right\|_{B_{t}} \sum_{s \leq t}\left|\Delta X_{s}\right|^{2} \leq \sum_{i, j}\left\|f_{i, j}^{\prime \prime}\right\|_{B_{t}} \sum_{i}\left[X^{i}\right]_{t} \rightarrow 0 .
$$

The same estimate shows that the last term has locally finite variation.

To illustrate the use of the general substitution rule, we shall prove a partial extension of Proposition 18.2 to general semimartingales.

Theorem 23.8 (Doléans' exponential) For any semimartingale $X$ with $X_{0}$ $=0$, the equation $Z=1+Z_{-} \cdot X$ has the a.s. unique solution

$$
\begin{equation*}
Z_{t}=\mathcal{E}(X) \equiv \exp \left(X_{t}-\frac{1}{2}[X]_{t}^{c}\right) \prod_{s \leq t}\left(1+\Delta X_{s}\right) e^{-\Delta X_{s}}, \quad t \geq 0 \tag{6}
\end{equation*}
$$

Note that the infinite product in (6) is a.s. absolutely convergent, since $\sum_{s \leq t}\left(\Delta X_{s}\right)^{2} \leq[X]_{t}<\infty$. However, we may have $\Delta X_{s}=-1$ for some $s>0$, in which case $Z=0$ for $t \geq s$. The process $\mathcal{E}(X)$ in (6) is called the Doléans exponential of $X$. When $X$ is continuous, we get $\mathcal{E}(X)=\exp \left(X-\frac{1}{2}[X]\right)$, in agreement with the notation of Lemma 16.21. For processes $A$ of locally finite variation, formula (6) simplifies to

$$
\mathcal{E}(A)=\exp \left(A_{t}^{c}\right) \prod_{s \leq t}\left(1+\Delta A_{s}\right), \quad t \geq 0
$$

Proof of Theorem 23.8: To check that (6) is a solution, we may write $Z=f(Y, V)$, where $Y=X-\frac{1}{2}[X]^{c}, V=\Pi(1+\Delta X) e^{-\Delta X}$, and $f(y, v)=e^{y} v$. By Theorem 23.7 we get

$$
\begin{align*}
Z-1= & Z_{-} \cdot Y+e^{Y_{-}} \cdot V+\frac{1}{2} Z_{-} \cdot[X]^{c} \\
& +\sum\left\{\Delta Z-Z_{-} \Delta X-e^{Y_{-}} \Delta V\right\} \tag{7}
\end{align*}
$$

Now $e^{Y_{-}} \cdot V=\sum e^{Y_{-}} \Delta V$ since $V$ is of pure jump type, and furthermore $\Delta Z=Z_{-} \Delta X$. Hence, the right-hand side of (7) simplifies to $Z_{-} \cdot X$, as desired.

To prove the uniqueness, let $Z$ be an arbitrary solution, and put $V=$ $Z e^{-Y}$, where $Y=X-\frac{1}{2}[X]^{c}$ as before. By Theorem 23.7 we get

$$
\begin{aligned}
V-1= & e^{-Y_{-}} \cdot Z-V_{-} \cdot Y+\frac{1}{2} V_{-} \cdot[X]^{c}-e^{-Y_{-}} \cdot[X, Z]^{c} \\
& \quad+\sum\left\{\Delta V+V_{-} \Delta Y-e^{-Y_{-}} \Delta Z\right\} \\
= & V_{-} \cdot X-V_{-} \cdot X+\frac{1}{2} V_{-} \cdot[X]^{c}+\frac{1}{2} V_{-} \cdot[X]^{c}-V_{-} \cdot[X]^{c} \\
& +\sum\left\{\Delta V+V_{-} \Delta X-V_{-} \Delta X\right\} \\
= & \sum \Delta V .
\end{aligned}
$$

Thus, $V$ is a purely discontinuous process of locally finite variation. We may further compute

$$
\begin{aligned}
\Delta V & =Z e^{-Y}-Z_{-} e^{-Y_{-}}=\left(Z_{-}+\Delta Z\right) e^{-Y_{-}-\Delta Y}-Z_{-} e^{-Y_{-}} \\
& =V_{-}\left\{(1+\Delta X) e^{-\Delta X}-1\right\}
\end{aligned}
$$

which shows that $V=1+V_{-} \cdot A$, with $A=\sum\left\{(1+\Delta X) e^{-\Delta X}-1\right\}$.
It remains to show that the homogeneous equation $V=V_{-} \cdot A$ has the unique solution $V=0$. Then define $R_{t}=\int_{(0, t]}|d A|$, and conclude from Theorem 23.7 and the convexity of the function $x \mapsto x^{n}$ that

$$
\begin{equation*}
R^{n}=n R_{-}^{n-1} \cdot R+\sum\left(\Delta R^{n}-n R_{-}^{n-1} \Delta R\right) \geq n R_{-}^{n-1} \cdot R . \tag{8}
\end{equation*}
$$

We may now prove by induction that

$$
\begin{equation*}
V_{t}^{*} \leq V_{t}^{*} R_{t}^{n} / n!, \quad t \geq 0, n \in \mathbb{Z}_{+} . \tag{9}
\end{equation*}
$$

This is obvious for $n=0$, and assuming (9) to be true for $n-1$, we get by (8)

$$
V_{t}^{*}=\left(V_{-} \cdot A\right)_{t}^{*} \leq \frac{1}{(n-1)!} V_{t}^{*}\left(R_{-}^{n-1} \cdot R\right)_{t} \leq \frac{1}{n!} V_{t}^{*} R_{t}^{n}
$$

as required. Since $R_{t}^{n} / n!\rightarrow 0$ as $n \rightarrow \infty$, relation (9) yields $V_{t}^{*}=0$ for all $t>0$.

The equation $Z=1+Z_{-} \cdot X$ arises naturally in connection with changes of probability measure. The following result extends Proposition 16.20 to general local martingales.

Theorem 23.9 (change of measure, van Schuppen and Wong) Assume for each $t \geq 0$ that $Q=Z_{t} \cdot P$ on $\mathcal{F}_{t}$, and consider a local $P$-martingale $M$ such that the process $[M, Z]$ has locally integrable variation and $P$-compensator $\langle M, Z\rangle$. Then $\tilde{M}=M-Z_{-}^{-1} \cdot\langle M, Z\rangle$ is a local $Q$-martingale.

A lemma will be needed for the proof.
Lemma 23.10 (integration by parts) If $X$ is a semimartingale and $A$ is a predictable process of locally finite variation, then $A X=A \cdot X+X_{-} \cdot A$ a.s.

Proof: We need to show that $\Delta A \cdot X=[A, X]$ a.s., which by Theorem 23.6 (viii) is equivalent to

$$
\int_{(0, t]} \Delta A_{s} d X_{s}=\sum_{s \leq t} \Delta A_{s} \Delta X_{s}, \quad t \geq 0
$$

Here the sum on the right is absolutely convergent by the Cauchy-Buniakovsky inequality, so by dominated convergence on both sides, we may reduce to the case when $A$ is constant, apart from finitely many jumps. Using Lemma 22.3 and Theorem 22.14, we may next reduce to the case when $A$ has at most one jump, occurring at some predictable time $\tau$. Introducing an announcing sequence $\left(\tau_{n}\right)$ and writing $Y=\Delta A \cdot X$, we get by property (iv) of Theorem 23.2

$$
Y_{\tau_{n} \wedge t}=0=Y_{t}-Y_{t \wedge \tau} \quad \text { a.s., } \quad t \geq 0, n \in \mathbb{N} .
$$

Thus, even $Y$ is constant apart from a possible jump at $\tau$. Finally, property (iii) of Theorem 23.2 yields $\Delta Y_{\tau}=\Delta A_{\tau} \Delta X_{\tau}$ a.s. on $\{\tau<\infty\}$.

Proof of Theorem 23.9: For each $n \in \mathbb{N}$ let $\tau_{n}=\inf \left\{t ; Z_{t}<1 / n\right\}$, and note that $\tau_{n} \rightarrow \infty$ a.s. $Q$ by Lemma 16.17. Hence, $\tilde{M}$ is well defined under $Q$, and it suffices as in Lemma 16.15 to show that $(\tilde{M} Z)^{\tau_{n}}$ is a local $P$-martingale for every $n$. Writing $\stackrel{m}{\sim}$ for equality apart from a local $P$-martingale, we may conclude from Lemma 23.10 with $X=Z$ and $A=Z_{-}^{-1} \cdot\langle M, Z\rangle$ that, on every interval $\left[0, \tau_{n}\right]$,

$$
M Z \stackrel{m}{\sim}[M, Z] \stackrel{m}{\sim}\langle M, Z\rangle=Z_{-} \cdot A \stackrel{m}{\sim} A Z
$$

Thus, we get $\tilde{M} Z=(M-A) Z \stackrel{m}{\sim} 0$, as required.
Using the last theorem, we may easily show that the class of semimartingales is invariant under absolutely continuous changes of the probability measure. A special case of this statement was obtained as part of Proposition 16.20.

Corollary 23.11 (preservation law, Jacod) If $Q \ll P$ on $\mathcal{F}_{t}$ for all $t>0$, then every $P$-semimartingale is also a $Q$-semimartingale.

Proof: Assume that $Q=Z_{t} \cdot P$ on $\mathcal{F}_{t}$ for all $t \geq 0$. We need to show that every local $P$-martingale $M$ is a $Q$-semimartingale. By Lemma 23.5 we may then assume $\Delta M$ to be bounded, so that $[M]$ is locally bounded. By Theorem 23.9 it suffices to show that $[M, Z]$ has locally integrable variation, and by Theorem 23.6 (iii) it is then enough to prove that $[Z]^{1 / 2}$ is locally integrable. Now Theorem 23.6 (iv) yields

$$
[Z]_{t}^{1 / 2} \leq[Z]_{t-}^{1 / 2}+\left|\Delta Z_{t}\right| \leq[Z]_{t-}^{1 / 2}+Z_{t-}^{*}+\left|Z_{t}\right|, \quad t \geq 0
$$

and so the desired integrability follows by optional sampling.

Our next aim is to extend the $B D G$ inequalities in Proposition 15.7 to general local martingales. Such an extension turns out to be possible only for exponents $p \geq 1$.

Theorem 23.12 (norm inequalities, Burkholder, Davis, Gundy) There exist some constants $c_{p} \in(0, \infty), p \geq 1$, such that for any local martingale $M$ with $M_{0}=0$,

$$
\begin{equation*}
c_{p}^{-1} E[M]_{\infty}^{p / 2} \leq E M^{* p} \leq c_{p} E[M]_{\infty}^{p / 2}, \quad p \geq 1 \tag{10}
\end{equation*}
$$

As in Corollary 15.9, it follows in particular that $M$ is a uniformly integrable martingale whenever $E[M]_{\infty}^{1 / 2}<\infty$.

Proof for $p=1$ (Davis): To exploit the symmetry of the argument, we write $M^{b}$ and $M^{\sharp}$ for the processes $M^{*}$ and $[M]^{1 / 2}$, taken in either order. Put $J=\Delta M$, and define

$$
A_{t}=\sum_{s \leq t} J_{s} 1\left\{\left|J_{s}\right|>2 J_{s-}^{*}\right\}, \quad t \geq 0
$$

Since $|\Delta A| \leq 2 \Delta J^{*}$, we have

$$
\int_{0}^{\infty}\left|d A_{s}\right|=\sum_{s}\left|\Delta A_{s}\right| \leq 2 J^{*} \leq 4 M_{\infty}^{\sharp}
$$

Writing $\hat{A}$ for the compensator of $A$ and putting $D=A-\hat{A}$, we get

$$
\begin{equation*}
E D_{\infty}^{b} \vee E D_{\infty}^{\sharp} \leq E \int_{0}^{\infty}\left|d D_{s}\right| \lesssim E \int_{0}^{\infty}\left|d A_{s}\right| \leq E M_{\infty}^{\sharp} \tag{11}
\end{equation*}
$$

To get a similar estimate for $N=M-D$, we introduce the optional times

$$
\tau_{r}=\inf \left\{t ; N_{t}^{\sharp} \vee J_{t}^{*}>r\right\}, \quad r>0,
$$

and note that

$$
\begin{align*}
P\left\{N_{\infty}^{b}>r\right\} & \leq P\left\{\tau_{r}<\infty\right\}+P\left\{\tau_{r}=\infty, N_{\infty}^{b}>r\right\} \\
& \leq P\left\{N_{\infty}^{\sharp}>r\right\}+P\left\{J^{*}>r\right\}+P\left\{N_{\tau_{r}}^{b}>r\right\} \tag{12}
\end{align*}
$$

Arguing as in the proof of Lemma 23.5, we get $|\Delta N| \leq 4 J_{-}^{*}$, and so

$$
N_{\tau_{r}}^{\sharp} \leq N_{\infty}^{\sharp} \wedge\left(N_{\tau_{r}-}^{\sharp}+4 J_{\tau_{r}-}^{*}\right) \leq N_{\infty}^{\sharp} \wedge 5 r .
$$

Since $N^{2}-[N]$ is a local martingale, we get by Chebyshev's inequality or Proposition 6.15, respectively,

$$
r^{2} P\left\{N_{\tau_{r}}^{b}>r\right\} \lesssim E N_{\tau_{r}}^{\sharp 2} \leq E\left(N_{\infty}^{\sharp} \wedge r\right)^{2} .
$$

Hence, by Fubini's theorem and elementary calculus,

$$
\int_{0}^{\infty} P\left\{N_{\tau_{r}}^{b}>r\right\} d r \lesssim \int_{0}^{\infty} E\left(N_{\infty}^{\sharp} \wedge r\right)^{2} r^{-2} d r \lesssim E N_{\infty}^{\sharp} .
$$

Combining this with (11)—(12) and using Lemma 2.4, we get

$$
\begin{aligned}
E N_{\infty}^{b} & =\int_{0}^{\infty} P\left\{N_{\infty}^{b}>r\right\} d r \\
& \leq \int_{0}^{\infty}\left(P\left\{N_{\infty}^{\sharp}>r\right\}+P\left\{J^{*}>r\right\}+P\left\{N_{\tau_{r}}^{b}>r\right\}\right) d r \\
& \leq E N_{\infty}^{\sharp}+E J^{*} \leq E M_{\infty}^{\sharp} .
\end{aligned}
$$

It remains to note that $E M_{\infty}^{b} \leq E D_{\infty}^{b}+E N_{\infty}^{b}$.
Extension to $p>1$ (Garsia): For any $t \geq 0$ and $B \in \mathcal{F}_{t}$, we may apply (10) with $p=1$ to the local martingale $1_{B}\left(M-M^{t}\right)$ to get a.s.

$$
c_{1}^{-1} E\left[\left[M-M^{t}\right]_{\infty}^{1 / 2} \mid \mathcal{F}_{t}\right] \leq E\left[\left(M-M^{t}\right)_{\infty}^{*} \mid \mathcal{F}_{t}\right] \leq c_{1} E\left[\left[M-M^{t}\right]_{\infty}^{1 / 2} \mid \mathcal{F}_{t}\right] .
$$

Since

$$
\begin{aligned}
{[M]_{\infty}^{1 / 2}-[M]_{t}^{1 / 2} } & \leq\left[M-M^{t}\right]_{\infty}^{1 / 2} \leq[M]_{\infty}^{1 / 2} \\
M_{\infty}^{*}-M_{t}^{*} & \leq\left(M-M^{t}\right)_{\infty}^{*} \leq 2 M_{\infty}^{*}
\end{aligned}
$$

the relation $E\left[A_{\infty}-A_{t} \mid \mathcal{F}_{t}\right] \lesssim E\left[\zeta \mid \mathcal{F}_{t}\right]$ required in Proposition 22.21 holds with $A_{t}=[M]_{t}^{1 / 2}$ and $\zeta=M^{*}$, as well as with $A_{t}=M_{t}^{*}$ and $\zeta=[M]_{\infty}^{1 / 2}$. Since also

$$
\Delta M_{t}^{*} \leq \Delta[M]_{t}^{1 / 2}=\left|\Delta M_{t}\right| \leq[M]_{t}^{1 / 2} \wedge 2 M_{t}^{*}
$$

we get in both cases $\Delta A_{\tau} \leq E\left[\zeta \mid \mathcal{F}_{\tau}\right]$ a.s. for every optional time $\tau$, and so the condition remains true for the left-continuous version $A_{-}$. The proposition then yields $\left\|A_{\infty}\right\|_{p} \leq\|\zeta\|_{p}$ for every $p \geq 1$, and (10) follows.

We may use the last theorem to extend the stochastic integral to a larger class of integrands. Then write $\mathcal{M}$ for the space of local martingales and $\mathcal{M}_{0}$ for the subclass of processes $M$ with $M_{0}=0$. For any $M \in \mathcal{M}$, let $L(M)$ denote the class of predictable processes $V$ such that $\left(V^{2} \cdot[M]\right)^{1 / 2}$ is locally integrable.

Theorem 23.13 (martingale integral, Meyer) The elementary predictable integral extends a.s. uniquely to a bilinear map of any $M \in \mathcal{M}$ and $V \in L(M)$ into $V \cdot M \in \mathcal{M}_{0}$, such that if $V, V_{1}, V_{2}, \ldots \in L(M)$ with $\left|V_{n}\right| \leq V$ and $\left(V_{n}^{2} \cdot[M]\right)_{t} \xrightarrow{P} 0$ for some $t>0$, then $\left(V_{n} \cdot M\right)_{t}^{*} \xrightarrow{P} 0$. The mapping satisfies properties (ii)-(iv) of Theorem 23.2, and it is further characterized by the condition

$$
\begin{equation*}
[V \cdot M, N]=V \cdot[M, N] \quad \text { a.s., } \quad N \in \mathcal{M} \tag{13}
\end{equation*}
$$

Proof: For the construction of the integral, we may reduce by localization to the case when $E\left(M-M_{0}\right)^{*}<\infty$ and $E\left(V^{2} \cdot[M]\right)_{\infty}^{1 / 2}<\infty$. For each $n \in \mathbb{N}$ define $V_{n}=V 1\{|V| \leq n\}$. Then $V_{n} \cdot M \in \mathcal{M}_{0}$ by Theorem 23.4, and
by Theorem 23.12 we have $E\left(V_{n} \cdot M\right)^{*}<\infty$. Using Theorems 23.6 (v) and 23.12, Minkowski's inequality, and dominated convergence, we obtain

$$
\begin{aligned}
E\left(V_{m} \cdot M-V_{n} \cdot M\right)^{*} & \leq E\left[\left(V_{m}-V_{n}\right) \cdot M\right]_{\infty}^{1 / 2} \\
& =E\left(\left(V_{m}-V_{n}\right)^{2} \cdot[M]\right)_{\infty}^{1 / 2} \rightarrow 0
\end{aligned}
$$

Hence, there exists a process $V \cdot M$ with $E\left(V_{n} \cdot M-V \cdot M\right)^{*} \rightarrow 0$, and clearly $V \cdot M \in \mathcal{M}_{0}$ and $E(V \cdot M)^{*} \infty$.

To prove (13), we note that the relation holds for each $V_{n}$ by Theorem 23.6 (v). Since $E\left[V_{n} \cdot M-V \cdot M\right]_{\infty}^{1 / 2} \rightarrow 0$ by Theorem 23.12 , we get by Theorem 23.6 (iii) for any $N \in \mathcal{M}$ and $t \geq 0$

$$
\begin{equation*}
\left|\left[V_{n} \cdot M, N\right]_{t}-[V \cdot M, N]_{t}\right| \leq\left[V_{n} \cdot M-V \cdot M\right]_{t}^{1 / 2}[N]_{t}^{1 / 2} \xrightarrow{P} 0 \tag{14}
\end{equation*}
$$

Next we note that, by Theorem 23.6 (iii) and (v),

$$
\int_{0}^{t}\left|V_{n} d[M, N]\right|=\int_{0}^{t}\left|d\left[V_{n} \cdot M, N\right]\right| \leq\left[V_{n} \cdot M\right]_{t}^{1 / 2}[N]_{t}^{1 / 2}
$$

As $n \rightarrow \infty$, we get by monotone convergence on the left and Minkowski's inequality on the right

$$
\int_{0}^{t}|V d[M, N]| \leq[V \cdot M]_{t}^{1 / 2}[N]_{t}^{1 / 2}<\infty
$$

Hence, by dominated convergence $V_{n} \cdot[M, N] \rightarrow V \cdot[M, N]$, and (13) follows by combination with (14).

To see that (13) determines $V \cdot M$, it remains to note that if $[M]=0$ a.s. for some $M \in \mathcal{M}_{0}$, then $M^{*}=0$ a.s. by Theorem 23.12 . To prove the stated continuity property, we may reduce by localization to the case when $E\left(V^{2} \cdot[M]\right)_{\infty}^{1 / 2}<\infty$. But then $E\left(V_{n}^{2} \cdot[M]\right)_{\infty}^{1 / 2} \rightarrow 0$ by dominated convergence, and Theorem 23.12 yields $E\left(V_{n} \cdot M\right)^{*} \rightarrow 0$. To prove the uniqueness of the integral, it is enough to consider bounded integrands $V$. We may then approximate as in Lemma 23.3 by uniformly bounded processes $V_{n} \in \mathcal{E}$ with $\left(\left(V_{n}-V\right)^{2} \cdot[M]\right) \xrightarrow{P} 0$, and conclude that $\left(V_{n} \cdot M-V \cdot M\right)^{*} \xrightarrow{P} 0$.

Of the remaining properties in Theorem 23.2, relation (ii) may be proved as before by means of (13), whereas (iii) and (iv) follow most easily by truncation from the corresponding statements in Theorem 23.4.

A semimartingale $X=M+A$ is said to be purely discontinuous if there exist some local martingales $M^{1}, M^{2}, \ldots$ of locally finite variation such that $E\left(M-M^{n}\right)^{* 2} \rightarrow 0$ for every $t>0$. The property is clearly independent of the choice of decomposition $X=M+A$. To motivate the terminology, we note that any martingale $M$ of locally finite variation may be written as $M=M_{0}+A-\hat{A}$, where $A_{t}=\sum_{s \leq t} \Delta M_{s}$ and $\hat{A}$ denotes the compensator of $A$. Thus, $M-M_{0}$ is in this case a compensated sum of jumps.

The reader should be cautioned that, although every process of locally finite variation is a purely discontinuous semimartingale, it may not be purely discontinuous in the sense of real analysis.

We shall now establish a fundamental decomposition of a general semimartingale $X$ into a continuous and a purely discontinuous component, corresponding to the elementary decomposition of the quadratic variation $[X]$ into a continuous part and a jump part.

Theorem 23.14 (decomposition of semimartingales, Yoeurp, Meyer) Any semimartingale $X$ has an a.s. unique decomposition $X=X_{0}+X^{c}+X^{d}$, where $X^{c}$ is a continuous local martingale with $X_{0}^{c}=0$ and $X^{d}$ is a purely discontinuous semimartingale. Furthermore, $\left[X^{c}\right]=[X]^{c}$ and $\left[X^{d}\right]=[X]^{d}$ a.s.

Proof: To decompose $X$ it is enough to consider the martingale component in any decomposition $X=X_{0}+M+A$, and by Lemma 23.5 we may assume that $M \in \mathcal{M}_{0, \text { loc }}^{2}$. We may then choose some optional times $\tau_{n} \uparrow \infty$ such that $M^{\tau_{n}} \in \mathcal{M}_{0}^{2}$ for each $n$. It is enough to construct the desired decomposition for each process $M^{\tau_{n}}-M^{\tau_{n-1}}$, where $\tau_{0}=0$, which reduces the discussion to the case when $M \in \mathcal{M}_{0}^{2}$. Now let $\mathcal{C}$ and $\mathcal{D}$ denote the classes of continuous and purely discontinuous processes in $\mathcal{M}_{0}^{2}$, and note that both are closed linear subspaces of the Hilbert space $\mathcal{M}_{0}^{2}$. The desired decomposition will follow from Theorem 1.34 if we can show that $\mathcal{D}^{\perp} \subset \mathcal{C}$.

Then let $M \in \mathcal{D}^{\perp}$. To see that $M$ is continuous, fix any $\varepsilon>0$, and put $\tau=\inf \left\{t ; \Delta M_{t}>\varepsilon\right\}$. Define $A_{t}=1\{\tau \leq t\}$, let $\hat{A}$ denote the compensator of $A$, and put $N=A-\hat{A}$. Integrating by parts and using Lemma 22.13, we get

$$
\frac{1}{2} E \hat{A}_{\tau}^{2} \leq E \int \hat{A} d \hat{A}=E \int \hat{A} d A=E \hat{A}_{\tau}=E A_{\tau} \leq 1
$$

so $N$ is $L^{2}$-bounded and hence lies in $\mathcal{D}$. For any bounded martingale $M^{\prime}$,

$$
\begin{aligned}
E M_{\infty}^{\prime} N_{\infty} & =E \int M^{\prime} d N=E \int \Delta M^{\prime} d N \\
& =E \int \Delta M^{\prime} d A=E\left[\Delta M_{\tau}^{\prime} ; \tau<\infty\right]
\end{aligned}
$$

where the first equality is obtained as in the proof of Lemma 22.7, the second is due to the predictability of $M_{-}^{\prime}$, and the third holds since $\hat{A}$ is predictable and hence natural. Letting $M^{\prime} \rightarrow M$ in $\mathcal{M}^{2}$, we obtain

$$
0=E M_{\infty} N_{\infty}=E\left[\Delta M_{\tau} ; \tau<\infty\right] \geq \varepsilon P\{\tau<\infty\}
$$

Thus, $\Delta M \leq \varepsilon$ a.s., and since $\varepsilon$ is arbitrary we get $\Delta M \leq 0$ a.s. Similarly, $\Delta M \geq 0$ a.s., and the desired continuity follows.

Next assume that $M \in \mathcal{D}$ and $N \in \mathcal{C}$, and choose martingales of locally finite variation $M^{n} \rightarrow M$. By Theorem 23.6 (vi) and (vii) and optional sampling, we get for any optional time $\tau$

$$
0=E\left[M^{n}, N\right]_{\tau}=E M_{\tau}^{n} N_{\tau} \rightarrow E M_{\tau} N_{\tau}=E[M, N]_{\tau},
$$

and so $[M, N]$ is a martingale by Lemma 6.13. By (15) it is also continuous, so Proposition 15.2 yields $[M, N]=0$ a.s. In particular, $E M_{\infty} N_{\infty}=0$, which shows that $\mathcal{C} \perp \mathcal{D}$. The uniqueness assertion now follows easily.

To prove the last assertion, conclude from Theorem 23.6 (iv) that for any $M \in \mathcal{M}^{2}$

$$
\begin{equation*}
[M]_{t}=[M]_{t}^{c}+\sum_{s \leq t}\left(\Delta M_{s}\right)^{2}, \quad t \geq 0 \tag{15}
\end{equation*}
$$

Now let $M \in \mathcal{D}$, and choose martingales of locally finite variation $M^{n} \rightarrow M$. By Theorem 23.6 (vii) and (viii) we have $\left[M^{n}\right]^{c}=0$ and $E\left[M^{n}-M\right]_{\infty} \rightarrow 0$. For any $t \geq 0$, we get by Minkowski's inequality and (15)

$$
\begin{aligned}
\left|\left\{\sum_{s \leq t}\left(\Delta M_{s}^{n}\right)^{2}\right\}^{1 / 2}-\left\{\sum_{s \leq t}\left(\Delta M_{s}\right)^{2}\right\}^{1 / 2}\right| & \leq\left\{\sum_{s \leq t}\left(\Delta M_{s}^{n}-\Delta M_{s}\right)^{2}\right\}^{1 / 2} \\
& \leq\left[M^{n}-M\right]_{t}^{1 / 2} \xrightarrow{P} 0 \\
\left|\left[M^{n}\right]_{t}^{1 / 2}-[M]_{t}^{1 / 2}\right| & \leq\left[M^{n}-M\right]_{t}^{1 / 2} \xrightarrow{P} 0
\end{aligned}
$$

Taking limits in relation (15) for $M^{n}$, we get the formula for $M$ without the term $[M]_{t}^{c}$, which shows that $[M]=[M]^{d}$.

Now consider any $M \in \mathcal{M}^{2}$. Using the strong orthogonality $\left[M^{c}, M^{d}\right]=$ 0 , we get a.s.

$$
[M]^{c}+[M]^{d}=[M]=\left[M^{c}+M^{d}\right]=\left[M^{c}\right]+\left[M^{d}\right]
$$

which shows that even $\left[M^{c}\right]=[M]^{c}$ a.s. By the same argument together with Theorem 23.6 (viii) we obtain $\left[X^{d}\right]=[X]^{d}$ a.s. for any semimartingale $X$.

The last result immediately yields an explicit formula for the covariation of two semimartingales.

Corollary 23.15 (decomposition of covariation) For any semimartingale $X$, the process $X^{c}$ is the a.s. unique continuous local martingale $M$ with $M_{0}=0$ such that $[X-M]$ is purely discontinuous. Furthermore, we have a.s. for any semimartingales $X$ and $Y$

$$
\begin{equation*}
[X, Y]_{t}=\left[X^{c}, Y^{c}\right]+\sum_{s \leq t} \Delta X_{s} \Delta Y_{s}, \quad t \geq 0 \tag{16}
\end{equation*}
$$

In particular, we note that $(V \cdot X)^{c}=V \cdot X^{c}$ a.s. for any semimartingale $X$ and locally bounded, predictable process $V$.

Proof: If $M$ has the stated properties, then $\left[(X-M)^{c}\right]=[X-M]^{c}=0$ a.s., and so $(X-M)^{c}=0$ a.s. Thus, $X-M$ is purely discontinuous. Formula (16) holds by Theorem 23.6 (iv) and Theorem 23.14 when $X=Y$, and the general result follows by polarization.

The purely discontinuous component of a local martingale has a further decomposition, similar to the decompositions of optional times and increasing processes in Propositions 22.4 and 22.17.

Proposition 23.16 (decomposition of martingales, Yoeurp) Any purely discontinuous local martingale $M$ has an a.s. unique decomposition $M=M_{0}+$ $M^{q}+M^{a}$ with $M^{q}, M^{a} \in \mathcal{M}_{0}$ purely discontinuous, such that $M^{q}$ is quasi-left-continuous and $M^{a}$ has accessible jumps. Furthermore, there exist some predictable times $\tau_{1}, \tau_{2}, \ldots$ with disjoint graphs such that $\left\{t ; \Delta M_{t}^{a} \neq 0\right\} \subset$ $\cup_{n}\left[\tau_{n}\right]$ a.s. Finally, $\left[M^{q}\right]=[M]^{q}$ and $\left[M^{a}\right]=[M]^{a}$ a.s., and when $M \in \mathcal{M}_{\mathrm{loc}}^{2}$ we have $\left\langle M^{q}\right\rangle=\langle M\rangle^{c}$ and $\left\langle M^{a}\right\rangle=\langle M\rangle^{d}$ a.s.

Proof: Introduce the locally integrable process $A_{t}=\sum_{s \leq t}\left\{\left(\Delta M_{s}\right)^{2} \wedge 1\right\}$ with compensator $\hat{A}$, and define $M^{q}=M-M_{0}-M^{a}=1\left\{\Delta \hat{A}_{t}=0\right\} \cdot M$. By Theorem 23.4 we have $M^{q}, M^{a} \in \mathcal{M}_{0}$ and $\Delta M^{q}=1\{\Delta \hat{A}=0\} \Delta M$ a.s. Furthermore, $M^{q}$ and $M^{a}$ are purely discontinuous by Corollary 23.15. The proof may now be completed as in the case of Proposition 22.17.

We shall illustrate the use of the previous decompositions by proving two exponential inequalities for martingales with bounded jumps.

Theorem 23.17 (exponential inequalities) Let $M$ be a local martingale with $M_{0}=0$ such that $|\Delta M| \leq c$ for some constant $c \leq 1$. If also $[M]_{\infty} \leq 1$ a.s., we have

$$
\begin{equation*}
P\left\{M^{*} \geq r\right\} \lesssim \exp \left\{-\frac{1}{2} r^{2} /(1+r c)\right\}, \quad r \geq 0 \tag{17}
\end{equation*}
$$

whereas if $\langle M\rangle_{\infty} \leq 1$ a.s., then

$$
\begin{equation*}
P\left\{M^{*} \geq r\right\} \lesssim \exp \left\{-\frac{1}{2} r \log (1+r c) / c\right\}, \quad r \geq 0 \tag{18}
\end{equation*}
$$

For continuous martingales both bounds reduce to $e^{-r^{2} / 2}$, which can also be obtained directly by more elementary methods. For the proof of Theorem 23.17 we need two lemmas. We begin with a characterization of certain pure jump-type martingales.

Lemma 23.18 (accessible jump-type martingales) Let $N$ be a pure jumptype process with integrable variation and accessible jumps. Then $N$ is a martingale iff $E\left[\Delta N_{\tau} \mid \mathcal{F}_{\tau-}\right]=0$ a.s. for every finite predictable time $\tau$.

Proof: By Proposition 22.17 there exist some predictable times $\tau_{1}, \tau_{2}, \ldots$ with disjoint graphs such that $\left\{t>0 ; \Delta N_{t} \neq 0\right\} \subset \bigcup_{n}\left[\tau_{n}\right]$. Assuming the stated condition, we get by Fubini's theorem and Lemma 22.2 for any bounded optional time $\tau$

$$
E N_{\tau}=\sum_{n} E\left[\Delta N_{\tau_{n}} ; \tau_{n} \leq \tau\right]=\sum_{n} E\left[E\left[\Delta N_{\tau_{n}} \mid \mathcal{F}_{\tau_{n}-}\right] ; \tau_{n} \leq \tau\right]=0
$$

so $N$ is a martingale by Lemma 6.13. Conversely, given any uniformly integrable martingale $N$ and finite predictable time $\tau$, we have a.s. $E\left[N_{\tau} \mid \mathcal{F}_{\tau_{-}}\right]=$ $N_{\tau-}$ and hence $E\left[\Delta N_{\tau} \mid \mathcal{F}_{\tau-}\right]=0$.

For general martingales $M$, the process $Z=e^{M-[M] / 2}$ in Lemma 16.21 is not necessarily a martingale. For many purposes, however, it can be replaced by a similar supermartingale.

Lemma 23.19 (exponential supermartingales) Let $M$ be a local martingale with $M_{0}=0$ and $|\Delta M| \leq c<\infty$ a.s., and put $a=f(c)$ and $b=g(c)$, where

$$
f(x)=-\left(x+\log (1-x)_{+}\right) x^{-2}, \quad g(x)=\left(e^{x}-1-x\right) x^{-2} .
$$

Then the processes $X=e^{M-a[M]}$ and $Y=e^{M-b\langle M\rangle}$ are supermartingales.
Proof: In case of $X$ we may clearly assume that $c<1$. By Theorem 23.7 we get, in an obvious shorthand notation,

$$
X_{-}^{-1} \cdot X=M-\left(a-\frac{1}{2}\right)[M]^{c}+\sum\left\{e^{\Delta M-a(\Delta M)^{2}}-1-\Delta M\right\} .
$$

Here the first term on the right is a local martingale, and the second term is nonincreasing since $a \geq \frac{1}{2}$. To see that even the sum is nonincreasing, we need to show that $\exp \left(x-a x^{2}\right) \leq 1+x$ or $f(-x) \leq f(c)$ whenever $|x| \leq c$. But this is clear by a Taylor expansion of each side. Thus, $X_{-}^{-1} \cdot X$ is a local supermartingale, and since $X>0$, the same thing is true for $X_{-} \cdot\left(X_{-}^{-1} \cdot X\right)=$ $X$. By Fatou's lemma it follows that $X$ is a true supermartingale.

In the case of $Y$, we may decompose $M$ according to Theorem 23.14 and Proposition 23.16 as $M=M^{c}+M^{q}+M^{a}$, and conclude by Theorem 23.7 that

$$
\begin{aligned}
Y_{-}^{-1} \cdot Y= & M-b\langle M\rangle^{c}+\frac{1}{2}[M]^{c}+\sum\left\{e^{\Delta M-b \Delta\langle M\rangle}-1-\Delta M\right\} \\
= & M+b\left(\left[M^{q}\right]-\left\langle M^{q}\right\rangle\right)-\left(b-\frac{1}{2}\right)[M]^{c} \\
& +\sum\left\{e^{\Delta M-b \Delta\langle M\rangle}-\frac{1+\Delta M+b(\Delta M)^{2}}{1+b \Delta\langle M\rangle}\right\} \\
& +\sum\left\{\frac{1+\Delta M^{a}+b\left(\Delta M^{a}\right)^{2}}{1+b \Delta\left\langle M^{a}\right\rangle}-1-\Delta M^{a}\right\} .
\end{aligned}
$$

Here the first two terms on the right are martingales, and the third term is nonincreasing since $b \geq \frac{1}{2}$. Even the first sum of jumps is nonincreasing since $e^{x}-1-x \leq b x^{2}$ for $|x| \leq c$ and $e^{y} \leq 1+y$ for $y \geq 0$.

The last sum clearly defines a purely discontinuous process $N$ of locally finite variation and with accessible jumps. Fixing any finite predictable time $\tau$ and writing $\xi=\Delta M_{\tau}$ and $\eta=\Delta\langle M\rangle_{\tau}$, we note that

$$
\begin{aligned}
E\left|\frac{1+\xi+b \xi^{2}}{1+b \eta}-1-\xi\right| & \leq E\left|1+\xi+b \xi^{2}-(1+\xi)(1+b \eta)\right| \\
& =b E\left|\xi^{2}-(1+\xi) \eta\right| \leq b(2+c) E \xi^{2}
\end{aligned}
$$

Since

$$
E \sum_{t}\left(\Delta M_{t}\right)^{2} \leq E[M]_{\infty}=E\langle M\rangle_{\infty} \leq 1,
$$

we conclude that the total variation of $N$ is integrable. Using Lemmas 22.3 and 23.18, we also note that a.s. $E\left[\xi \mid \mathcal{F}_{\tau-}\right]=0$ and

$$
E\left[\xi^{2} \mid \mathcal{F}_{\tau-}\right]=E\left[\Delta[M]_{\tau} \mid \mathcal{F}_{\tau-}\right]=E\left[\eta \mid \mathcal{F}_{\tau-}\right]=\eta
$$

Thus,

$$
E\left[\left.\frac{1+\xi+b \xi^{2}}{1+b \eta}-1-\xi \right\rvert\, \mathcal{F}_{\tau-}\right]=0
$$

and Lemma 23.18 shows that $N$ is a martingale. The proof may now be completed as before.

Proof of Theorem 23.17: First assume that $[M] \leq 1$ a.s. Fix any $u>0$, and conclude from Lemma 23.19 that the process

$$
X_{t}^{u}=\exp \left\{u M_{t}-u^{2} f(u c)[M]_{t}\right\}, \quad t \geq 0
$$

is a positive supermartingale. Since $[M] \leq 1$ and $X_{0}^{u}=1$, we get for any $r>0$

$$
\begin{equation*}
P\left\{\sup _{t} M_{t}>r\right\} \leq P\left\{\sup _{t} X_{t}^{u}>e^{u r-u^{2} f(u c)}\right\} \leq e^{-u r+u^{2} f(u c)} \tag{19}
\end{equation*}
$$

Now define $F(x)=2 x f(x)$, and note that $F$ is continuous and strictly increasing from $[0,1)$ onto $\mathbb{R}_{+}$. Also note that $F(x) \leq x /(1-x)$ and hence $F^{-1}(y) \geq y /(1+y)$. Taking $u=F^{-1}(r c) / c$ in (19), we get

$$
P\left\{\sup _{t} M_{t}>r\right\} \leq \exp \left\{-\frac{1}{2} r F^{-1}(r c) / c\right\} \leq \exp \left\{-\frac{1}{2} r^{2} /(1+r c)\right\}
$$

Combining this with the same inequality for $-M$, we obtain (17).
If instead $\langle M\rangle \leq 1$ a.s., we may define $G(x)=2 x g(x)$, and note that $G$ is a continuous and strictly increasing mapping onto $\mathbb{R}_{+}$. Furthermore, $G(x) \leq e^{x}-1$, and so $G^{-1}(y) \geq \log (1+y)$. Proceeding as before, we get

$$
P\left\{\sup _{t} M_{t}>r\right\} \leq \exp \left\{-\frac{1}{2} r G^{-1}(r c) / c\right\} \leq \exp \left\{-\frac{1}{2} r \log (1+r c) / c\right\}
$$

and (18) follows.

A quasi-martingale is defined as an integrable, adapted, and right-continuous process $X$ such that

$$
\begin{equation*}
\sup _{\pi} \sum_{k \leq n} E\left|X_{t_{k}}-E\left[X_{t_{k+1}} \mid \mathcal{F}_{t_{k}}\right]\right|<\infty \tag{20}
\end{equation*}
$$

where the supremum extends over all finite partitions $\pi$ of $\mathbb{R}_{+}$of the form $0=t_{0}<t_{1}<\cdots<t_{n}<\infty$, and the last term is computed under the conventions $t_{n+1}=\infty$ and $X_{\infty}=0$. In particular, we note that (20) holds when $X$ is the sum of an $L^{1}$-bounded martingale and a process of integrable variation starting at 0 . The next result shows that this case is close to the general situation. Here localization is defined in the usual way in terms of a sequence of optional times $\tau_{n} \uparrow \infty$.

Theorem 23.20 (quasi-martingales, Rao) Any quasi-martingale is the difference between two nonnegative supermartingales. Thus, a process $X$ with $X_{0}=0$ is a local quasi-martingale iff it is a special semimartingale.

Proof: For any $t \geq 0$, let $\mathcal{P}_{t}$ denote the class of partitions $\pi$ of the interval $[t, \infty)$ of the form $t=t_{0}<t_{1}<\cdots<t_{n}$, and define

$$
\eta_{\pi}^{ \pm}=\sum_{k \leq n} E\left[\left(X_{t_{k}}-E\left[X_{t_{k+1}} \mid \mathcal{F}_{t_{k}}\right]\right)_{ \pm} \mid \mathcal{F}_{t}\right], \quad \pi \in \mathcal{P}_{t}
$$

where $t_{n+1}=\infty$ and $X_{\infty}=0$ as before. We claim that $\eta_{\pi}^{+}$and $\eta_{\pi}^{-}$are a.s. nondecreasing under refinements of $\pi \in \mathcal{P}_{t}$. To see this, it is clearly enough to add one more division point $u$ to $\pi$, say in the interval $\left(t_{k}, t_{k+1}\right)$. Put $\alpha=X_{t_{k}}-X_{u}$ and $\beta=X_{u}-X_{t_{k+1}}$. By subadditivity and Jensen's inequality we get the desired relation

$$
\begin{aligned}
E\left[E\left[\alpha+\beta \mid \mathcal{F}_{t_{k}}\right]_{ \pm} \mid \mathcal{F}_{t}\right] & \leq E\left[E\left[\alpha \mid \mathcal{F}_{t_{k}}\right]_{ \pm}+E\left[\beta \mid \mathcal{F}_{t_{k}}\right]_{ \pm} \mid \mathcal{F}_{t}\right] \\
& \leq E\left[E\left[\alpha \mid \mathcal{F}_{t_{k}}\right]_{ \pm}+E\left[\beta \mid \mathcal{F}_{u}\right]_{ \pm} \mid \mathcal{F}_{t}\right] .
\end{aligned}
$$

Now fix any $t \geq 0$, and conclude from (20) that $m_{t}^{ \pm} \equiv \sup _{\pi \in \mathcal{P}_{t}} E \eta_{\pi}^{ \pm}<\infty$. For each $n \in \mathbb{N}$ we may then choose some $\pi_{n} \in \mathcal{P}_{t}$ with $E \eta_{\pi_{n}}^{ \pm}>m_{t}^{ \pm}-n^{-1}$. The sequences $\left(\eta_{\pi_{n}}^{ \pm}\right)$are Cauchy in $L^{1}$, so they converge in $L^{1}$ toward some limits $Y_{t}^{ \pm}$. Note also that $E\left|\eta_{\pi}^{ \pm}-Y_{t}^{ \pm}\right|<n^{-1}$ whenever $\pi$ is a refinement of $\pi_{n}$. Thus, $\eta_{\pi}^{ \pm} \rightarrow Y_{t}^{ \pm}$in $L^{1}$ along the directed set $\mathcal{P}_{t}$.

Next fix any $s<t$, let $\pi \in \mathcal{P}_{t}$ be arbitrary, and define $\pi^{\prime} \in \mathcal{P}_{s}$ by adding the point $s$ to $\pi$. Then

$$
Y_{s}^{ \pm} \geq \eta_{\pi^{\prime}}^{ \pm}=\left(X_{s}-E\left[X_{t} \mid \mathcal{F}_{s}\right]\right)_{ \pm}+E\left[\eta_{\pi}^{ \pm} \mid \mathcal{F}_{s}\right] \geq E\left[\eta_{\pi}^{ \pm} \mid \mathcal{F}_{s}\right]
$$

Taking limits along $\mathcal{P}_{t}$ on the right, we get $Y_{s}^{ \pm} \geq E\left[Y_{t}^{ \pm} \mid \mathcal{F}_{s}\right]$ a.s., which means that the processes $Y^{ \pm}$are supermartingales. By Theorem 6.27 the right-hand limits along the rationals $Z_{t}^{ \pm}=Y_{t+}^{ \pm}$then exist outside a fixed null set, and the processes $Z^{ \pm}$are right-continuous supermartingales. For $\pi \in \mathcal{P}_{t}$ we have $X_{t}=\eta_{\pi}^{+}-\eta_{\pi}^{-} \rightarrow Y_{t}^{+}-Y_{t}^{-}$, and so $Z_{t}^{+}-Z_{t}^{-}=X_{t+}=X_{t}$ a.s.

The next result shows that semimartingales are the most general processes for which a stochastic integral with reasonable continuity properties can be defined. As before, $\mathcal{E}$ denotes the class of bounded, predictable step processes with jumps at finitely many fixed points.

Theorem 23.21 (stochastic integrators, Bichteler, Dellacherie) A rightcontinuous, adapted process $X$ is a semimartingale iff for any $V_{1}, V_{2}, \ldots \in \mathcal{E}$ with $\left\|V_{n}^{*}\right\|_{\infty} \rightarrow 0$ we have $\left(V_{n} \cdot X\right)_{t} \xrightarrow{P} 0$ for all $t>0$.

The proof is based on three lemmas, the first of which separates the crucial functional-analytic part of the argument.

Lemma 23.22 (convexity and tightness) For any tight, convex set $\mathcal{K} \subset$ $L^{1}(P)$, there exists a bounded random variable $\rho>0$ with $\sup _{\xi \in \mathcal{K}} E \rho \xi<\infty$.

Proof (Yan): Let $\mathcal{B}$ denote the class of bounded, nonnegative random variables, and define $\mathcal{C}=\left\{\gamma \in \mathcal{B} ; \sup _{\xi \in \mathcal{K}} E(\gamma \xi)<\infty\right\}$. We claim that, for any $\gamma_{1}, \gamma_{2}, \ldots \in \mathcal{C}$, there exists some $\gamma \in \mathcal{C}$ with $\{\gamma>0\}=\bigcup_{n}\left\{\gamma_{n}>0\right\}$. Indeed, we may assume that $\gamma_{n} \leq 1$ and $\sup _{\xi \in \mathcal{K}} E\left(\gamma_{n} \xi\right) \leq 1$, in which case we may choose $\gamma=\sum_{n} 2^{-n} \gamma_{n}$. It is then easy to construct a $\rho \in \mathcal{C}$ such that $P\{\rho>0\}=\sup _{\gamma \in \mathcal{C}} P\{\gamma>0\}$. Clearly,

$$
\begin{equation*}
\{\gamma>0\} \subset\{\rho>0\} \text { a.s., } \quad \gamma \in \mathcal{C} \tag{21}
\end{equation*}
$$

since we could otherwise choose a $\rho^{\prime} \in \mathcal{C}$ with $P\left\{\rho^{\prime}>0\right\}>P\{\rho>0\}$.
To show that $\rho>0$ a.s., we assume that instead $P\{\rho=0\}>\varepsilon>0$. By the tightness of $\mathcal{K}$ we may choose $r>0$ so large that $P\{\xi>r\} \leq \varepsilon$ for all $\xi \in \mathcal{K}$. Then $P\{\xi-\beta>r\} \leq \varepsilon$ for all $\xi \in \mathcal{K}$ and $\beta \in \mathcal{B}$. By Fatou's lemma we obtain $P\{\zeta>r\} \leq \varepsilon$ for all $\zeta$ in the $L^{1}$-closure $\mathcal{Z}=\overline{\mathcal{K}-\mathcal{B}}$. In particular, the random variable $\zeta_{0}=2 r 1\{\rho=0\}$ lies outside $\mathcal{Z}$. Now $\mathcal{Z}$ is convex and closed, so by a version of the Hahn-Banach theorem there exists some $\gamma \in\left(L^{1}\right)^{*}=L^{\infty}$ satisfying

$$
\begin{equation*}
\sup _{\xi \in \mathcal{K}} E \gamma \xi-\inf _{\beta \in \mathcal{B}} E \gamma \beta \leq \sup _{\zeta \in \mathcal{Z}} E \gamma \zeta<E \gamma \zeta_{0}=2 r E[\gamma ; \rho=0] . \tag{22}
\end{equation*}
$$

Here $\gamma \geq 0$, since we would otherwise get a contradiction by choosing $\beta=b 1\{\gamma<0\}$ for large enough $b>0$. Hence, (22) reduces to $\sup _{\xi \in \mathcal{K}} E \gamma \xi<$ $2 r E[\gamma ; \rho=0]$, which implies $\gamma \in \mathcal{C}$ and $E[\gamma ; \rho=0]>0$. But this contradicts (21), and therefore $\rho>0$ a.s.

Two further lemmas are needed for the proof of Theorem 23.21.
Lemma 23.23 (tightness and boundedness) Let $\mathcal{T}$ be the class of optional times $\tau<\infty$ taking finitely many values, and consider a right-continuous, adapted process $X$ such that the family $\left\{X_{\tau} ; \tau \in \mathcal{T}\right\}$ is tight. Then $X^{*}<\infty$ a.s.

Proof: By Lemma 6.4 any bounded optional time $\tau$ can be approximated from the right by optional times $\tau_{n} \in \mathcal{T}$, and by right-continuity we have $X_{\tau_{n}} \rightarrow X_{\tau}$. Hence, Fatou's lemma yields $P\left\{\left|X_{\tau}\right|>r\right\} \leq \liminf _{n} P\left\{\left|X_{\tau_{n}}\right|>\right.$ $r\}$, and so the hypothesis remains true with $\mathcal{T}$ replaced by the class $\overline{\mathcal{T}}$ of all bounded optional times. By Lemma 6.6 the times $\tau_{t, n}=t \wedge \inf \left\{s ;\left|X_{s}\right|>n\right\}$ belong to $\overline{\mathcal{T}}$ for all $t>0$ and $n \in \mathbb{N}$, and as $n \rightarrow \infty$, we get

$$
P\left\{X^{*}>n\right\}=\sup _{t>0} P\left\{X_{t}^{*}>n\right\} \leq \sup _{\tau \in \overline{\mathcal{T}}} P\left\{\left|X_{\tau}\right|>n\right\} \rightarrow 0 .
$$

Lemma 23.24 (scaling) For any finite random variable $\xi$, there exists a bounded random variable $\rho>0$ with $E|\rho \xi|<\infty$.

Proof: We may take $\rho=(|\xi| \vee 1)^{-1}$.
Proof of Theorem 23.21: The necessity is clear from Theorem 23.4. Now assume the stated condition. By Lemma 3.9 it is equivalent to assume for each $t>0$ that the family $\mathcal{K}_{t}=\left\{(V \cdot X)_{t} ; V \in \mathcal{E}_{1}\right\}$ is tight, where $\mathcal{E}_{1}=$ $\{V \in \mathcal{E} ;|V| \leq 1\}$. The latter family is clearly convex, and by the linearity of the integral the convexity carries over to $\mathcal{K}_{t}$.

By Lemma 23.23 we have $X^{*}<\infty$ a.s., and so by Lemma 23.24 there exists some probability measure $Q \sim P$ such that $E_{Q} X_{t}^{*}=\int X_{t}^{*} d Q<\infty$. In particular, $\mathcal{K}_{t} \subset L^{1}(Q)$, and we note that $\mathcal{K}_{t}$ remains tight with respect to $Q$. Hence, by Lemma 23.22 there exists some probability measure $R \sim Q$ with bounded density $\rho=d R / d Q$ such that $\mathcal{K}_{t}$ is bounded in $L^{1}(R)$.

Now consider an arbitrary partition $0=t_{0}<t_{1}<\cdots<t_{n}=t$, and note that

$$
\begin{equation*}
\sum_{k \leq n} E_{R}\left|X_{t_{k}}-E_{R}\left[X_{t_{k+1}} \mid \mathcal{F}_{t_{k}}\right]\right|=E_{R}(V \cdot X)_{t}+E_{R}\left|X_{t}\right|, \tag{23}
\end{equation*}
$$

where

$$
V_{s}=\sum_{k<n} \operatorname{sgn}\left(E_{R}\left[X_{t_{k+1}} \mid \mathcal{F}_{t_{k}}\right]-X_{t_{k}}\right) 1_{\left(t_{k}, t_{k+1}\right]}(s), \quad s \geq 0 .
$$

Since $\rho$ is bounded and $V \in \mathcal{E}_{1}$, the right-hand side of (23) is bounded by a constant. Hence, the stopped process $X^{t}$ is a quasi-martingale under $R$. By Theorem 23.20 it is then an $R$-semimartingale, and since $P \sim R$, Corollary 23.11 shows that $X^{t}$ is even a $P$-semimartingale. Since $t$ is arbitrary, it follows that $X$ itself is a $P$-semimartingale.

## Exercises

1. Construct the quadratic variation $[M]$ of a local $L^{2}$-martingale $M$ directly as in Theorem 15.5, and prove a corresponding version of the inte-gration-by-parts formula. Use $[M]$ to define the $L^{2}$-integral of Theorem 23.2.
2. Show that the approximation in Proposition 15.18 remains valid for general semimartingales.
3. Consider a local martingale $M$ starting at 0 and an optional time $\tau$. Use Theorem 23.12 to give conditions for the validity of the relations $E M_{\tau}=0$ and $E M_{\tau}^{2}=[M]_{\tau}$.
4. Give an example of a sequence of $L^{2}$-bounded martingales $M_{n}$ such that $M_{n}^{*} \xrightarrow{P} 0$ and yet $\left\langle M_{n}\right\rangle_{\infty} \xrightarrow{P} \infty$. (Hint: Consider compensated Poisson processes with large jumps.)
5. Give an example of a sequence of martingales $M_{n}$ such that $\left[M_{n}\right]_{\infty} \xrightarrow{P} 0$ and yet $M_{n}^{*} \xrightarrow{P} \infty$. (Hint: See the preceding problem.)
6. Show that $\left\langle M_{n}\right\rangle_{\infty} \xrightarrow{P} 0$ implies $\left[M_{n}\right]_{\infty} \xrightarrow{P} 0$.
7. Give an example of a martingale $M$ of bounded variation and a bounded, progressive process $V$ such that $V^{2} \cdot\langle M\rangle=0$ and yet $V \cdot M \neq 0$. Conclude that the $L^{2}$-integral in Theorem 23.2 has no continuous extension to progressive integrands.
8. Show that any general martingale inequality involving the processes $M,[M]$, and $\langle M\rangle$ remains valid in discrete time. (Hint: Embed $M$ and the associated discrete filtration into a martingale and filtration on $\mathbb{R}_{+}$.)
9. Show that the a.s. convergence in Theorem 3.23 remains valid in $L^{p}$. (Hint: Use Theorem 23.12 to reduce to the case when $p<1$. Then truncate.)

## Appendices

Here we list some results that play an important role in this book but whose proofs are too long and technical to contribute in any essential way to the understanding of the subject matter. Proofs are given only for results that are not easily accessible in the literature.

## A1. Hard Results in Measure Theory

The basic facts of measure theory were reviewed in Chapter 1. In this appendix we list, mostly without proofs, some special or less elementary results that are required in this book. Two of the quoted results are used more frequently, namely the existence of Lebesgue measure in Corollary A1.2 and the Borel nature of Polish spaces in Theorem A1.6. The remaining results are needed only for special purposes.

We begin with a classical extension theorem. Given a set $S$, a family $\mathcal{A}$ of subsets $A \subset S$ is called a field if it is closed under finite unions and intersections as well as under complementation. A measure on $\mathcal{A}$ is defined as a finitely additive function $\mu: \mathcal{A} \rightarrow \overline{\mathbb{R}}_{+}$with $\mu \emptyset=0$ such that $\mu A_{n} \rightarrow 0$ whenever $A_{1}, A_{2}, \ldots \in \mathcal{A}$ with $A_{n} \downarrow \emptyset$ and $\mu A_{1}<\infty$.

Theorem A1.1 (extension, Carathéodory) Any $\sigma$-finite measure on a field has a unique extension to a measure on the generated $\sigma$-field.

Proof: See Billingsley (1986), Theorem 3.1.
The next theorem asserts the existence of Lebesgue measure $\lambda$ on $\mathbb{R}$. Let $|I|$ denote the length of the interval $I$.

Corollary A1.2 (Lebesgue measure, Borel) There exists a unique measure $\lambda$ on $(\mathbb{R}, \mathcal{B})$ such that $\lambda I=|I|$ for any interval $I \subset \mathbb{R}$.

Proof: See Billingsley (1986), Sections 2 and 3.
Two measures $\mu$ and $\nu$ on some measurable space $(\Omega, \mathcal{A})$ are said to be orthogonal or mutually singular (written as $\mu \perp \nu$ ) if $\mu A=\nu A^{c}=0$ for some $A \in \mathcal{A}$. Recall that $\mu \ll \nu$ if $\mu A=0$ for every $A \in \mathcal{A}$ with $\nu A=0$. The following result gives both the existence of densities and a basic decomposition.

Theorem A1.3 (Lebesgue decomposition, Radon-Nikodým theorem) Let $\mu$ and $\nu$ be $\sigma$-finite measures on some measurable space $(\Omega, \mathcal{A})$. Then $\nu$ has a unique decomposition $\nu_{a}+\nu_{s}$, where $\nu_{a} \ll \mu$ and $\nu_{s} \perp \mu$. Furthermore, there exists a $\mu$-a.e. unique measurable function $f: \Omega \rightarrow \mathbb{R}_{+}$such that $\nu_{a}=f \cdot \mu$.

Proof: See Dudley (1989), Section 5.5.

The next result extends the fundamental theorem of calculus to the context of general measure theory.

Theorem A1.4 (differentiation, Lebesgue) Fix a locally finite measure $\mu=$ $f \cdot \lambda+\mu_{s}$ on $\mathbb{R}$, where $\mu_{s} \perp \lambda$, and consider a function $F$ with $\mu(x, y]=$ $F(y)-F(x)$ for all $x<y$. Then $F^{\prime}(x)=f(x)$ for $x \in \mathbb{R}$ a.e. $\lambda$.

Proof: See Dudley (1989), Section 7.2.
For any topological space $S$, let $C(S)$ denote the class of continuous functions $f: S \rightarrow \mathbb{R}$. If $S$ is compact, then any such function is bounded, and we may equip $C(S)$ with the norm $\|f\|=\sup _{x}\left|f_{x}\right|$. A bounded linear functional on $C(S)$ is defined as a linear map $\varphi: C(S) \rightarrow \mathbb{R}$ such that $\|\varphi\| \equiv \sup \{|\varphi f| ;\|f\|=1\}<\infty$. We say that $\varphi$ is positive and write $\varphi \geq 0$ if $f \geq 0$ implies $\varphi f \geq 0$. In particular, if $\mu=\mu_{+}-\mu_{-}$is a bounded signed measure on $S$, that is, the difference between two bounded positive measures $\mu_{ \pm}$, then the integral $\varphi: f \mapsto \mu f \equiv \mu_{+} f-\mu_{-} f$ defines a bounded linear functional on $C(S)$. A converse is given by the following result.

Theorem A1.5 (Riesz representation) Fix a compact metric space $S$, and let $\varphi$ be a bounded linear functional on $C(S)$. Then $\varphi$ has a unique extension to a bounded signed measure $\mu$ on $S$. Furthermore, $\mu \geq 0$ iff $\varphi \geq 0$.

To state the next result, we say that two measurable spaces $S$ and $T$ are Borel isomorphic if there exists a measurable bijection $f: S \rightarrow T$ such that $f^{-1}$ is also measurable. A Borel space is defined as a measurable space that is Borel isomorphic to a Borel subset of $[0,1]$. The following result shows that the most commonly occurring spaces are Borel.

Theorem A1.6 (Polish and Borel spaces) Any Borel-measurable subset of a Polish space is a Borel space.

Proof: In Lemma 13.1.3 of Dudley (1989) it is shown that any Polish space is Borel isomorphic to a Borel subset of $[0,1]^{\infty}$. The latter space is in turn Borel isomorphic to a Borel subset of $[0,1]$, as may be seen by an elementary argument involving binary expansions (cf. Theorem A. 47 in Breiman (1968)).

If a mapping is invertible, then the measurability of the inverse can sometimes be inferred from the measurability of the range.

Theorem A1.7 (range and inverse, Kuratowski) Let $f$ be a measurable bijection between two Borel spaces $S$ and $T$. Then even the inverse $f^{-1}$ : $T \rightarrow S$ is measurable.

Proof: See Parthasarathy (1967), Section I.3.
We turn to the basic projection and section theorem, which plays such an important role in the more advanced literature. For any measurable space $(\Omega, \mathcal{F})$, the universal completion of $\mathcal{F}$ is defined as the $\sigma$-field $\overline{\mathcal{F}}=\bigcap_{\mu} \mathcal{F}^{\mu}$, where $\mathcal{F}^{\mu}$ denotes the completion with respect to $\mu$, and the intersection extends over all probability measures $\mu$ on $\mathcal{F}$. For any spaces $\Omega$ and $S$, we define the projection $\pi A$ of a set $A \subset \Omega \times S$ onto $\Omega$ as the union $\bigcup_{s} A_{s}$, where $A_{s}=\{\omega \in \Omega ;(\omega, s) \in A\}, s \in S$.

Theorem A1.8 (projection and sections, Lusin, Choquet, Meyer) Fix a measurable space $(\Omega, \mathcal{F})$ and a Borel space $(S, \mathcal{S})$, and consider a set $A \in$ $\mathcal{F} \otimes \mathcal{S}$ with projection $\pi A$ onto $\Omega$. Then
(i) $\pi A$ belongs to the universal completion $\overline{\mathcal{F}}$ of $\mathcal{F}$;
(ii) for any probability measure $P$ on $\mathcal{F}$, there exists a random element $\xi$ in $S$ such that $(\omega, \xi(\omega)) \in A$ holds $P$-a.s. on $\pi A$.

Proof: See Dellacherie and Meyer (1975), Section III.44.

## A2. Some Special Spaces

Here we collect some basic facts about various set, measure, and function spaces of importance in probability theory. Though random processes with paths in $C\left(\mathbb{R}_{+}, \mathbb{R}^{d}\right)$ or $D\left(\mathbb{R}_{+}, \mathbb{R}^{d}\right)$ and random measures on a variety of spaces are considered throughout the book, most of the topological results mentioned here are not needed until Chapter 14, where they play a fundamental role for the theory of convergence in distribution. Our plan is to begin with the basic function spaces and then move on to some spaces of measures and sets. Whenever appropriate accounts are available in the literature, we omit the proofs.

We begin with a well-known classical result. On any space of functions $x: K \rightarrow S$, we introduce the evaluation maps $\pi_{t}: x \mapsto x_{t}, t \in K$. Given some metrics $d$ in $K$ and $\rho$ in $S$, we define the associated modulus of continuity by

$$
w(x, h)=\sup \left\{\rho\left(x_{s}, x_{t}\right) ; d(s, t) \leq h\right\}, \quad h>0
$$

Theorem A2.1 (equicontinuity and compactness, Arzelà, Ascoli) Fix two metric spaces $K$ and $S$, where $K$ is compact and $S$ is complete, and let $D$ be dense in $K$. Then a set $A \subset C(K, S)$ is relatively compact iff $\pi_{t} A$ is relatively compact in $S$ for every $t \in D$ and

$$
\lim _{h \rightarrow 0} \sup _{x \in A} w(x, h)=0 .
$$

In that case, even $\bigcup_{t \in K} \pi_{t} A$ is relatively compact in $S$.
Proof: See Dudley (1989), Section 2.4.
Next we fix a separable, complete metric space ( $S, \rho$ ) and consider the space $D\left(\mathbb{R}_{+}, S\right)$ of functions $x: \mathbb{R}_{+} \rightarrow S$ that are right-continuous with lefthand limits (rcll). It is easy to see that, for any $\varepsilon, t>0$, such a function $x$ has at most finitely many jumps of size $>\varepsilon$ before time $t$. In $D\left(\mathbb{R}_{+}, S\right)$ we introduce the modified modulus of continuity

$$
\begin{equation*}
\tilde{w}(x, t, h)=\inf _{\left(I_{k}\right)} \max _{k} \sup _{r, s \in I_{k}} \rho\left(x_{r}, x_{s}\right), \quad x \in D\left(\mathbb{R}_{+}, S\right), t, h>0 \tag{1}
\end{equation*}
$$

where the infimum extends over all partitions of the interval $[0, t)$ into subintervals $I_{k}=[u, v)$ such that $v-u \geq h$ when $v<t$. Note that $\tilde{w}(x, t, h) \rightarrow 0$ as $h \rightarrow 0$ for fixed $x \in D\left(\mathbb{R}_{+}, S\right)$ and $t>0$. By a time-change on $\mathbb{R}_{+}$we mean a monotone bijection $\lambda: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$. Note that $\lambda$ is continuous and strictly increasing with $\lambda_{0}=0$ and $\lambda_{\infty}=\infty$.

Theorem A2.2 ( $J_{1}$-topology, Skorohod, Prohorov, Kolmogorov) Fix a separable, complete metric space $(S, \rho)$ and a dense set $T \subset \mathbb{R}_{+}$. Then there exists a separable and complete metric $d$ in $D\left(\mathbb{R}_{+}, S\right)$ such that $d\left(x_{n}, x\right) \rightarrow 0$ iff

$$
\sup _{s \leq t}\left|\lambda_{n}(s)-s\right|+\sup _{s \leq t} \rho\left(x_{n} \circ \lambda_{n}(s), x(s)\right) \rightarrow 0, \quad t>0
$$

for some time-changes $\lambda_{n}$ on $\mathbb{R}_{+}$. Furthermore, $\mathcal{B}\left(D\left(\mathbb{R}_{+}, S\right)\right)=\sigma\left\{\pi_{t} ; t \in T\right\}$, and a set $A \subset D\left(\mathbb{R}_{+}, S\right)$ is relatively compact iff $\pi_{t} A$ is relatively compact in $S$ for every $t \in T$ and

$$
\begin{equation*}
\lim _{h \rightarrow 0} \sup _{x \in A} \tilde{w}(x, t, h)=0, \quad t>0 . \tag{2}
\end{equation*}
$$

In that case $\bigcup_{s \leq t} \pi_{s} A$ is relatively compact in $S$ for every $t \geq 0$.
Proof: See Ethier and Kurtz (1986), Sections 3.5 and 3.6, or Jacod and Shiryaev (1987), Section VI.1.

A suitably modified version of the last result applies to the space $D([0,1]$, $S)$. Here we define $\tilde{w}(x, h)$ in terms of partitions of $[0,1)$ into subintervals of length $\geq h$ and use time-changes $\lambda$ that are increasing bijections on $[0,1]$.

Turning to the case of measure spaces, let $S$ be a locally compact, secondcountable Hausdorff (lcscH) space $S$ with Borel $\sigma$-field $\mathcal{S}$, and let $\hat{\mathcal{S}}$ denote the class of bounded (i.e., relatively compact) sets in $\mathcal{S}$. The space $S$ is known to be Polish, and the family $C_{K}^{+}$of continuous functions $f: S \rightarrow \mathbb{R}_{+}$ with compact support is separable in the uniform metric. Furthermore, there exists a sequence of compact sets $K_{n} \uparrow S$ such that $K_{n} \subset K_{n+1}^{\circ}$ for each $n$.

Let $\mathcal{M}(S)$ denote the class of measures on $S$ that are locally finite (i.e., finite on $\hat{\mathcal{S}}$ ). and write $\pi_{B}$ and $\pi_{f}$ for the mappings $\mu \mapsto \mu B$ and $\mu \mapsto \mu f=$ $\int f d \mu$, respectively, on $\mathcal{M}(S)$. The vague topology in $\mathcal{M}(S)$ is generated by the maps $\pi_{f}, f \in C_{K}^{+}$, and we write the vague convergence of $\mu_{n}$ toward $\mu$ as $\mu_{n} \xrightarrow{v} \mu$. For any $\mu \in \mathcal{M}(S)$ we define $\hat{\mathcal{S}}_{\mu}=\{B \in \hat{\mathcal{S}} ; \mu \partial B=0\}$.

Here we list some basic facts about the vague topology.
Theorem A2.3 (vague topology) Fix any lcscH space $S$. Then
(i) $\mathcal{M}(S)$ is Polish in the vague topology;
(ii) a set $A \subset \mathcal{M}(S)$ is vaguely relatively compact iff $\sup _{\mu \in A} \mu f<\infty$ for all $f \in C_{K}^{+}$;
(iii) if $\mu_{n} \xrightarrow{v} \mu$ and $B \in \hat{\mathcal{S}}$ with $\mu \partial B=0$, then $\mu_{n} B \rightarrow \mu B$;
(iv) $\mathcal{B}(\mathcal{M}(S))$ is generated by the maps $\pi_{f}, f \in C_{K}^{+}$, and also for each $m \in \mathcal{M}(S)$ by the maps $\pi_{B}, B \in \hat{\mathcal{S}}_{m}$.

Proof: (i) Let $f_{1}, f_{2}, \ldots$ be dense in $C_{K}^{+}$, and define

$$
\begin{equation*}
\rho(\mu, \nu)=\sum_{k} 2^{-k}\left(\left|\mu f_{k}-\nu f_{k}\right| \wedge 1\right), \quad \mu, \nu \in \mathcal{M}(S) \tag{3}
\end{equation*}
$$

It is easily seen that $\rho$ metrizes the vague topology. In particular, $\mathcal{M}(S)$ is homeomorphic to a subset of $\mathbb{R}^{\infty}$ and therefore separable. The completeness of $\rho$ will be clear once we have proved (ii).
(ii) The necessity is clear from the continuity of $\pi_{f}$ for each $f \in C_{K}^{+}$. Conversely, assume that $\sup _{\mu \in A} \mu f<\infty$ for all $f \in C_{K}^{+}$. Choose some compact sets $K_{n} \uparrow S$ with $K_{n} \subset K_{n+1}^{\circ}$ for each $n$, and let the functions $f_{n} \in C_{K}^{+}$ be such that $1_{K_{n}} \leq f_{n} \leq 1_{K_{n+1}}$. For each $n$ the set $\left\{f_{n} \cdot \mu ; \mu \in A\right\}$ is uniformly bounded, and so by Theorem 14.3 it is even sequentially relatively compact. A diagonal argument then shows that $A$ itself is sequentially relatively compact. Since $\mathcal{M}(S)$ is metrizable, the desired relative compactness follows.
(iii) The proof is the same as for Theorem 3.25.
(iv) A topological basis in $\mathcal{M}(S)$ is formed by all finite intersections of the sets $\{\mu ; a<\mu f<b\}$ with $0<a<b$ and $f \in C_{K}^{+}$. Furthermore, since $\mathcal{M}(S)$ is separable, every vaguely open set is a countable union of basis elements. Thus, $\mathcal{B}(\mathcal{M}(S))=\sigma\left\{\pi_{f} ; f \in C_{K}^{+}\right\}$. By a simple approximation and monotone class argument it follows that $\mathcal{B}(\mathcal{M}(S))=\sigma\left\{\pi_{B} ; B \in \hat{\mathcal{S}}\right\}$.

Now fix any $m \in \hat{\mathcal{S}}$, put $\mathcal{A}=\sigma\left\{\pi_{B} ; B \in \hat{\mathcal{S}}_{m}\right\}$, and let $\mathcal{D}$ denote the class of all $D \in \hat{\mathcal{S}}$ such that $\pi_{D}$ is $\mathcal{A}$-measurable. Fixing a metric $d$ in $S$ such that
all $d$-bounded closed sets are compact, we note that only countably many $d$-spheres around a fixed point have positive $m$-measure. Thus, $\hat{\mathcal{S}}_{m}$ contains a topological basis. We also note that $\hat{\mathcal{S}}_{m}$ is closed under finite unions, whereas $\mathcal{D}$ is closed under bounded increasing limits. Since $S$ is separable, it follows that $\mathcal{D}$ contains every open set $G \in \hat{\mathcal{S}}$. For any such $G$, the class $\mathcal{D} \cap G$ is a $\lambda$-system containing the $\pi$-system of all open sets in $G$, and by a monotone class argument we get $\mathcal{D} \cap G=\hat{\mathcal{S}} \cap G$. It remains to let $G \uparrow S$.

Next we consider the space of all measure-valued rcll functions. Here we may characterize compactness in terms of countably many one-dimensional projections, a result needed for the proof of Theorem 14.26.

Theorem A2.4 (measure-valued functions) For any lcscH space $S$ there exists some countable set $\mathcal{F} \subset C_{K}^{+}(S)$ such that a set $A \subset D\left(\mathbb{R}_{+}, \mathcal{M}(S)\right)$ is relatively compact iff $A f=\{x f ; x \in A\}$ is relatively compact in $D\left(\mathbb{R}_{+}, \mathbb{R}_{+}\right)$ for every $f \in \mathcal{F}$.

Proof: If $A$ is relatively compact, then so is $A f$ for every $f \in C_{K}^{+}(S)$, since the map $x \mapsto x f$ is continuous from $D\left(\mathbb{R}_{+}, \mathcal{M}(S)\right)$ to $D\left(\mathbb{R}_{+}, \mathbb{R}_{+}\right)$. To prove the converse, choose a countable dense set $\mathcal{F} \subset C_{K}^{+}(S)$, closed under addition, and assume that $A f$ is relatively compact for every $f \in \mathcal{F}$. In particular, $\sup _{x \in A} x_{t} f<\infty$ for all $t \geq 0$ and $f \in \mathcal{F}$, and so by Theorem A2.3 the set $\left\{x_{t} ; x \in A\right\}$ is relatively compact in $\mathcal{M}(S)$ for every $t \geq 0$. By Theorem A2.2 it remains to verify (2), where $\tilde{w}$ is defined in terms of the complete metric $\rho$ in (3) based on the class $\mathcal{F}$.

If (2) fails, we may either choose some $x^{n} \in A$ and $t_{n} \rightarrow 0$ with limsup ${ }_{n}$ $\rho\left(x_{t_{n}}^{n}, x_{0}^{n}\right)>0$, or else there exist some $x^{n} \in A$ and some bounded $s_{t}<t_{n}<$ $u_{n}$ with $u_{n}-s_{n} \rightarrow 0$ such that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left\{\rho\left(x_{s_{n}}^{n}, x_{t_{n}}^{n}\right) \wedge \rho\left(x_{t_{n}}^{n}, x_{u_{n}}^{n}\right)\right\}>0 \tag{4}
\end{equation*}
$$

In the former case it is clear from (3) that $\limsup _{n}\left|x_{t_{n}}^{n} f-x_{0}^{n} f\right|>0$ for some $f \in \mathcal{F}$, which contradicts the relative compactness of $A f$.

Next assume (4). By (3) there exist some $f, g \in \mathcal{F}$ such that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left\{\left|x_{s_{n}}^{n} f-x_{t_{n}}^{n} f\right| \wedge\left|x_{t_{n}}^{n} g-x_{u_{n}}^{n} g\right|\right\}>0 \tag{5}
\end{equation*}
$$

Now for any four numbers $a, a^{\prime}, b, b^{\prime} \in \mathbb{R}$, we have

$$
\frac{1}{2}\left(|a| \wedge\left|b^{\prime}\right|\right) \leq\left(|a| \wedge\left|a^{\prime}\right|\right) \vee\left(|b| \wedge\left|b^{\prime}\right|\right) \vee\left(\left|a+a^{\prime}\right| \wedge\left|b+b^{\prime}\right|\right) .
$$

Since $\mathcal{F}$ is closed under addition, (5) then implies the same relation with a common $f=g \in \mathcal{F}$. But then (2) fails for $A f$, which by Theorem A2.2 contradicts the relative compactness of $A f$. Thus, (2) does hold for $A$, and so $A$ is relatively compact.

Given an $\operatorname{lcscH}$ space $S$, we introduce the classes $\mathcal{G}, \mathcal{F}$, and $\mathcal{K}$ of open, closed, and compact subsets, respectively. Here we may consider $\mathcal{F}$ as a space in its own right, endowed with the Fell topology generated by the sets $\{F \in \mathcal{F} ; F \cap G \neq \emptyset\}$ and $\{F \in \mathcal{F} ; F \cap K=\emptyset\}$ for arbitrary $G \in \mathcal{G}$ and $K \in \mathcal{K}$. To describe the corresponding notion of convergence, we may fix a metrization $\rho$ of the topology in $S$ such that every closed $\rho$-ball is compact.

Theorem A2.5 (Fell topology) Fix any lcscH space $S$, and let $\mathcal{F}$ be the class of closed sets $F \subset S$, endowed with the Fell topology. Then
(i) $\mathcal{F}$ is compact, second-countable, and Hausdorff;
(ii) $F_{n} \rightarrow F$ in $\mathcal{F}$ iff $\rho\left(s, F_{n}\right) \rightarrow \rho(s, F)$ for all $s \in S$;
(iii) $\{F \in \mathcal{F} ; F \cap B \neq \emptyset\}$ is universally Borel measurable for every $B \in \mathcal{S}$.

Proof: First we show that the Fell topology is generated by the maps $F \mapsto \rho(s, F), s \in S$. To see that those mappings are continuous, put $B_{s, r}=$ $\{t \in S ; \rho(s, t)<r\}$, and note that

$$
\begin{aligned}
& \{F ; \rho(s, F)<r\}=\left\{F ; F \cap B_{s}^{r} \neq \emptyset\right\} \\
& \{F ; \rho(s, F)>r\}=\left\{F ; F \cap \bar{B}_{s}^{r}=\emptyset\right\}
\end{aligned}
$$

Here the sets on the right are open, by the definition of the Fell topology and the choice of $\rho$. Thus, the Fell topology contains the $\rho$-topology.

To prove the converse, fix any $F \in \mathcal{F}$ and a net $\left\{F_{i}\right\} \subset \mathcal{F}$ with directed index set $(I, \prec)$ such that $F_{i} \rightarrow F$ in the $\rho$-topology. We need to show that convergence holds even in the Fell topology. Then let $G \in \mathcal{G}$ be arbitrary with $F \cap G \notin \emptyset$. Fix any $s \in F \cap G$. Since $\rho\left(s, F_{i}\right) \rightarrow \rho(s, F)=0$, we may further choose some $s_{i} \in F_{i}$ with $\rho\left(s, s_{i}\right) \rightarrow 0$. Since $G$ is open, there exists some $i \in I$ such that $s_{j} \in G$ for all $j \succ i$. Then also $F_{j} \cap G \notin \emptyset$ for all $j \succ i$.

Next consider any $K \in \mathcal{K}$ with $F \cap K=\emptyset$. Define $r_{s}=\frac{1}{2} \rho(s, F)$ for each $s \in K$ and put $G_{s}=B_{s, r_{s}}$. Since $K$ is compact, it is covered by finitely many balls $G_{s_{k}}$. For each $k$ we have $\rho\left(s_{k}, F_{i}\right) \rightarrow \rho\left(s_{k}, F\right)$, and so there exists some $i_{k} \in I$ such that $F_{j} \cap G_{s_{k}}=\emptyset$ for all $j \succ i_{k}$. Letting $i \in I$ be such that $i \succ i_{k}$ for all $k$, it is clear that $F_{j} \cap K=\emptyset$ for all $j \succ i$.

Now we fix any countable dense set $D \subset S$, and assume that $\rho\left(s, F_{i}\right) \rightarrow$ $\rho(s, F)$ for all $s \in D$. For any $s, s^{\prime} \in S$ we have

$$
\left|\rho\left(s, F_{j}\right)-\rho(s, F)\right| \leq\left|\rho\left(s^{\prime}, F_{j}\right)-\rho\left(s^{\prime}, F\right)\right|+2 \rho\left(s, s^{\prime}\right)
$$

Given any $s$ and $\varepsilon>0$, we can make the left-hand side $<\varepsilon$, by choosing an $s^{\prime} \in D$ with $\rho\left(s, s^{\prime}\right)<\varepsilon / 3$ and then an $i \in I$ such that $\left|\rho\left(s^{\prime}, F_{j}\right)-\rho\left(s^{\prime}, F\right)\right|<$ $\varepsilon / 3$ for all $j \succ i$. This shows that the Fell topology is also generated by the mappings $F \mapsto \rho(s, F)$ with $s$ restricted to $D$. But then $\mathcal{F}$ is homeomorphic to a subset of $\overline{\mathbb{R}}_{+}^{\infty}$, which is second-countable and metrizable.

To prove that $\mathcal{F}$ is compact, it is now enough to show that every sequence $\left(F_{n}\right) \subset \mathcal{F}$ contains a convergent subsequence. Then choose a subsequence
such that $\rho\left(s, F_{n}\right)$ converges in $\overline{\mathbb{R}}_{+}$for all $s \in D$, and hence also for all $s \in S$. Since the family of functions $\rho\left(s, F_{n}\right)$ is equicontinuous, even the limit $f$ is continuous, so the set $F=\{s \in S ; f(s)=0\}$ is closed.

To obtain $F_{n} \rightarrow F$, we need to show that whenever $F \cap G \neq \emptyset$ or $F \cap K=\emptyset$ for some $G \in \mathcal{G}$ or $K \in \mathcal{K}$, the same relation eventually holds even for $F_{n}$. In the former case, we may fix any $s \in F \cap G$ and note that $\rho\left(s, F_{n}\right) \rightarrow f(s)=0$. Hence, we may choose some $s_{n} \in F_{n}$ with $s_{n} \rightarrow s$, and since $s_{n} \in G$ for large $n$, we get $F_{n} \cap G \neq \emptyset$. In the latter case, we assume that instead $F_{n} \cap K \neq \emptyset$ along a subsequence. Then there exist some $s_{n} \in F_{n} \cap K$, and we note that $s_{n} \rightarrow s \in K$ along a further subsequence. Here $0=\rho\left(s_{n}, F_{n}\right) \rightarrow \rho(s, F)$, which yields the contradiction $s \in F \cap K$. This completes the proof of (i).

To prove (iii), we note that the mapping $(s, F) \mapsto \rho(s, F)$ is jointly continuous and hence Borel measurable. Now $S$ and $\mathcal{F}$ are both separable, so the Borel $\sigma$-field in $S \times \mathcal{F}$ agrees with the product $\sigma$-field $\mathcal{S} \otimes \mathcal{B}(\mathcal{F})$. Since $s \in F$ iff $\rho(s, F)=0$, it follows that $\{(s, F) ; s \in F\}$ belongs to $\mathcal{S} \otimes \mathcal{B}(\mathcal{F})$. Hence, so does $\{(s, F) ; s \in F \cap B\}$ for arbitrary $B \in \mathcal{S}$. The assertion now follows by Theorem A1.8.

We say that a class $\mathcal{U} \subset \hat{\mathcal{S}}$ is separating if for any $K \subset G$ with $K \in \mathcal{K}$ and $G \in \mathcal{G}$ there exists some $U \in \mathcal{U}$ with $K \subset U \subset G$. A preseparating class $\mathcal{I} \subset \hat{\mathcal{S}}$ is such that the finite unions of $\mathcal{I}$-sets form a separating class. When $S$ is Euclidean, we typically choose $\mathcal{I}$ to be a class of intervals or rectangles and $\mathcal{U}$ as the corresponding class of finite unions.

Lemma A2.6 (separation) For any monotone function $h: \hat{\mathcal{S}} \rightarrow \mathbb{R}$, the class $\hat{\mathcal{S}}_{h}=\left\{B \in \hat{\mathcal{S}} ; h\left(B^{\circ}\right)=h(\bar{B})\right\}$ is separating.

Proof: Fix a metric $\rho$ in $S$ such that every closed $\rho$-ball is compact, and let $K \in \mathcal{K}$ and $G \in \mathcal{G}$ with $K \subset G$. For any $\varepsilon>0$, define $K_{\varepsilon}=\{s \in S$; $d(s, K)<\varepsilon\}$ and note that $\bar{K}_{\varepsilon}=\{s \in S ; \rho(s, K) \leq \varepsilon\}$. Since $K$ is compact, we have $\rho\left(K, G^{c}\right)>0$, and so $K \subset K_{\varepsilon} \subset G$ for sufficiently small $\varepsilon>0$. From the monotonicity of $h$ it is further clear that $K_{\varepsilon} \in \hat{\mathcal{S}}_{h}$ for almost every $\varepsilon>0$.

We often need the separating class to be countable.
Lemma A2.7 (countable separation) Every separating class $\mathcal{U} \subset \hat{\mathcal{S}}$ contains a countable separating subclass.

Proof: Fix a countable topological base $\mathcal{B} \subset \hat{\mathcal{S}}$, closed under finite unions. Choose for every $B \in \mathcal{B}$ some compact sets $K_{B, n} \downarrow \bar{B}$ with $K_{B, n}^{\circ} \supset \bar{B}$, and then for each pair $(B, n) \in \mathcal{B} \times \mathbb{N}$ some set $U_{B, n} \in \mathcal{U}$ with $\bar{B} \subset U_{B, n} \subset K_{B, n}^{\circ}$. The family $\left\{U_{B, n}\right\}$ is clearly separating.

The next result, needed for the proof of Theorem 14.28, relates the vague and Fell topologies for integer-valued measures and their supports. Let $\mathcal{N}(S)$
denote the class of locally finite, integer-valued measures on $S$, and write $\xrightarrow{f}$ for convergence in the Fell topology.

Proposition A2.8 (supports of measures) Let $\mu, \mu_{1}, \mu_{2}, \ldots \in \mathcal{N}(S)$ with $\operatorname{supp} \mu_{n} \xrightarrow{f} \operatorname{supp} \mu$, where $S$ is lcsc $H$ and $\mu$ is simple. Then

$$
\limsup _{n \rightarrow \infty}\left(\mu_{n} B \wedge 1\right) \leq \mu B \leq \liminf _{n \rightarrow \infty} \mu_{n} B, \quad B \in \hat{\mathcal{S}}_{\mu}
$$

Proof: To prove the left inequality we may assume that $\mu B=0$. Since $B \in \hat{\mathcal{S}}_{\mu}$, we have even $\mu \bar{B}=0$, and so $(\operatorname{supp} \mu) \cap \bar{B}=\emptyset$. By the convergence of the supports, we get $\left(\operatorname{supp} \mu_{n}\right) \cap \bar{B}=\emptyset$ for large enough $n$, which implies

$$
\limsup _{n \rightarrow \infty}\left(\mu_{n} B \wedge 1\right) \leq \limsup _{n \rightarrow \infty} \mu_{n} \bar{B}=0=\mu B
$$

To prove the right inequality, we may assume that $\mu B=m>0$. Since $\hat{\mathcal{S}}_{\mu}$ is a separating ring, we may choose a partition $B_{1}, \ldots, B_{m} \in \hat{\mathcal{S}}_{\mu}$ of $B$ such that $\mu B_{k}=1$ for each $k$. Then also $\mu B_{k}^{\circ}=1$ for each $k$, so $(\operatorname{supp} \mu) \cap B_{k}^{\circ} \neq \emptyset$, and by the convergence of the supports we get $\left(\operatorname{supp} \mu_{n}\right) \cap B_{k}^{\circ} \neq \emptyset$ for large enough $n$. Hence,

$$
1 \leq \liminf _{n \rightarrow \infty} \mu_{n} B_{k}^{\circ} \leq \liminf _{n \rightarrow \infty} \mu_{n} B_{k}
$$

and so

$$
\mu B=m \leq \sum_{k} \liminf _{n \rightarrow \infty} \mu_{n} B_{k} \leq \liminf _{n \rightarrow \infty} \sum_{k} \mu_{n} B_{k}=\liminf _{n \rightarrow \infty} \mu_{n} B .
$$

## Historical and Bibliographical Notes


#### Abstract

The following notes were prepared with the modest intentions of tracing the origins of some of the basic ideas in each chapter, of giving precise references for the main results cited in the text, and of suggesting some literature for further reading. No completeness is claimed, and knowledgeable readers are likely to notice misinterpretations and omissions, for which I appologize in advance. A comprehensive history of modern probability theory still remains to be written.


## 1. Elements of Measure Theory

The first author to consider measures in the modern sense was Borel (1895, 1898), who constructed Lebesgue measure on the Borel $\sigma$-field in $\mathbb{R}$. The corresponding integral was introduced by Lebesgue (1902, 1904), who also established the dominated convergence theorem. The monotone convergence theorem and Fatou's lemma were later obtained by Levi (1906) and Fatou (1906). LEBESGUE also introduced the higher-dimensional Lebesgue measure and proved a first version of Fubini's theorem, which was later generalized by Fubini (1907) and Tonelli (1909). The integration theory was extended to general measures and abstract spaces by Radon (1913) and Fréchet (1928).

Although the monotone class Theorem 1.1 had already been proved along with related results by Sierpiński (1928), the result was not used in probability theory until Dynkin (1959-61). Less convenient versions had previously been employed by Halmos (1950-74) and Doob (1953). For the remaining results of the chapter, we refer to the excellent historical notes in Dudley (1989).

Surprisingly little general measure theory is needed for most purposes in probability theory. The only hard result required from the beginning is the existence of Lebesgue measure. Most of the quoted propositions are well known and can be found in any textbook on real analysis. Many probability texts, such as LoÈve (1955-78) and Billingsley (1979-95), contain detailed introductions to measure theory. There are also some excellent texts in real analysis adapted to the needs of probabilists, such as Dudley (1989) and Doob (1994).

## 2. Processes, Distributions, and Independence

The use of countably additive probability measures dates back to Borel (1909), who constructed random variables as measurable functions on the Lebesgue unit interval and proved Theorem 2.18 for independent events. Cantelli (1917) noticed that the "easy" part remains true without the independence assumption. Lemma 2.5 was proved by Jensen (1906) after Hölder had obtained a special case.

The modern framework, with random variables as measurable functions on an abstract probability space $(\Omega, \mathcal{A}, P)$ and with expected values as $P$ integrals over $\Omega$, was used implicitly by Kolmogorov from (1928) on and was later formalized in Kolmogorov (1933-56). The latter monograph also contains Kolmogorov's zero-one law, discovered long before Hewitt and Savage (1955) obtained theirs.

Early work in probability theory deals with properties depending only on the finite-dimensional distributions. Wiener (1923) was the first author to construct the distribution of a process as a measure on a function space. The general continuity criterion in Theorem 2.23, essentially due to Kolmogorov, was first published by Slutsky (1937), with minor extensions later added by Loève (1955-78) and Chentsov (1956). The general search for regularity properties was initiated by Doob (1937, 1947). Soon it became clear, especially through the work of LÉvy (1934-35, 1937-54), Doob (1951, 1953), and Kinney (1953), that most processes of interest have right-continuous versions with left-hand limits.

More detailed accounts of the material in this chapter appear in many textbooks, such as in Billingsley (1979-95), Itô (1978-84), and Williams (1991). Further discussions of specific regularity properties appear in Loève (1955-78) and Cramér and Leadbetter (1967). Earlier texts tend to give more weight to distribution functions and their densities, less weight to measures and $\sigma$-fields.

## 3. Random Sequences, Series, and Averages

The weak law of large numbers was first obtained by Bernoulli (1713) for the sequences named after him. More general versions were then established with increasing rigor by Bienaymé (1853), Chebyshev (1867), and Markov (1899). A necessary and sufficient condition for the weak law of large numbers was finally obtained by Kolmogorov (1928-29).

Khinchin and Kolmogorov (1925) studied series of independent, discrete random variables and showed that convergence holds under the condition in Lemma 3.16. Kolmogorov (1928-29) then obtained his maximum inequality and showed that the three conditions in Theorem 3.18 are necessary and sufficient for a.s. convergence. The equivalence with convergence in distribution was later noted by LÉvy (1937-54).

The strong law of large numbers for Bernoulli sequences was stated by Borel (1909), but the first rigorous proof is due to FABER (1910). The simple criterion in Corollary 3.22 was obtained in Kolmogorov (1930). In (1933-56) Kolmogorov showed that existence of the mean is necessary and sufficient for the strong law of large numbers for general i.i.d. sequences. The extension to exponents $p \neq 1$ is due to Marcinkiewicz and Zygmund (1937). Proposition 3.24 was proved in stages by Glivenko (1933) and Cantelli (1933).

Riesz (1909) introduced the notion of convergence in measure, for probability measures equivalent to convergence in probability, and showed that it implies a.e. convergence along a subsequence. The weak compactness criterion in Lemma 3.13 is due to Dunford (1939). The functional representation of Proposition 3.31 appeared in Kallenberg (1996a), and Corollary 3.32 was given by Stricker and Yor (1978).

The theory of weak convergence was founded by Alexandrov (194043), who proved in particular the so-called Portmanteau Theorem 3.25. The continuous mapping Theorem 3.27 was obtained for a single function $f_{n} \equiv f$ by Mann and Wald (1943) and then in the general case by Prohorov (1956) and Rubin. The coupling Theorem 3.30 is due for complete $S$ to Skorohod (1956) and in general to Dudley (1968).

More detailed accounts of the material in this chapter may be found in many textbooks, such as in Loève (1955-78) and Chow and Teicher (1978-88). Additional results on random series and a.s. convergence appear in Stout (1974) and Kwapień and Woyczyński (1992).

## 4. Characteristic Functions and Classical Limit Theorems

The central limit theorem (a name first used by Pólya (1920)) has a long and glorious history, beginning with the work of DE Moivre (1733-56), who obtained the now-familiar approximation of binomial probabilities in terms of the normal density function. Laplace (1774, 1812-20) stated the general result in the modern integral form, but his proof was incomplete, as was the proof of CHEBYSHEv $(1867,1890)$.

The first rigorous proof was given by LiAPOUNOV (1901), though under an extra moment condition. Then Lindeberg (1922a) proved his fundamental Theorem 4.12, which in turn led to the basic Proposition 4.9 in a series of papers by Lindeberg (1922b) and Lévy (1922a-c). Bernstein (1927) obtained the first extension to higher dimensions. The general problem of normal convergence, regarded for two centuries as the central (indeed the only) theoretical problem in probability, was eventually solved in the form of Theorem 4.15, independently by Feller (1935) and Lévy (1935a). Slowly varying functions were introduced and studied by Karamata (1930).

Though characteristic functions have been used in probability theory ever
since Laplace (1812-20), their first use in a rigorous proof of a limit theorem had to wait until Liapounov (1901). The first general continuity theorem was established by LÉvy (1922c), who assumed the characteristic functions to converge uniformly in some neighborhood of the origin. The definitive version in Theorem 4.22 is due to Bochner (1933). Our direct approach to Theorem 4.3 may be new, in avoiding the relatively deep Helly selection theorem (1911-12). The basic Corollary 4.5 was noted by Cramér and Wold (1936).

Introductions to characteristic functions and classical limit theorems may be found in many textbooks, notably Loève (1955-78). FELLER (1966-71) is a rich source of further information on Laplace transforms, characteristic functions, and classical limit theorems. For more detailed or advanced results on characteristic functions, see Lukacs (1960-70).

## 5. Conditioning and Disintegration

Though conditional densities have been computed by statisticians ever since LaPLACE (1774), the first general approach to conditioning was devised by Kolmogorov (1933-56), who defined conditional probabilities and expectations as random variables on the basic probability space, using the RadonNikodým theorem, which had recently become available through the work of Radon (1913), Daniell (1920), and NikodÝm (1930). His original notion of conditioning with respect to a random vector was extended by Halmos (1950-74) to general random elements and then by Doob (1953) to abstract sub- $\sigma$-fields.

Our present Hilbert space approach to conditioning, essentially due to von Neumann (1940), is more elementary and intuitive and avoids the use of the relatively deep Radon-Nikodým theorem. It has the further advantage of leading to the attractive interpretation of a martingale as a projective family of random variables.

The existence of regular conditional distributions was studied by several authors, beginning with Doob (1938). It leads immediately to the familiar disintegration of measures on product spaces and to the frequently used but rarely stated disintegration Theorem 5.4.

Measures on infinite product spaces were first considered by Daniell (1918-19, 1919-20), who proved the extension Theorem 5.14 for countable product spaces. Kolmogorov (1933-56) extended the result to arbitrary index sets. Łomnicki and Ulam (1934) noted that no topological assumptions are needed for the construction of infinite product measures, a result that was later extended by Ionescu Tulcea (1949-50) to measures specified by a sequence of conditional distributions.

The interpretation of the simple Markov property in terms of conditional independence was indicated already by Markov (1906), and the formal statement of Proposition 5.6 appears in Doob (1953). Further properties
of conditional independence have been listed by DÖHLER (1980) and others. The transfer Theorem 5.10 is given in Kallenberg (1988).

The traditional approach to conditional expectations via the RadonNikodým theorem appears in many textbooks, such as Billingsley (197995).

## 6. Martingales and Optional Times

Martingales were first introduced by Bernstein (1927, 1937) in his efforts to relax the independence assumption in the classical limit theorems. Both Bernstein and Lévy (1935a-b, 1937-54) extended Kolmogorov's maximum inequality and the central limit theorem to a general martingale context. The term martingale (originally denoting part of a horse's harness and later used for a special gambling system) was introduced in the probabilistic context by Ville (1939).

The first martingale convergence theorem was obtained by Jessen (1934) and Lévy (1935b), both of whom proved Theorem 6.23 for filtrations generated by sequences of independent random variables. A submartingale version of the same result appears in Sparre-Andersen and Jessen (1948). The independence assumption was removed by LÉvy (1937-54), who also noted the simple martingale proof of Kolmogorov's zero-one law and obtained his conditional version of the Borel-Cantelli lemma.

The general convergence theorem for discrete-time martingales was proved by Doob (1940), and the basic regularity theorems for continuous-time martingales first appeared in Dоов (1951). The theory was extended to submartingales by Snell (1952) and Doob (1953). The latter book is also the original source of such fundamental results as the martingale closure theorem, the optional sampling theorem, and the $L^{p}$-inequality.

Though hitting times have long been used informally, general optional times seem to appear for the first time in Dоов (1936). Abstract filtrations were not introduced until Dоов (1953). Progressive processes were introduced by Dynkin (1959-61), and the modern definition of the $\sigma$-fields $\mathcal{F}_{\tau}$ is due to Yushkevich.

Elementary introductions to martingale theory are given by many authors, including Williams (1991). More information about the discrete-time case is given by Neveu (1972-75) and Chow and Teicher (1978-88). For a detailed account of the continuous-time theory and its relations to Markov processes and stochastic calculus, see Dellacherie and Meyer (1975-87).

## 7. Markov Processes and Discrete-Time Chains

Markov chains in discrete time and with finitely many states were introduced by Markov (1906), who proved the first ergodic theorem, assuming
the transition probabilities to be strictly positive. Kolmogorov (1936a-b) extended the theory to countable state spaces and arbitrary transition probabilities. In particular, he noted the decomposition of the state space into irreducible sets, classified the states with respect to recurrence and periodicity, and described the asymptotic behavior of the $n$-step transition probabilities. Kolmogorov's original proofs were analytic. The more intuitive coupling approach was introduced by Doeblin (1938), long before the strong Markov property had been formalized.

Bachelier had noted the connection between random walks and diffusions, which inspired Kolmogorov (1931a) to give a precise definition of Markov processes in continuous time. His treatment is purely analytic, with the distribution specified by a family of transition kernels satisfying the Chapman-Kolmogorov relation, previously noted in special cases by CHAPman (1928) and Smoluchovsky.

Kolmogorov (1931a) makes no reference to sample paths. The transition to probabilistic methods began with the work of LÉVY (1934-35) and Doeblin (1938). Though the strong Markov property was used informally by those authors (and indeed already by Bachelier (1900, 1901)), the result was first stated and proved in a special case by Doob (1945). General filtrations were introduced in Markov process theory by Blumenthal (1957). The modern setup, with a canonical process $X$ defined on the path space $\Omega$, equipped with a filtration $\mathcal{F}$, a family of shift operators $\theta_{t}$, and a collection of probability measures $P_{x}$, was developed systematically by Dynkin (195961, 1963-65). A weaker form of Theorem 7.23 appears in Blumenthal and Getoor (1968), and the present version is from Kallenberg (1987, 1998).

Elementary introductions to Markov processes appear in many textbooks, such as Rogers and Williams (1979-94) and Chung (1982). More detailed or advanced accounts are given by Dynkin (1963-65), Blumenthal and Getoor (1968), Ethier and Kurtz (1986), Dellacherie and Meyer (1975-87), and Sharpe (1988). Feller (1950-68) gives a masterly introduction to Markov chains, later imitated by many authors. More detailed accounts of the discrete-time theory appear in Kemeny, Snell, and Knapp (1966) and Freedman (1971-83a). The coupling method, which fell into oblivion after Doeblin's untimely death in 1940, has recently enjoyed a revival, as documented by the survey of Lindvall (1992).

## 8. Random Walks and Renewal Theory

Random walks originally arose in a wide range of applications, such as gambling, queuing, storage, and insurance; their history can be traced back to the origins of probability. The approximation of diffusion processes by random walks dates back to BaCHELIER (1900, 1901). A further application was to potential theory, where in the 1920s a method of discrete approximation was devised, admitting a probabilistic interpretation in terms of a simple sym-
metric random walk. Finally, random walks played an important role in the sequential analysis developed by WALD (1947).

The modern theory began with Pólya's (1921) discovery that a simple symmetric random walk on $\mathbb{Z}^{d}$ is recurrent for $d \leq 2$ and transient otherwise. His result was later extended to Brownian motion by LÉVy (1940) and Kakutani (1944a). The general recurrence criterion in Theorem 8.4 was derived by Chung and Fuchs (1951), and the probabilistic approach to Theorem 8.2 was found by Chung and Ornstein (1962). The first condition in Corollary 8.7 is, in fact, even necessary for recurrence, as was noted independently by Ornstein (1969) and Stone (1969).

The reflection principle was first used by André (1887) in his discussion of the "ballot problem." The systematic study of fluctuation and absorption problems for random walks began with the work of Pollaczek (1930). Ladder times and heights, first introduced by Blackwell, were explored in an influential paper by Feller (1949). The factorizations in Theorem 8.15 were originally derived by the Wiener-Hopf technique, which had been developed by Paley and Wiener (1934) as a general tool in Fourier analysis. Theorem 8.16 is due for $u=0$ to Sparre-Andersen (1953-54) and in general to BAXTER (1961). The former author used complicated combinatorial methods, which were later simplified by Feller and others.

The first renewal theorem was obtained by Erdös, Feller, and PolLARD (1949) for random walks on $\mathbb{Z}_{+}$. In that case, however, Chung pointed out that the result is an easy consequence of Kolmogorov's (1936a-b) ergodic theorem for Markov chains on a countable state space. BlackWELL $(1948,1953)$ extended the result to random walks on $\mathbb{R}_{+}$. The ultimate version for transient random walks on $\mathbb{R}$ is due to Feller and Orey (1961). The first coupling proof of Blackwell's theorem was given by Lindvall (1977). Our proof is a modification of an argument by Athreya, McDonald, and Ney (1978), which originally did not cover all cases. The method seems to require the existence of a possibly infinite mean. An analytic approach to the general case appears in Feller (1966-71).

Elementary introductions to random walks are given by many authors, including Chung (1968-74), Feller (1950-68, 1966-71), and Loève (195578,4 th ed.). A detailed exposition of random walks on $\mathbb{Z}^{d}$ is given by SPITZER (1964-78).

## 9. Stationary Processes and Ergodic Theory

The history of ergodic theory dates back to Boltzmann's (1887) work in statistical mechanics. Boltzmann's ergodic hypothesis - the conjectural equality between time and ensemble averages - was long accepted as a heuristic principle. In probabilistic terms it amounts to the convergence $t^{-1} \int_{0}^{t} f\left(X_{s}\right) d s \rightarrow$ $E f\left(X_{0}\right)$, where $X_{t}$ represents the state of the system (typically the configuration of all molecules in a gas) at time $t$, and the expected value is computed
with respect to a suitable invariant probability measure on a compact submanifold of the state space.

The ergodic hypothesis was sensationally proved as a mathematical theorem, first in an $L^{2}$-version by von Neumann (1932) and then in the a.e. form by Birkhoff (1932). The intricate proof of the latter was simplified by Yosida and Kakutani (1939), who noted how the result follows easily from Hopf's (1937) maximal ergodic Lemma 9.7, and then by Garsia (1965), who gave a simple proof of Hopf's result. Khinchin (1933, 1934) pioneered a translation of the results of ergodic theory into the probabilistic setting of stationary sequences and processes.

Ergodic theory developed rapidly into a mathematical discipline in its own right, and the ergodic theorem was extended in many directions. The ergodic decomposition of invariant measures dates back to Krylov and BoGOLIOUBOV (1937), though the basic role of the invariant $\sigma$-field was not recognized until the work of Farrell (1962) and Varadarajan (1963).
de Finetti $(1931,1937)$ proved that an infinite sequence of exchangeable random variables is mixed i.i.d. The result became a cornerstone in his theory of subjective probability and Bayesian statistics. Ryll-NARdzewski (1957) noted that the theorem remains valid under the hypothesis of spreadability, and Bühlmann (1960) extended the result to continuous time. The predictable sampling property in Theorem 9.19 was first noted by Doob (1936) for i.i.d. random variables and increasing sequences of predictable times. The general result and its continuous-time counterpart appear in Kallenberg (1988). Sparre-Andersen's (1953-54) announcement of his Corollary 9.20 was (according to Feller) "a sensation greeted with incredulity, and the original proof was of an extraordinary intricacy and complexity." A simplified argument (different from ours) appears in Feller (1966-71).

Theorem 9.15 was proved by Furstenberg and Kesten (1960) before the subadditive ergodic Theorem 9.14 became available. The latter result was originally proved by Kingman (1968) under the stronger hypothesis that the whole array ( $X_{m, n}$ ) be stationary under simultaneous shifts in $m$ and $n$. The present extension and shorter proof are due to Liggett (1985).

Elementary introductions to stationary processes are given by Doob (1953) and Cramér and Leadbetter (1967). Exchangeability theory is surveyed by Aldous (1985). BillingSley (1965) gives a nice introduction to ergodic theory for probabilists. Some more advanced ergodic theorems appear in LOÈVE (1955-78). For the theory of ergodic decompositions in a very general setting, see Dynkin (1978). An alternative approach to the latter is through Choquet theory, surveyed by Dellacherie and Meyer (1975-87).

## 10. Poisson and Pure Jump-Type Markov Processes

The Poisson distribution was first used by de Moivre (1711-12) and PoisSON (1837) as an approximation to the binomial distribution. The associated process arose much later from various applications. Thus, it was introduced by Lundberg (1903) to model streams of insurance claims, by RutherFORD and GEIGER (1908) to describe the process of radioactive decay, and by Erlang (1909) to model the incoming traffic to a telephone exchange. Poisson random measures in higher dimensions are implicit in the work of LÉVy (1934-35), whose treatment was later formalized by ITô (1942b).

Erlang obtained a version of Theorem 10.11 for simple point processes, and the general result is essentially due to Lévy (1934-35). The Poisson characterization in Corollary 10.10 was noted by RÉnyi (1967). The general assertions in Theorem 10.9 (i) and (iii) were proved in the author's thesis and were later published together with part (ii) in Kallenberg (1973a, 197586). Similar results were obtained independently by Mönch (1971) for part (i) and by Grandell (1976) for part (ii).

Markov chains in continuous time have been studied by many authors, beginning with Kolmogorov (1931a). The transition functions of general pure jump-type Markov processes were studied by Pospišil (1935-36) and Feller (1936, 1940), and the corresponding sample path properties were examined by Doeblin (1939b) and Doob (1942b). The first continuoustime version of the strong Markov property was obtained by Doob (1945).

Introductions to continuous-time Markov chains appear in many elementary textbooks, beginning with Feller (1950-68). For a more comprehensive account, see ChUNG (1960). The underlying regenerative structure was examined in detail by Kingman (1972). For more information on Poisson and related point processes as well as on general random measures, see Kallenberg (1975-86) and Daley and Vere-Jones (1988).

## 11. Gaussian Processes and Brownian Motion

The Gaussian density function first appeared in the work of DE MoIvRE (1733-56), and the corresponding distribution became explicit through the work of Laplace (1774, 1812-20). The Gaussian law was popularized by GaUsS (1809) in his theory of errors and so became named after him. Maxwell derived the Gaussian law as the velocity distribution for the molecules in a gas, assuming the hypotheses of Proposition 11.2. Theorem 11.3 was originally stated by SChoenberg (1938) as a relation between positive definite and completely monotone functions, and the probabilistic interpretation was later noted by Freedman (1962-63). Isonormal Gaussian processes were introduced by SEgal (1954).

The process of Brownian motion was introduced by BACHELIER (1900, 1901) to model fluctuations on the stock market. Bachelier discovered some
basic properties of the process, such as the relation $M_{t}={ }^{d}\left|B_{t}\right|$. Einstein $(1905,1906)$ later introduced the same process as a model for the physical phenomenon of Brownian motion-the irregular movement of microscopic particles suspended in a liquid. The latter phenomenon, first noted by van Leeuwenhoek in the seventeenth century, is named after the botanist Brown (1828) for his systematic observations of pollen grains. Einstein's theory was forwarded in support of the still-controversial molecular theory of matter. A more refined model for the physical Brownian motion was proposed by Langevin (1909) and Ornstein and Uhlenbeck (1930).

The mathematical theory of Brownian motion was put on a rigorous basis by Wiener (1923), who constructed the associated distribution as a measure on the space of continuous paths. The significance of Wiener's revolutionary paper was not fully recognized until after the pioneering work of KoLmogorov (1931a, 1933-56), LÉvy (1934-35), and Feller (1936). Wiener also introduced stochastic integrals of deterministic $L^{2}$-functions, which were later studied in further detail by Paley, Wiener, and Zygmund (1933). The spectral representation of stationary processes, originally deduced from Bochner's (1932-48) theorem by Cramér (1942), was later recognized as equivalent to a general Hilbert space result due to Stone (1932). The chaos expansion of Brownian functionals was discovered by WIENER (1938), and the theory of multiple integrals with respect to Brownian motion was developed in a seminal paper of ITÔ (1951c).

The law of the iterated logarithm was discovered by Khinchin, first (1923, 1924) for Bernoulli sequences, and later (1933-48) for Brownian motion. A systematic study of the Brownian paths was initiated by Lévy (1937-54, 1948-65), who proved the existence of the quadratic variation in (1940) and the arcsine laws in (1939, 1948-65). Though many proofs of the latter have since been given, the present deduction from basic symmetry properties may be new. The strong Markov property was used implicitly in the work of Lévy and others, but the result was not carefully stated and proved until Hunt (1956).

Many modern probability texts contain detailed introductions to Brownian motion. The books by Itô and McKean (1965-96), Freedman (197183b), Karatzas and Shreve (1988-91), and Revuz and Yor (1991-94) provide a wealth of further information on the subject. Further information on multiple Wiener-Itô integrals is given by Kallianpur (1980), Dellacherie, Maisonneuve, and Meyer (1992), and Nualart (1995).

## 12. Skorohod Embedding and Invariance Principles

The first functional limit theorems were obtained in (1931b, 1933a) by KoLMOGOROV, who considered special functionals of a random walk. ERDÖS and Kac $(1946,1947)$ conceived the idea of an invariance principle that would allow functional limit theorems to be extended from particular cases
to a general setting. They also treated some special functionals of a random walk. The first general functional limit theorems were obtained by Donsker (1951-52) for random walks and empirical distribution functions, following an idea of Doob (1949). A general theory based on sophisticated compactness arguments was later developed by Prohorov (1956) and others.

SkOrohod's (1961-65) embedding theorem provided a new and probabilistic approach to Donsker's theorem. Extensions to the martingale context were obtained by many authors, beginning with Dubins (1968). Lemma 12.19 appears in Dvoretzky (1972). Donsker's weak invariance principle was supplemented by a strong version due to Strassen (1964), which yields extensions of many a.s. limit theorems for Brownian motion to suitable random walks. In particular, his result yields a simple proof of the Hartman and Wintner (1941) law of the iterated logarithm, which had originally been deduced from some deep results of Kolmogorov (1929).

Billingsley (1968) gives many interesting applications and extensions of Donsker's theorem. For a wide range of applications of the martingale embedding theorem, see Hall and Heyde (1980) and Durrett (1991-95). Komlós, Major, and Tusnády (1975-76) showed that the approximation rate in the Skorohod embedding can be improved by a more delicate "strong approximation." For an exposition of their work and its numerous applications, see CsÖrgö and RÉvÉsz (1981).

## 13. Independent Increments and Infinite Divisibility

Until the 1920s, Brownian motion and the Poisson process were essentially the only known processes with independent increments. In (1924, 1925) LÉvy introduced the stable distributions and noted that they too could be associated with suitable "decomposable" processes. de Finetti (1929) saw the general connection between processes with independent increments and infinitely divisible distributions and posed the problem of characterizing the latter. A partial solution for distributions with a finite second moment was found by Kolmogorov (1932).

The complete solution was obtained in a revolutionary paper by LÉVY (1934-35), where the "decomposable" processes are analyzed by a virtuosic blend of analytic and probabilistic methods, leading to an explicit description in terms of a jump and a diffusion component. As a byproduct, Lévy obtained the general representation for the associated characteristic functions. His analysis was so complete that only improvements in detail have since been possible. In particular, ITÔ (1942b) showed how the jump component can be expressed in terms of Poisson integrals. Analytic derivations of the representation formula for the characteristic function were later given by Lévy (1937-54) himself, by Feller (1937), and by Khinchin (1937).

The scope of the classical central limit problem was broadened by LÉvy (1925) to a general study of suitably normalized partial sums, obtained from
a single sequence of independent random variables. To include the case of the classical Poisson approximation, Kolmogorov proposed a further extension to general triangular arrays, subject to the sole condition of uniformly asymptotically negligible elements. In this context, Feller (1937) and Khinchin (1937) proved independently that the limiting distributions are infinitely divisible. It remained to characterize the convergence to a specified limit, a problem that had already been solved in the Gaussian case by Feller (1935) and Lévy (1935a). The ultimate solution was obtained independently by Doeblin (1939) and Gnedenko (1939), and a comprehensive exposition of the theory was published by Gnedenko and Kolmogorov (1949-68).

The basic convergence Theorem 13.17 for Lévy processes and the associated approximation result for random walks in Corollary 13.20 are essentially due to SkOrohod (1957), though with rather different statements and proofs. Lemma 13.22 appears in Doeblin (1939a). Our approach to the basic representation theorem is a modernized version of Lévy's proof, with simplifications resulting from the use of basic point process and martingale results.

Detailed accounts of the basic limit theory for null arrays are given by Loève (1955-78), Chow and Teicher (1978-88), and Feller (1966-71). The positive case is treated in Kallenberg (1975-86). A modern introduction to Lévy processes is given by Bertoin (1996). General independent increment processes and associated limit theorems are treated in JACOD and Shiryaev (1987). Extreme value theory is surveyed by LEADBETTER, LINDgren, and Rootzén (1983).

## 14. Convergence of Random Processes, Measures, and Sets

After Donsker (1951-52) had proved his functional limit theorems for random walks and empirical distribution functions, a general theory of weak convergence in function spaces was developed by the Russian school, in seminal papers by Prohorov (1956), Skorohod (1956, 1957), and Kolmogorov (1956). Thus, Prohorov (1956) proved his fundamental compactness Theorem 14.3, in a setting for separable and complete metric spaces. The abstract theory was later extended in various directions by LE CAM (1957), Varadarajan (1958), and Dudley $(1966,1967)$. The elementary inequality of Ottaviani is from (1939).

Originally Skorohod (1956) considered the space $D([0,1])$ endowed with four different topologies, of which the $J_{1}$-topology considered here is by far the most important for applications. The theory was later extended to $D\left(\mathbb{R}_{+}\right)$ by Stone (1963) and Lindvall (1973). Tightness was originally verified by means of various product moment conditions, developed by Chentsov (1956) and Billingsley (1968), before the powerful criterion of Aldous
(1978) became available. Kurtz (1975) and Mitoma (1983) noted that criteria for tightness in $D\left(\mathbb{R}_{+}, S\right)$ can often be expressed in terms of onedimensional projections, as in Theorem 14.26.

The weak convergence theory for random measures and point processes began with Prohorov (1961), who noted the equivalence of (i) and (ii) in Theorem 14.16 when $S$ is compact. The equivalence with (iii) appears in Debes, Kerstan, Liemant, and Matthes (1970). The one-dimensional criteria in Proposition 14.17 and Theorems 14.16 and 14.28 are based on results in Kallenberg (1973a, 1975-86, 1996b) and a subsequent remark by Kurtz. Random sets had already been studied extensively by many authors, including Choquet (1953-54), Kendall (1974), and Matheron (1975), when an associated weak convergence theory was developed by Norberg (1984).

The applications considered in this chapter have a long history. Thus, primitive versions of Theorem 14.18 were obtained by Palm (1943), KhinChin (1955-60), and Ososkov (1956). The present version is due for $S=\mathbb{R}$ to Grigelionis (1963) and for more general spaces to Goldman (1967) and Jagers (1972). Limit theorems under simultaneous thinning and rescaling of a given point process were obtained by RÉNYi (1956), Nawrotzki (1962), Belyaev (1963), and Goldman (1967). The general version in Theorem 14.19 was proved by Kallenberg (1975-86) after Mecke (1968) had obtained his related characterization of Cox processes. Limit theorems for sampling from a finite population and for general exchangeable sequences have been proved in varying generality by many authors, including Chernov and Teicher (1958), HÁjek (1960), Rosén (1964), Billingsley (1968), and Hagberg (1973). The results of Theorems 14.21 and 14.25 first appeared in Kallenberg (1973b).

Detailed accounts of weak convergence theory and its applications may be found in several excellent textbooks and monographs, including Billingsley (1968), Pollard (1984), Ethier and Kurtz (1986), and Jacod and Shiryaev (1987). More information on limit theorems for random measures and point processes is available in Matthes, Kerstan, and Mecke (1978) and Kallenberg (1975-86). A good general reference for random sets is Matheron (1975).

## 15. Stochastic Integrals and Quadratic Variation

The first stochastic integral with a random integrand was defined by Itô (1942a, 1944), who used Brownian motion as the integrator and assumed the integrand to be product measurable and adapted. Doob (1953) noted the connection with martingale theory. A first version of the fundamental Theorem 15.19 was proved by ITÔ (1951a). The result was later extended by many authors. The compensated integral in Corollary 15.22 was introduced by Fisk, and independently by Stratonovich (1966).

The existence of the quadratic variation process was originally deduced from the Doob-Meyer decomposition. Fisk (1966) showed how the quadratic variation can also be obtained directly from the process, as in Proposition 15.18. The present construction was inspired by Rogers and Williams (1987). The BDG inequalities were originally proved for $p>1$ and discrete time by Burkholder (1966). Millar (1968) noted the extension to continuous martingales, in which context the further extension to arbitrary $p>0$ was obtained independently by Burkholder and Gundy (1970) and Novikov (1971). Kunita and Watanabe (1967) introduced the covariation of two martingales and proved the associated characterization of the integral. They further established some general inequalities related to Proposition 15.10.

The Itô integral was extended to square-integrable martingales by CourRÈge (1962-63) and Kunita and Watanabe (1967) and to continuous semimartingales by Doléans-Dade and Meyer (1970). The idea of localization is due to Itô and Watanabe (1965). Theorem 15.25 was obtained by KazaMAKI (1972) as part of a general theory of random time change. Stochastic integrals depending on a parameter were studied by Doléans (1967b) and Stricker and Yor (1978), and the functional representation of Proposition 15.27 first appeared in Kallenberg (1996a).

Elementary introductions to Itô integration appear in many textbooks, such as Chung and Williams (1983) and Øksendal (1985-95). For more advanced accounts and for further information, see Ikeda and Watanabe (1981-89), Rogers and Williams (1987), Karatzas and Shreve (198891), and Revuz and Yor (1991-94).

## 16. Continuous Martingales and Brownian Motion

The fundamental characterization of Brownian motion in Theorem 16.3 was proved by LÉvy (1937-54), who also (1940) noted the conformal invariance up to a time-change of complex Brownian motion and stated the polarity of singletons. A rigorous proof of Theorem 16.6 was later provided by Kakutani (1944a-b). Kunita and Watanabe (1967) gave the first modern proof of Lévy's characterization theorem, based on Itô's formula and exponential martingales. The history of the latter can be traced back to the fundamental Cameron and Martin (1944) paper containing Theorem 16.22 and to WALD's $(1946,1947)$ work in sequential analysis, where the identity of Lemma 16.24 first appeared in a version for random walks.

The integral representation in Theorem 16.10 is essentially due to Itô (1951c), who noted its connection with multiple stochastic integrals and chaos expansions. A one-dimensional version of Theorem 16.12 appears in Doob (1953). The general time-change Theorem 16.4 was discovered independently by Dambis (1965) and Dubins and Schwarz (1965), and a systematic study of isotropic martingales was initiated by Getoor and Sharpe (1972). The
multivariate result in Proposition 16.8 was noted by Knight (1971), and a version of Proposition 16.9 for general exchangeable processes appears in Kallenberg (1989). The skew-product representation in Corollary 16.7 is due to Galmarino (1963),

The Cameron-Martin theorem was gradually extended to more general settings by many authors, including Maruyama (1954, 1955), Girsanov (1960), and Van Schuppen and Wong (1974). The martingale criterion of Theorem 16.23 was obtained by Novikov (1972).

The material in this chapter is covered by many texts, including the excellent monographs by Karatzas and Shreve (1988-91) and Revuz and Yor (1991-94). A more advanced and amazingly informative text is JACOD (1979).

## 17. Feller Processes and Semigroups

Semigroup ideas are implicit in Kolmogorov's pioneering (1931a) paper, whose central theme is the search for local characteristics that will determine the transition probabilities through a system of differential equations, the so-called Kolmogorov forward and backward equations. Markov chains and diffusion processes were originally treated separately, but in (1935) KolMOGOROV proposed a unified framework, with transition kernels regarded as operators (initially operating on measures rather than on functions), and with local characteristics given by an associated generator.

Kolmogorov's ideas were taken up by Feller (1936), who obtained general existence and uniqueness results for the forward and backward equations. The abstract theory of contraction semigroups on Banach spaces was developed independently by Hille (1948) and Yosida (1948), both of whom recognized its significance for the theory of Markov processes. The power of the semigroup approach became clear through the work of Feller (1952, 1954), who gave a complete description of the generators of one-dimensional diffusions. In particular, Feller characterizes the boundary behavior of the process in terms of the domain of the generator.

The systematic study of Markov semigroups began with the work of Dynkin (1955a). The standard approach is to postulate strong continuity instead of the weaker and more easily verified condition $\left(\mathrm{F}_{2}\right)$. The positive maximum principle appears in the work of ITÔ (1957), and the core condition of Proposition 17.9 is due to Watanabe (1968).

The first regularity theorem was obtained by Doeblin (1939b), who gave conditions for the paths to be step functions. A sufficient condition for continuity was then obtained by Fortet (1943). Finally, Kinney (1953) showed that any Feller process has a version with rcll paths, after Dynkin (1952) had obtained the same property under a Hölder condition. The use of martingale methods for the study of Markov processes dates back to Kinney (1953) and Doob (1954).

The strong Markov property for Feller processes was proved independently by Dynkin and Yushkevich (1956) and by Blumenthal (1957) after special cases had been considered by Doob (1945), Hunt (1956), and Ray (1956). Blumenthal's (1957) paper also contains his zero-one law. Dynkin (1955a) introduced his "characteristic operator," and a version of Theorem 17.24 appears in Dynkin (1956).

There is a vast literature on approximation results for Markov chains and Markov processes, covering a wide range of applications. The use of semigroup methods to prove limit theorems can be traced back to Lindeberg's (1922a) proof of the central limit theorem. The general results in Theorems 17.25 and 17.28 were developed in stages by Trotter (1958a), Sova (1967), Kurtz (1969-75), and Mackevičius (1974). Our proof of Theorem 17.25 uses ideas from Goldstein (1976).

A splendid introduction to semigroup theory is given by the relevant chapters in Feller (1966-71). In particular, Feller shows how the onedimensional Lévy-Khinchin formula and associated limit theorems can be derived by semigroup methods. More detailed and advanced accounts of the subject appear in Dynkin (1963-65), Ethier and Kurtz (1986), and DelLacherie and Meyer (1975-87).

## 18. Stochastic Differential Equations and Martingale Problems

Long before the existence of any general theory for SDEs, LANGEVIN (1908) proposed his equation to model the velocity of a Brownian particle. The solution process was later studied by Ornstein and Uhlenbeck (1930) and was thus named after them. A more rigorous discussion appears in Doob (1942a).

The general idea of a stochastic differential equation goes back to BERNSTEIN (1934, 1938), who proposed a pathwise construction of diffusion processes by a discrete approximation, leading in the limit to a formal differential equation driven by a Brownian motion. However, Itô (1942a, 1951b) was the first author to develop a rigorous and systematic theory, including a precise definition of the integral, conditions for existence and uniqueness of solutions, and basic properties of the solution process, such as the Markov property and the continuous dependence on initial state. Similar results were obtained, later but independently, by Gihman (1947, 1950-51).

The notion of a weak solution was introduced by Girsanov (1960), and a version of the weak existence Theorem 18.9 appears in Skorohod (196165). The ideas behind the transformations in Propositions 18.12 and 18.13 date back to Girsanov (1960) and Volkonsky (1958), respectively. The notion of a martingale problem can be traced back to LÉVY's martingale characterization of Brownian motion and Dynkin's theory of the characteristic operator. A comprehensive theory was developed by Stroock and

VARADHAN (1969), who established the equivalence with weak solutions to the associated SDEs, obtained general criteria for uniqueness in law, and deduced conditions for the strong Markov and Feller properties. The measurability part of Theorem 18.10 is a slight extension of an exercise in Stroock and Varadhan (1979).

Yamada and Watanabe (1971) proved that weak existence and pathwise uniqueness imply strong existence and uniqueness in law. Under the same conditions, they further established the existence of a functional solution, possibly depending on the initial distribution of the process; that dependence was later removed by Kallenberg (1996a). Ikeda and Watanabe (1981-89) noted how the notions of pathwise uniqueness and uniqueness in law extend by conditioning from degenerate to arbitrary initial distributions.

The basic theory of SDEs is covered by many excellent textbooks on different levels, including Ikeda and Watanabe (1981-89), Rogers and Williams (1987), and Karatzas and Shreve (1988-91). More information on the martingale problem is available in Jacod (1979), Stroock and Varadhan (1979), and Ethier and Kurtz (1986).

## 19. Local Time, Excursions, and Additive Functionals

Local time of Brownian motion at a fixed point was discovered and explored by LÉvy (1939), who devised several explicit constructions, mostly of the type of Proposition 19.12. Much of Lévy's analysis is based on the observation in Corollary 19.3. The elementary Lemma 19.2 is due to Skorohod (1961-62). Formula (1), first noted for Brownian motion by Tanaka (1963), was taken by MEYER (1976) as the basis for a general semimartingale approach. The general Itô-Tanaka formula in Theorem 19.5 was obtained independently by Meyer (1976) and Wang (1977). Trotter (1958b) proved that Brownian local time has a jointly continuous version, and the extension to general continuous semimartingales in Theorem 19.4 was obtained by Yor (1978).

Modern excursion theory originated with the seminal paper of ITÔ (1972), which was partly inspired by earlier work of LÉvy (1939). In particular, Itô proved a version of Theorem 19.11, assuming the existence of local time. Horowitz (1972) independently studied regenerative sets and noted their connection with subordinators, equivalent to the existence of a local time. A systematic theory of regenerative processes was developed by Maisonneuve (1974). The remarkable Theorem 19.17 was discovered independently by Ray (1963) and Knight (1963), and the present proof is essentially due to Walsh (1978). Our construction of the excursion process is close in spirit to Lévy's original ideas and to those in Greenwood and Pitman (1980).

Elementary additive functionals of integral type had been discussed extensively in the literature when Dynkin proposed a study of the general case. The existence Theorem 19.23 was obtained by Volkonsky (1960),
and the construction of local time in Theorem 19.24 dates back to Blumenthal and Getoor (1964). The integral representation of CAFs in Theorem 19.25 was proved independently by Volkonsky $(1958,1960)$ and McKean and Tanaka (1961). The characterization of additive functionals in terms of suitable measures on the state space dates back to MEyER (1962), and the explicit representation of the associated measures was found by Revuz (1970) after special cases had been considered by Hunt (1957-58).

An excellent introduction to local time appears in Karatzas and Shreve (1988-91). The books by Itô and McKean (1965-96) and Revuz and Yor (1991-94) contain an abundance of further information on the subject. The latter text may also serve as a good introduction to additive functionals and excursion theory. For more information on the latter topics, the reader may consult Blumenthal and Getoor (1968), Blumenthal (1992), and Dellacherie, Maisonneuve, and Meyer (1992).

## 20. One-Dimensional SDEs and Diffusions

The study of continuous Markov processes and the associated parabolic differential equations, initiated by Kolmogorov (1931a) and Feller (1936), took a new direction with the seminal papers of Feller (1952, 1954), who studied the generators of one-dimensional diffusions within the framework of the newly developed semigroup theory. In particular, Feller gave a complete description in terms of scale function and speed measure, classified the boundary behavior, and showed how the latter is determined by the domain of the generator. Finally, he identified the cases when explosion occurs, corresponding to the absorption cases in Theorem 20.15.

A more probabilistic approach to these results was developed by Dynkin (1955b, 1959), who along with Ray (1956) continued Feller's study of the relationship between analytic properties of the generator and sample path properties of the process. The idea of constructing diffusions on a natural scale through a time change of Brownian motion is due to Hunt (1958) and Volkonsky (1958), and the full description in Theorem 20.9 was completed by Volkonsky (1960) and Itô and McKean (1965-96). The present stochastic calculus approach is based on ideas in MéLÉARD (1986).

The ratio ergodic Theorem 20.14 was first obtained for Brownian motion by Derman (1954), by a method originally devised for discrete-time chains by Doeblin (1938). It was later extended to more general diffusions by Motoo and Watanabe (1958). The ergodic behavior of recurrent onedimensional diffusions was analyzed by Maruyama and Tanaka (1957).

For one-dimensional SDEs, Skorohod (1961-65) noticed that Itô's original Lipschitz condition for pathwise uniqueness can be replaced by a weaker Hölder condition. He also obtained a corresponding comparison theorem. The improved conditions in Theorems 20.3 and 20.5 are due to Yamada and Watanabe (1971) and Yamada (1973), respectively. Perkins (1982)
and Le Gall (1983) noted how the use of semimartingale local time simplifies and unifies the proofs of those and related results. The fundamental weak existence and uniqueness criteria in Theorem 20.1 were discovered by Engelbert and Schmidt $(1984,1985)$, whose (1981) zero-one law is implicit in Lemma 20.2.

Elementary introductions to one-dimensional diffusions appear in Breiman (1968-92), Freedman (1971-83b), and Rogers and Williams (1987). More detailed and advanced accounts are given by Dynkin (1963-65) and Itô and McKean (1965-96). Further information on one-dimensional SDEs may be obtained from the excellent books by Karatzas and Shreve (198891) and Revuz and Yor (1991-94).

## 21. PDE-Connections and Potential Theory

The fundamental solution to the heat equation in terms of the Gaussian kernel was obtained by Laplace (1809). A century later Bachelier (1900, 1901) noted the relationship between Brownian motion and the heat equation. The PDE connections were further explored by many authors, including Kolmogorov (1931a), Feller (1936), Kac (1951), and Doob (1955). A first version of Theorem 21.1 was obtained by Kac (1949), who was in turn inspired by Feynman's (1948) work on the Schrödinger equation. Theorem 21.2 is due to Stroock and Varadhan (1969).

Green (1828), in his discussion of the Dirichlet problem, introduced the functions named after him. The Dirichlet, sweeping, and equilibrium problems were all studied by Gauss (1840) in a pioneering paper on electrostatics. The rigorous developments in potential theory began with Poincaré (189099), who solved the Dirichlet problem for domains with a smooth boundary. The equilibrium measure was characterized by GaUsS as the unique measure minimizing a certain energy functional, but the existence of the minimum was not rigorously established until Frostman (1935).

The first probabilistic connections were made by Phillips and Wiener (1923) and Courant, Friedrichs, and Lewy (1928), who solved the Dirichlet problem in the plane by a method of discrete approximation, involving a version of Theorem 21.5 for a simple symmetric random walk. Kolmogorov and Leontovich (1933) evaluated a special hitting distribution for two-dimensional Brownian motion and noted that it satisfies the heat equation. Kakutani (1944b, 1945) showed how the harmonic measure and sweeping kernel can be expressed in terms of a Brownian motion. The probabilistic methods were extended and perfected by Doob (1954, 1955), who noted the profound connections with martingale theory. A general potential theory was later developed by Hunt (1957-58) for broad classes of Markov processes.

The interpretation of Green functions as occupation densities was known to KAC (1951), and a probabilistic approach to Green functions was devel-
oped by Hunt (1956). The connection between equilibrium measures and quitting times, known already to Spitzer (1964) and Itô and McKean (1965-96), was exploited by ChUNG (1973) to yield the explicit representation in Theorem 21.14.

Time reversal of diffusion processes was first considered by Schrödinger (1931). Kolmogorov $(1936 \mathrm{~b}, 1937)$ computed the transition kernels of the reversed process, and gave necessary and sufficient conditions for symmetry. The basic role of time reversal and duality in potential theory was recognized by Doob (1954) and Hunt (1958). Proposition 21.15 and the related construction in Theorem 21.21 go back to Hunt, but Theorem 21.19 may be new. The measure $\nu$ in Theorem 21.21 is related to the "Kuznetsov measures," discussed extensively in Getoor (1990). The connection between random sets and alternating capacities was established by Choquet (195354 ), and a corresponding representation of infinitely divisible random sets was obtained by Matheron (1975).

Elementary introductions to probabilistic potential theory appear in BASS (1995) and Chung (1995), and to other PDE connections in Karatzas and Shreve (1988-91). A detailed exposition of classical probabilistic potential theory is given by Port and Stone (1978). Doob (1984) provides a wealth of further information on both the analytic and probabilistic aspects. Introductions to Hunt's work and the subsequent developments are given by Chung (1982) and Dellacherie and Meyer (1975-87). More advanced treatments appear in Blumenthal and Getoor (1968) and Sharpe (1988).

## 22. Predictability, Compensation, and Excessive Functions

The basic connection between superharmonic functions and supermartingales was established by Doob (1954), who also proved that compositions of excessive functions with Brownian motion are continuous. Doob further recognized the need for a general decomposition theorem for supermartingales, generalizing the elementary Lemma 6.10. Such a result was eventually proved by Meyer (1962, 1963), in the form of Lemma 22.7, after special decompositions in the Markovian context had been obtained by Volkonsky (1960) and Shur (1961). Meyer's original proof was profound and clever. The present more elementary approach, based on Dunford's (1939) weak compactness criterion, was devised by RAO (1969a). The extension to general submartingales was accomplished by Itô and Watanabe (1965) through the introduction of local martingales.

Predictable and totally inaccessible times appear implicitly in the work of Blumenthal (1957) and Hunt (1957-58), in the context of quasi-leftcontinuity. A systematic study of optional times and their associated $\sigma$-fields was initiated by Chung and Doob (1965). The basic role of the predictable
$\sigma$-field became clear after Doléans (1967a) had proved the equivalence between naturalness and predictability for increasing processes, thereby establishing the ultimate version of the Doob-Meyer decomposition. The moment inequality in Proposition 22.21 was obtained independently by Garsia (1973) and NEVEU (1972-75) after a more special result had been proved by Burkholder, Davis, and Gundy (1972). The theory of optional and predictable times and $\sigma$-fields was developed by Meyer (1966), Dellacherie (1972), and others into a "general theory of processes," which has in many ways revolutionized modern probability.

Natural compensators of optional times first appeared in reliability theory. More general compensators were later studied in the Markovian context by Watanabe (1964) under the name of "Lévy systems." Grigelionis (1971) and JACOD (1975) constructed the compensator of a general random measure and introduced the related "local characteristics" of a general semimartingale. Watanabe (1964) proved that a simple point process with a continuous and deterministic compensator is Poisson; a corresponding timechange result was obtained independently by Meyer (1971) and Papangelou (1972). The extension in Theorem 22.24 was given by Kallenberg (1990), and general versions of Proposition 22.27 appear in Rosiński and Woyczyński (1986) and Kallenberg (1992).

An authoritative account of the general theory, including a beautiful but less elementary projection approach to the Doob-Meyer decomposition, due to Doléans, is given by Dellacherie and Meyer (1975-87). Useful introductions to the theory are contained in Elliott (1982) and Rogers and Williams (1987). Our elementary proof of Lemma 22.10 uses ideas from Doob (1984). Blumenthal and Getoor (1968) remains a good general reference on additive functionals and their potentials. A detailed account of random measures and their compensators appears in JACOD and Shiryaev (1987). Applications to queuing theory are given by Brémaud (1981), Baccelli and Brémaud (1994), and Last and Brandt (1995).

## 23. Semimartingales and General Stochastic Integration

Doob (1953) conceived the idea of a stochastic integration theory for general $L^{2}$-martingales, based on a suitable decomposition of continuous-time submartingales. MEYER's (1962) proof of such a result opened the door to the $L^{2}$-theory, which was then developed by Courrège (1962-63) and Kunita and Watanabe (1967). The latter paper contains in particular a version of the general substitution rule. The integration theory was later extended in a series of papers by Meyer (1967) and Doléans-Dade and Meyer (1970) and reached its final form with the notes of MEYER (1976) and the books by Jacod (1979), Métivier and Pellaumail (1979), and Dellacherie and Meyer (1975-87).

The basic role of predictable processes as integrands was recognized by MEYER (1967). By contrast, semimartingales were originally introduced in an ad hoc manner by Doléans-Dade and Meyer (1970), and their basic preservation laws were only gradually recognized. In particular, JACOD (1975) used the general Girsanov theorem of van Schuppen and Wong (1974) to show that the semimartingale property is preserved under absolutely continuous changes of the probability measure. The characterization of general stochastic integrators as semimartingales was obtained independently by Bichteler (1979) and Dellacherie (1980), in both cases with support from analysts.

Quasimartingales were originally introduced by Fisk (1965) and Orey (1966). The decomposition of RaO (1969b) extends a result by KrickeBERG (1956) for $L^{1}$-bounded martingales. YoeUrp (1976) combined a notion of "stable subspaces" due to Kunita and Watanabe (1967) with the Hilbert space structure of $\mathcal{M}^{2}$ to obtain an orthogonal decomposition of $L^{2}$ martingales, equivalent to the decompositions in Theorem 23.14 and Proposition 23.16. Elaborating on those ideas, MEyER (1976) showed that the purely discontinuous component admits a representation as a sum of compensated jumps.

SDEs driven by general Lévy processes were already considered by Itô (1951b). The study of SDEs driven by general semimartingales was initiated by Doléans-Dade (1970), who obtained her exponential process as a solution to the equation in Theorem 23.8. The scope of the theory was later expanded by many authors, and a comprehensive account is given by Protter (1990).

The martingale inequalities in Theorems 23.17 and 23.12 have ancient origins. Thus, a version of (18) for independent random variables was proved by Kolmogorov (1929), whose original bound was later sharpened by Prohorov (1959). The result was extended to discrete-time martingales by Johnson, Schechtman, and Zinn (1985) and Hitczenko (1990). The present statements appeared in Kallenberg and Sztencel (1991).

Early versions of the inequalities in Theorem 23.12 were proved by KhinCHIN (1923, 1924) for symmetric random walks and by Paley (1932) for Walsh series. A version for independent random variables was obtained by Marcinkiewicz and Zygmund (1937, 1938). The extension to discretetime martingales is due to Burkholder (1966) for $p>1$ and to Davis (1970) for $p=1$. The result was extended to continuous time by Burkholder, Davis, and Gundy (1972), who also noted how the general result can be deduced from the statement for $p=1$. The present proof is a continuous-time version of Davis' original argument.

Excellent introductions to semimartingales and stochastic integration are given by Dellacherie and Meyer (1975-87) and Jacod and Shiryaev (1987). Protter (1990) offers an interesting alternative approach, originally suggested by Meyer and by Dellacherie (1980). The book by Jacod (1979) remains a rich source of further information on the subject.
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## Terms and Topics

absolute:
continuity, 13, 212, 306, 354, 441, 456
moment, 26
absorption:
of Markov process, 132, 188, 324, 328, 356
of diffusion, 382, 385-86
of supermartingale, 113
accessible:
set, boundary, 137, 383
time, 411, 419-20
jumps, 418, 448
adapted, 97, 422
additive functional, 364
a.e., almost everywhere, 12
allocation sequence, 171
almost:
everywhere, 12
invariant, 158
alternating function, 403, 407
analytic function, 288, 299
announcing sequence, 287, 410
aperiodic, 127
approximation of:
covariation, 285
empirical distributions, 228
exchangeable sums, 268
local time, 354, 359
Markov chains, 334
martingales, 230
predictable process, 435
progressive process, 289
random walks, 223, 232, 248, 263
renewal process, 227
arcsine laws, 208, 226, 248
Arzelà-Ascoli theorem, 258, 458
a.s., almost surely, 24
atom, atomic, 9, 18
augmented filtration, 101
averaging property, 82
backward equation, 192, 317, 391
balayage, sweeping, 395
BDG inequalities, 279, 443
Bernoulli sequence, 33
Bessel process, 206, 363
bilinear, 27
binary expansion, 33
Blumenthal's zero-one law, 327
Borel-Cantelli lemma, 24, 32, 108

Borel:
isomorphism, space, 7, 456
set, $\sigma$-field, 2
boundary behavior, 380-83, 394-95
bounded optional time, 104
Brownian:
bridge, 203, 228, 302
excursion, 361
motion, 202-10, 221, 223-25, 227-32, 260, 298-306, 310-11, 335-49, 352, 361-67, 369-76, 379, 392-406, 426-31
scaling, inversion, 203
CAF, continuous additive functional, 364
Cameron-Martin theorem, 310
canonical:
decomposition, 283, 436
process, space, filtration, 123, 326, 330
capacity, 401-03, 406-07
Cartesian product, 2
Cauchy:
convergence in probability, 42
problem, 391-92
Cauchy-Buniakovsky inequality, 17, 280, 434, 438
centering, centered, 49, 200
central limit theorem, 67, 225, 260
chain rule for:
conditional independence, 88
conditioning, 82
integration, 12, 284
change of:
measure, 306-11, 441
scale, 372,376
time, 290, 298, 346, 372-74, 378-79, 424
chaos expansion, 216, 306
Chapman-Kolmogorov equation, 119-20, 122, 128, 314
characteristic:
exponent, 240
function(al), 61-63, 67, 77, 178
measure, 192
operator, 329
characteristics, 239, 336

Chebyshev's inequality, 40
closed, closure:
martingale, 108, 112
operator, 319
compactification, 323-24
compactness:
vague, 75
weak, 76
weak $L^{1}, 46$
in $C$ and $D, 458$
comparison of solutions, 375-76
compensator, 412, 417-19, 422-25, 429-30
complete, completion:
filtration, 100
function space, 16, 42
$\sigma$-field, 13,87
completely monotone, alternating, 403, 407
complex-valued process, 211, 288, 297-99
composition, 4
compound Poisson, 192, 246-47, 250
condenser theorem, 404
conditional:
distribution, 84
expectation, 81-82
independence 86-88, 90, 118, 168, 172, 181, 347
probability, 83
conductor, 400-04
cone condition, 394
conformal mapping, invariance, 288, 299
conservative semigroup, 315,323
continuity:
set, 53
theorem, 63, 77
w.r.t. a time-change, 290
continuous:
additive functional, 364-70, 372-74, 378-79, 429-32
in probability, 172, 235, 271
mapping, 41, 54
martingale component, 446-47
contraction, $82,86,314$
convergence:
in distribution, 42-43, 53-56, 63-64, 76-77, 256-73
in probability, 40-43, 57
of exchangeable processes, 269
of infinitely divisible laws, 244-45
of Lévy processes, 247
of Markov processes, 331
of point processes, 265, 273
of random measures, 264
of random sets, 272
convex, concave:
functions, 26, 103, 353, 380
sets, 164,452
convolution, 15, 30
core of generator, 319-20, 331, 334
countably additive, subadditive, 7
counting measure, 9
coupling, 129, 150
independent, 129-30, 387
Skorohod, 56, 90
covariance, 27,200
covariation, 278, 280-82, 285, 434, 437-38
Cox process, 180-83, 266-67
Cramér-Wold theorem, 64
cylinder set, 2, 92
(D) class submartingale, 412

Daniell-Kolmogorov theorem, 91-92
debut, 100
decomposition of:
increasing process, 418
martingale, 436, 446, 448
measure, 456
optional time, 412
submartingale, 103, 412
degenerate:
measure, 9,18
random element, 28
delay, 148, 150
density, 12-13, 110, 456
differentiation theorem, 456
diffuse (random) measure, 9, 18, 180, 183, 248
diffusion, 330, 336, 376, 391
equation, $336,344,346,371-76$
Dirac measure, 9

Dirichlet problem, 394
discrete time, 120
disintegration, 85
dissection, 178, 184
dissipative, 323
distribution, 24
function, 25, 36
Doléans exponential, 440
domain, 393
of attraction, 73
of generator, 316, 319-21
dominated convergence, 11, 284, 436, 444
Donsker's theorem, 225, 260
Doob decomposition, 103
Doob-Meyer decomposition, 412
dual predictable projection, 417
duality, 144
Dynkin's formula, 328
effective dimension, 137
elementary:
function, 213
additive functional, 364
stochastic integral, 105, 289, 435
elliptic operator, 330, 341, 392
embedded:
Markov chain, 189
martingale, 385
random variable, walk, 221-23
empirical distribution, 52, 163, 179, 228
entrance boundary, 382-83
equicontinuity, $62,259,261-62,458$
equilibrium measure, 401-03, 405
ergodic, 159, 163-64, 385
decomposition, 164
theorems, Markovian, 129-31, 194-95, 384, 386-87
theorems, in stationarity, 159-62, 165-67
evaluation map, 24, 177, 457
event, 23
excessive function, 325, 367, 426-30
exchangeable:
sequence, 168-70, 268
increment process, 172, 185, 269-71
excursion, 127, 355-62
existence:
of Markov processes, 120, 324
of random sequences, processes, 33, 91-93
of solutions to SDEs, 338, 342, 345-46, 372
exit boundary, 382-83
expectation, expected value, $25-26,29$
explosion, 190-91, 340, 383
exponential:
distribution, 188-90, 356
inequality, 448
martingale, process, 297, 309, 440, 449
extended real line, 5
extension of:
filtration, 298
measure, 308, 455
probability space, 88
extreme:
element, 164
value, 207, 253
factorial measure, 169
fast reflection, 380
Fatou's lemma, 11, 44-45
Fell topology, 272-73, 461
Feller process, semigroup, 315-34, 344, 364-65, 367-68, 383, 420
Feynman-Kac formula, 391
field, 455
filtration, 97
de Finetti's theorem, 168
finite-dimensional distributions, 25 , 119
finite-variation process, 276, 283, 416, 436
first:
entry, 101
maximum, 143, 172, 208, 226, 248
Fisk-Stratonovich integral, 288
fixed jump, 235
flow, 161, 338
fluctuations, 144-45
forward equation, 317
Fubini theorem, 14, 29, 85, 304
functional:
representation, 57, 292
solution, 347
fundamental identity, 400
Gaussian:
convergence, 69-71, 73
measure, process, 67, 200-04, 297
general theory of processes, 484
generated:
$\sigma$-field, 2
filtration, 5, 97
generating function, 61
generator, 314-23, 329-30
geometric distribution, 126, 356
Girsanov theorem, 308, 311, 441
Glivenko-Cantelli theorem, 52
graph:
of operator, 319
of optional time, 411
Green function, potential, 379, 397, 431
harmonic:
function, 299, 393
measure, 395
minorant, 430
heat equation, 392
Helly's selection theorem, 75
Hermite polynomials, 215
Hewitt-Savage zero-one law, 31
Hille-Yosida theorem, 321
hitting:
function, 272, 407
kernel, 393, 405
time, 100, 377, 393
Hölder:
continuity, 35, 202, 261
inequality, 16,86
holding time, 188, 356
homogeneous:
chaos, 216
kernel, 121, 192
hyper-contraction, 268
i.i.d., independent identically distributed, 31, 33, 51, 66-67, 72-73, 243, 246
inaccessible boundary, 380
increasing process, 412
increment of function, measure, 36, 178, 184
independence, 27-33
independent-increment:
processes, 121, 192, 202, 235-36
random measures, 178, 184-85
indicator function, 5,23
indistinguishable, 34
induced:
$\sigma$-field, 2-5
filtration, 5, 97, 290
infinitely divisible, 243-46, 251
initial distribution, 118
inner product, 17
instantaneous state, 356
integrable:
function, 11
increasing process, 412
random vector, process 26
integral representation:
invariant distribution, 164
martingale, 303-04, 306
integration by parts, $285,437-38$, 441
intensity measure, 177
invariance principle, 227
invariant:
distribution, 125-26, 128-29, 193-94, 388
measure, 15
$\sigma$-field, 158, 161
subspace, 320
inverse:
function, 3, 457
local time, 360
maximum process, 241
i.o., infinitely often, 23, 31-32
irreducible, 128, 194
isometry, 210, 213, 297
isonormal, 201, 211
isotropic, 298
Itô:
correction term, 286
formula, 286-88, 353, 439
integral, 282, 289-90
$J_{1}$-topology, 261, 458
Jensen's inequality, 26, 86
jump transition kernel, 189
jump-type process, 187
kernel, 19, 34, 83, 122, 343
density, 110
hitting, quitting, sweeping, 395, 400-01, 405
transition, rate, 189, 118
killing, 391, 396
Kolmogorov:
extension theorem, 92
maximum inequality, 47
zero-one law, 30, 110
Kolmogorov-Chentsov criterion, 35, 261
ladder time, height, 143-47
$\lambda$-system, 2
Langevin equation, 337
Laplace:
operator, equation, 320, 393
transform, functional 61, 177-78, 181, 316
last:
return, zero, 142, 208, 226
exit, 401
law of the iterated logarithm, 209, 225, 227-28
lcscH space, 177
Lebesgue:
decomposition, 456
measure, 15, 455
unit interval, 33
level set, 204
Lévy:
characterization of Brownian motion, 298
measure, 239
process, 239-43, 247-48, 263, 320, 436
system, 484
Lévy-Khinchin formula, 239-40
Lindeberg's theorem, 69
linear:
equation, 337, 440
functional, 456

Lipschitz condition, 338, 375-76
local:
characteristics, 336, 484
condition, property 35,82
operator, 329-30
martingale, submartingale, 276, 412
measurability, 237
substitution rule, 288
time, 350-54, 358-60, 363-64, 368-69, 373, 375, 378-79, 431
localization, 276
locally finite measure, kernel 9,18 , 177, 459
$L^{p}{ }_{-}$
boundedness, 44, 109
contraction, 86
convergence, 45, 109, 159-62
marked point process, 184, 423-24
Markov:
chain, 128-31, 193-95, 334
inequality, 40
process, 117-33, 204, 313-34, 344, 376-88
martingale, 102-14, 328
closure, 108, 112
convergence, 107-09, 112
decomposition, 436, 446, 448
embedding, 229
problem, 341-44
transform, 105
maximal, maximum:
ergodic lemma, 159
inequality, 47, 105-06, 260, 448
operator, 329
principle, 321, 329
process, 206, 352
mean, 25
recurrence time, 131, 195
mean-value property, 393
measurable:
group, 15
function, 3-7
set, space, 1-2
measure, 7-9, 455
determining, 9, 163
preserving, 157, 185, 302
space, 7
valued function, process, 170, 271, 460
median, 49
Minkowski's inequality, 16, 86
modulus of continuity, $34,224,259$, 374, 457-58
moment, 26
monotone:
class theorem, 2
convergence, 11, 82
moving average, 212
multiple stochastic integral, 213-15, 304
multiplicative functional, 391
natural:
absorption, 382
increasing process, 413, 415, 417
scale, 377
nonarithmetic, 150
nonnegative definite, 27,211
normal, Gaussian, 67
norm inequalities, 16, 106, 279, 421, 443
nowhere dense, 355-56
null:
array, 65-66, 68, 71, 249-52, 265
recurrence, 129, 195, 385-86
set, 12
occupation:
density, 353, 397
times, measure, $126,137,148-50$, 354
ONB, orthonormal basis, 201, 213
one-dimensional criteria, 183-84, 265, 271-73
optional:
projection, 327
sampling, 104, 112
skipping, 170
stopping, 105, 284
time, 97-101, 410-12, 419
Ornstein-Uhlenbeck process, 204, 212, 337
orthogonal:
functions, spaces, 17, 215-16
orthogonal (cont.)
martingales, processes, 237, 301
measures, 13, 455
parabolic equation, 391-92
parallelogram identity, 17
parameter dependence, 57, 291
path, 24, 406
pathwise uniqueness, 337-38, 347-48, 374
perfect, 355
period, 127-28
permutation, 30, 168
$\pi$-system, 2
Picard iteration, 338
point process, 178, 183, 265-67, 273
Poisson:
compound, 192, 246-47, 250
convergence, 65,266
distribution, 65
integrals, 186
mixed, 185
process, 178-80, 184, 186, 188, 237, 266, 358, 406, 423-24
pseudo-, 191
polar set, 300, 400
polarization, 434, 438
Polish space, 7, 456
polynomial chaos, 216
Portmanteau theorem, 53
positive:
density, 307
functional, operator, $82,314,456$
maximum principle, 321,323 , 329
recurrence, 129, 195, 385, 388
terms, 47, 68, 249
potential:
of additive functional, 364-66, 430
of function, measure, 365, 397
of semigroup, 316
term, 391
predictable:
covariation, quadratic variation, 230, 434
process, 410-12, 415-18, 421-23, 435-36, 441, 444
random measure, 422
sampling, 170
sequence, 103
step process, 105, 277, 434, 451
time, 170, 287, 410-412, 417-20, 448
prediction sequence, 169-70
preseparating class, 265, 462
preservation of:
semimartingales, 442
stochastic integrals, 309
probability, 23
generating function, 61
measure, space 23
product:
$\sigma$-field, 2, 92
measure, 14-15, 29, 93
progressive, 99, 291, 336
Prohorov's theorem, 257
projection, 17, 457
projective, 91-92
pseudo-Poisson, 191, 314
pull-out property, 82
purely:
atomic, 9
discontinuous, 418, 445-48
quadratic variation, 205, 230, 278-81, 437
quasi-left-continuous, 418, 420, 423, 448
quasi-martingale, 450-51
quitting time, kernel, 401, 405
Radon-Nikodým theorem, 82, 456
random:
element, variable, process, 24
matrix, 167
measure, $83,177,264,422$
sequence, 41, 55
series, 46-50
set, 272-73, 406-07
time, 97
walk, 31, 51, 73, 136-47, 221, 232, 248, 263
randomization, $90,122,222,268$
of point process, 180
variable, 89
rate:
function, kernel, 189
process, 298
ratio ergodic theorem, 384
Ray-Knight theorem, 363
rcll, 111
recurrence, 126, 128, 137-41, 194
time, 131, 195, 356
reflecting boundary, 380
reflection principle, 142, 207
regenerative set, process, 354
regular:
boundary, domain, set, point 368 , 394-95
conditional distribution, 83
diffusion, 376
regularity, regularization of:
local time, 352
Markov process, 325
measure, 8
stochastic flow, 338
submartingale, 107, 111
relative compactness, 46, 75-76, 257, 458
renewal:
measure, process, 148, 188, 227-28
theorem, 150
equation, 152
resolvent, 316-18, 325
equation, 316
restriction:
of measure, 8
of optional time, 411-12, 418
Revuz measure, 365-67, 369
Riemann integrable, 152
Riesz:
decomposition, 430-31
representation, 317, 324, 456
right-continuous:
filtration, 98
process, 111
sample process, 179
sampling without replacement, 267
scale function, 376-77
Schwarz's inequality, 17

SDE, stochastic differential equation, 335
sections, 14, 457
self-adjoint, 82
self-similar, 240
semicontinuous, 426
semigroup, 122, 161, 315
semimartingale, 283, 436, 439, 442, 451
separating class, 265, 407, 462
shift operators, 123, 157, 326
$\sigma$-field, 1
$\sigma$-finite, 8
signed measure, 456
simple:
function, 5-6
measure, point process, 9,178 , 183-84, 265, 273
random walk, 142
singular(ity), 13, 372-73, 455
skew-product, 301
Skorohod:
coupling, 56, 90
embedding, 220-33
slow:
reflection, 381
variation, 73
space-homogeneous, 121, 124
special semimartingale, 436
spectral measure, representation, 211
speed measure, 379
spreadable, 168-70, 172
stable distribution, process, 240-41, 424
standard extension, 298, 304, 342, 347
stationary:
process, 125, 157, 161
random measure, 148
stochastic:
differential equation, 292, 355-49, 371-76, 392
flow, 338
integral, 186, 210, 213, 282, 290, 435-36, 444
process, 24
Stone-Weierstrass theorem, 63, 287
stopping time, optional time, 97

Stratonovich integral, 288
strict past, 410-11
strong:
continuity, 315, 317
ergodicity, 130, 194, 387
existence, 337-38, 347
homogeneity, 132
law of large numbers, 50
Markov property, 124, 132, 187, 206, 326, 344
orthogonality, 301
solution, 336
stationarity, 169-70
subadditive, subadditivity:
ergodic theorem, 165
sequence, array, 165
of measures, 7
submartingale, 102-07, 111-12, 412
subordinator, 239, 241-42, 360
subsequence criterion, 40
subspace, $4,24,53,257$
substitution rule, 12, 286-88, 353, 439
superharmonic, 426
supermartingale, 103, 113-14, 325, 429
superposition, 266
support:
of additive functional, 368, 431
of local time, 351, 364
of measure, $9,273,463$
sweeping, 395, 400
symmetry, symmetric:
difference, 1
point process, 185
random variable, 31,140
set, 30
spherical, 201
terms, 47, 68, 249
symmetrization, 49, 140, 213
tail:
probabilities, 26, 40, 62
$\sigma$-field, 30,110
Tanaka's formula, 350
Taylor expansion, 67, 69, 286
terminal time, 326
thinning, 180, 182, 266-67
three-series criterion, 48
tightness, 43, 62, 76, 257-59, 261-62, 264, 268, 271, 452
time:
change, 101, 290, 298, 301, 378, 424, 458
homogeneous, 121-22, 187
reversal, 404, 428
total variation, 129, 205
totally inaccessible, 411, 414
transfer, 36, 89, 347
transience, 126, 137, 141, 194, 300
transition:
density, 396
function, matrix, 128, 193
kernel, 118, 122
operator, semigroup, 192, 313-14
translation, 15
trivial, 28, 159
ultimately, 23
uncorrelated, 27, 200
uniform:
distribution, 33
excessivity, 367
integrability, 44-46, 86, 108, 111, 151, 280, 412
laws, 209
uniqueness in law, 337, 345-47, 372, 392
universal completion, 346, 457
upcrossings, 105-06
urn sequence, 169
vague topology, 75-76, 264, 459
variance, 27,29
version of process, 34
Wald's identity, 311
weak:
compactness, 76,257
convergence, 42, 76, 255-74
existence, 337, 342, 345-46, 372
$L^{1}$ compactness, 46
law of large numbers, 72
optionality, 98
solution, 336, 347
well posed, 341

Wiener:
integral, 210-12
process, Brownian motion, 203
Wiener-Hopf factorization, 145
Yosida approximation, 318, 332
zero-one laws, 30-31, 327

## Symbols

$|A|, \quad 178$
A, 418
$A^{\lambda}, 318,365$
$A^{c}, A \backslash B, \quad 1$
$\mathcal{A}, \mathcal{A}^{\mu}, \quad 13,23$
$\mathcal{B}, \mathcal{B}(S), \quad 2$
C, 324
$C_{0}, C_{0}^{\infty}, \quad 315,320$
$C^{k}, \quad 286$
$C_{K}^{+}, \quad 75,177$
$C_{b}(S), \quad 42$
$C(K, S), 255$
$C_{K}^{D}, \quad 401$
$\operatorname{cov}[\xi ; A], \quad 252$
$D_{h}, \mathcal{D}_{h}, \quad 356$
$D\left(\mathbb{R}_{+}, S\right), \quad 261,458$
$D([0,1], S), \quad 267$
$\Delta, \nabla, \quad 1,237,320,323,403$
д, 127, 393
$\delta_{x}, \quad 9$
$\stackrel{d}{=}, \quad 25$
$\xrightarrow{\text { d }}, 42$
E, 25, 177
$\bar{E}, \quad 365$
$E_{x}, E_{\mu}, \quad 122$
$E[\xi ; A], \quad 26$
$E[\xi \mid \mathcal{F}]=E^{\mathcal{F}} \xi, \quad 81$
$\mathcal{E}, \mathcal{E}_{n}, \quad 213,281$
$\mathcal{E}(X), \quad 309,440$
$\hat{F}_{n}, \quad 52$
$\mathcal{F}, \quad 97,272$
$\overline{\mathcal{F}}, \quad 101$
$\mathcal{F}^{+}, \quad 98$
$\mathcal{F}_{\tau}, \quad 97$
$\mathcal{F}_{\tau-}, \quad 410$
$\mathcal{F}_{\infty}, \quad 109$
$\mathcal{F}_{D}, \mathcal{F}_{D}^{r}, \quad 400$
$\mathcal{F} \otimes \mathcal{G}, \quad 2$
$\mathcal{F} \vee \mathcal{G}, \bigvee_{n} \mathcal{F}_{n}, \quad 28$
$\mathcal{F} \Perp \mathcal{G}, \mathcal{F} \Perp_{\mathcal{G}} \mathcal{H}, \quad 27,86$
$f_{ \pm}, \quad 11$
$f^{-1}, \quad 3$
$f_{i}^{\prime}, f_{i j}^{\prime \prime}, \quad 286$
$f \cdot A, \quad 364$
$f \circ g, \quad 4$
$f \otimes g, \quad 215$
$\langle f, g\rangle, f \perp g, \quad 17$
$f \cdot \mu, \quad 12$
$\xrightarrow{f}, 463$
$\xrightarrow{f d}, \quad 256$
$\varphi B, \quad 272$
$G^{D}, g^{D}, 397$
$\gamma_{K}^{D}, \quad 401$
$H^{\otimes n}, \quad 212$
$H_{K}^{D}, \quad 400$
$h_{a, b}, \quad 377$
I, 314
$I_{n}, 213$
$\mathcal{K}, \quad 272$
$\mathcal{K}_{D}, \mathcal{K}_{D}^{r}, \quad 400$
$L_{t}, L_{t}^{x}, \quad 352,358,368$
$L_{K}^{D}, \quad 401$
$L^{p}, \quad 16$
$L(X), \hat{L}(X), \quad 282-83,290,444$
$L^{2}(M), \quad 435$
$L^{2}(\eta), \quad 216$
$\lambda, \quad 15$
$\langle M\rangle,\langle M, N\rangle, \quad 230,434$
$\mathcal{M}, \mathcal{M}_{0}, 444$
$\mathcal{M}^{2}, \mathcal{M}_{0}^{2}, \mathcal{M}_{\mathrm{loc}}^{2}, \quad 277,433-34$
$\mathcal{M}(S), \quad 18,177$
$\stackrel{m}{\sim}, 442$
$\hat{\mu}, \tilde{\mu}, \quad 61$
$\mu_{t}, \quad 121$
$\mu_{K}^{D}, 401$

| $\mu f, 10$ | $\sigma\{\cdot\}, 2,5$ |
| :---: | :---: |
| $\mu \circ f^{-1}, \quad 9$ | $\operatorname{supp} \mu, 9$ |
| $\mu * \nu, \quad 15$, $14,19-20,119$ | $T_{t}, T_{t}^{\lambda}, \quad 314,318$ |
| $\mu \nu, \mu \otimes \nu, \quad 14,19-20,119$ | $\tau_{A}, \tau_{B}, \quad 100,411$ |
| $\mu \perp \nu, \mu \ll \nu, \quad 13$ | $\begin{aligned} & \tau_{a}, \tau_{a, b}, \quad 376 \\ & {[\tau], \quad 411} \end{aligned}$ |
| $N\left(m, \sigma^{2}\right), 67$ | $\theta_{t}, 123$ |
| $\mathcal{N}(S), 178$ |  |
| $\mathbb{N}, 2$ | $U, U^{\alpha}, U_{A}, U_{A}^{\alpha}, \quad 364-65$ |
| $\nu, \quad 239,357$ |  |
| $\nu_{A}, 365$ | $\begin{aligned} & V \cdot X, \quad 105,282,435-36,444 \\ & \xrightarrow{V}, \quad 75,459 \end{aligned}$ |
| $\Omega, \omega, \quad 23$ | $\operatorname{var}[\xi ; A], 48$ |
| $\Omega^{T}, \quad 2$ | $w_{f}, w(f, h), w(f, t, h), \quad 34,244,259$ |
| $P, 23$ | $\tilde{w}(f, t, h), \quad 458$ |
| $\bar{P}, 428$ | $\xrightarrow{w}, 42$ |
| $P_{x}, P_{\mu}, 122$ |  |
| $P \circ \xi^{-1}, \quad 24$ | $X^{c}, X^{d}, 446$ |
| $P[A \mid \mathcal{F}]=P^{\mathcal{F}} A, \quad 83$ | $X^{\tau}, 105$ |
| $\mathcal{P}(S), 18$ | $X^{*}, X_{t}^{*}, 106$ |
| $p_{a, b}, 377$ | $X \circ d Y, 288$ |
| $p_{i j}^{n}, p_{i j}^{t}, \quad 128,193$ | $[X],[X, Y], 230,278,437$ |
| $p_{t}, p_{t}^{D}, 396$ | $\xi, 358$ |
| $\xrightarrow{P}, 40$ | $\xi, 422$ |
| $\pi_{B}, \pi_{f}, \pi_{t}, \quad 18,24,264$ | Z, 354 |
| $\mathbb{Q}, \mathbb{Q}_{+}, \quad 75,102$ | $\mathbb{Z}, \mathbb{Z}_{+}, \quad 5,36$ |
|  |  |
| $\begin{aligned} & R_{\lambda}, \quad 316 \\ & \mathbb{R}_{\mathbb{R}} \\ & \overline{\mathbb{R}} \\ & \hline \mathbb{R} \end{aligned}$ | $\emptyset, 1$ |
| $\mathbb{R}, \mathbb{R}_{+}, \mathbb{R}, \mathbb{R}_{+}, 2,5$ | $[[0,1), 385$ |
| $r_{x, y}, 126$ | 1, 36 |
| $\hat{S}, 323$ | $1_{A}, 1\{\cdot\}, \quad 5,23$ |
| $\hat{\mathcal{S}}, 177$ | $2^{S}, 1$ |
| $\hat{\mathcal{S}}_{\mu}, \quad 264,272,459$ | ¢, 35 |

