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ABSTRACT  
The theoretical outcomes and experimental results of new input interface for ART1 
neural network applying  in algorithms and software of image analysis are presented 
in the paper. It is well known, that standard ART-1 network may process only binary 
images. The given fact limits application of ART-1 network for full color images 
processing and  recognition because conversion from full color to binary form causes 
loss of the information, as example during conversion to binary form a source image 
lost a color and intensity components and as result two different color images look 
like same images in binary form, that produce a mistake during recognition. In this 
paper a new color interface for ART1 neural network has been developed, 
implemented in software and tested in real examples. As it will be shown, new 
interface allow to produce a full color image processing with using standard ART1 
neural network. 
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1. Introduction 
 
 The ART-1 neural network is considered, 
for working with binary input pattern[1,2]. It 
relates input pattern of images to one of the 
learned classes by vigilance parameter, which 
determines the degree of similarities and how 
close a new input image to a stored 
prototype.When the input image is considered 
to be different from all prototypes, it is added 
to neural net as new image class. New patterns 
may create new classes, but could not deform 
an existing memory[1]. 
 The basic architecture of ART-1 net as it is 
shown in Fig. 1 consists of 3 groups of 
neurons. Field of computational unit which 
consists of 2 layers of neurons: input neurons 
layer S and interface neurons layer Z, 
supplementary neurons layer Y and control 
neurons R, G1, G2[3]. Input binary images are 
presented to input layer S; signals are sent to 

corresponding neurons in Z layer from S layer 
neurons and to control neurons R, G1, G2.  
Each neuron of interface layer Zi (I=1,..,m) is 
connected each neuron of Y layer Yj(j=1,..,m) 
by two weighted pathways. The signals 
broadcast from Z layer neurons to neurons of 
Y layer over connections pathways with 
bottom –up weight Wij and from Y units to Z 
unites over connections pathways with top-
down weights W (j=1,..,m, i=1,..,n). Due to 
great number of connections in Fig. 1, it will 
be shown only two weights of connections 
pathways W. and W between interface layer 
and supplementary layer. 
 Layer Y is a layer of competitive neurons. 
At any time each neuron Yj (j=1,.., m) May be 
in one of three states: active ("on", output 
signal from neuron Yj, Yjout =1); inactive 
("of",output signal from neuron Yj, Yjout = 0 
but a available to participate in competition); 
inhibited (output signal of neuron Yj, Yjout =-1, 
neuron prevented from participating in any 
further computation during the presentation of 
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the current input vector). Each neuron in either 
Y layer or Z layer has three sources from 
which it can receive signals: from the 
interfaces neurons and from control neurons R 
and G2. Similarly  
 
for Z layer, each neuron Zi (i=1,..,.n) can 
receive signals: from Y neuron, input neurons 
Si and from neuron G1 Z layer neurons or Y 
layer neurons are activated by at least two 
excitatory signals. The majority of connections 
pathways shown in Fig. 1 are considered to be 
excitatory signal: from S input layer neurons 
to neuron R, G1 and Z layer neurons and from 
G1, G2,R to corresponding neurons of Z layer 
and Y layer. Inhibitory signals send only sets 
of connections from neurons of interface layer 
to R neuron and from Y layer neurons to 
neuron GI. 
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Fig.1 The basic architecture of ART-1 net 

 
 
2.Developing new interface model:  
 The review of modern condition of a 
question related with practical applications of 
full color image processing and recognition 
shows that in current moment no methods and 
applications implemented the mechanisms of 
ART model for full color image processing. 
However numerical publications shows that 
the works going in two different directions: 
implementation of ART models for image 
segmentations as well as for binary and analog 
data processing.  
 The structure of standard ART1 model 
deals with binary images supposing that the 
input image is in binary form. The given fact 

limits application of a ART-1 network for full 
color images recognition because conversion 
from full color to binary form cause loss of the 
information. For adaptation the ART1 network 
to full color image recognition we suggest 
modification the network input interface (S 
layer) according with method described below. 
 True color image is bitmap where each 
pixel is convolution of RGB components[4]. 
Usually the value of each  pixel  in  true  color  
format    represented  as one  
 

 
Fig.2: Standard Bits format for pixel 

representation 
 
 

 
Fig.3: The bit slicing 

 
 

 
Fig. 4: The structure of ART1 input interface 

for true color images 
 

integer number, but this number contain all 
information about RGB components. Any true 
color pixel is set of 3 numbers or R, G,B 
components. Each component is number in the 
range {0...255} or one byte with bits format 
described in Fig. 1. 
 One way is to display a high value for all 
gray levels in the range of interest (to the 
binary range 0...1) and a low value for all 
other gray levels is method called gray scale 
slicing [5-7]. For true color format it is 
possible to use this method apply bit plane 



slicing for R,G,B components of pixel 
separately. 
 Instead of highlighting gray-level ranges, 
highlighting the contribution made to total 
image appearance by specific bits might be 
desired. Imagine that the image is composed 
of eight 1-bit planes, ranging from bit-plane 0 
for the least significant bit to bit-plane 7 for 
the most significant bit. In terms of 8-bit bytes, 
plane 0 contains all the lowest order bits in the 
bytes comprising the pixels in the image and 
plane 7 contains all the high-order bits as 
shown in Fig. 2 [8]. 
 Note that the higher-order bits (especially 
the top four) contain the majority of the 
visually significant data. The other bit planes 
contribute to more subtle details in the 
image[9-12]. Separating a digital image into 
its bit planes is useful for analyzing the 
relative importance played by each bit of the 
image, a process that aids in determining the 
adequacy of the number of bits used to 
quantize each pixel. Also, this type of 
decomposition we can use for ART1 
adaptation to true color image recognition, as 
shown in Fig. 3. 
 According with image we produced bit 
plane slicing for pixel decomposition and put 
bits separately to input of ART1 network.. As 
our investigation shows, 
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Fig. 5: Result of bit plane slicing. A - source 
image; B - image after applying the 
mask "00011111" (D7-D5 bits 
represented), C-mask "00111111", D - 
mask "01111111" (only bit D7) 

 
this method is fully correct in practical 
implementation, but there are only one 
disadvantage - the numbers of network 
structures increased 24 times to compare with 
standard ART1 model. To simplification of 
network structure let's suppose and check the 
fact, that more important image information  



  
Table 1: Changing of Image statistics according with bits number representation 
Bits Average of distribution %Average of distribution Standard 
deviation %of standard deviation 
D7-D0 131,23 100 86,59 100 
D7-D1 131,84 98,92964 86,47 99,46996 
D7-D2 132,51 97,75399 86,42 99,24912 
D7-D3 133,41 96,17477 86,38 99,07244 
D7-D4 138,52 87,20828 85,74 96,24558 
D7-D5 145,84 74,36392 84,33 90,01767 
D7-D6 159,71 50,02632 79,99 70,84806 
D7 188,22 0 63,95 0 
 

 
Fig. 6: The input interface of ART1 final 

structure network for true color image 
recognition 

concentrated in the firsts significant bits 
(beginning from D7, Fig. 1). To confirm this 
fact we create the program that get source 
image and produce few other image applying 
bit slicing method step by step (Fig. 4).  
 So, in first step we have source image, 
second step each pixel converted with using 
"OR" operation with mask "00000001" (it 
cause bit D0 be in "1" for all image pixels), in 
third step program produce same operation 
with mask "00000011" and continue until the 
mask "011111111". As we can see, image A 
and image B visually the same quality, but we 
represent this image only with using bits 
D7,D6 and D5. Last image (D) is binary color, 
each color component (R,G,B) present in 
binary form. To study in details changing of 
image descriptiveness depending on masked 
bits we add to program feature to calculate 
image statistics (average of distribution and 
standard image deviation) before and after 
masking. Results of research of 35 various 
images are submitted in Table 1. 
 For better representation we recalculate 
percent of statistics changing according with 
formula 1 [13,14] 

%100%
minmax

min ⋅
−

−
=

LL
LLL   (1) 

where %L is parameter of changing in percent, 
L - current value of statistics, Lmin and Lmax 
- minimum and maximum member of set. 
 According with data in Table 1 we can 
come to a conclusion that more significant 
statistics changing in image become after 
masking bit set after bit D3. It means that in 
practical application we can reduce ART1 
input interface length (use the bits D7-D4 
only) as minimum twice without losing image 
quality. So, final structure of input interfaces 
in Fig. 5. 

 
3. Results 
 
 To study the practical approaches of new 
ART1 structure the program implemented a 
color interface of ART1 neural network has 
been created with using Borland Delphi 6.0 
compiler[15,16]. Produced by Borland 
International, Delphi is a powerful 
development environment used primarily to 
build client/server applications for Microsoft 
Windows, with an emphasis on databases. 
Based on Object Pascal, it is object-oriented 
and was designed to give developers the 
ability to build applications easily, with 
minimal coding required. Delphi is similar to 
Visual Basic from Microsoft, but whereas 
Visual Basic is based on the BASIC 
programming language, Delphi is based on 
Pascal. The graphical user interface of 
program, that we created with using Delphi 
6.0. illustrated in Fig. 6.  
 



 
 
Fig. 7: Graphical user interface of ART1 color 

recognition program 
 
 The program allows loading up 200 input 
vectors (images) with different vigilance 
parameter in the range 0.1...1 with maximum 
number of clusters equal 200. To control a 
learning and recognition process the full 
computation history list with step by step 
explanation of calculation sets were included 
to this program. During experimental work we 
selected input vector size equal 64 to be able 
to process images with 8X8 bits resolution. 
The structure of ART1 interface (this structure 
explained in case of 1 recognition cluster) 
used during experimental work represented in 
Fig. 7. 
 For simplification a work and analysis we 
chose three-bits color encoding (it is situation 
when color image represented by one bit per 
each color component red, green and blue) 
whereas in normal condition there is 24 bits 
encoding (one byte per color component). 
That's why only bit D7 presented in model 
(the bits D6-D1 were deleted, Fig. 7). In other 
words we have simplified the input structure 
of color interface showed in Fig. 5 and 
represented each pixel as binary sequence  
Table 2: The colors range of ART1 
interface D7r, D7g, D7b. As result its cause 
transformation of input colors to the range, 
described in Table  

D7r D7g D7b Color 
meaning 
0 0 0 Black 
0 0 1 Blue 
0 1 0 Green 
0 1 1 Cyan 
1 0 0 Red 
1 0 1 Violet 
1 1 0 Yellow 
1 1 1 White 
  
 

 
Fig. 8: The structure (1 recognition cluster) of 

ART1 neural network for full color 
processing 

 

 
 
Fig. 9: The samples of chars used during 

network testing 
 
. 
  
 



For testing the accuracy of neural network 
recognition the set of samples representative 
letters of the Latin alphabet (A... Z) have been 
constructed. The set included 26 different 
chars, 4 random colors per each char, it's 
totally 104 symbols located in external 
graphical files (BMP format). The appearance 
of sample chars inside the set showed in Fig. 
8, note that each char was numbered. 
 Experimental work has been broken on 2 
parts: learning of a neural network and 
recognition. During learning the learning set 
(chars recorded in BMP file numbered in 
ascending order) forwarded to the network 
input. During recognition initial numbers of 
files were shuffled in random order and then 
sent to the input again. The output of the 
network (one output per one input file) is the 
number of recognized cluster.  
Thus, entrance parameters of a neural network 
are: 
1. Input vector size =64 
2. Vigilance parameter (was vary from 0.4 
until 0.8) 
3. Maximum number of clusters = 104 
4. Input image file in BMP format 
The output parameter: number of cluster (or 
clusters if input char belong to few learning 
images) 
 We have provided two researches, first of 
them purposed to estimate abilities of the 

network to recognize the patterns with same 
object by different colors and second one to 
estimate statistical properties of the network at 
various values of vigilance parameter. 
 The result of first research represented in 
Table 3, input sequence means the numbers of 
input samples (Fig. 9). 
 In first test we used lower vigilance 
parameter equal 0.4 and result shows that ever 
in low vigilance it is possible to recognize the 
color of pattern. In this test the red, green and 
blue A chars recognized correctly but yellow 
char (sample number 3) clustered as green 
(sample number 4). We can explain this fact 
that binary representation of red, green and 
blue color is 100,010,001 accordingly (all bits 
is different), yellow 110 - first bit cross linked 
with middle bit of green color. In second test 
all chars recognized correctly due moderate 
vigilance parameter. The third test shows 
ability of network for color interpolation, so 
pattern 8 (dark grey) interpolated as pattern 5 
(black). This ability is easy to explain in next 
example: the hexadecimal representation of 
black is 00H(Red),00H(Green),00H (Blue), 
for dark grey - 00H (Red), 70H (Green), 70H 
(Blue), but in 3 bits notation the bit D7 equal 
zero for both colors and as result dark grey 
color interpolated to black in input interface.  
  

Table 3: Testing the recognition ability of the network 
Test 
number 

Vigilance 
parameter 

Learning sequence Input sequence The network 
outputs 
(number of 
cluster) 

Note 

1. 0.4 1,2,3,4 1,4,3,2 1,3,3,2 Small vigilance 
parameter caused 
clustering into 3 
clusters 

2. 0.75 1,2,3,4 1,4,3,2 1,4,3,2 All patterns recognized 
correctly 

3. 0.75 5,6,7,8 8,6,5,7 5,6,5,7 Pattern 8 (dark 
grey) recognized as 
pattern 5 (black) 

4.  0.75 101,102,103,104 104,101,103, 
102 

102,101, 
101,101 

All patterns 
clustered into two 
clusters (see 
explanation below) 

 



Table 4: Testing of recognition ability of the network 
Test 
number 

Vigilance 
parameter 

Learning 
sequence 

 

The number of 
true positives 

The 
number of 
mistakes 

Sensitivity 

1. 0.4 124 files 70 54 0.56 
2. 0.5 124 files 96 28 0.77 
3. 0.6 124 files 112 12 0.90 
4. 0.7 124 files 119 5 0.96 
5. 0.8 124 files 119 5 0.96 
 
 
The fourth test also demonstrated good 
network color interpolation, during test 
patterns 101-103 interpolated as green, last 
pattern number 104 recognized as white color 
because source color too bright (all D7 bits 
equal one).  
To study the recognition accuracy of the 
network we generated additional set of Latin 
alphabet (A...Z), but only native colors were 
included to this set (red, green, blue, yellow). 
The statistical parameter sensitivity calculated 
according with equation 1[13,14] 
 

Negatives false ofNumber ives truepositofNumber 
positives  trueofNumber Sensivity

+
=

 (1) 

 
 
The result of research represented in Table 4. 
 The results shows that the network is 
able to recognize different colors in vigilance 
parameter ranged 0.7 - 0.8. Less value of 
vigilance reducing sensitivity of network, on 
the other hand moderate vigilance cause dead 
loop in algorithm of pattern recognition. 
 
4. Conclusion 
 
 It is known, that the standard ART1 
network is intended for work with a binary 
input vector[17-23] (bit map image) and this 
fact complicates using of ART1 technology 
for color image recognition applications 
because real images represented in true color 
format and conversion to binary form caused 
information loss. We show that with using of 
bit slicing method it is possible to represent 
the color pixel as the set of binary numbers 

and use this binary sequence as input of neural 
network.  
 Also it was shown (Table 1), that in real 
images most significant information 
concentrated in first 4 bits (D7-D4) that allows 
to use 12-bit encoding without loss of the 
image visual quality (Fig. 4). The Fig. 4 also 
shows that in practical applications it is 
possible to use binary colors. It is three bits 
color encoding, reduced model of input 
interface (using significant bit D7, Fig. 7) as 
we show in previous paragraph and in this 
case ART1 neural network has interpolation 
ability that allow to interpolate any input color 
to the nearest color listed in Table 2.  
 Our investigations show, that good results 
of ART1 recognition (the sensitivity at level 
0.96) it is possible to get when the value of 
vigilance parameter located in the range 0.7-
0.8. The less value reducing network 
sensitivity, high value can cause dead loop in 
algorithm of pattern recognition. 
 Conducted researches have shown 
efficiency of proposed approach to color 
image recognition, but suggested method has 
one disadvantage: even with using binary 
color images (1 bit encoding) the size of 
ART1 neural network increased three times to 
compare with standard ART binary network. 
If we deal with 4 bits encoding the size of 
network will be growth up 12 times. That is 
why we apply this technology for chars 
recognition because for real images with size 
more than 100X100 pixels computations hold 
too much time (up few minutes). That is why 
our future work concentrated in the field of 
parallel processing implementation for full 
color processing and recognition  with using 
ART1 neural network. 
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