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Summary 
Artificial Neural Networks play an increasingly important role in 
financial applications for such tasks as pattern recognition, 
classification, and time series forecasting.  This study develops a 
proposed model that identifies artificial neural network as an 
enabling tool for evaluating credit applications to support loan 
decisions in the Jordanian commercial banks.  A multi-layer 
feed-forward neural network with backpropagation learning 
algorithm was used to build up the proposed model.  Different 
representative cases of loan applications were considered based 
on the guidelines of different banks in Jordan, to validate the 
neural network model.  The results indicate that artificial neural 
networks are a successful technology that can be used in loan 
application evaluation in the Jordanian commercial banks. 
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1. Introduction 

Artificial neural networks have been fruitfully used in a 
variety of business fields including marketing, accounting, 
management information systems, and production 
management (Cao and Parry, 2009).  Most of the studies 
have used neural networks for predicting future stock 
behavior, financial crises, bankruptcy, exchange rate, and 
detecting credit card fraud.  
The granting of loans by banks is one of the key areas 
concerning decision problems that need subtle care 
(Handzi et.al, 2003). Neural Networks have successfully 
provided effective credit evaluations for supporting 
granting loans. 
Researchers are currently focusing on using neural 
network classification models and particularly 
backpropagation neural networks in classifying loan 
applications into good and bad ones. This research 
attempts to explore whether using neural networks will 
provide more accurate personal loan decisions in the 
Jordanian commercial banks. It will also propose a neural 
computing model as the basis for a decision support tool in 
granting or rejecting bank loans. The model will apply 
banking credit standards to determine the customer who 
will be eligible for credit approval.  

Despite the increase in consumer loans defaults and 
competition in the banking market, most of the Jordanian 
commercial banks are reluctant to use artificial 
intelligence software technologies in their decision-
making routines. Generally, bank loan officers rely on 
traditional methods to guide them in evaluating the 
worthiness of loan applications. Generally, loan 
applications evaluations are based on a loan officers' 
subjective assessment. Such judgment is inefficient, 
inconsistent, and non-uniform (Limsombunchai et.al, 
2005). Therefore, a knowledge discovery tool is needed to 
assist in decision making regarding the application. 
Furthermore, the complexity of loan decision tools and 
variation between applications is an opportunity for a 
neural-computing technology to provide learning 
capability that does not exist in other technologies.  
Neural networks with their capability of capturing 
nonlinear and complex relationships are a powerful 
alternative to the conventional forecasting and 
classification methods. Neural networks are consistent 
paradigms of the nonparametric approach in financial 
modeling due to their ability to correctly classify and 
predict consumer loan defaults. 

2. Literature Review: 

Artificial Intelligence (AI) is generally defined as a 
discipline that concerns with designing and applying 
algorithms for analysis of learning from and interpretation 
of data. AI combines many techniques of machine learning, 
pattern recognition, logics and probability theory in 
addition to biologically inspired models, such as neural 
networks, evolutionary computing or fuzzy modeling, 
collectively described as computational intelligence (Duch 
et.al, 2007). AI is an attempt to develop computer-based 
technology that can act like humans, with the ability to 
learn languages, accomplish physical tasks, and emulate 
human expertise and decision making (Russell and Norvig, 
2003).  Intelligence is a skill that characterizes humans 
although humans do not behave intelligently all the time.  
Artificial intelligence is the ability of a machine to do 
activities that require human intelligence (Brachman, 
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2006). The integration of many application domains in the 
artificial intelligence and inspirations of the human 
intelligence have enabled researchers to make substantial 
progress towards achieving human-level artificial 
intelligence (Cassimatis, et.al, 2006). 

3. Neural Networks: 

Neural networks are an emerging artificial intelligence   
technology that imitates the human brain on the computer. 
These techniques are based on the parallel, distributed 
processing design. The parallel structure makes neural 
networks proficient at analyzing problems with many 
variables (Tafti, 1993; Zhang, 2004).  Scientists have been 
inspired by the capabilities of the human brain for 
information processing and problem solving. Therefore, 
neural networks designers try to put intelligence into these 
systems in the form of generalized ability to learn and 
recognize patterns to exhibit similar intelligent 
functionality like humans (Shachurove, 2002). 
A neural network model is composed of a number of 
neurons that are organized in several layers: an input layer, 
a hidden layer(s), and an output layer (Malhotra and 
Malhotra, 2003; Cao and Parry, 2009). The input layer of 
neurons feeds the input variables into the network. The 
hidden layer is a bridge between the input layer and the 
output layer. The neurons in this layer are fundamentally 
hidden from view, and their number and arrangement can 
typically be treated as a black box to those who are 
carrying out the system. 
The function of the hidden layer is to process the input 
variables. This is achieved by summing up all weighted 
inputs, checking whether the sum meets the threshold 
value and applying the transformation function. The 
weights between the input neuron and hidden neurons 
determine when each unit in the hidden layer may fire or 
not and by modifying these weights, the hidden layer may 
fire or not (Zhang, 2004; Shachmurove, 2002). In other 
words, the hidden layers learn the relationship between 
inputs and outputs in a way similar to that of the human 
brain by adjusting the weights during the training process 
(Peel and Wilson, 1996).  
The function of the output layer is similar to that of the 
hidden layer. Each input for this layer is possessed as in 
the hidden layer (Muller et.al, 2009). A specific neural 
network model is determined by its topology, learning 
paradigm and learning algorithm (Handzic et.al, 2003). 
 
4.  A Proposed Neural Network Model for 
Loan Decisions: 

Designing a neural network successfully relies on a clear 
understanding of the problem, and on deciding upon most 

influential input variables.  The procedure of designing a 
neural network model is a logical process.  This research 
followed the step designing methodology presented in 
figure (1).  The process was not a single-pass one, but it 
required going back to previous steps several times: 
 
 

 
Figure (1) Flow Diagram of the Proposed Model 

 

4.1. Banking Data Sets: 

The data set used in this research was divided into training 
and testing data sets. There were 94 cases used in the 
training and 46 in the testing. Both training and testing 
data sets contained half-good applications and half-bad 
applications. The training set cases approximately cover 
the input data space. All training cases were set by default 
taking into account the banks' guidelines for personal 
credit approval in the Jordanian banks. The network was 
trained on mixed types of good and bad applications.  
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4.2. Specifying Loan Variables: 

In relation to loan applications evaluation, a set of decision 
variables that determine the credit worthiness of an 
application were used in this current research. These 
variables were taken from the guidelines that credit 
officers use in Jordanian commercial banks. The 
information that is considered as significant includes: the 
applicant's characteristics such as his age, account type, 
income, nationality, residency, companies' type, guarantor, 
job experience, and the DBR (i.e. debt balance ratio that 
measures the applicant's repaying ability). High DBR ratio 
indicates high credit risk.  On the other hand, low DBR 
ratio indicates a good credit application. Therefore, there 
are 11 input neurons for the network; each represents an 
independent variable. They are referred to as   respectively. 
On the other hand, the output in this research is 1 for good 
application or 0 for bad application; a single output neuron 
is needed to produce the output. 

5. Defining the Network Parameters: 

Deciding on the optimal parameters for the MLFN model 
is a critical issue. The best model is one that has the 
combination of parameters that minimizes the mean 
squared error. At the beginning, the researcher selected an 
initial configuration (one hidden layer with a number of 
hidden neurons, and one neuron in the hidden layer). After 
conducting a number of experiments with each model, the 
researcher retained the best network.   In brief, a series of 
repeated trials were applied in order to reach the optimal 
set of parameters. The network was given a fixed number 
of training epochs 10000; the learning rate was set to 0.2, 
the momentum is 0.9, the log sigmoid is the transfer 
function, and the gradient descent is the learning algorithm.   
Furthermore, the new set of trials increased the number of 
hidden layers to two and three hidden layers with a 
different number of neuron combinations in order to 
decide on the best set of hidden layers and neurons. A 
multi-layer feed-forward neural network with two hidden 
layers with ten neurons in the first hidden and seven 
neurons in the second hidden had the best speed time at 
the fixed threshold level of 0.05.   Table (1) illustrates the 
optimal set of the proposed Neural Network parameters. 

6. Network Training:  

First the networks' weights are initialized, consequently 
the network is prepared for training. The training cases are 
used to adjust the weights through minimizing the 
prediction made by the network. The back-propagation 
gradient descent-learning algorithm uses the performance 
function in order to trace the best set of weights that 

minimizes the average mean squared error. The algorithm 
allocates the error backward through the network's layers 
successively. Furthermore, the algorithm develops through 
a number of epochs and uses the error to adjust the 
weights in the direction in which the performance function 
decreases quickly. The training stopped when the error 
reached 0.0499948 performance level and about 4670 
epochs see figure (2) below. 

 
Table (1) The Optimal Set of Parameters 

Parameter Value 
Number of Training Data 94 

Number of Testing Data 46 

Number of Hidden Layers 2 

Number of Hidden Neurons 10, 7 respectively 

Learning Rate 0.2 

Momentum 0.9 

Training Epochs 
4862 

( an average for 6 runs)

Threshold 0.05 
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Figure (2) 

7. Network Testing: 

Testing the network is necessary in order to examine its 
ability to classify the testing data correctly. Testing starts 
after the training has been completed. The network was 
simulated on the testing set (i.e. cases the network has not 
seen before). The results were very good; the network was 
able to classify 95% of the cases in the testing set. The 
results are shown in the appendix. A pair wise t-test was 
used to compare between the actual neural network output 
and the target output of the testing set. The null hypothesis 
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that assumes that there is no significant difference between 
the actual and the target output was accepted.  

8. Findings and Conclusions: 

This study proposed a decision support system that is able 
to adapt to the dynamic changes in the financial business 
environment. The proposed system will assist Jordanian 
banks in personal credit evaluation in order to reduce the 
risk of customers who default. The commercial banks in 
Jordan rely on loan officers to make credit decisions. 
Using neural networks in loan evaluation will reduce any 
bias or emotional intention that can distort the decision 
process. Hence, the cost of loan processing will be 
reduced; also it will reduce personal judgement which will 
enhance the quality of customer service.  Moreover, the 
research findings correspond with research by Handzic 
Meliha et.al (2003); Molharta R., and Molharta D.K. 
(2003); and Mitchell D., and Pavur R., (2002) indicating 
that neural networks are a successful technology that can 
be used in loan application evaluations. The results also 
showed that the use of more training cases means better 
results. 
Other researchers used a backpropagation neural network 
to classify loans, bond, and the problems of default 
prediction and bankruptcy prediction.  The results of this 
study confirm researches of Singleton and Surkan (1990); 
Tam and Kiang (1992); Tay and Cao (2002). 
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