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1 MATHEMATICS AND ENGINEERING
FUNDAMENTALS

ENGINEERING METHODOLOGY

Engineering design isa process. Aswith many other processes, following the steps of the process
provides no guarantee against failure but does enhance the chance of success. Each specific
design application will have unique features thus requiring additional engineering in every
application. Feedback in the design process takes into account that requirements can change or
become more complicated. The design process should result in a system that meets al the
reguirements and specifications. The quality of the end product can be no better than the
accuracy and completeness of the specifications.

Problem definition

Because problems are usually more complex than they seem, defining the problem to be solved
by a design can be more difficult than developing the solution. The list of issues the solution
system isto address and issues it is not to address is based on this definition. The problem can
initially seem to be simple, such as the tripping of a home circuit breaker. But there can be many
reasons for acircuit breaker to trip. Wasthe circuit breaker defective or did it trip to protect the
circuit from an overloaded condition? Was there too much current for the circuit rating? Isthe
wiring faulty? Each of these reasons requires a different solution. None of them would have
been resolved by simply resetting the circuit breaker.

Of course, the more complex the problem, the more effort is required to flush out the range of
appropriate solutions. Be careful not to rush to a solution that solves either the wrong problem or
anonexistent problem. A thorough, accurate definition of the problem is the most important part
of engineering design. The challenge in this phase is determining when you have collected
adequate information to lead to a viable and economical solution.

System specifications

System specifications are measurable characteristics that describe the behavior of a system or
action that solves the problem identified in the above engineering phase. Specifications constrain
the solution to having afinite set of characteristics. Some of these characteristics have ranges of
acceptable operation while others have exact attributes. Specifications are the targets that the
solution must shoot for.

Specifications have a secondary function of validation. During subsequent design activities, the
proposed solution must be tested for compliance to the specifications. If the problem definition
phase was correctly completed and the proper specifications generated, the problem will be
solved if and only if the solution system meets all the specifications.

Solution proliferation

Only very simple problems have obvious very best solutions. All other problems require a
methodical search for possible solutions. At this point in the design phase, gather as many
possible solutions as can be found. A fundamental ruleis: the higher the number of identified
potential solutions, the greater the chance of finding the optimal solution.
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Solution selection

There will probably be many good potential solutions but few, if any, that exactly meet the
requirements. Create aweighted matrix to rank the usefulness of each solution. List all
specificationsin the right hand column of the matrix and the various design approaches across the
top. Then assign a subjective weighting or multiplier to each specification, giving the highest
weight to the most critical specifications. Enter the product of the specification weight and the
degree to which the design approach meets that specification for each element under the different
approaches. The sum of the column with the highest total is the favored approach for the problem
under the given constraints.

If the chosen solution does not meet all the specifications, you may need to negotiate a
compromise on the specifications or enhance the design approach (at some cost) to meet the
requirements. If there are no suitable solutions, the choices are: look for more solutions,
reevaluate the specifications, study the problem for ways to relax the specifications, or stop the
design altogether because it isunfeasible. The first three alternatives represent the iterative
nature of the design process. The fourth alternative, eliminating weak or unsuitable design
approaches, has far fewer economic consequences at this point than later in the design cycle.

Design Implementation

So far, the process has only created a theoretical design and possibly some preliminary modeling
or proof-of-concept studies to better qualify or rank the different approaches. The design
implementation phase breaks the problem into manageable parts and assigns resources to the
various parts. Such resources include engineering time, development tools, and of course,
money. The process of developing many modules simultaneously is called concurrent
engineering. A good approach to dividing the project up isto encapsulate it in such away that
each part can be tested separately from all others. Thetest plan should also ensure that minimal
effort is needed to merge the various modulesinto the final system.

Astesting and design progress, some modules may still not meet specifications. At this point,
consider the same four alternatives that were discussed at the end of the previous section.
Assuming all is progressing satisfactorily, testing processes and result documentation provide
valuable and necessary information for validating redesigns and maintenance.

Final testing

A test plan should verify that the newly designed system meets all specifications. It isdesirable
that testing is time invariant, which means that once a system tests asvalid, it isvalid for al time.
Software istime invariant. Excluding the software virus, any software bugs that show up after
the equipment has spent time in the field were originally shipped in the new equipment.
Hardware, however, is not time invariant since mechanical, thermal, and e ectrical stresses
eventually wear out equipment.

Unfortunately, testing can only identify existing faults. It cannot verify the complete absence of
faults. Power systems are far too complex to permit exhaustive testing from both atime and an
economic perspective. A good test planisfast and effective, providing repeatabl e expectation
results. The bibliography at the end of this section lists references for additional information on
devel oping approaches to testing and devel oping test plans.
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Documentation

Documentation istime consuming, but vital for good life cycle engineering. It covers test
documents, manufacturing plans and instructions, patents, users' manuals, field maintenance
guides, application notes, and so on. These should be cross-referenced for easy information
retrieval. Generating good documentation and maintaining documentation to track revisions
requires meticul ous attention but can be invaluable.

Installation and Commissioning

Good designs have thorough documentation and unambiguous labeling to minimize the chances
of improper installation. Following well-documented procedures ensures nothing is forgotten.
The less complicated the interface, the lower the risk of improper installation. Employing
multiple levels of inspection also helps ensure proper installation and minimize potential damage
to equipment.

Continuity, voltage profiles, and input-output actions tests are examples of multiple levels of
inspection. The continuity test uses an ohmmeter to verify that equipment inputs and outputs
have low resistance connections to the proper locations. Add to the thoroughness of the
inspection by using a highlighter to identify circuits that have been checked. Correct any errors
found before proceeding with the inspection. Once the continuity inspection is completed, you
can energize the system. A good test procedure identifies voltages or currents at key locations. A
chart isagood checklist for thisinspection. Finaly, applying known inputs and verifying the
operations for proper response or outputs verifies system functionality.

BASIC ELECTRICAL SYSTEMS THEORY

Signal Representations

We can observe any signal from a perspective that focuses on the characteristics that have the
greatest interest to us. Fourier analysis shows that we can represent any periodic waveform as the
superposition sum of pure sine waves of different amplitudes and phases for the fundamental and
harmonics. We can do the same for a periodic signal if we assume that the signal is periodic over
theinterval of observation. The four domains discussed below demonstrate how each domain
presents pertinent data.

Time Domain

Equation 2.1 isthe mathematical representation for a single frequency sinusoidal signal. The four
dimensions of freedom are amplitude, frequency, phase, and time. Y ou must know all four
variables to determine the explicate value x(t) at any point in time. Complex signals may have
mathematical representations that are too complicated to be meaningful just from observation.
We frequently use time domain analysis to observe peak amplitude and/or timing relationships on
an oscilloscope.

X(t) = Am>xain(2>p xf X +] ) Equation 2.1
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Frequency Domain Fourier Series Analysis

Consider the time domain representation of a square wave as represented by Equation 2.2. We
know from Fourier analysis that we can represent such asignal as a sum of sine and cosine
function of varying amplitudes and at integer multiples of the fundamental frequency. Recall that
this frequency isthe inverse of the square wave period, T. Equation 2.3 shows the expression
representing any periodic signal.

The terms cos(n w, t) and sin(n w, t) in Equation 2.3 describe fixed frequency sinusoidal signals
that are common to al periodic signals. The only variables that depend strictly upon the
characteristics of the signal under investigation are the coefficients B1 and B2,. The magnitude
and phase of the n" harmonic of time domain signal x(t) are expressed by Equation 2.4 and
Equation 2.5, respectively. Thefirst harmonic is called the fundamental and the 0" harmonic is
the dc component. This mechanism of separating one particular frequency from a group of
frequenciesis fundamental to power system protection using the magnitude and phase
relationships of voltages and currents.

X(t) = Amxu(t- nxt)- Am>u(t- mx) Equation 2.2

forn=0,2,4,6,.... Andm=1,3,5,7, ...

¥ ¥
x(t)=a Bl; >cos(i»w, t)+jq B2, m>sin(k »w, t) Equation 2.3
i=0 k=1

wherew, =2 p/T

Xm(nw,) = +/B12 + B22 Equation 2.4

a1 0 .
Xp(hw,)= arctang_ " e Equation 2.5
p( 0) 8 an p q

Fourier analysisis awhole topic in itself; many good college texts cover the subject thoroughly.

Phase Domain

In the phase domain, the fundamental frequency is assumed to be fixed and time, other than for
establishing areference point, isinconsequential. Therefore the characteristics of asignal
represented by Equation 2.1 can be expressed in the two remaining degrees of freedom, amplitude
and phase. Equation 2.6 provides the same information as Equation 2.1 if the fundamental
frequency, f, isknown or is normalized to unity. Such representations are common in single
frequency systems such as power systems. (See Boselareference, Ch. 1, Pg. 13" for additional
information.)

X =Am Dj Equation 2.6

Phasors are normally used to represent a system of signals that operate at one frequency.
Equation 2.7 through Equation 2.11 mathematically represents two such sinusoidal signals that
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areaso illustrated in Figure 2.1. Three independent variables describe a sinusoid, frequency,
amplitude, and phase. Phaseisrelated to the variable, time, insomuch as phaseisrelative to thet
=0. Phase between two sinusoidal signalsisonly constant when the two signals are at the same
frequency.

X(t)= Xm>cos(2pft) Equation 2.7
Y (t)= Ym>cos(2pf (t +1td)) Equation 2.8
Y (t)= Ym>cos(2pft+Qq) Equation 2.9
qg=2pftd Equation 2.10
=30 Equation 2.11
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Figure2.1: Single Frequency Sinusoidal Signals

As Equation 2.12 illustrates, we can also represent sinusoidal signals graphically as phasors,
again under the assumption that the signals are operating at the same frequency. The two degrees
of freedom for phasors are magnitude (usually with units RMS) and phase (with units of degrees
or radians) as expressed in Equation 2.12. Static phasor representations of sinusoidal signals
require that all signals be at the same frequency. Dynamic representations allow signals to have
time-varying RMS amplitude as well as different frequencies. Such dynamic behavior would
result in vectors rotating around some fixed origin while the vector length would be modul ated.

Xpolar = XRMSDq where XRMS = X/\/E Equation 2.12
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Complex Variables [Bosela Ch. 1, Pg. 6]

Because phasors discussed thus far use the polar notation, Figure 2.2 suggests another form of
vector representation using rectangular notation as expressed by Equation 2.13 and Equation
2.14. (seeBoselareference’.) Theimaginary operator simply implies a 90-degree phase shift. It
can now show that a sinusoid of an arbitrary magnitude and phase can be represented as the
superposition sum of two signals, one a cosine wave and one a sine wave with the appropriate
amplitudes as expressed by Equation 2.15.

X compLex = XamsC0S(Q) +] X pyssin(q), j =v- 1 Equation 2.13
X compLex = X rus(1€) +] X gus (iM) Equation 2.14
Y(t)=Y xos(2pft+
N _ 2P W ; Equation 2.15
= Ym>xcos(q)>xcos (2 p ft) + Xm xsin (q) >xcos(2 p ft)
Imaginary
axis
t]
4 Xre = X Cos(6)
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Figure2.2: Phasor Representationsof Signals X and Y

The transformation from Equation 2.15 to Equation 2.12 uses the mathematical identitiesin
Equation 2.16 and Equation 2.17. These identities can also transform Equation 2.8, the
exponential form shown by Equation 2.18, provided that Equation 2.8 has been normalized by the
operating frequency, (2 p f t).

ja - ja
cos(a) = % Equation 2.16
ja_ 4-ja
sin(a) = i Equation 2.17
j2
Yop = Yaus € Equation 2.18

The equationsin Table 1.1 summarize the common methods for expressing sinusoidal signals as
phasors. Thevariables“c” and qin Table 1.1 are computed from Equation 2.19 and Equation
2.20, respectively, and represent a rectangular-to-polar coordinate conversion. Equation 2.21 and
Equation 2.22 allow conversion of vectors from polar back to rectangular coordinates.
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|c|=+a® +b? Equation 2.19
q= arctan(%) Equation 2.20
a =|c|xcos(q ) Equation 2.21
Error! Objects cannot be created from editing field codes. Equation 2.22
Table 1.1: Phasor Form Identities
Rectangular Complex Exponential Polar Phasor
Form Form Form Form Form
a+jb lc| - [ cos(q) +jsin(q) ] lc] & lcI Bq c
a-jb lc| - [ cos(q) —jsin(q) ] Ic] & lcl B-q c
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Figure2.3: Superposition Sum of Real and Imaginary (orthogonal) Sinusoidal Signals

The relationship expressed in Equation 2.15, asillustrated in Figure 2.3, isthe basis for Fourier
analysis of periodic waveforms. Of course the concept of imaginary numbers and signalsisan
artifact of orthogonal basis vectors used to represent one signal with a phase shift by two signals
with no phase shift. In reality, the imaginary terms are no more imaginary than the y-axison a
two-dimensional x-y plot.

Vector Algebra

Vectors as expressed in Equation 2.12 and illustrated in Figure 2.2 have amath of their own.
Add vectorsin either polar or rectangular coordinates as represented in Table 1.1.

Vector addition and subtraction in polar coordinates

Adding two vectors using polar coordinatesis easy to visualize. It involvestrandation of the
origin of one vector to be added by connecting the tail of one vector to the head of another while
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maintai ning the magnitude and direction of the original vectors. Figure 2.4 illustrates the process
for adding vectors C1 and C2. The origin of C2 istrandated to C2' and the resultant vector, C3,
is determined by drawing a new vector from thetail of the first vector to the head of the last
vector. You can add vectorsin any order with identical results.

Vector addition and subtraction in rectangular coordinates

Adding vectorsin rectangular coordinates requires that the real and imaginary vectors be
algebraically summed separately. For the example shown in Figure 2.4, a3 = al+a2 and b3 =
b1+b2. Applying Equation 2.19 and Equation 2.20 to a3 and b3 results in the vector C3.

Imaginary

» Real

Figure2.4: Graphical Vector Addition

Subtracting vectorsin polar coordinates requires adding 180° to the negated vector (the vector
being subtracted) and then adding the vectors as described above. Changing the algebraic sign on
the negated vector and adding the real and imaginary parts subtracts vectorsin rectangular
coordinates.

Vector multiplication and division

To multiply vectors use vectors represented in either exponential or polar form. Using polar
notation, multiply the magnitudes and add the angles. For example, given vectors C1 and C2, at
angles q1 and g2, the resultant product, C3, is determined from either Equation 2.23 or Equation
2.24.

C3=C1xC2b(@Ql1+qg 2 Equation 2.23
C3=Clx/" xC2x'9? = (C1C2) e!@t*a2) Equation 2.24
To divide two vectors, simply divide the magnitude and subtract the denominator phase from the

numerator phase. Equation 2.25 and Equation 2.26 illustrate this process where C3bq3 = C1
bqgl/C2bqg2.
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C3= (C}/CZ)D @1-q2) Equation 2.25
c3= ?zl)ej%bejqz %?%:z%(e”%‘”z) = (C%z) e/@92  Equation 2.26

Per Unit Computations

For additional information, consult any quality text on the fundamentals of power system
analysis. Thereference for the companion Boselatext is Ch. 5, pg. 123-155. """ Appendix 11
also has adiscussion of per-unit calculations.

Three Phase AC Theory

We are assuming that readers have a rudimentary knowledge of this subject. Refer to the
companion text by Bosela Ch. 1, pg. 37-44 ' for additional information.

Transmission Line Models

Transmission lines and distribution lines are in the strictest sense conductors of electrical energy.
They consist of one or more energized lines and a neutral line. Utilities using multigrounded
neutral systemstie the neutral wire to an earth ground at multiple places aong the line length.
Linesin general refer to bipolar and unipolar dc transmission lines, single and three phase ac
overhead transmission and distribution lines, and single and multiphase underground cables.

The line model chosen to represent the characteristics of an electrical line depends on three
factors: 1) the frequency range under consideration, 2) the degree of accuracy required, and 3) the
available data on which to base the model. For background information on mathematical models
of power lines, refer to the Bosela reference text.'

Single-Phase Representations

Single-phase models usually include the electrical characteristics of the supply conductor but
rarely consider parameters associated with the return path. If return path considerations are
included, they are generally included in the supply path. Splitting the line into a supply
conductor and a return conductor usually requires a multiphase line model, as discussed in section
0.

LR Models

The most basic line models include approximations of the line self-impedance or positive-
sequence impedance. Nominal values for common conductors are provided in numerous texts
and wire vendor data sheets." " Further simplifications are possible depending on the expected
range of frequencies for signals that will beimposed on theline. If the sourceis dc, then consider
only the resistive component of theline. For ac signals and dc signalsincluding transient effects,
consider both the resistance and inductance until either the reactive impedance is much greater
than the resistance or the error introduced by ignoring the resistance is acceptable. LR models are
also suitable for short (zero to 10 miles) single and multiphase bare overhead lines when they are
modeled as three single-phase lines.
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LRC Lumped Parameter Pi Models

There are two different uses of the LRC transmission line models. Thefirst useisfor studying
systems for steady-state phenomenaonly. It isthen appropriate to use the LRC model regardliess
of linelength. The LRC line model is aso appropriate for modeling medium length (10-30
miles) bare overhead linesin transient studies. Only use single-phase LRC models to model
single-phase lines.

The nominal line-to-ground capacitance is usually evenly distributed between two capacitors that
are placed next to the line terminals as shown in Figure 2.5.

Rs Ls
A T’W\'—QQ‘QTA
cs2 | T csi2

Figure2.5: Single-Phase Lumped-Parameter Line Model

Distributed Line Parameter

Electromagnetic Transient Program (EM TP) studies use distributed parameter line models for
modeling bare overhead lines longer than 30 miles. The chief characteristics of this model are the
characteristic impedance and the propagation time. When dealing with long lines, remember that
the effects of transient reflections and Ferranti voltage rise occur frequently on long, improperly
terminated transmission lines.

Thisline model is appropriate for modeling single-phase or single-phase representations of
balanced three-phase lines that have low losses (the resistance is small relative to the reactive
impedance of the lowest signal frequency).

There are one-to-one correlations between the line inductance and capacitance shown in Figure
2.5 and the characteristic impedance, Zc, and the travel time, t. Equation 2.27 and Equation 2.28
express the relationships for the lossless line models. If Ls and Csin these equations have units
per unit length, then the total travel time is determined by multiplying by the line length. Losses
can be included by modifying Zc computed in Equation 2.27 to be Z¢' computed by Equation
2.29.

Zc = 1/5 Equation 2.27
Cs

t =,/Ls Cs Equation 2.28

C'=, /w Equation 2.29
Cs

Frequently the characteristic impedanceis also called the surge impedance. Thisimpedanceis
real in value, rather than complex. It isthe impedance of the transmission line and does not
include the terminating impedances at the opposite ends of theline. If the transmission lineis not
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terminated into its characteristic impedance, then the mismatched impedance generates
reflections.

Equation 2.30 shows the amount of reflection, expressed as a dimensionless reflection coefficient
that is determined by the degree of mismatch. In thisequation, Zt isthe terminating impedance
and Zc isthe line characteristic impedance. This coefficient of reflection can take on values
between —1 and +1. Asshown in thisequation, if the line terminatesin its characteristic
impedance, the coefficient of reflection is zero. Transmission linesthat have loads matched to
their characteristic impedance generate no reflections.

k_Zt-Zc
Zt+7c

Equation 2.30

For termination less than the characteristic impedance, the reflected signals are the opposite sign
of theincident initiating signal. If the source impedanceis different from the characteristic
impedance, additional reflections occur when the reflection from the receiving end reaches the
termination at the sending end. At any time and any point on atransmission line, the voltageis
the algebraic sum of incident wave plus all reflected waves.

Line terminations, in general, are any place where the impedance changes. It may be where two
transmission lines with different characteristic impedances connect or where adeviceis tapped
into the middle of asingle transmission line. Consider two connected transmission lines as one
line, since there are no reflections generated by impedance mismatch.

Figure 2.6 isavisual aid for analyzing voltage reflections on transmission lines. Before the
advent of digital computer programs such as EMTP, lattice diagrams were a popular tool for
studying transients generated by switching, faults, and lightning strikes. Greenwood presents a
detailed analysis of insight-based transient analysis." This diagram assumes that the sourceis
terminated in impedance Zsend and the receiving end is terminated in impedance Zrecv. Use

Equation 2.30 to determine the two different coefficient reflections, Kr and Ks.
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Figure2.6: Lattice Diagram for Single Transmission Line With Source Reflection, K,
Receiving Reflection, Kr and Propagation Travel Time, t.

At time equal to zero, a step voltage is applied to the transmission line at the sending end. As
time increases, the wave front propagates toward the receiving end. Each time the wave front
reaches atermination; part of the signal reflects back toward the sending end. The other part of
the signal is either absorbed by the terminating impedance or transmitted down another section of
transmission line. The system represented by Figure 2.6 assumes ho reflections back from signals
refracted to mismatched terminations beyond the sending and receiving ends.

To use the diagram, first select the point of interest on the transmission line by moving
horizontally from the sending end toward the receiving end. Then move down the diagram
(representing increasing time) until intersecting one of the diagonal lines representing a signal
wave front. At each new wave front, the new voltage is added to existing voltages. The voltage at
the predetermined point on the line appears to jump in steps, either increasing or decreasing
depending upon the sign of the reflection coefficient.

For example, imagine a strictly hypothetical case where the sending end impedance is zero and
the receiving end is an open circuit. In this case, the reflection from the receiving end would
increase the line to 2Vs, while the reflection from the sending end would decrease the line voltage
to zero. Theoretically, the line voltage would oscillate indefinitely between 2Vs and zero.
However, lossesin the line, as well as the impossibility of zero source and infinite receiving end
impedance, make this unrealistic.
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Losses can be included into this model by computing aloss reflection coefficient, Kloss, based on
anew characteristic impedance determined from Equation Error! Reference sour ce not found..
Subsequently, the new coefficients for the model presented in Figure 2.6 are represented by Ks'
and Kr' from Equations Equation 2.31) through Equation 2.33), below. For finite Rs, Klossis
always less than unity and the reflections will eventually decay to zero.

Kloss=2~ %€ Equation 2.31
2o+ 7c quation 2.

Ks'=Ks xKloss Equation 2.32

Kr'=Kr Xloss Equation 2.33

It is easy to imagine the difficulty of modeling multiple transmission lines with differing travel
times and characteristic impedances. Such intuitions are very useful if not absolutely necessary
when validating EMTP models. EMTP isinvaluable for developing a sense of what kind of
voltage and current transients might be generated by alightning surge as it propagates down a
transmission lineinto a substation. Thistool is also good for devel oping intuitions about
transient behavior.

Because lattice diagrams are strictly atime domain tool, inductive and capacitive terminations
giverise to exponentia responses. Capacitive terminations change with time from short circuits
to open circuits as the capacitor charges. Inductive terminations change from open circuitsto
short circuits. Termination in either device resultsin time-varying coefficients of reflection.

Multiphase Lumped Parameter Line Models

Multiphase line models shown in Figure 2.7 include the effects of mutual coupling between
phases. For phase A, the parameters RAA and LAA are identical to those defined for the single-
phase case and shown in Figure 2.5 for the seriesimpedance. Similarly, RBB, LBB, RCC, and
L CC are the series resistance and inductance for phases B and C.

Laa Ib(Rab+jXLab)  Ic(Rac+jXLac)
la Raa
A W_QQQ TN+ A
- _/ N =
Caal2 l == Cabl2 cacre | I caar
b Cac—— Lbb la(Rba+jXLba) Ic(Rbc+XLbe) | _L
Rbb ~T~ Cac/2
B f\M_QQ_Q N 0
f _/ N == B
Chb/2 L = Cbcl2 — "T"cobrz
Ic R Lcc Ib(Rcb+jXLcb) la(Rca+jXLca) Cbc/2
. w000 e e
= \_/ N x ¢
Cccl2 I I Cec/2

Figure2.7: Lumped-Parameter Electrical Model of a Three-Phase Transmission Line

Zen Zes Zucy] Equation 2.34
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Equation 2.34 mathematically describes the impedance network for thisline model. The
inductive coupling between all phases causes a current in one phase to induce a voltage in another
phase, a magnitude equal to the product of primary phase current and the mutual impedance
between the two phases. Figure 2.8 illustrates this point, showing a hypothetical experiment with
the sending end open and the receiving end shorted to ground. Consider a current injected into
phase A equal to I,. The three-phase-to-ground voltmeters measure the voltages at the sending
end according to Equation 2.35 through Equation 2.37. Only the mutual impedance of coupled
transmission lines generates the voltagesin phases B and C. Individually injecting currentsin
phases B and C and recording the voltages produced in all three phases gives similar results.
Using superposition, compute each of the three-phase voltages from Equation 2.38 through
Equation 2.40 or as a single equation in matrix form shown in Equation 2.41.

Sending Receiving

End End
Phase A

_ Phase B
A @ . Phase C

Three-Phase
Transmission Line

Figure2.8: Experiment for Determining Mutual Impedance

V=2, 14 Equation 2.35
V=2, 14 Equation 2.36
Vo=Z, 14 Equation 2.37
ARV AN I VAN R A I Equation 2.38
Vo=Zpg g+ 215 + 25 | Equation 2.39
Ve=Zop g+ 2p5 15 + 2 1 Equation 2.40
U €, Zyg ZACUéIAl‘J

o= &Zon Zus ZBCueIBu Equation 2.41

é/C eZCA ZCB CC H gl C H

To complete the line model, two sets of capacitors model the line-to-line and line-to-ground
capacitance. Asin the single-phase case shown in Equation 2.13, the total capacitanceis divided
equally and placed at the two ends of the transmission line.

Figure 2.9 shows that the currents at the sending and receiving ends of the transmission line
actually split into two paths. One path for the current, Iseries, , flows toward the terminals at the
far end of theline. The other current, Ishunt,_, is shunted through the capacitors at the near
terminals. Nodal analysis from basic electrical circuit theory allows usto compute the currents
into the network representing the multiphase transmission line.
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Use Equation 2.42 to compute | 9] abc] series from the terminal voltages at the sending and
receiving ends. Then useformulas Zii is Rii + jwLii and Yii = jwCii to find the elements of the
impedance matrix. Compute the 19 abc]shunt from each terminal end voltage separately with
Equation 2.43. Use Equation 2.44 to compute the sending end currents but only if al six terminal
voltages are known, because these are necessary for determining the three terminal currents.
Generate similar expressions for computing the receiving end currents.

@ Isa» — ‘_vlra.
J_ .—Q s L 4 4 %Irbj Vrb >—Q——|
3, -

Yseries

Isc» «lrc—

rc

[ Yshunt | [ Yshunt |

Figure2.9: Voltageand Current Reationshipsfor a Three-Phase Line M odel

Zan Zpg Zpcl ' EVsa- Vra)i

elsaser.%@ é
wies(= &Zea Zos Zecy dVSb- Vrb)j Equation 2.42
slscsen%H 82 ZCB ZCCH gVSC-VYC)H

04, 0 6012 Y /2 Y, /20 8/50

D (= &¥on /2 Yes 12 Yoo /2u G'\/sb“ Equation 2.43

élg:shunt é QYCA /2 YCB /2 CC /ZH é/g:g

elsau elsa'shuntl"I elsasenes

Ve

& U6 u,é u ,
|Sb ISbshuntu eISCserlesl:l Equation 2.44

@ISCH glg:shuntg glg:seriesg

Combining Equation 2.42 through Equation 2.42 creates six simultaneous equations for
computing the six currentsinto the network. Consider first that the inverse impedance matrix
used in Equation 2.42 can be expressed as Y . and the admittance matrix in Equation 2.43 as
Yo Thisnetwork isillustrated in Figure 2.9. A single six-by-six admittance matrix now
represents the entire network admittance as shown in Equation 2.45. Note that the sub-matrices
[Yenes t Yound @d [Yg,] are themselves three-by-three matrices making the complete
admittance a six-by-six matrix. Equation 2.45 also provides a means for computing the six
terminal voltagesif the six currentsinto the network are known. Simply multiply the current
vector by inverse of the six-by-six admittance matrix.
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Although they are not shown in this model, a more complete model would include the image
conductors that modeled below the ground plane. Such a model includes effects such as ground
resistivity on the transmission line zero impedance and frequency dependency. See Power
System Analysis by Hadi Saadatf REFERENCE]??7?? for additional information on the effects of
ground resi stance on line impedance models.

For transmission lines with overhead shield using segmented grounding or ungrounded shield
wires, mutual coupling for these conductorsis added to the line models as well. Since the
mathematics for even the simplest of line models is complex, line models are usually developed
using line constant-parameter computer programs. To further understand the physics that gives
rise to these parameters, refer to atext on power system analysis such as those written by
Stevenson, Saadat, or Elgred [need reference???7].

Balanced lines

A balanced lineimplies that, for the series impedance matrix and the shunt admittance matrix, al
diagonal elements are equal and all off-diagonal elements are equal. For the seriesimpedance
matrix, the diagonal terms are assigned to the term Zs and the off-diagonal termsto Zm.
Balanced lines lead to simplifications in computing power and detecting faults. However, they
rarely ever exist except for the special case of cables (see 0 moved to “balanced lines’).????

[Need to say something about shunt admittance here not sure what. Stans model ignores them.
Another experiment --- assume receiving end is grounded and three phase voltage is applied to
the sending end. Then [Z] = [V]*[I]-1. (hum... inverting a 1x3 matrix). The impedance seen by
the source includes capacitance. Consider two cases: receiving end open and receiving end
shorted to ground. First case ... receiving end capacitance has an effect, second case, no, just the
sending end capacitance. Here' s the point — if the capacitance is not balanced then the current
under light or no load is not balanced. If the seriesimpedance is not balanced, then the current is
not balanced for heavy loads or three phase faults. Has it ever been known that unbalanced lines

balance currents for unbal anced faults? ]

Unbalanced Lines

Unbalanced lines generate unbalance currents from balanced or unbalanced voltages and vice
versa. There are no constraints on the self- and mutual-impedance and shunt capacitance,
creating unsymmetrical matrices in Equation 2.42 and Equation 2.43. Unbalanced systems
cannot be reduced to single-line equivalent systems without losing accuracy. Additional
ramifications appear when applying symmetrical components to unbalanced impedance networks.
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Multiphase Distributed Line Parameter Models

Multiphase distributed line modes extend the basic model presented in 0. However, they require
atransformation to generate an orthogonal set of equations that allows the three-phase
transmission line to be represented by three single-phase lines. The symmetrical components
discussion in 0 includes the mathematics for the base transformation. The multiphase distributed
line parameter model isvalid only if the matrix equations can be transformed to an orthogonal
basis vector using a similarity transformation, to be discussed next. Once thisis accomplished,
the multiphase transmission lines can be represented as multiple independent single-phase lines.
This resultsin no coupling between phases in the transformed mode.

Balanced Lines in Distributed Line Parameter Models

Use the Karenbauer transformation to generate multiphase distributed parameter line modes.

This model, long used for analyzing high frequency signal propagation for power line carrier
applications, is appropriate for studying power system transients because such signals can be
generated by excitation of resonance of natural modes in the system. Balanced lines with single-
value Zs and Zm produce single-value Z0 and Z1, generally called the zero and positive-sequence
impedance. Matrix operations expressed by Equation 2.46 through Equation 2.50 describe
transformations from phase domain to modal domain for a general M-phase balanced
transmission line. Equation 2.51 and Equation 2.52 provide a simplification to the matrix
operations. Note that there is no negative-sequence impedance for balanced three-phase
transmission lines. Thisistrue of all balanced passive networks.

él 1 1 1 u
g @M 1 L1
=& 1 @m) .. 1 0 Equation 2.46
52 . : . u
¢ '~
a 1 1 - M)f
g 1 1 lu
g -1 0 oY
[T]*= (%/I ) a o0 -1 0 3 Equation 2.47
é a
& o 0o o0 -1§
éZs Zm Zm .. Zmy
me s Zm .. ng
[Z phase]z &m Zm Zs .. Zmd Equation 2.48
é a
&m Zm Zm .. ZsH

[Z e |=[T]* [20] [T] Equation 2.49
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¢Z0 0 0 .. Ou
é a
eO Z1 O@
[Zmoda,] =e0 0 Zz1 .. Ou Equation 2.50
e. . .U
g0 0 0 .. ZW

Z0 = Zs+(M - 1)>Zm =R0+jwL0

=(Rs jwLs) + (M - I)(Rm+jwLm) Equation 2.51

Z1=27s- Zm=Rs+jwLs- (Rm+ jwLm) Equation 2.52

Completing the cal cul ations described above only produces part of a multiphase distributed line
parameter model. Compute parameters RO, R1, L0, L1, CO, and C1 using Equation 2.51 and
Equation 2.52. Then use Equation 2.27 through Equation 2.29 to compute Z0, Z1,t0, and t1
from these six parameters.

RO=Rs+(M -1 Rm Equation 2.53
LO=Ls+(M-1) Lm Equation 2.54
C0=Cs-(M-1)Cm Equation 2.55
Rl=Rs- Rm Equation 2.56
L1=Ls- Lm Equation 2.57
Cl1=Cs+Cm Equation 2.58

There are M-indented equations for computing the voltage and current relationships for an
M-phase line. One phase uses Z0 and t0, while al therest use Z1 andt1. The example
illustrates how to use the modal domain to compute phase domain voltages and currents.

Unbalanced Lines in Distributed Line Parameter Models

Distributed parameter models of unbalanced lines are possible but the Karenbauer transformation
cannot be used. Unique simultaneity transformations generate the M-linear independent
equations representing the M-phases in the modal domain.

Frequency-Dependent Line Models

777?

Cables
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Domain Transformations

The subject working in companion domains has already been introduced, as the Karenbauer
transformation that is needed for modeling distributed line parameter models using the modal
domain. As mentioned before, thisis one of many transformations into a domain that resultsin

an impedance matrix that has al zero off-diagona elements. The value of such transformationsis
that independent equations can be used to solve for voltages and currents that have coupled three-
phase impedance relationships. The disadvantage is that one must be able to interpret the results
obtained in the uncoupled domain or easily convert back to the phase domain.

Symmetrical Components [6066], [Bosela Ch. 10, Pg. 332-370]

Fortescue first introduced symmetrical componentsin 1918. He demonstrated that an M-phase
unbalance system can be represented as M-1 M-phase systems of differing orders of sequences
and one zero phase sequence. A thorough treatment on the subject of symmetrical componentsis
provided in atext written by Dr. Paul Anderson.” Further treatment of this subject is provided in
Appendix Error! Reference source not found. and in the tutorial written by Stan Zocholl.”

Although not strictly limited to three-phase networks, symmetrical components are frequently
used to analyze conventional three-phase power systems. To illustrate, consider a three-phase
unbalanced system denoted as phases A, B, and C. We introduce a phase-shifting operator, “a”
such that aphasor avbqg® = VD(qg+f)° and for thisexample, f equal 120°. Raising a to a power
is equivalent to multiplying 120° by that number.

Equation 2.60 provides the transformation from the phase domain to the symmetrical component
domain. The matrix shown in Equation 2.60 is called the Fortescue transformation matrix. Itis
convention to refer to phase A zero-sequence voltage as V0, phase A positive-sequence voltage
asV,1, and phase A negative-sequence impedance asV,2. The reference to phase A defines the
rotational sequence for phase B and C such that the positive-sequence phasors align all three
phases, A, B, and C, with phase A. It is sometimes convenient to assume phase A isthe reference
phase and therefore drop the reference to phase A notation. In such cases, the positive-, negative-
, and zero-sequence voltages are the denoted by V1, V2, and V3 respectively. Equation 2.60
through Equation 2.62 express the same information as Equation 2.59 but as three independent
equations. Use similar expressions for current.

&/, 0u e 1 luéiu

u_ u u — .
Val=(1)8 a 22080 o Mul=[AlVac]  Equaionass
8,24 g a® af@.H
v,0=(\V,bq,+V;Pq, +V.Pq.)/3 Equation 2.60
V,1=(V,Dbqg, @’ +V,bgy>a’ + V.bg.>a*)/3 Equation 2.61
V,2=(V,Dg,a’+V,Dg,xa’ +V.Dg.ma")/3 Equation 2.62

Equation 2.63 or Equation 2.64 through Equation 2.66 provide the transformation from the
symmetrical component domain back to the phase domain. As before, use similar expressions for
current.
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&0 1 1u,00
g\/Bﬂ gl- a’ a ngvAlH or [VABC]:[A]_1>{V012] Equation 2.63
&cH & a a'd@nd
Vabq, =V,0+V,1+V,2 Equation 2.64
Vbbq, =V, 0a°+V,ba’ +V, 2.’ Equation 2.65
Vebg, =Vv,00a°+V,ba' +V,2a’ Equation 2.66

The line model developed in paragraph O, and the impedance transformations shown in Equation
2.46 through Equation 2.58 are adequate for transforming impedance of balanced networks from
the phase domain to the symmetrical component domain. The significance of working in the
symmetrical component domain is that zero-sequence currents only generate zero-sequence
voltages if the zero-sequence impedance is not zero. The same can be said for positive- and
negative-sequence currents, voltages, and impedances. Equation 2.67 expresses this relationship
mathematically. Since the impedances are uncoupled, we can write Equation 2.67 as three
individual equations, as shown in Equation 2.68 through Equation 2.70.

&/,0u €0 0 Oud,0u

e\/ 1u ¢ §0 71 0 3>§| A1u of Vol = [Zow Al osa] Equation 2.67
g\/AZH @0 0 Z2gé .24

V0=2Z0%40 Equation 2.68
V1=7141 Equation 2.69
V2=72242 Equation 2.70

An impedance transformation from the phase domain to the sequence domain follows from
extensions of Equation 2.59, Equation 2.63, and Equation 2.67. In symmetrical component
domain and phase domain, express Ohm'’s law asin Equation 2.67 and Equation 2.71,
respectively. Substituting Equation 2.71 into Equation 2.59 yields Equation 2.72. The
transformation of currents from the phase domain to the symmetrical component domain follows
from Equation 2.63, as shown in Equation 2.73. Making the substitution for IABC from Equation
2.73 into Equation 2.72 expresses voltages and currents in the symmetrical component domain as
afunction of impedance in the phase domain shown in Equation 2.74. Compare Equation 2.67
and Equation 2.74 to deduce the relationship of symmetrical component impedance to phase
domain impedance that is shown in Equation 2.75.

[VABC] = [ZABC]>{| ABC] Equation 2.71
[Vo12] :[A] ><[ZABCHI ABC] Equation 2.72
[I ABC]:[A]_l >{| 012] Equation 2.73

[V012] =[A] X[ZABC]X[A]_:L ’{l 012] Equation 2.74
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[2012] =[A] X[ZABC]X[A]_l Equation 2.75

If phase domain impedance, ZABC, is generated for a balanced network, then the results from
Equation 2.75 are identical to the results from Equation 2.51 and Equation 2.52 with the negative-
sequence impedance set equal to the positive-sequence impedance. For balanced networks, all
mutual- and all self-impedances are equal .

Figure 2.10 and Figure 2.11 have been extracted from Appendix 11.10: Tutorial on Symetrical
Componentsto show how symmetrical component circuits are graphically represented. Figure
2.1l isatypica single-line diagram of a balanced three-phase electrical network. It showsa
phase-A-to-ground fault applied to Bus 2, which represents a physical busin the network or an
artificial busin the middle of atransmission line. Bus 1 iswhere the generator connectsto
transmission line L1. The generator shown here represents a wye-connected source with the
neutral point connected to ground through resistance RO. A delta-connected or ungrounded wye-
connected motor load is connected to Bus 3. The object of this analysisis to determine the post-
fault current at any point in the circuit.

Figure 2.10, the electrical network equivalent of Figure 2.11, uses symmetrical components and
contains valuable information. Three independent networks connect at the point of fault. Figure
2.10 shows the total fault current at Bus 2 equal to lal, which is also equal to |a2 and 120.
Additional symmetrical component configurations are provided in Appendix 11.12: Transformer
Connection Symmetrical Component Networks.

WGa1 Whg1
POSITWE
— | —1 |
Eluls 1 :
|lat Eus 3
NEGATIVE
G il )|
2 1, Bus2 7o, 2
[ — | — 1|
T L
Bus 1 }—‘ l|az Bus 3
3RO
ZERO
IGq 7L Bus 2 7120 EJ Man
I | — |
[ | LI
Bus 1 }—‘ |lag  Bus3

Figure2.10: Sequence Network Connection for Bus2 A-to-Ground Fault
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Bus 2

L1 I L2

Busl —— ; - Bys 3

@) A-grd fault @

Figure2.11: A-Phase Fault L ocation

Both generator and motor can provide positive-sequence voltage as shown in the positive-
sequence network. ZG1 and ZM 1 are the positive-sequence impedances for these devices and
ZL1 and ZL 2 are the transmission line positive-sequence impedances. A Thevinen equivalent
voltage source and source impedance, as determined by Equation 2.76 and Equation 2.77, can
replace the positive-sequence.

o ZL2, +ZM, 0 _
T Equation 2.76

Vol = VGL1- (VG,1- VM, 1 =
ATTH a1 (VG, n1) ZG,+ZL1, +ZL2, +ZM,

_&dZG, + 711, ){ZM, +271.2,)6
(zG, +ZLL+ZM, +7L2,) 5

71, Equation 2.77

Equation 2.78 and Equation 2.79 show reductions of the negative-and zero-sequence networks,
which have no sources. Because the motor in this example operates in an ungrounded
configuration, it has no impedance path to ground, so the zero-sequence impedance for the motor
branch isinfinite. Generator ground resistance is included in the generator branch as three times
RO because this resistance is in the ground path for all three phases.

25 _#ZG, + 211, ){zM, +z|_22)9 Equation 2.78
UK (26, +2L1,+ZM, +Z12,) & '

Z0gq, =(3RO+2G, +2L1,) Equation 2.79
- ) .
IAl—IAZ-IA_g A T%Zlm 47200 +Z040, )Ej Equation 2.80

Finally, use Equation 2.80 to determine the sequence currents flowing into the fault. Once you
find these sets of current, compute the sequence voltages and current contributions from each
source. Further, you can use Equation 2.66 through Equation 2.68 to transform these sequence
values back into phase domain.

The following SEL technical papers provide additional examples: [List of SEL Pubs].????
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Parks Equations

777?

Faulted Systems [Bosela Ch. 11, Pg. 371-404]????

Thetools and approach for analyzing power systems depend on the purpose of the study and the
state of the power system. Mathematical analyses of power systems have different perspectives
depending on how rapidly the systems are expected to change. The three most common power
system modelsin use today are steady-state, dynamic, and transient models.

Steady-State models

Steady-state solutions are appropriate for determining power transfer, nominal operating
conditions, and initial and final conditions. The values for resistance, inductance, capacitance,
and operating frequency that define the network do not change with time and the amplitude and
phase of RM S voltages and currents are computed from complex impedances. Depending on the
complexity of the network, complete the analysis using either hand calcul ations or computer-
engineering programs to perform the phasor mathematics. Computer programs include
spreadsheets, MathCAD, MATLAB, and power system analysis programs like Easy Flow.

Dynamic Models

Dynamic modeling assumes that the power system dynamics under consideration change at arate
significantly less than the power system frequency. Anayze these systems using Laplace
transforms or differential equations. Like steady-state solutions, complex voltages, currents, and
impedances make sol utions independent of frequencies at and above the nominal power system
frequency. Since the network changes with time, there are multiple solutions representing a
series of steady-state conditions. MATLAB, MathCAD, and EMTP, addressed next, are suitable
tools. Analog computer networks, called transient network analyzers, were once widely used, but
have given way to computer-based solutions, which are both less expensive and more accurate.

Transient Models

Transient models result in time domain solutions. Voltages and currents produced by the
mathematics are in effect samples of these signals. Networks are described using either discrete
differential or difference equations that approximate linear differential equations to model
inductors, capacitors, and electromechanical dynamics.

Aswith dynamic modeling, each new output is the result of solving the network equations of a
system that is assumed to be momentarily in a steady-state condition. Each new solution
becomesthe initial condition for the next solution. The period representing the time between
solutions limits the upper bounds of the frequency range included for a particular smulation. The
same constraints that govern the validity of processes using digital filtering and sampled data
systems, as discussed in paragraph 0, apply here.

When the program isfirst started, the initial conditions are computed using one of two methods.
The first method isto generate a steady-state model as described in paragraph 0. Use Equation
2.9 to transfer the amplitude and phase results of this solution to the transient solution. Thisis
not trivial because many of the difference equations need a history of many previous solutions to
start off with athen correct next solution. With the advent of faster computers, this method has
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been replaced by simply letting the simulation start with zero initial conditions and running it
long enough for initial transients to die out before initiating changes to the network.

Much research and engineering effort has been focused on improving computer transient
simulations. Computer programs that are designed specifically to smulate transient responses for
multiphase electrical networks are called Electromagnetic Transient Programs (EMTP). Some
recent commercial products have developed real-time transient programs for testing
instrumentation, monitoring, and control devices such as protective relays.

DIGITAL SYSTEMS

Digital systemsinclude discrete signal theory and digital logic theory. Both use binary numbers
to turn switches on and off. Computer control is often thought of in terms of Boolean operators
such as AND, OR, and EXCLUSIVE OR. Computer control can also refer to agorithms that
computers use to compute responses that, for relays, result in on-off controls as well asin reports
that include numbers over awide range of values. Discrete signal theory includes digital signal
processing that uses computer algorithms to approximate analog filtering.

Signal Processing  Filtering Overview

Electromechanical relays are atype of analog filter. 1n the age of microprocessor-based relays,
analog filters are till used for preprocessing, and in most cases, to mitigate high frequency noise
caused by electrical transients, radio frequency interference (RFI), or electromagnetic interference
(EMI). To understand this better, consider the following example. It is common practiceto
protect the CMOS ADC from overvoltage damage by connecting a surge protector from the input
lead to chassis ground. Assume that a noise signal is coupled onto the circuit from an alien
source and causes excessive voltage spikes. The transient-suppressing device clips (limits) the
voltage magnitude and effectively protects the sensitive electronic circuits. However, clipping
the signal magnitude corrupts the signal to be measured. Evenif clipping does not actually alter
the input signal, anew signal is now present. Thisnew signal is the superposition sum of the
original information signal and the noise.

For afilter to be effective, the noise must be in adifferent frequency band from that of the
original signal in order to separate the good from the bad. If the noise is broadband, meaning that
itsenergy is spread over awide range of frequencies, filtering can help reduce the amount of
corruption that the signal experiences. Thisiswhy most protective relays use analog filters.

Many microprocessor relays only respond to voltages and currents at 60 Hz. When the power
system isin a state of change caused by normal switching operations or from faults, it generates
other frequencies. The relay must first extract the 60 Hz information. The following brief
exampleillustrates the need for filtering in relaying. Figure 2.12 shows asimple block diagram
of the voltage and current analog input signal conditioning. The signal conversion provides
scaling and possibly conversion to avoltage level appropriate for electronic devices.

Measured . Low-pass Sample & .
Analog —» S|gna! —» Analog » Band-pass —» RMS. Magnitude
. Conversion . . Conversion and Phase
Signal Filter Filter

Figure2.12: Block Diagram of Relay Signal Conditioning and Conversion

Next, an analog low-pass filter removes al high frequency components. Figure 2.13 showsthe
simulated result for the voltage of one phase of a power system that is energized and faulted. The
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analog filter removes some of the high frequency signals, but not all, depending on the filter
design characteristics. For this example, thefilter is second-order low-pass with a 3db cutoff set
for 450 Hz. Thisplot also shows that there isasmall but significant delay in the filtered signal.
This delay shows up as phase shift for steady-state signals. Since all inputs pass through the
same filter, the phase between signals remains constant. Keeping the cutoff frequency well above
60 Hz minimizes variationsin delay caused by the component value deviations used to

implement the analog low-pass filter.
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Figure2.13: Simulated Power System Transient
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Figure 2.14: Frequency Spectrum of a Power System Transient Signal Before and After
Analog Filtering

Figure 2.14 shows the frequency spectrum of the same two signals along with the anal og filter
response. The frequency response of the filtered signal is the simply the algebraic sum of the
low-pass filter response and the input signal frequency spectrum at all corresponding frequencies.
The low-pass filter characteristics have unity response until approximately 400 Hz and taper off
to —3db at the 540 Hz cutoff frequency.

A digital filter now samples and processes the filter signal. For this example, the digital filter isa
16" order cosinefilter. Figure 2.15 shows the frequency response of a 16" order digital filter.
Characteristic of digital filters, the response repeats its shape every integer multiple of the
sampling frequency. Thisfigure also shows the mirror image around the Nyquist rate that is one-
half the sampling frequency. Both of these characteristics give rise to the phenomena known as
aliasing. For thefilter response shown in Figure 2.15 (960 Hz-sampling rate) asignal at 900 Hz
isaliased to appear like a 60 Hz signal.
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Figure2.15: Frequency Response of a 16-Order Cosine Filter

The output of this process shows the effects of sampling aswell as of analog and digital filters.
The delay resulting from the digital filter is more apparent in Figure 2.16. The processing delay
isidentical for all sampled inputs, resulting in no phase errors. However, the processing delay
will also delay trip decisions made from processing thissignal. Thisdelay is a necessary
overhead. The frequency spectrum of the sampled and filtered signal shown in Figure 2.17
reveals additional signal peaksthat are not present in the original signal. This result of sampling
produces the step changesin Figure 2.16.

Figure 2.18 completes the process outlined in Figure 2.12. For convenience, the RM S magnitude
is scaled for peak response by omitting the multiplication by O%2 Now that you have seen the
application of filtering in relaying, the next few sections discuss the final issues of digital signal
processing.
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Figure2.16: Result of Sampling and Filtering of a Power System Transient Signal
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Figure2.18: Response of the RM S Detector to a Transient Signal

Discrete Domain

Discrete signals have values for amplitude, time, and phase that change in discrete units.
Consider the effect of using adigital-to-analog converter to sample the continuous signal shown
in Figure 2.19. The vertical lines extending from the horizontal zero axes with large dots at the
end represent the samples. The samples become a sequence of numbers spaced over time.

The dotted linesin Figure 2.19 illustrate that, although the analog signal continues to change with
time, the sampled signal remains constant until the next sample istaken. This, in effect, converts
the analog signal to a rectangular approximation of the original signal. The sample variables, X0
through X7, note the sequence in which the samples are taken with X7 being the ol dest.

There are two delays associated with sampling. Thefirst is because the rectangular
approximation always follows the sample. Thisisin contrast to atrue approximation where the
sample falsin the center of the rectangular approximation. The second delay is associated with
the pipeline delay that does not show the full effect of step change in phase, frequency, or
amplitude until all the samples needed for processing are accumulated. Both of these delays
create atransient behavior that is strictly afunction of the digitizing and not of the input signal.
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Figure2.19: Sampled Signal

Filtering

Filtering is the process of selecting some specified information that is mixed with awhole
collection of data. In power engineering, that selection is often based on frequency.” There are
of course many other criteriafor discriminating information, analog vs. digital, phase, amplitude,
and so on. For power system protection, we usually consider only the 60 Hz information,
although many other signals may be present on a power line. However, the 60 Hz signal could be
filtered out, too, if the only signal of interest was the third harmonic of 60 Hz. Consider any
signals other than those of interest to be noise.

Filter classifications are low-pass, band-pass, high-pass, and band-reject, depending on how a
specified frequency rangeisto be treated or processed. Filter electronic signals by either using
analog circuits or running digital filtering programsin a computer. Analog filtering circuits use
electronic components such as operational amplifiers, resistors, capacitors, and inductors. Digital
filters require that the electric signal be sampled and converted to a binary representation using a
device generically called an anal og-to-digital converter or ADC. Once processed, the string of
digital samples can be converted back to analog using a digital-to-analog converter (DAC).
Within specified constraints, the processes are approximately equal. Most modern protective
relays use a combination of both analog and digital filters for processing power line signals.

Digital Filtering

Digital filters process a sequence of samples of the input signal using algorithms commonly
called digital signal processing (DSP). There are two types of digita filters, recursive (also called
IIR or infinite response) and nonrecursive (also called FIR or finite response) filters. IR filters
use past outputs as well as present and past inputs to compute the present output as expressed by
Equation 2.82. FIR filters execute the algorithm expressed by Equation 2.81 where the output
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from the filter, yk, is only dependent upon present and past input samples, xi. The process of
determining the values of the coefficients that weight the inputs and outputs is beyond the scope
of thistreatment of digital filters, but is discussed in references. ™™

"%t .
Yo=a % b Equation 2.81
i=0
N2 M-1
o=@ X0 - A Y i) X, Equation 2.82
i=0 j=1

Use either IR or FIR filters, depending on which filter characteristics of the response you need.
One artifact of FIR filtersisthat the phase response is linear with changesin frequency. This
characteristic is of particular interest to engineers dealing with signals that represent voltages and
currents on a power system. FIR filtersthat evolve from discrete Fourier transforms are
particularly useful for extracting out RM S magnitude and phase information from asignal that
nominally contains a single frequency. Equation 2.83, where k represents the discrete frequency
index and n isavariable of summation, expresses thisfilter. X (k) isacomplex variable
containing real and imaginary parts. Use common trigonometric functions to see this more easily,
using the substitution shown in Equation 2.84 as shown in Equation 2.85.

N-1 )

XK= g x(n) 2Pk p<=k<=N-1 Equation 2.83
n=0

e =cos(q)- jsin(@Q) Equation 2.84

X (k) =x(n) x| cos(2p kn/N) + jsin(2p kn/N)] Equation 2.85

If the digital filter is applied to synchronously sample the system nominal single frequency such
that the sampling rate in N times the system frequency, then the fundamental complex vector is
computed when k = 1.** Thisresultsin two FIR filters each with N coefficients, each in the form
expressed in (1) above. One of the FIR filters computes the real part of X and the other the
imaginary part.

Such afilter, using the form of Equation 2.83 for N = 8, would have coefficients described by
Equation 2.86 and Equation 2.87. Use Equation 2.88 and Equation 2.89 to transform the results
from Equation 2.86 and Equation 2.87 into phasor variables. Subscript n on Xnm and Xnp means
that a new phase and magnitude is avail able by executing Equation 2.86 through Equation 2.89
after each new sample. If the input is a steady-state sine wave, then the magnitude would be
constant and the phase would be continually rotating in a positive direction in 45° steps.

,
X,(r&)= @ Xy cos(k>ds°) Equation 2.86
k=0
. dJ .
X (im)=Q X, Sin(k>45°) Equation 2.87
k=0

X,m=,/X(re)? + X (im)* Equation 2.88



Mathematics and Engineering Fundamentals 25

an:arctan§é<”(lrr%(n(re)g Equation 2.89

View the actual process of filtering as a sequence of instantaneous measurements moving through
a series of boxes (or registersin acomputer). Figure 2.20 shows the newest measurement put in
one end and the oldest discarded when it is removed from the last register. Intermediate samples
shift to the registers that are adjacent in memory. Second sets of registers contain the coefficients
of thefilter. Figure 2.21 shows these coefficients multiplied by the corresponding time data
samples and summed together, producing output Y,

Newest data Oldest data
sample /\ /\ /\ sample
New Old
data —» X1 X2 X3 X4 X5 X6 X7 X8 ——» data

D N N N,

Sampled data array

Figure2.20: Sampled Data Flow Through Computer Registers
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Figure2.21: Graphical Diagram of the Filtering Process Described by Equation 2.83

Sampling

777?

Performance Measurements

Since filters discriminate based on frequency, performance measures indicate how well signalsin
the desired frequency range are passed and those outside this band are rejected. Idedlly, filters
have characteristics with zero attenuation in the pass-band and zero response outside the pass-
band. Becauseided filters are not possible, designers need to compensate for the limitations of
non-ideal filters and be redlistic about performance and cost.
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Bandwidth

DFT filters have two more characteristics important to their applications to power system
relaying: aresponse bandwidth and atransient response. The bandwidth of afilterisa
two-edged sword. Thisfiltering reduces the undesirable frequencies that can distort the
phase and magnitude results. However, the ability to respond to a sudden changein
amplitude is restricted even though the frequency of the signal remains unchanged.

The fundamental truthsillustrated in Figure 2.22 are listed below:

- The magnitude of the signal will weaken if the frequency of the signal is not in the center of
the pass-band. Figure 2.22 shows the responses for a 16-point DFT filter designed for 60
Hz operation. The magnitude of a50 Hz signal would only be 80 percent of true
magnitude. The filtered magnitude of a50 Hz signal passed through an 8-point DFT 60 Hz
filter would be approximately 95 percent of actual value.

- Selectivity isagood feature only if it does not distort the results over the frequency range of
expected operation.

- The4-, 8-, and 16-point DFT filtersall have zeros at harmonics.
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Figure2.22: Filter Response for an 8-Point and 16-Point DFT Filter

Phase Distortion, Digital Filter Signal Delay, and Transient Response

These three issues seem very different but actually have the same root cause in digital filtering.
The problem begins when the input signal changes from one steady-state condition to another,
regardless of whether that change is amplitude, frequency, phase, or a combination of the three.
The new samples representing the new steady-state condition must propagate through the digital
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filters pipeline asillustrated in Figure 2.20 and Figure 2.21. Only after all input array values are
replaced does the filter output accurately represent the response to the new steady-state condition.

All analog and digital filtersinevitably introduce phase; it is the price of processing. Even so-
called zero-phase filters actually have phase shifts on integer multiples of 360 degrees. Only FIR
filters can have linear phase where the phase shift is determined by a constant times the frequency
of the signal, as demonstrated in Figure 2.23. Since phase isimportant in power measurements, it
isimportant to usefilters that have linear phase or those that are approximately linear over a
limited range of frequencies. Implement phase shifts using pure delays.

1600

1400

1200

1000

Phaze Shift - Degrees

400

1] 20 40 60 a0 100 120
Frequency

Figure2.23: Phase Responsefor a DFT filter

Theissue of delay considers the digital filter output as accurately representing a steady-state
condition. Filter delaysinherently create transient responses. FIR filters have atransient
response limited to the amount of time needed to propagate updated valuesto every element in
thefilter algorithm. 1IR filters, on the other hand, have memory of past outputs. Therefore the
magnitude of the disturbance and the frequency response of the filter itself determine the duration
of thetransient.

Consider the example shown in Figure 2.24. The input to the filter starts out at some arbitrary
value, as would be the case if a continuous sine wave were suddenly applied to a digital filter.
The filter output remains at zero for anumber of samples before beginning to respond to the
input. The filter does not reach steady-state output until a significant number of additional
samples are processed.

Figure 2.24 shows that the input undergoes a step change in amplitude at about sample 1500.
Note that the filtered output is delayed and no longer has sharp transitions. Thisis caused by the
low-pass filter characteristic that removes the higher frequencies associated with fast transitions.

Filtering for Protective Relays by Schweitzer and Hou provides additional details on filtering for
power systems.”
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Figure2.24: Example of Delaying and Transient Effects of Digital Filtering

Aliasing

Aliasing is an artifact of sampling alone and isonly a problem for digital filters because they
process data obtained from sampling signals that are continuousintime. An aliasis an alternate
identity. Signalsthat are higher than half the sampling rate will show up as phantom or pseudo-
signals with frequencies below half the sasmpling rate. The result of aliasing is that signals that
are sampled above the Nyquist rate (equal to half the sampling rate) are indistinguishable from
signals, real or imaginary, that are below the Nyquist rate.

We can look at aliasing from either the time or the frequency domains. From the time domain,

consider the signal shown asasolid line labeled X1 in Figure 2.25. Thissignal isthen sampled
as noted by the large dots labeled S1 through $4. These sample values are identical as samples
from the signal shown as the dashed line and labeled X2 in Figure 2.25. Hence the results after
sampling are indistinguishable and X1 is aliased to appear as X2 or vice versa.
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Figure2.25: Example of Aliasing Caused by Sampling

Figure 2.26 shows a more dramatic illustration in the frequency domain. Adding signals X1 and
X2 together generates a new composite signal. Thissignal isthen sampled as shown in Figure
2.26. Sampling the pseudo-signal is indistinguishable from sampling the composite signal. The
pseudo-signal used in this exampleisin phase and at the same frequency as one of the original
components, X2, but thisis necessarily the case. Aslong asasignal isbelow the Nyquist rate,
sampling accurately represents the signal and, mathematically, it is possible to recover the phase
and amplitude of the original signal. However, the process of sampling will misrepresent signals
that, completely or in part (as the case for multiple frequency signals), have frequencies above the
Nyquist rate. Thisdistortionis called aliasing because high frequency signals disguise
themselves as lower frequency signals when sampled.

0 5 10 15 20 25
Time - ms

Figure 2.26: Effectsof Aliasing on Signals Multiple Frequency Signal

The Cosine Filter

It isin the best interest of the power industry to reduce the response of the DFT to the offset
initiated by afault. Theindustry frequently uses a cosine filter, the coefficients of the real part of
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the DFT shown in Equation 2.83 that are generated by the cosine function in Equation 2.85.
Figure 2.15 shows the frequency response of a 16" order cosinefilter. Figure 2.27 showsthe
response of a cosinefilter compared to the DFT filter. The cosinefilter favors higher frequencies
and attenuates the frequencies close to zero. Thisis good when trying to filter out aslowly
decaying exponential. Thereisalso acomputational advantage to eliminating the multiply and
accumulate instructions associated with imaginary terms. Note also from Figure 2.27 that the
cosine filter matches the response on the DFT at 60 Hz so doesn’t require amplitude
compensation. However, off-frequency signals will be more affected by the cosine filter
frequency response than by DFT filters. One solution is to adjust the sampling rate to be an
integer number of the fundamental by matching the sampling rate with an integer multiple of the
measured period with a zero-crossing detector. Adjustments to the sampling period should be
slow, so asto track only the power system frequency changes and not the frequencies generated
by transients.”

OFT Filter [
0.8

i Cosine Filter

Ruespornss - di

L] a0 100 150 200 230 300
Freguency - Hz

Figure 2.27: Frequency Response Comparison of a 16™-Order DFT and Cosine Filter From
Zeroto 300 Hz

To obtain another computational advantage, use the cosine filter for both the real and imaginary
parts of the complex vector. Make the most recent cosine filter output the real term and the
output that has been delayed a quarter of the period of the fundamental the imaginary term, as
shown in Equation 2.90 and Equation 2.91. Both the real and the imaginary terms now have
identical frequency responses.

N-1 .. na

Ye,=a A X, AFgeEQCOS(??LQ Equation 2.90
0 eNg e N g

Y, =Yc,+]YC, \. Equation 2.91

Figure 2.28 shows the transient response of the DFT and cosine filters. The magnitude transient
shows that the filter output isindeterminate until the time equal to five-quarter 60 Hz cycles of
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steady-state input has passed. The advantage of the cosinefilter is that thereis less magnitude
overshoot that can cause arelay using this output to overreach and operate incorrectly.

0.8 -
06 - —— —— =
DFT Fiter |
Casing Filler '
04 7%

0.2

Q

0.2

Amplitude

12 -
u] 10 20 30 40 ] G0 70 a0 80

Time - ms

Figure 2.28: Magnitude Response of a 16"-Order DFT and Cosine Filter Processed Eight
Times per 60 Hz Cycle

Since we know that the DFT of the pure sine wave is the desired output, we can make it our
evaluation reference. Computing the absolute difference between the reference output and the
outputs of the DFT filter and the cosine filter, we can see the improvement. The difference for
the cosine filter response reduces overshoot and achieves an overall smaller difference. The cost
of theimproved offset rejection is that the filter transient is extended by the time equal to one
quarter of the period of the fundamental. Thisis not obvious from Figure 2.28becauseitis
difficult to differentiate the signal transient from the algorithm transient.

Digital Logic

Digital logic theory applieslogic control to al technologies, whether electromechanical relay
contacts, bipolar and CMOS transistors, discrete logic gates, or microprocessors. Digital systems
are becoming more important to power system monitoring and control because nearly all analog
computers have been replaced by microprocessor systems.

There are four basic logical operationsin digital logic, AND, OR, XOR, and NOT. Aninverter
integrated circuit (IC) usualy implementsthe logical NOT function in hardware. Additional
elementary logic elements with hardware | C implementations are the NOT AND, or NAND gate,
and the NOT OR, or NOR gate. The simple elementary logic gates are AND, OR, NAND, NOR,
XOR, and INVERTER gates.

Truth tables such as Table 2.2 through Table 2.5 explicitly describe input/output characteristics of
logical systems. Table 2.6 lists some identities that allow complex Boolean expressions to be
reduced to simpler expressions.
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Logical values are restricted to values of TRUE (1), or some predefined voltage of atwo-level
system, or aFalse (0), or the other voltage levelsin atwo-level system. For digital systemsusing
TTL and 5V CMOS technology, +5V is usually assigned to the TRUE or 1 condition and OV to
the False or 0 condition. Logic systems following this convention are said to be active high.

Theresult of logical operationsis either aTRUE or aFALSE. A general rule of thumb for digital
logic states the simplest expression usually resultsin aminimal hardware implementation. This
ruleisvalid aslong as the types of gates used for hardware implementations are limited to smple
elementary logic gates.

Table2.2. AND Operation Truth Table

Input A | AND | Input B Result C
0 : 0 = 0
0 1 = 0
1 : 0 = 0
1 1 = 1

Table2.3. OR Operation Truth Table

Input A OR Input B Result C
0 + 0 = 0
0 + 1 = 1
1 + 0 = 1
1 + 1 = 1

Table 2.4. XOR Operation Truth Table

Input A | XOR | Input B Result C
0 A 0 = 0
0 A 1 = 1
1 A 0 = 1
1 A 1 = 0

Table 2.5. Invert Operation Truth Table

Input B Invert Result C
0 NOT 1
1 NOT 0
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Table 2.6. Boolean Identities

A - NOT(A) = 0
A +NOT(A) = 1

AAO = A

AA1 = NOT(A)
NOT(A - B) = NOT(A) + NOT(B)
NOT(A + B) = NOT(A) - NOT(B)

Logical operations give no significance to bit position in bit sets, whereas arithmetic operators
attribute such weighting and usually work with groups of 8-, 16-, 32-, and 64-bit sequences.
Implement arithmetic operations such as add and subtract using the X OR function with the
appropriate carry or inversion and borrow hit as represented by Equation 2.92 and Equation 2.93.
The multiply and divide operations use algorithms involving add and subtract operations as well
as other logical operations. Complex mathematics such as transcendental functions (sine, cosine,
and logarithms) as well asraising a number to a power or taking roots of a number are also
possible. Mathematical operations that require binary numbers use a numbering system such as
the one described next.

A+B=AA B+Carry Equation 2.92

A- B=AA (NOTB)+Borrow Equation 2.93

Number systems

Modern digital computers operate in one of two stable states called high and low, true and false,
or one and zero. When a set of binary valuesis given weighting based upon the bit position in the
set, then the set of ones and zeros can represent larger values. This concept is no different from
the commonly used decimal numbering system or the base ten numbering system. Use Equation
2.94 to convert avalue to base ten from any other base. N, is the base ten equivalent of value A
in its native base, assuming that the least significant position ison theright. Table 2.7 lists the
equivalency for numbers using three common bases, decimal (base ten), binary (base two), and
hexadecimal (base,).

Ny, =A B +x0 A XB” + A B! + A >B° Equation 2.94

Table 2.7: Equivalency Tablefor Common Number Bases

Decimal Binary Hexadecimal
0 0000 0
1 0001 1
2 0010 2
3 0011 3
4 0100 4
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5 0101 5
6 0110 6
7 0111 7
8 1000 8
9 1001 9
10 1010 A
11 1011 B
12 1100 C
13 1101 D
14 1110 E
15 1111 F

Converting from base ten to an arbitrary base requires successively dividing the base ten number
by the new base and recording the remainders. The integer value of the quotient from each
successive computation is the dividend for the next. This process continues until the quotient is
zero. Compute the least significant position first, then progressto the last remainder. Figure 2.29
illustrates this process for the conversion of 35000 to base,,. Read the result from the bottom to
the top as 88B8,.

Quotient Remainder

16)35000,,

16)2187,, 8,
16)136 By
16)8 8,
16)0 8,

Figure2.29: Operationsin Converting 35000, to 8B88,,

Relay Ladder Logic

In the past, mechanical switches and solenoids completed logic. Relays encapsulated
electromechanical switches such that one solenoid could operate many contacts. Contacts have
three configurations, A, B, and C. Form A contacts are open when the solenoid is not energized,
or normally open. Form B contacts are normally closed when the solenoid is deenergized. Form
C contacts are three-terminal devices with acommon connection, aterminal that is normally
open, and one that is normally closed. Figure 2.30 represents these devices schematically.
Multiple contacts may also have contact numbers.
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Figure2.30 Relay Contact Configurations

Figure 2.30 shows how relay logic generates logic functions. Inputs and outputs are always
contacts. A series of contacts makes a circuit to energize one or more coils or solenoids.
Contactsin parallel form OR logic and contactsin seriesform AND logic. Using the normally
closed contactsinvertsthe logic. Contacts can be manual switches, other relays, and in some
casestransistors. Thereisno restriction on what constitutes a switch aslong as the contacts can
withstand voltage B+ to B- and the current necessary to energize the output coils and solenoids.

AND OR XOR
B+ B+ B+
TA J‘A L B J‘A L B
1 1 1
b3 ¥
B- B- B-
C=A*B C=A+B C=A®B

Figure2.31: Elementary Logic Functions Using Relay L ogic

Elementary logic functions make arithmetic operations. Since all relay logic can implement all
elementary logic functions, relay logic can and has implemented computing machines, such asthe
large relay-operated computing machines used by the U.S. Army during World War 11 to compute
artillery firing charts.

Logic Descriptions

When documenting logic systems, be sure to describe the Boolean algebrain away that allows
the reader to easily and quickly determine the function and operation of the logic without
deciphering the math. The abstraction process removes details in the same way that a hardware
block diagram removes schematic diagram details for the sake of simplicity. An abstract
description of adigital system isonly the start of the design process.

Some recent description languages, such as VHDL, Verilog HDL, and state charts allow
simulation and hardware synthesis. These tools help keep the design process in the correct order.
We will discuss some of the more popular tools, such as flow diagrams and FSA.

Flow diagrams

Flow diagrams, widely used and relatively easy to follow, describe data processes for sequential
systems. These descriptions normally don’t contain timing information. Figure 2.32 shows some
of the more common symbols, although symbol usage varies considerably and relatively few
standards exist for using flow diagrams. Generally, the text within the symbols abstractly
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describes what is being done or the condition of the program at that point in the process. It is not
easy to document multitasking and interrupt drive systems using flow charts because these
systems have processes that are initiated by random, rather than sequential, events. For examples
of using flow charts see [SEL Papers].????

Process Direct
access
Sequential storage
access
storage Manual

—
Concentrator

Loop limit
@ ves_. |(startor end)

Fominai) |1

!
Figure 2.32: Common Flow Chart Symbols

FSA

Finite state automina describe digital systemsthat have stable states or conditions that the system
remainsin for afinitetime. Thisrequiresfeedback or memory to hold the system in suspension
until conditions are right for the system to go to the next stable state. Flip-flops and latches are
the most common forms of memory. Internal or external events, such astriggers from aninterna
timer or input actions, initiate transitions between stable states. View the system description from
the eventsthat cause the program to move from one process to the next. Processes represented by
flow diagrams execute on the transition between stable states.

State machines are synchronous or asynchronous. Asynchronous state machines can transition
from one state to the next any time the conditions for the transitions are met.  Synchronous state
machines transition between states only when a synchronizing clock makes either a positive or
negative transition. Poor design methodol ogies can skew timing, causing asynchronous state
machines to fail when races or hazards occur. One source of skewed timing is differencesin the
sequencing of two or more inputs. Another source is differences propagation delays through
multiple paths in the digital hardware of a common logic parameter.

A race occurs when the transition path can vary depending on the order in which the inputs to
logic gates change. The race becomes critical if the two paths result in different stable states.
Critical races can be eliminated by proper state assignment or by synchronization. A hazard
occurs when the output generates one or more glitches during the process of making the transition
from one stable state to another. A glitch isa positive or negative pulse that is not supposed to
exist. Adding aconsensus term that adds redundant logic and the output at one state during the
course of the transition can eliminate hazards. Unfortunately, redundant systems cannot be fully
tested.

Although not as fast as and usually requiring more logic, synchronous systems are less
susceptible to both races and hazards than asynchronous systems. Nearly al state machine
designs are synchronous today because the complexity of modern digital systems makes
predicting propagation delays amost impossible.
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State Diagrams

Use Figure 2.33, an example of the convention used for state diagrams, to describe both
synchronous and asynchronous state machines. The state designations and sometimes the state
variables are inside the circle representing a state. Transitions show as arcs between states. The
arc labels are either atransition designation or the logic conditions that make the transition true.
If using designations for state and transition identifiers, provide atable that explicitly defines the
input or state variables. The output conditions are listed beside the state circles. Theoretically, a
transition can occur between two states in the system, but thisrarely happens. The details of the
design implementation dictate which particular transitions are permitted.

@ ABC

Figure 2.33: Example of a State Diagram

Unified Modeling Language (UML) State Charts

UML State Charts combine the process flow description of flow charts with the state descriptions
of state diagrams and are extremely useful for describing multitasking event-driven processes.
Some vendors can generate code directly from state chart description. Unfortunately, the only
target processor for this code is the x86 family and the only language supported is Visual Basic
by Microsoft. Sincethisisafairly new technology, there are few vendors offering products at
thistime and information is limited to a few texts.

Computing Systems

Computing today distributes the intelligence of the CPU, but uses a shared information database.
Although shared information allows users to save on investment and provides easy accessto
information, the system speed performance is compromised. Distributed computing systems
replicate frequently needed information on local computers and maintain updated copiesin the
shared memory space.

No one processor can optimally do all the jobs assigned to computerstoday. Our discussionin
this section is limited to the processors frequently used in control and embedded systems.
Although present real-time control systems use PCs and workstations, their operating systems are
usually incompatible with requirements for reliability and speed. The specific processors used in
PCs and workstations are perfectly capable of performing in real-time control applications if they
have the necessary hardware and software support.
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Processor classificationsfall along different lines. Processors use either the von Neumann
architecture (shared with code and data bus) or Harvard architecture (separate code and data bus).
Harvard architecture computers are generally faster and have larger memory capability; they are
also more complex and have difficulty operating on nonvolatile data stored in the code memory
space. Such differences are largely transparent to the programmer.

For convenience, we will maintain three further computer classifications: complex instruction set
computers (CISC), reduced instruction set computers (RISC), and digital signal processors
(DSP). Pentium processors are CISC and have instructions that require varying numbers of bytes.
Some instructions invol ve compound operations such as the integer multiply, divide, and
decrement-and-branch-if-zero instructions. It isdifficult to learn the assembler language for such
processors because of the quantity and complexity of the commands. Fortunately, high-level
language programming insul ates devel opers from most of these issues.

RISC processors use a minimal number of primitive instructions that execute one instruction per
word. In thiscontext, the word is a native width for code that is fetched using a single fetch
operation. RISC processors are pipelined so that the processor can be simultaneoudy fetching
and executing. Thereis still debate about whether CISC or RISC computers are faster and
reguire less memory to complete tasks. The answer usually depends on the benchmark being
used for the comparison.

DSP processors are really a subclass of RISC processors with additional computing hardware that
makes them particularly efficient for executing multiply and accumulate (MAC) instructions.
Digital filtering algorithms use these instructions repeatedly, as discussed in paragraph 0. In
addition to the conventional ALU contained in all computers, DSP processors also have a
hardware multiplier and hardware adder that can operate in parallel with each other aswell as
withthe ALU. A singleword, usually 16 bitsin width or greater, containsinstructions, which are
also divided into control fields that determine the operation for the ALU, multiplier, and adder.

Microprocessors and Microcontrollers

The usual consensus about the difference between microprocessors and microcontrollers is that
microcontrollers are designed with a high degree of 1/O capability and microprocessors are
designed to handle large amounts of data efficiently. The two designs have more common
characteristics than differences, but Table 2.8 lists some of these distinctions.

Table 2.8: Comparison of Microprocessorsand Microcontrollers

Microprocessor s Microcontrollers
Code Memory Large Small
Data Memory Large Small
Direct I/O pins Few Many
Autonomous operation No —needs O.S. Yes—0.S. builtin
Number of Interrupt sources Few Many
Specia functions Few Many
Cost High Low
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Refer to How Microprocessor Relays Respond to Harmonics, Saturation, and Other Wave
Distortions by Stanley E. Zocholl and Gabriel Benmouyal for additional information.

Memory

Digital computer systems require both code memory and data memory. Code memory contains
the instructions that the processor executes. For a given application, this memory should not
change. Some programmers develop computers that produce self-generated or self-modified
code. Avoid this practice, except for rare instances, because such code is not testable. The
memory for storing code and constant data must be nonvolatile so that when the power is
deenergized and reenergized, this memory is not destroyed. Masked ROM, OTP ROM, UV-
EPROM, EE-EPROM, FLASH memory, and battery backed-up static RAM are common
technologies for nonvolatile memory embedded systems. Larger computer-based systems may
use a combination of these, as well as a mass-memory media such as floppy disk, hard disk, and
CD ROM.

The computer must be able to modify memory for storing variable data, usually by static or
dynamic RAM technologies. Computers that need to retain data after the system is deenergized
may use nonvolatile memory that is easily modifiable such as battery backed-up static RAM,
EEPROM, Flash memory or disk. Although the latter three options are less expensive, they aso
have limited lifetime write cycles and are considerably slower.

The amount of memory in a particular memory deviceis classified either by asingle value
representing the total number of memory bits or atwo-dimensional array of the number of data
bits wide by the number of address bytes degp. Dynamic memory in PCsistypically nine bits
wide, having eight data bits and a one parity bit for error detection. In general, however,
semiconductor memory is packaged as either eight or 16 bitswide. Disk memory is single-bit
wide on the storage media but may be repackaged to a width suitable for the processor by adisk
controller.

Equation 2.95 shows the depth of a memory device computed by the number of address lines.

Depth= 2Number of address lines Equation 295

Input and Output

All microprocessors and many microcontrollers support access to externa ROM and RAM
memory devices. Access macro logic integrated circuits such as serial communications drivers
(UARTS), interrupt controllers, analog-to-digital converters (ADC), and digital-to-analog
converters (DAC) using memory address space and mapped-memory |/O.

Processors use three types of control lines or pins to access memory, both code and data, and
mapped memory 1/O; address lines, data lines, and control or hand-shaking lines. Use address
and data lines for 1/O devices in the same way as memory, discussed above. Datalines are bi-
directional and are commonly shared with all devices that interface to the processor through the
memory expansion lines.

Address decoding gives the processor a means to distinguish the access to one device from all the
others connected to the external memory bus. Some processors have a set of chip-select control
outputs while others rely on external | Cs using combinational logic to decode specific address
ranges and to generate the appropriate chip-select signals. Multiple addresslineson an1/O
device give the processor access to control, status, and data registersinternal to the particular 1/0
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device. For example, ICsthat perform timekeeping functionstypically have aregister for the
year, month, day, hour, minute, second, and tenth of a second. Other registers set up the
timekeeping format. Since these timekeeping 1Cs have battery backup, there are often additional
registers for applications requiring a small amount of nonvolatile memory. Such devices have
five or more address lines to provide accessto all the various internal registers.

Control lines, in addition to selecting the particular device to be accessed, aso direct the flow of
information on the data line either to or from the external I/0 or memory device. Some
processors share the address and data lines using time division multiplexing. The processor
supplies a control line to signal when the shared address and data bus contain address information
and when it isbeing used for data. Some ICs decode this signal directly, while others require
external decoding and latching of address information.

Interrupts are special 1/0 control lines that require the processor to be managed by the user-
developed code. These are hardware-generated program subroutine call instructionsto a
predetermined address. Mask bits that enable and disable their operation manage the interrupts.
Catastrophic operations such as power failure require that some interrupts remain impervious to
thisdisabling. These non-maskable interrupts are extremely useful for allowing a processor
system to fail in a safe and predictable way.

Special Functions for Microcontrollers

Computers need special purpose semiconductor devices to expand processor /O capability and
functionality. These include analog input, pulse width modulation (PWM) for analog output,
event timers, synchronous and asynchronous serial communications, and multiple access serial
networks. Individual ICs, commonly used for microprocessors, can also provide the functions
and services provided by these devices.

Microcontrollers frequently include the special hardware on the same silicon wafer as the
processor. Since the intended use for the microcontroller isin systems that require a minimum of
support hardware, integrating the special purpose hardware with the processor eliminates external
addressing and improves the access speed.

Gate Arrays

Gate arrays are semiconductor devices containing hundreds of thousands of logic gates and flip-
flops that are massively interconnected in atwo-dimensional array. End users or customer-
devel opers can use inexpensive devices to program field programmabl e gate arrays (FPGA).
Programming these devices consists of retaining or eliminating interconnections between gates
and flip-flops that subsequently generate the desired logic functions.

System designers frequently use Gate arrays (extremely fast Boolean processors) to off-load
computing requirements in a hardware-software co-design because either the processor istoo
dlow or the demands would consume too much processor time. Gate array designs are quickly
replacing designs using discrete logic circuits such as the 7400 series TTL and CMOS logic.
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3. POWER SYSTEM INSTRUMENTATION

INSTRUMENTATION CHARACTERISTICS [6038!, 6027V1]

Instrument transformers for measuring 60 Hz voltage and current function similarly to power
transformers. Differencesin construction accommodate the primary or high-side voltage and
current. For example, the primary of both the voltage and the current instrumentation
transformers must support the primary potential. The safety of both people and equipment
requires electrical isolation from the primary voltage. The voltage transformer (VT) and the
current transformer (CT) scale the magnitude so conventional instruments can process the system
information.

The main objective for these devicesis accurate reproduction of signal characteristics on the
secondary side of the transformer in amplitude, phase, and frequency content. Construction and
application control the accuracy of thissignal reproduction. Instrument transformer load is called
burden and has units of volt-amps (VA). Unless the instrument accuracy is specified at a specific
burden, lower burden usually results in more accurate measurements, based on nameplate ratings.

The Ideal Transformer Model

Ideally, the transformer power input identically equals the power output and the primary amp-
turnsidentically equal the secondary amp-turns, as shown in Equation 3.1. Application of these
two identities results in the three equal ratios shown in Equation 3.2 for an ideal transformer.

Vplp ° Vslis Eouation 3.1

IpN1° ISN2 quation 3.
15 5 adsd

aaN1o _ 3@9: S2- N Equation 3.2

eN2g éVsg Ip &

Zp'=N? Zp, ZP'=N2 Rp+N22pfLp Equation 3.3

Figure 3.1 shows the equivalent circuit of anonideal transformer electrical model. This model
relates al primary parameters to the secondary side using Equation 3.3 and includes wire
resistance for the primary and secondary windingsin R and R, respectively. This model also
includes the excitation reactance and the iron-core loss, which is the price paid (in watts) to
energize the transformer regardless of the transfer power. The transformer with windings N1 and
N2, shown in Figure 3.1, isnow considered ideal. Equation 3.1 and Equation 3.2 are not valid for
this model.
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Figure3.1: Schematic of Equivalent Circuit of Transformers

The model in Figure 3.1 shows the effects that burden has on how accurately Vs represents Vp
multiplied by aconstant. Since Vs’ represents the theoretical secondary voltage, compute the
percentage magnitude error using Equation 3.4, assuming the transformer has an ideal turns ratio.
Equation 3.6, which follows from Equation 3.4 and Equation 3.5, shows that error is directly
proportional to load current and leakage impedance. The approximation introduced by ignoring
the excitation current to smplify the math isvalid as long as the burden is much larger than the
current through the excitation branch.

Amplitude Error _éaé/s Vs 91000/ Equation 3.4
e Vs g

Vs @Vs'- Is ge\/ (N2Rp+Rs)’ +w?(N2Lp+Ls) Equation 3.5

[SHEek

a?SQJ(N RD+RS) +w (N Lp+Ls) 929
i % 100%  Equai
Vs : quation 3.6

& o
It isimportant to consider load impedance when computing the phase error, as shown in Equation
3.7 through Equation 3.11, in which Rb and Lb represent the burden resistance and inductive
impedance. Simplify by ignoring the excitation branch. Use Equation 3.9 to determine the phase
error and as an alternate to Equation 3.6 for expressing the amplitude error. Equation 3.7 through
Equation 3.11 show that phase distortion and amplitude errors are small if the circuit inductance

issmall in comparison to the circuit total resistance. A low burden or low circuit inductance will
reduce transformer scaling errors.

G-
Amplitude Error é
¢

It isalso important to consider the impedance of the control wiring when determining amplitude
and phase errors. If the burden is capacitive, modify Equation 3.7 through Equation 3.11

appropriately.
awlbo

Zbbgb =+/(Rb)?> +w2Lb?D arctangﬁ— Equation 3.7
2
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7Dt = /(Rp+ Rs+ Rb)? +w? (Lp+ Ls+Lb)?

5 arctan (Lp+ Ls+ Lb) Equation 3.8
g Rp+Rs+Rb 4 g
Vsbgs =Vs PO §| |—D (gb- qt) Equation 3.9
Phaseerror =qs=gb-qt Equation 3.10
Amplitudeerror = § |—- 17100% Equation 3.11
2l 5
Polarity

Polarity designations of instrumentation transformers allow proper phasing of voltages and
currents. The dots beside the transformer windings in Figure 3.1 denote the polarity terminals
and are similarly identified on the physical transformer. Convention dictates that primary current
into the polarity terminal induces secondary current out of the polarity terminal. Likewise, a
positive voltage presented to the primary polarity terminal produces a positive voltage on the
secondary polarity terminal.

CURRENT TRANSFORMERS (CTS)

Design

CTsare used anywhere ac current is measured, on transformer and circuit breaker bushings, on
bus bars, on transmission line conductors, and on grounding straps.” They have single (or at most
afew) turn(s) primary windings and many secondary windings. A typical rating specifies
primary amps to 5 secondary amps, such as 600:5, although other standards are used as well. For
instance, instead of a 5-amp secondary rating, use a 2-amp or 1-amp rating. The primary
windings must have the capacity to carry the expected current, plus fault current for a short
duration.

How are current transformers different from voltage transformers or power transformers?
Consider first how CTs connect into the power circuit. Asshown in Figure 3.2, the CT iswired
in series with the source, line, and load impedances such that the phase current is also the primary
CT current. Since the parameter of interest is current, not voltage, the instrumentation must have
impedance that is much less than the impedance of the circuit being instrumented. Idedly,
current transformers are constant current devices where low leakage impedanceis desirable.
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Source Line
Impedance Impedance

Source cT NI/N2 |
Voltage | Load
| Impedance

Figure3.2: CT Connection for Measuring Line Amps

CT Equivalent Circuits

A current transformer can be modeled as a constant current source whereratio current isinjected
into a magnetizing impedance in parallel with the burdens shown in Figure 3.3. Using a
reactance to represent the magnetizing leg of a CT, as shown in Figure 3.3, isa useful visual
concept. However, magnetization is a nonlinear phenomenon, and each level of excitation needs
different values of reactance. For example, the three B-H diagramsin Figure 3.3, asflux ¢ versus
magnetizing current |,,, represent low, medium, and high levels of excitation.

At low excitation, slope df /dl representing the inductance is low, indicating a disproportionate
amount of magnetizing current compared to the burden current at low excitation. At medium
excitation, df /dl isrelatively high and the magnetizing current is small compared to the current in
the burden. At high excitation, the B-H curve exhibits the maximum slope in transition between
saturated states. Because magnetizing current is so small compared to the ratio current during the
transition it can be ignored. Consequently, view the core ssimply as a volt-time switch, as shown
in Figure 3.3, that opens during arate of flux change and closes during saturation.

PFHENT)

Equivalent Circuits

Iy / Iy Iy

—

Low Excitation Medium Excitation High Excitation
Figure3.3: CT Equivalent Circuitsat Various L evels of Excitation

Zocholl discusses a volt-time concept that assumes the magnetic coreis avolt-time switch.' This
concept assumes no magnetizing current when there is rate of change of flux and all theratio
current flows to the burden. When saturation flux is reached, asindicated by volt-time area, and
thereis no longer a change of flux, the switch closes. This shuntsthe entire ratio current away
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from the burden until areversal of current and integration becomes negative, to reduce the flux.
Here saturation occurs at awell-defined point indicated by specific value flux and turns.

However, establishing flux in the core requires finite ampere-turns, which can be expressed as
magnetizing current measured at the secondary terminals. The excitation current, whichis
subtracted from the ratio current, has definite values for each voltage as shown by the excitation
curvein Figure 3.4. Thisfigure depicts steady-state voltage versus excitation current where
voltage is measured with an average reading voltmeter calibrated in rms. It isactually aplot of
flux versus magnetizing current, since the average voltage is the volt-time integral averaged over
the period of the sine wave.

Excitation Curves

The excitation curve shown in Figure 3.4 represents a C800, 3000:5 multiratio bushing CT. This
curveisameasure of CT performance that determines ratio correction factors at various levels of
steady-state excitation. Where it has awell-defined knee-point, it has no discernable point of
saturation. For thisreason relaying accuracy ratings are based on aratio correction not exceeding
10 percent and ratings are designated by classification and secondary voltage.

Multiratio CTsalow the CT to produce close-to-rated-secondary current at maximum expected
load. This provides maximum resolution for both relays and metering. Asindicated in thetext in
the bottom right of Figure 3.4, we can obtain a 3000:5 ratio by connecting the secondary current
leadsto terminals X1 and X5, resulting in 600 total turns. Using these taps, the transformer is
capable of eight ohms of external load. Obtain the C800 rating by multiplying the maximum
allowable load by 20 times the rated secondary, which, for this case, is 100A. Useterminals X2
and X5 to connect this CT asa 2000:5 ratio CT. However, the excitation current now follows the
next lower curve in Figure 3.4 and the excitation voltage is proportionally derated to (2000/3000)
of 800V or 533 V. Hence, the maximum allowable load impedance is5.333 W. Table3.1 hasa
complete summary of possible turnsratios for the transformer in Figure 3.4. Table 3.1 aso
shows the reduced allowable load resistance at lower CT ratios. A 300:5 C800 CT would again
allow 800V excitation voltage and an eight-ohm load. Examine closely the merits of using the
3000:5 muiltiratio CT at 300:5 versus a300:5 CT. Mitigating circumstances such as temporary
station configurations or anticipated load growth may make the multiratio CT a suitable choice.
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SECONDARY EXCITATION CHARACTERISTICS
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Figure3.4: 3000:5CT Excitation Curve and Various Taps Both With Knee-Point
Tangentsand With Normal Lines

Table 3.1; Terminal Connectionsfor Possible CT Ratiosfor
Multiratio 3000:5 CT With Characteristics Shown in Figure 3.4

Ratio | Total Turns | Terminals | MaximumV | Maximum
L oad
3000:5 600 X1-X5 800 8.00 W
2500:5 500 X1-X4 667 6.67 W
2200:5 440 X1-X3 587 587W
2000:5 400 X2-X5 533 533W
1500:5 300 X2-X4 400 4.00 W
1200:5 240 X2-X3 320 3.20W
1000:5 200 X1-x2 267 2.67W
800:5 160 X3-X5 213 2.13W
500:5 100 X4 -X5 133 1.33W
300:5 60 X3-X4 80 0.80 W

The C and K classifications cover toroidal CTswith distributed windings. In these cases, neglect
leakage flux and calculate the ratio using a standard burden to determine the excitation voltage.
Then read the excitation current from the curve. TheK rating is a proposed rating where the
knee-point is at least 70 percent of the secondary voltage rating. The secondary voltagerating is
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the voltage the CT will deliver to a standard burden at 20 times rated secondary current without
exceeding 10 percent ratio correction. The standard burden valuesfor relaying are 1.0, 2.0, 4.0,
and 8.0 ohms, all with an impedance angle of 60°. Consequently, at 20 times the rated current of
5 amperes the standard voltage ratings are 100, 200, 400, and 800 volts. Use standard burden
values of 0.1, 0.2, and 0.5, with a 25.8° impedance angle, for rating metering CTsthat are of
insufficient accuracy for relaying.

A multiratio CT isvoltage rated using the maximum turns ratio. The voltage read from the upper
curve at 10 amps excitation current is 486 volts. Thisislessthan the standard rating of C800 but
above C400. Accordingly, the CT israted C400. Calculate the magnetizing impedance of the CT
by dividing each value of voltage read from the curve by the corresponding excitation current.
Theresults are shown in Table 1. The magnetizing impedance is nonlinear, increasing from 1200
ohms at 0.001 amps excitation current to a maximum of 5625 ohms at 0.08 amperes of excitation.
Thisisthe point of maximum permeability and islocated by the 45° tangent to the curve. The
impedance val ues decrease from this point because the excitation is increased, reaching 90 ohms
at 10 amperes of excitation current.

Table 3.2: Excitation Curve Valuesfor the CT Characteristics of Figure 3.4

V(volts) | e(amperes) Ze(ohms)
1.2 0.001 1200
3.0 0.002 1500
5.0 0.003 1667
10 0.004 2500
29 0.010 2900
70 0.020 3500

250 0.050 5000
450 0.080 5625
530 0.100 5300
720 0.200 3600
800 1.000 800
830 4.000 207
870 6.000 145
900 10.00 90

Refer any point on the maximum ratio curve to alower ratio tap by using a constant volts-per-
turn relation for the voltage and a constant ampere-turn relation for the current. Consequently:

V2= &Vl 2= mI1 Equation 3.12

N1 N>

so that the knee-point of each curve lies along the normal line to the 45° tangent drawn in Figure
3.4. Figure 3.4 aso showsthe curve for the 300:5 ampere minimum tap.
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Burden

The electrical model presented in Figure 3.5 providesinsight into how CTswork. Categorize the
impedance in this circuit into the power system impedance, Zps, which consists of Zsource, Zline,
and Zload. An equivaent circuit shows where the power system impedances are referred to the
CT secondary side. For the secondary current to ideally represent the primary current, the
referred power system impedance must be much greater than the CT impedance plus the burden
impedance. If the burden is zero, then the secondary current is only affected by the leakage
reactance, which by design is small compared to the expected power system impedance.

If the burden increases, the impedance in the magnetizing branch can go into saturation. This
causes a significant amount of current to flow through the magnetizing branch instead of through
the burden connected to the secondary. Operating transformers in saturation causes both
amplitude and phase errors, as well as deforming the current waveform."""

|p 2 . 2 2
, Zsrc*N  Zline*N  Zload*N

N= A AW A
N1/N2

S=gE

Vp

Vs

CT

Figure3.5: Equivalent Circuit of CT Interconnected into a Power System

Toillustrate, consider the following example. Assume that the power system impedances are as
follows: Zsource=0.1+j 0.4W, Zline=0.3 +1.2W, and Zload = 16 + j4.0. Also assume that we
areusing a CT with characteristics shown in Figure 3.5 on the 300:5 tap so that N = 60. Then the
power system impedance, Zps, referred to the secondary side is the sum of Zsource = 360 +
1440W, Zline = 1080 + j4320W, and Zload = 57600 + j14400W. A typical value of CT
impedance is 0.0014WTurn. Since the number of turnsis 60, the CT impedance is Zct equal to
j0.084W and the burden impedance is 10V A with a 0.8 power factor at rated current of five amps.
This resultsin aburden impedance of Zs = 0.32 + j0.08W. To determine the error introduced by
the instrumentation, compare the current when the CT and burden are in the circuit to the current
when the CT and burden are not in the circuit, while holding the source voltage constant. Again,
the analysisin Equation 3.13 through Equation 3.16 ignores the magnetizing current branch. For
the current example, theratio error caused by burden is only 0.000057 percent.

Vs

Isl=—— Equation 3.13
PS
2= Equation 314
ZPS+ZCT+ZB Aen=
adsl- 1s20
Currenterror :gﬁ ~100% Equation 3.15
Isl 4

e Z,.t+Z 0
Currenterror = LB 100% Equation 3.16
ZPS + ZCT + ZB ﬂ
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If the error calculations include excitation impedance, then consult Figure 3.4 to obtain excitation
current. The excitation voltage is the secondary current through the burden times the sum of the
CT and burden impedances. For this example, the excitation branch voltageis 1.8V. The
excitation current for the 300:5 tap in Figure 3.4 is approximately 0.07A. Thisresultsina
1.4 percent current error. The total error isthe sum for the burden current error plusthe error
caused by the exciting current. Examination of Figure 3.4 showsthat using the largest tap that
metering sensitivity requirements allow helps keep errors as small as possible. Thisaso alows
the highest possible instrumentation burden. Equation 3.17 expresses the basic rule of thumb.
High burden that resultsin CT saturation causes relay to under reach.
¥z, <20

¥R g o, Equation 3.17

Ratio Correction Factor (RCF)

RCF istheratio of the true transformer ratio to the nameplate or marked transformer ratio.” Since
the secondary voltage is also a function of the burden, the RCF is not a constant, asdiscussed in a
later section of this chapter. The ANSI C37.15 classification of CTs guarantees specific accuracy
if the burden is under specific limits, but only appliesto 60 Hz currents. Adding compensation
windings to instrument transformers corrects for amplitude errors at rated burden. Calculating the
RCF for a given load requires knowledge of the characteristics for each individual transformer.
Figure 3.6 includes typical ratio correction factor datato assist in the computations. CT
manufacturers provide such curves for specific external burdens. Measuring the exact ratio in the
field may provide more accurate results with similar or even less effort.

Saturation can change RCF at high currents. The low-pass nature of a CT transfer function
makes the RCF different for currents at frequencies other than 60 Hz. This may be a problem for
relays when the power system isin atransient condition from normal switching or faults. It may
also present problems for relays that operate on current harmonics or relays that are based on
traveling wave technology. The bandwidth of atypical CT is5 kHz.

When multiratio CTs have characteristics such as the ones shown in Figure 3.4 and Figure 3.6,
using reduced ratio taps also reduces accuracy. Likewise, higher burdens also reduce accuracy.
Figure 3.6 shows RCF characteristics for a specified burden, which for this caseisthe rated load
of eight ohms. Note the perceived increase of accuracy as the secondary current increases. This
is because the excitation current that can be seen as the cost of energizing the CT dominates the
errors at low currents. At higher currents, the magnetizing current is a smaller percentage of the
total current. Transformer saturation from the voltage across the magnetizing branch reverses the
accuracy trend as secondary current increases. Figure 3.6 shows this saturation occurring at
progressively lower values of CT secondary current asthe ratio is reduced by tap selection.
Figure 3.6 also demonstrates that using the highest ratio produces the highest accuracy.
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OVERCURRENT RATION CHARACTERISTICS
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Figure3.6: Typical Ratio Correction Factor Curves

20

Angle Correction Factor (ACF)

The transformer burden also affects the phase of the secondary current. Figure 3.5 and Equation
3.18 show this dependency clearly.

aXLp+ XLs+ XLb0

Dls:-arctang Ro+ Rs+ Rb 5 Equation 3.18

where Xlp and Rp are referenced to the transformer secondary side.

Standards

ANSI C37.15, available from | EEE Standards publications, lists the standards for construction
and application.
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Practicesvi

To select the proper CT for an application you must know the application environment and the
accuracy required. The application environment includes primary voltage, maximum operating
current, maximum fault current, network reactance to resistance ratio, and the instrumentation
burden.

Generally, protective relays use fundamental frequency sine waves asinputs and their
performance is not specified for other waveforms. Therefore, in a protective relay application,
the voltage and burden of the CT should be specified to ensure undistorted secondary current for
the maximum fault condition.

IEEE/ANSI Standard C57.13 suggests applying CTsfor relaying based on the maximum
symmetrical fault current not exceeding 20 timesthe CT current rating and the burden voltage not
exceeding the accuracy class voltage of the CT. Thereisarationale for choosing a CT to produce
the knee-point on the excitation curve at the maximum symmetrical fault current since the
magnetizing reactance is at a maximum. Observe that the knee-point of atypical excitation curve
is about 46 percent of excitation voltage corresponding to 10 amperes excitation current. A rule-
of-thumb suggests that the C-rating be twice the excitation voltage devel oped by the maximum
fault current, which guarantees operation near the knee-point of the excitation curve for the
maximum symmetrical fault.

Preventing saturation from the exponential component of fault current requires a C-rating
exceeding the symmetrical rating by afactor equal to the X/R ratio of the faulted primary system
plus one. Unfortunately it is routinely impossible to achieve such ratings despite the fact that
saturation affects the performance of high-speed relays. In these cases, use simulations to assess
the effects of transient saturation on relay performance.

Creating an open-circuit in the CT secondary while connected to an energized power system
resultsin dangerously high potential across the open circuit. The model in Figure 3.2 shows how.
The burden impedance reflected back to the primary side is the inverse of the turns ratio squared.
If the load resistance is infinite, then the reflected impedance is aso infinite regardless of the CT
turnsratio. Thistheoretically causes the primary line-to-ground voltage to drop across the CT
primary turns. The voltage is then coupled to the secondary side of the CT that is now operating
as a step-up voltage transformer. Asaresult, the theoretical secondary voltage is the primary
line-to-ground voltage divided by the turnsratio. Regardless of the primary voltage, dangerously
high potentials can damage personnel and equipment.

Example Calculation of Errors

This example usesthe CT curves shown in Figure 3.4 and Figure 3.6 and the circuit shownin
Figure 3.5. Equation 3.19 includes the resistance of substation CT wiring with the burden
resistance. Asshown in the previous sections, the CT burden consists of internal burden, the CT
impedance and external burden, and the impedance of the devices connected to the CT, plusthe
substation CT wiring resistance.

— ~0.232G- 2.32
Rw=e W/1000ft. Equation 3.19

where G is AWG wire gauge.

The datain the lower right of Figure 3.4 shows that the CT secondary winding resistanceis
0.0014 Wper turn. Therefore, the greater the turnsratio, the greater the total resistance. We now
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consider three cases where the CT ratio is 3000:5, 2000:5, and 1000:5. In all three of these cases,
the CT wiring length will be set to 1000 ft, so the resistanceis 1 W.

Case 1: CTR =3000:5

Initialy, the device burden (or relay resistance) is set to zero. The CT resistance is 600 turns
multiplied by 0.0014 Wturn or 0.84 W. Therefore, the total burden is 1.84 W. At rated current
(5A) and at unity power factor, the voltage across the excitation branch is 1.84 Wtimes5 A or
9.2V. Refer to Figure 3.4; for a 3000:5 ratio an excitation voltage of 9.2 V equatesto 0.0045 A
in the excitation branch. This current, which is shunted through the inductive branch, is
orthogonal (90°) to the current through the burden. The current through the relay is now
expressed by Equation 3.20. The magnitude and phase angle errors from the CT at the prescribed
ratio are very small.

| retar =5.0000AD0"- 0.0045AD - 90°=5.0000AD - 0.05°  £qion 3.20

Case 2: CTR =2000:5

For this case the CT resistance is now 400 turns times 0.0014 Wturn, or 0.56 W. Thetotal CT
burden is now 1.56 W, resulting in an excitation voltage of 7.8 V when operating at the 5 A rated
current. From Figure 3.4, the excitation current is now 0.008AD-90°. The resulting relay current
for this case is 5.0000AD-0.09°. Again, the errors are small.

Case 3: CTR =1000:5

Using the 1000:5 tap of a3000:5 CT means that only one third of the CT voltage capability is
being used. The CT resistance for this case is 200 turns times 0.0014 Wturn or 0.28 W. With the
CT burden at 1.28 W, the excitation current is 0.0225AD-90°. The relay current is now
5.0001AD-0.26°. Even for this case, the magnitude and current errors remain small.

Example Summary

The datain Table 3.3 show the results of similar cases performed on two additional
manufacturers’ CTs using the same test conditions as the preceding three cases. This
demonstrates that the CT performance is the same for other manufacturers. Microprocessor-
based relays have burden on the order of 0.15 VA at 5 A rated current. This equatesto 0.03 W,
which justifies the assumption of zero device burden.

Table3.3: CT Ratio Magnitude and Angle Errorsfor 5 A of Burden Current

CT Brand 2 CT Brand 3
CT Ratio | 600:5 300:5 1200:5 600:5
R, 0.276 W 0.138 W 0.432 W 0.216 W
R 1276 W 1138 W 1432W 1216 W
Voo |638V 57V 7.16 6.08 V
N 0.0225 A B-90° | 0.060AD-90° 0.0055 Ab-90° | 0.017 Ab-90°
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5.0001 A 5.0040 A 5.0000 A 5.0000 A
D-0.258° b-0.69° D-0.063° D-0.195°

RELAY

POTENTIAL MEASURING DEVICES

Numerous instruments can measure the primary circuit voltage. Cost, accuracy, and application
voltages vary to meet the requirements of the application account. Conventionally, the secondary
voltage for power system voltage transformersis 120 Vac phase-to-phase or 69.3 Vac phase-to-
ground.

VT

Voltage transformer (VT) devices are usually more accurate than other conventional potential
measuring devices. VT devices use wire-wound construction in asimilar manner to conventional
power transformers with two windings wound around a common iron core. Discussionsin the
section that discusses operations and errors for current transformers also apply to voltage
transformers. The main difference isin what constitutes burden. Although high load impedance
constitutes a high burden for CTs, the oppositeistrue for VTs, which are constant voltage devices
whereit is desirable to have minimal magnetizing current.

For VTs, power can flow from the primary side or the secondary side. It is possible to generate,
either intentionally or unintentionally, primary voltages by energizing VTs from the secondary
side. If theVTsareinstalled in a substation, it is possible to energize portions of the substation
by this back-feeding phenomenon.

CCVT

Capacitor-coupled voltage transformers use a capacitive voltage divider and alow voltage
transformer for impedance matching as shown in Figure 3.7. These devices can also couple high
frequency RF signals to the power line for communication.
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Figure3.7: Schematic Diagram of a CCVT With RF Connection

Design

The capacitor stack isusually in ahollow porcelain insulator and filled with insulating oil. A
bellows mechanism at the top of the stack allows the oil to expand and contract from variationsin
temperature. The top of the capacitor stack is connected to the high voltage bus. The paralel LC
circuit, comprised of the bottom capacitor and the transformer, T, makes a resonant circuit tuned
for 60 Hz. This construction, while good for metering accuracy, has degraded performance when
operated out of its nominal operating range. This has adverse affects on relaying.

Thetuning pack is an optional feature on some CCV Tsto provide coupling for power line carrier
communication. The nominal frequency range of these communications signalsis 50 kHz to 400
kHz. The drainage reactor in the ground branch of the tuning pack provides a path to ground for
the 60 Hz signal while providing a high impedance block to the RF signal. The parallel RLC
network provides band-pass filtering for the RF signal. The high inductance of the power
transformer at the bottom of the stack keeps the RF signal from leaking into the low voltage 60
Hz output.

Operation and Errors

Sincethe CCVT consists of both a capacitive voltage divider and atwo-turn voltage transformer,
ratio errors can occur from both capacitor inaccuracies and transformer inaccuracies, as discussed
in previous sections. Higher accuracy V Ts reduce standing voltages (sequence voltages
measured during no-fault, line-energized conditions) and improve RF coverage. Table 3.4
compares the performance of two possible classes of VTs: Class 1 and Class 2. Note that Class 1
errors are half the rate of Class 2 errors.
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Table 3.4: Class 1 and 2 Maximum M agnitude and Phase Angle Errors

VT Maximum M agnitude Maximum Phase
Class Error', dM AngleError, dQ
Class1 +1% +40 MOA? (+0.67°)
Class 2 +2% +80 MOA’ (+1.33°)

The coupling capacitors of the CV T function as voltage dividers to step down the line voltage to
an intermediate-level voltage, typically 5to 15 kV. The compensating reactor cancels the
coupling capacitor reactance at the system frequency. This reactance cancellation prevents any
phase shift between the primary and secondary voltages at the system frequency. The step-down
transformer further reduces the intermediate-level voltage to the nominal relaying voltage,
typicaly 115/ V3 volts,

The compensating reactor and step-down transformer have iron cores. Besides introducing
copper and core losses, the compensating reactor and step-down transformer also produce
ferroresonance caused by nonlinearity of theiron cores. Because of this, CVT manufacturers
include a ferroresonance-suppression circuit. Thiscircuit is normally used on the secondary side
of the step-down transformer. Although it is necessary to avoid the dangerous and destructive
overvoltages caused by ferroresonance, the ferroresonance-suppression circuit can aggravate the
CVT transient, depending on the suppression circuit design. We discuss suppression circuits
later.

When afault suddenly reduces the line voltage, the CV T secondary output does not
instantaneously represent the primary voltage. Thisis because the energy storage elements, such
as coupling capacitors and the compensating reactor, cannot instantaneously change their charge
or flux. These energy storage elements cause the CVT transient.

CVT transients differ depending on the fault point-on-wave (POW) initiation. The CVT
transients for faults occurring at voltage peaks and voltage zeros are quite distinctive and
different. Figure 3.8 and Figure 3.9 show two CVT transients for zero-crossing and peak POW
fault initiations. For comparison, each figure also shows theideal CVT voltage output (ratio
voltage). Figure 3.8 showsa CVT transient with afault occurring at avoltage zero. Notice that
the CVT output does not follow theidea output until 1.75 cycles after fault inception.

Figure 3.9 showsthe CV T response to the same fault occurring at avoltage peak. Again, the
CVT output does not follow the ideal output. The CVT transient for this case lasts about 1.25
cycles. The CVT transient response to a fault occurring at points other than a voltage peak or
voltage zero takes a wave shape in between those shown in Figure 3.8 and Figure 3.9.

Each CVT component contributes to the CVT transient response. For example, the turns ratio of
the step-down transformer dictates how well a CVT isolatesits burden from the dividing
capacitors C and C,. The higher the transformer ratio, the less effect the CVT burden has on
these capacitors. The different loading that different transformer ratios cause onthe CVT
coupling capacitors changes the shape and duration of CV T transients.

Next, we discuss how two key CVT components affect the CVT transient response: the coupling
capacitors and ferroresonance-suppression circuit.

" Thiserror is specified for 5% £V,__ £ 100% with W, X, and Y burdens for Class 1, and Z
burden for //Class 2. Reference[3] further defines these burdens.
? MOA is the abbreviation for Minutes of Angle. 60 MOA = 1°
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Figure3.9: CVT Transient with Fault at Voltage Peak

Coupling Capacitor Value Affects CVT Transient Response

A CVT ismade up of anumber of capacitor units connected in series. The number of capacitor
units depends on the applied primary voltage level. The CVT capacitance is represented by two
values: one for the equivalent capacitance above the intermediate voltage point (C)) and the other
for the equivalent capacitance below the intermediate voltage point (C)). The Thevenin
equivalent capacitance value (C + C)) is different from the total capacitance C>C/(C, + C)
normally given by manufacturers. C, + C, is approximately 100 nF for the CVTs studied in this
paper. Some CVT manufacturers differentiate CV Ts as normal-, high-, or extrahigh-C CVTs.

The capacitance value associated with high-C CVTs decreasesthe CVT transient magnitude. To
seethis, compare the CVT transient plots of Figure 3.8 and Figure 3.10 for afault initiated at a
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voltage zero. Figure 3.10 shows the transient response of a CV'T with four times the total
capacitance of that shown in Figure 3.10.
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Figure3.10: Transient Response of a High Capacitance CVT

Distance elements cal culate a fault-apparent impedance based on the fundamental components of
the fault voltage and current. The fundamental content of the CVT transient determines the
degree of distance element overreach. Figure 3.11 shows the fundamental components of the
same CVT outputs shown in Figure 3.8 and Figure 3.10. We obtained the fundamental
magnitudes by filtering the CV T outputs using a digital band-passfilter. Note that the
fundamental component of the higher capacitance CVT output voltageis closer to the true
fundamental magnitude than that of the lower capacitance CVT. Therefore, any distance element
overreach caused by atransient output of a higher capacitance CVT is much smaller than that
caused by the transient output of alower capacitance CVT.

Increasing the CV'T capacitance value can increase the CV T cost but decreases the CVT transient
response. Thus, engineers must strike a balance between CVT performance and CVT cost.
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Figure3.11: Higher Capacitance CVT Causes L ess Reduction in the Fundamental Voltage
Magnitude

Ferroresonance-Suppression Circuit Design Affects CVT Transient Response

Figure 3.12 shows two types of ferroresonance-suppression circuits.

relay voltage relay voltage

1 GAP

‘ Lf Rf

step—down transformer secondary
step—down transformer secondary

Active Passive
Figure3.12: Active and Passive Ferroresonance-Suppression Circuits

Active Ferroresonance-Suppression Circuits

Active ferroresonance-suppression circuits (AFSC) consist of an LC-parallel tuning circuit with a
loading resistor. The LC-tuning circuit resonates at the system frequency and presents a high
impedance to the fundamental voltage. Connecting the loading resistor to a middle tap of the
inductor increases the resonant impedance of the circuit. For frequencies above or below the
fundamental frequency (off-nominal frequencies), the LC-parallel resonant impedance gradually
reduces to the resistance of the loading resistor and attenuates the energy of off-nominal-
frequency voltages.



Passive Ferroresonance-Suppression Circuits

Passive ferroresonance-suppression circuits (PFSC) have a permanently connected loading
resistor Rf, a saturable inductor Lf, and an air-gap loading resistor R. Under normal operating
conditions, the secondary voltage is not high enough to flash over the air gap, and the loading
resistor R has no effect on the CVT performance. Once aferroresonance oscillation exists, the
induced voltage flashes over the gap and shunts in the |oading resistance to attenuate the
oscillation energy. Lf isdesigned to saturate at about 150 percent of nominal voltage to further
prevent a sustained ferroresonance condition.

Ferroresonance-Suppression Circuit Effects on CVT Transient Performance

The AFSC acts like a band-pass filter and introduces extratime delay into the CVT secondary
output. The energy storage elements in the AFSC contribute to the severity of the CVT transient.

In contrast, the PFSC has little effect on the CVT transient. Most components of the circuit are
isolated from the CVT output when ferroresonance is not present. Figure 3.13 showsthe
difference of the CVT secondary outputs for aCVT with an AFSC and a CV T with a PFSC for
the same fault voltage. Note that the CVT with a PFSC has a better, less distorted transient
response than the CVT with an AFSC. Thisless-distorted transient resultsin a fundamental
magnitude that is closer to the true fundamental magnitude..
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Figure3.13: CVT Transientsof AFSC and PFSC

The PFSC has a permanently connected resistor, which increases the VA loading of the
intermediate step-down transformer. For the same burden specification, the CVT with PFSC
requires alarger intermediate step-down transformer.

Distance Relay Performance

We modeled a simple power system, CVTswith AFSC and PFSC, and a generic distance relay to
determine the performance of distance relays during CVT transients. Figure 3.14 showsthe
evaluation system.
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Figure3.14: Distance Relay Evaluation System
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Figure 3.15 shows the simple power-system model, a single-phase, radial system with fixed line
impedance and variable source impedance. The difference between pre-fault and fault voltage
levels heavily affectsthe CVT transient magnitude and duration. System SIR values, fault
locations, and fault resistance (Rf) determine this voltage difference.

CVT Model

We used linear models for an active and apassive CVT. The parameters used in the models are
from Reference["]. The model includes the following CVT components:

- Coupling capacitors

- Compensating inductor

- Step-down transformer

- Ferroresonance-suppression circuit

- Burden

The stray capacitance and copper resistance of the compensating reactor and step-down
transformer are included in the model to improve its accuracy at high frequencies.

We verfied all CVT model frequency responses against those obtained from [vii]. In addition, we
also compared the CVT transient outputs at voltage peaks and voltage zeros and verified that they
were the same as those shown in reference ["].

Thetop plot in Figure 3.16 shows the frequency response of aCV T with an AFSC. Idedlly, the
frequency response should be aflat line at 0 dB, which meansthe CVT passes al frequency
components without attenuation. Passing all frequency components makes the CVT output
voltage a close representation of the CVT input voltage. If the frequency response shows
attenuation at different frequencies, the CVT then behaves much like afilter and introduces
transients and time delay.
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The bottom plot of Figure 3.16 isthe CVT output together with the ratio voltage. Idedly, the
CVT output voltage is close to the ratio voltage. However, note that the CVT output voltage in
Figure 3.16 does not match the ratio voltage for 1.75 cycles.
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Figure3.16: Active CVT Model Result
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Figure3.17: Frequency Response of Passive CVT Model

Figure 3.17 shows the frequency response of the CVT with a PFSC. Notice that this frequency
response is much flatter than the one shown in Figure 3.16.

Relay Model

Figure 3.18 shows the distance relay model we used to evaluate the CVT transient effects. This
model includes an analog anti-aliasing low-pass filtering, analog-to-digital conversion
(decimation), digital band-pass filtering, and impedance calculation. The generic distance relay
does not include security measures or other means of preventing CV T-transient-induced
overreach.
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Figure3.18: Relay Mode

Distance Relay Performance Results

Figure 3.19 shows the generic distance relay response to the transients of CVTswith PFSC and
AFSC. Thefault applied is at the end of theradia line. The curvesin the plot show the
maximum Zone 1 reach setting that will not pick up from CVT transient errors.

From these curves, we see that the distance relay transient response for aCV T with aPFSCis
much better because the relay has much less overreach. Using a CVT with a PFSC greatly
reduces the need to decrease the Zone 1 distance element compared to using aCVT with an
AFSC.

We limited fault POW initiations to voltage peaks and voltage zeros. Figure 3.19 shows the
resultsin the worst distance element overreach cases, faults that occur at a voltage zero.
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Figure 3.19: Distance Relay Performance with AFSC and PFSC

System Impedance Ratio (SIR)

The major factor that affects the severity of CV T transientsis the fault voltage magnitude level.
The smaller the fault voltage level, the greater the likelihood that the CVT will introduce a
prolonged and distorted transient. System SIR directly influences the fault voltage level for a
fault at agiven location. Keep the SIR value in mind when ng the influence of CVT
transients.

Figure 3.19 shows a plot of maximum Zone 1 reach settings versus system SIR values. When
used with the CV T having an AFSC, the Zone 1 element of the generic distance relay can tolerate
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CVT transients for systemswith SIRsup to four. Eliminate the relay Zone 1 protection for
systems with SIRs 3 20 unlessthereis additional logic.

Therelay transient response when using a CV T with a PFSC is much better. Zone 1 protectionis
effective for system SIRs as high as 30.

CVT Burden
The magnitude and angle of the connected burden influence the CVT transient characteristic.

ANSI C93.1-1990 standard requires that the burden for CVT transient response testing be two
impedances connected in parallel asin Figure 3.20. Oneimpedance is aresistance (R), and the
other impedance, (R, and X ), has alagging power factor of 0.5. The burden value is 100 percent
or 25 percent of the CVT maximum rated accuracy class voltamperes and has a power factor of
0.85.

Rs
Rp

Xs

Figure3.20: Burden for CVT Transient Testing

Figure 3.21 shows the maximum Zone 1 reach setting as a function of ANSI and resistive burdens
for the CVT with aPFSC. The ANSI loading increases the CVT transient and distance element
overreach compared to the resistive burden.

Solid-state and microprocessor relays have very small and nearly resistive input burdens. When
using aCVT, ensure proper distance relay protection by calculating the total burden of all devices
connected on the CVT and making sure the burden is not excessive and is nearly resistive.
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Figure3.21: Relay Performance asa Function of CVT Burdens
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CVT Transient Detection Logic

The generic distance relay has overreaching problems when:
- The system hasa high SIR
- TheCVT hasan AFSC

This overreach problem is further aggravated if the CVT hasalow C-value, and the CVT
secondary has a heavy inductive burden.

This section introduces logic that:
- Eliminates the distance element overreach caused by CVT transients
- Causes minimum time delay for true in-zone faults
- Requires no special user settings
- Adaptsto different system SIRs

Beforeintroducing the CVT transient detection logic, we review some past solutions.

CVT Transient Overreach Solutions

Reach Reduction

One solution to CV T-transient-induced overreach is to reduce the Zone 1 reach. In some cases,
the CVT transients could be so severe that Zone 1 protection must be eliminated.

Time Delay

Another method of avoiding Zone 1 distance relay overreach caused by CVT transientsisto
delay the Zone 1 elements. Thistime delay must be longer than the CV T transient duration.

Thetime delay solution is asimple and effective way to solve the problem. However, thetime
delay is then always present no matter what the system SIR value is or where the fault is located.
Thus the time delay penalizes the fault clearing time even for aclose-in fault on alow SIR
system.

SIR Detection

Another solution is to detect the high SIR system condition using the measured voltage and
current signals. When the voltage and current signals are below preset levels, the relay declares a
high SIR condition. Once the relay detects a high SIR condition, it introduces additional filtering
in the voltage channels, or atime delay into the distance element output decision. Both filtering
and time delay methods have approximately the same effect.

The shortcomings with these SIR detection designs are:

- Itisdifficult to choose the overcurrent threshold setting. This setting is normally fixed by
relay manufacturers. If the setting is small, the relay may overreach for some high SIR
systems. If the setting istoo large, the relay penalizes the fault clearing time for stronger
systems.
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- For high SIR systems, the fault currents for close-in and remote faults do not differ much.
Relying only on the current level to detect high SIR conditions inevitably penalizes the
tripping speed of close-in faults on high SIR systems.

Transient Detection Logic Description

The following text describes the proposed CV T transient detection logic. Recall from 0 SIR
Detection that the distance element overreach increased with increasing SIR. Theimproved CVT
detection logic uses this information to determine when time delay is necessary to eliminate the
CVT transient effect. The major improvements of thislogic are:

- Therelay automatically calcul ates voltage and current thresholds so does not require factory
and user-entered settings.

- Distance calculation smoothness defeats the trip time delay for close-in faults on high SIR
systems.

Figure 3.22 illustrates the block diagram of the CVT transient detection logic. Themisthe
distance calculation described in Reference [4] and dm isthe incremental quantity of the distance
calculation. In Figure 3.22, the 27 elements are phase-to-phase and phase-to-neutral undervoltage
elements, and the 50 elements are phase-to-phase and phase-to-neutral overcurrent elements.

— - m smoothness

1 Output

Sm Comparator } Zone
— Low | HS‘R‘ 0

27 | Low Vv TDDO

Zone 1

Figure3.22: CVT Transient Detection Logic

Low-Voltage Detection

When the relay polarizing input voltage is depressed, we know that the relay voltage may include
aCVT transient. We detect thislow voltage with both phase-to-phase and phase-to-neutral
undervoltage elements.

A high SIR system condition occurs when an undervoltage element picks up and the
corresponding overcurrent element does not. HSIR output in Figure 3.22 picks up. Upon
detecting a high SIR condition, the CV T logic adds a short time delay (TDDO in Figure 3.22) to
the Zone 1 elements to prevent distance element transient overreach. We discuss this delay later.

Separate phase-to-neutral and phase-to-phase undervoltage elements are necessary becausein
phase-to-phase faults the phase-to-phase voltage decreases dramatically without an appreciable
decrease in the phase-to-neutral voltage.

The CVT logic cal culates the low-voltage threshol ds based on aradial line with a predetermined
SIR value. Thethreshold isthe relaying voltage when a short-circuit fault occurs at the end of the
radial line. Asshown in Figure 3.23, the CVT transient detection logic cal culates the phase-to-
neutral voltage threshold as:

\4 .
Viohase = |Vo +V, + V2| = ﬁ Equation 3.21
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Figure 3.23: Sequence Network for an A-G Fault at Line End
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As shown in Figure 3.24, the logic cal cul ates the phase-to-phase voltage threshold as:

Ve e =‘(a2 ; %{Nl - Vz)‘ = \(/32-/!-?1)1 Equation 3.22

ZL1

SIRe/ZLT

Vnom

/LT

Figure 3.24: Sequence Network for aB-C Fault at Line End
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High-Current Detection

A low-voltage condition is present for close-in faults and delays Zone 1 tripping because it is not,
by itself, sufficient to declare ahigh SIR system condition. To prevent Zone 1 tripping delay for
alow SIR application and/or for close-in faults, supervise the low-voltage elements with
corresponding high-current elements.

The CVT transient detection logic calculates the current thresholds using the user-entered replica
line impedance settings and a predetermined SIR radial line model with the assumed fault
location at the end of theline. The calculated current thresholds are the phase-to-neutral and
phase-to-phase current flow at the relay.

Using the sequence network shown in Figure 3.23 as areference, the logic cal cul ates the phase-
to-neutral current threshold as follows:

3 >e\/nom |

! e TSR 22 1+ Z,,)]

=[lo+1,+

Equation 3.23

phase

Using the sequence network shown in Figure 3.24 as areference, the logic calcul ates the phase-
to-phase current threshold as follows:

\/5 Xvnom

— 2_ _ — —
v s =(3 @12 )] = 2030 = | e

Equation 3.24
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Theratio of close-in to remote fault currentsis (SIR + 1)/SIR. For ahigh SIR system, the fault
current magnitudes do not differ greatly for different fault locations along the protected line sec-
tion. Therefore, the high-current elements based on the threshol ds cal culated above do not
override the under voltage declaration for close-in faults on higher SIR systems. This meansthe
distance element could be penalized with adelay for close-in faults. The logic we discuss next
reduces this problem.

High SIR Time Delay and Distance Calculation Smoothness

As shown in Figure 3.22, with conditions of low voltage, low current, and the Zone 1 pickup, the
CVT logic delays the Zone 1 element output. Thisdelay islong enough to eliminate worst case
CVT-transient-induced Zone 1 overreach.

For close-in faults on systems with high SIRs, use the distance-cal culation smoothness detection
to override the tripping delay caused by low voltage and low current.

The high SIR detection part (HSIR) of the CVT logic could assert for close-in faults on higher
SIR systems, both low-voltage and low-current. This assertion is unavoidable on high SIR
systems. However, thereis alarge difference in the distance cal culation stabilization time for
close-in faults and for remote faults. For remote faults, the distance calculation stabilizes by the
timethe CVT transient diesout. For close-in faults, the distance cal culation stabilizes rather
quickly, but the distance element operating speed is penalized by the CVT logic time delay.
These observations show that detecting the distance cal culation smoothness enables us to bypass
the time delay introduced by the CVT detection logic and thereby decrease tripping time. This
logic then minimizes the fault clearing time delay of close-in faults on higher SIR systems where
low voltage and current cause the CV'T detection logic to assert.

The threshold of distance smoothness detection is a function of distance calculation results, which
is experimentally determined as - axn+b . Thisvariable threshold alows usto tolerate more
distance calculation fluctuations when afault is close-in and fewer when the fault isremote. The
distance cal cul ation-dependent threshold gives us the ability to override the CVT tripping delay
for close-in faults occurring on high SIR systems.

VT Magnitude and Angle Errors Create Standing Voltages

Table 3.5 and Table 3.4 show the standing V,, and V,, voltages for Class 1 and Class 2 VTs with
aratio error and an angle error from asingle phase. The assumed ideal phase voltage magnitude
is66.4 V and all phase voltages are separated by 120°.

Table 3.5: Standing Sequence Voltages Present for VT Ratio Errors

dm dQ Voo Vg s

-2% 0 044V D 180°
-1% 0 0.22V D 180°
0% 0 0.00V B 0.00°
+1% 0 0.22V B 0.00°
+2% 0 0.44V B 0.00°
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Table 3.6: Standing Voltagesasa Result of VT AngleErrors

dM dQ Vo Vi
0 -1.33° 154V b -90°
0 -0.66° 0.76 V b -90°
0 0.00° 0.00V b 0.00°
0 +0.66° 0.76 V B +90°
0 +1.33° 1.54V B +90°

Each of the three VTs can have a plus or minus magnitude and/or a phase angle error. Any error
produces astanding V,, or V,,, even on a perfectly balanced system. The magnitude and phase
angle of this standing voltage depends on the individual VTs and possibly on their connected
burdens. The standing voltage error has different effects on different faults, with different R_on
different phases.

Here is an easy way of looking at the errors shown in Tables 7 and 8. Calculate the error voltage
ethat results from the ratio and phase angle errors using the equation shown in Figure 3.25.

dQ

dM

e = +/(magnitudeerror)? + (angleerror)’
= (M) +(dQ)
Figure3.25: €isa Starting Point for Calculating RF Limitations Caused by VT Errors

For reliable operation for all fault types, the fault must generate V,, or V,,, greater than two or
three timesthat of €. Thisensures that the fault generated V,, and V, , overwhelms the standing
voltages.

Cadculate efor the Class 1 VT using the data from Tables 7 and 8.

e=(076v2 +022v2)"?
=0.79V

Equation 3.25

BPD - Bushing Potential Devices

These devices use the diglectric of insulator bushings to provide high voltage capacitance.
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NONCONVENTIONAL INSTRUMENTATION

Microprocessor-based relaying imposes very low burdens on voltage and current instrumentation.
Microprocessor-based relays do not require the high current and high voltage instrumentation
needed to operate el ectromechanical devices. If the burden range is restricted, improved accuracy
is possible without increased cost. With lower burdens, new technologies can now be used for
instrumentation with wider bandwidth than is needed for traveling wave-based relaying. Minkner
and Schweitzer discuss many of these conceptsin a 1999 WPRC paper. * These new technology
instruments are al so less susceptible to distortions during fault conditions.

Facilities employing both el ectromechanical and microprocessor-based technologies for metering
and relaying are either confined to using the conventional instrumentation discussed above or to
installing two sets of instrumentation.
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4. FUNDAMENTALS OF
PROTECTIVE RELAYING

Modern power system relays are electromechanical,
electronic and/or computer-based devices that protect
power system equipment and apparatus from abnormal
currents and voltages. The two fundamental relay
operations are to isolate faulted sections of the power
system while maintaining the power delivery capability
in the rest of the power system.

Relays can have numerous inputs on which to determine
if atrip signa isrequired. Figure 4.1 illustratesthe
power instrumentation is provided by voltage
transformers (PT) and current transformers (CT). DC
power is needed to supply relay power aswell asto
provide trip coil power for the power circuit breaker.
The 52 designation is the |EEE standard C37.2 device
number for power circuit breakers. Batteries normally
provide dc power in the event that the station has lost all
ac connections. Other inputs can modify relay behavior
to speed up or inhibit operations. Local control is
normally bi-state logic while remote communications
allows both multi-valued data (digitized analog) as well
as bi-level control. Relay communications also allows
remote control and event retrieval.

This chapter focuses on the fundamentals of devices
designed to provide power system protection.

Bus Circuit

Breaker
cT Power

Line

Station
Battery

Figure4.l: Single-Line Diagram of Relay Connection

to Power System

HISTORY OF RELAYS

The term relay normally refersto the electronic or
electromechanical device responsible for the processing
portion of the relay system. In general terms, relays
provide control to the breaker so that it has function
similar to afuse or residentia circuit breaker.
Residential circuit breakers and fuses both detect and

interrupt fault current. This requires both relay and
circuit breaker.

Initialy, relays were electromechanical and used flux to
produce torque that caused the breaker to open. Mason
derives ageneral torque equation shownin (4.1) and
proceeds to demonstrate how selecting the value and sign
of constants K1 through K4 describes all fundamental
relay operations. Positive torque resultsin forces that
tend to close the trip contacts. Various forms of (4.1)
will be used to explain the fundamental operations of
many types of protective relaying. Modern
microprocessor-based relays still use many of the
fundamental relationships derived from this expression.

T=K 12+ Ky,V2+ KV lcosg - t) + Ky (4.2)

Many electromechanical relays are still being used by
utilities, industrial, and commercial facilities today.
They have limited capability and were packaged such
that separate units, called elements, provided each
control feature.

Transistors and integrated circuits replaced induction
disk solid-state relays. Microprocessor relays,
introduced in the early 1980s, have completely replaced
both electromechanical and solid-state relays for new
applications.

Terminology is relatively unchanged since relay
engineers were aready familiar with the terminology
associated with electromechanical relays. Operate and
restraint torque do not physically exist in
microprocessor-based relays, but are derived
mathematical quantities based on microprocessor code.

The purpose of the protective relay has remained
consistent over the years: to efficiently and effectively
deenergize faulted portions of the power system while
causing minimum disruption to the remaining unfaulted
sections. Relays provide the controls for automatically
switching all aspects of the power system. Normally, the
switching action is set to deenergize selected devices or
portions of the power system.

Some automatic switching control provided by relays
will reclose abreaker shortly after atrip in an attempt to
quickly restore power to acircuit. Such reclosing
operations are based on the experience that a high
percentage of some types of faults are transitory and self-
clearing after the lineis deenergized. Relays have
evolved to control, record, report, communicate, and in
some cases, adapt to, events on the power system.
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TYPESOF RELAYS

Relays are designed to protect every kind of apparatus
and facility used in the generation, delivery, and
consumption of electrical energy. Elements commonly
protected by relay equipment arelisted in Table4.1. Ina
coordinated protected system, the effects on both the
primary zone of protection and the adjacent zones must
be carefully planned. In addition to the variableslisted in
Table 4.1, relays also monitor local and remote status
contacts controlled by relays and switches.

Table4.1: Protected Power Systemsand Parameters

Measured
Parameters M easured
\% | F i T Pt
Rotating  Generators M M MM M
Devices  Motors M X M
Synchronous M M MM M
Condensers
Lines & Transmission M M M M
Circuits  Distribution M M D M
Cable M ™M D D M
Series M M M
Capacitors
Shunt Reactor M M M M
Station Breaker M M M M
Failure
Bus Fault M M M
Transformer M M M
Shunt M M M
Capacitor
System Load Shedding ™M M
Stebility | oad / M M
Frequency
Control
Reclosing M M
Sync Check M M
Parameter symbol code:
V—Volts M—M easured
|—Amps D—Derived
F—Frequency t—Time

f—Phase
T—Temperature
P—Pressure

Relays that run autonomoudly or without local and
remote supervision make trip/no-trip decisions based on
local analog measurements and status contacts.
Supervised relays are capable of autonomous operation
but perform better when based on remote information
using some means of communication. The supervision
can block or permit trip operations or provide status.
Supervised relays can perform faster and more securely,
but are also more likely to fail.

4.1.1 Protecting Lines and Circuits

The three most common types of linerelaying are
overcurrent, impedance, and phase comparison, which
includes pilot wire relaying. Another type, based on
traveling wave theory, isless common. Derive the
frequency and phase relationship between voltage and
current for the relay algorithm from the measurements of
voltage and current (see Table 4.1).

For dependable and secure functionality, the relay must
be able to determine the direction and relative distance to
the fault. From the relay perspective, fault direction is
forward if the fault occursin or beyond the zone of
protection, asillustrated in Error! Refer ence sour ce not
found.. Sometimes the direction isimplied, such aswith
single source radial feed networks. Section 4.1.4
discusses various methods of deriving direction.
Distance is an abstraction of the impedance between the
point or relay instrumentation and the fault. Itisonly
possible to measure physical distance to the fault if a
relationship of ohms per mileisidentified. For
additional information on fault locating see 4.3.4.
Determine distance from current measurements by
assuming the source voltage is constant. More accurate
measures of distance require voltage measurements and
knowledge of line impedance (see line constants
parameter program).

Relays frequently address phase-to-phase or smply
phase faults separately from phase-to-ground faults (also
called ground faults). Thisis because the detection
algorithms are separate in order to tune or maximize the
relay to the particular type of fault.

4.1.2 Overcurrent Relays

4321 Instantaneous Overcurrent Relays (ANSI
Type 50)

Model overcurrent relays similarly to overvoltage relays,
using amodified form of Mason’s genera torque



61

equation as described by (4.2). Therelay requires
positive torque to operate. Negative K4 provides
constant restraining. Solving to the balance point (zero
torque) determines the trip current, also commonly called
pickup current, as shown in (4.3).

T=K 1%2- K, 4.2

lpy = /% , aconstant (4.3
1

Theinduction disk electromechanical relay produces
torque in amoveable disk similar to the disk in a
residential electrical meter. Consider the case when two
time-varying fluxes of the same frequency but different
phase, q, as expressed in (4. 4) and (4. 5) areimposed on
adisk as shown in Figure 4.2.

f1=F 1, sin(w t) (4_ 4)
f2=F 2y sSn(wt+q) (4 5)

At the instant when both fluxes are directed downward
and are increasing in magnitude, each flux induces
voltage around itself in the rotor, and currents flow in the
rotor under the influence of the two voltages. The
current produced by one flux reacts with the other flux,
and vice versa, to produce forces that act on the disk.
Assuming that the disk currents produce insignificant
self-inductance, currentsi, and i;, are in phase with their
voltages, resulting in (4. 6 )and (4.7). This produces two
mechanical forces opposite in direction so the net forceis
the difference shown in (4.8).

i,lu%u F 1y cos(w t) (4 6)
b on 20 2y costw tq) 4.7)
F=F2- Fly (f 26,1~ f 14, ) (4.8)

Substituting the quantities of (4. 4) through (4.7) into
(4.8) resultsin the net force. Theresult is (4. 9), which
reduces down to (4.10), which shows the force is
proportional to the magnitude of the product of the two
fluxes and the phase difference between them.

FuFlyF 2y[sn(w t+q)cos(wt)- cosiw t+q)sin(w t)] (4.9
FuFly,F2ysnq) (4.10)

Figure 4.3 shows the basis of both the residential electric
meter and the induction disk relay. The pole shading

forces a phase shift in the flux, g, that produces the force
in (4.10). Sincetorqueisaforcetimesadistance and
since the applied current produces identical flux for F1
and F2, (4.10) can be expressed as (4.1) where K,
accounts for all the proportionality.

Figure 4.2: Induced Currents and Forces Resulting From

Two Flux Paths on a Metallic Disk

To complete the comparison of the induction disk relay
to theresidential electric meter, meter the power
assuming a constant voltage and no restraining spring.
This makesK, zeroin (4.2). The meter isfreeto rotate at
a speed proportional to the square of the load current. A
counter simply measures the number of disk rotations
and applies a kWh conversion per disk revolution.

T
Shading 2
= Ring /) % 5
Rotor (=== | d 23
Direction Shadi <
of force —I—Ifﬁ Rai\niqng (/ )
—
Figure4.3: Shaded-Pole Induction Disk

4322 Time-Overcurrent Relays (ANSI Type 51)

The overcurrent relay more or less approximates the
operation of the thermal fuse. Thissimilarity isadesign
characteristic of time-overcurrent relays to accommodate
systems that integrate fuse protection with
electromechanical, electronic, and microprocessor-based
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relays. For time-overcurrent relays, the magnitude of the
applied or operating current determines the timeto
operate. Electromechanical devices had adisk that
looked much like the onesin a conventional residential
power meter. Figure 4.4 illustrates some of the
mechanical components of the induction disk overcurrent

relay.

Time Dial

Direction Setting

of
Current
Induced
Torque

Reset
Restraining Position
Spring

Figure4d.4: Diagram of Induction Disk Relay

A restraining spring forces the disk to rotate in the
direction that opens the trip contacts while current
creates operating torque to close the contacts. The net
torque equation is expressed by (4.11), where positive
torque closes the contacts. Thel,, relay setting fixes the
value of the pickup current. When the current applied to
the relay equals the pickup current, the contact closing
torque just equals the restraining torque and the disk will
not move regardless of its position. If the applied current
increases above the pickup current, the disk will begin to
rotate so that the trip contacts come closer together. If
the operating torque equals the restraining torque then
the net torquein (4.11) iszero. Thisalowsusto solve
the torque balance equation shown in (4.12)."

Integrating (4.12) with respect to time, (4.13) shows that
the rotation angle depends on the magnitude of the
current and the time that the current is applied. Thetrip
contacts, positioned with an adjustment called the time
dia setting (TDS), determine how far the disk must
rotate to close the contacts. The TDS units vary
continuously from zero to a value typically greater than
10. Therelationship of TDSto thetimeto operateis
such that increasing the TDS setting by a number
increases the time to trip by that same amount. For
example, changing the time dial setting three to nine
makes the time to operate three times longer.

Damping magnets and coils impedes the speed of
rotation. Referencing the initial disk position to the reset

location, and t, to when theratio of 1, /I is greater than
unity, the trip time is the time required to rotate the disk
through the angle determined by TDS as shown in (4.14)
and (4.15).

R o O 5
¢®l 0 : &fq 6
T=togdy—l - Lo KagTms (4.11)
ge Py ; el g
aeaeq 62 9 &
C : il
t SEQ—: S=K 2 (4.12)
98 | [ + et g
where:

tsisthe restraining spring torque
| isthe applied current

IPU isthe pickup current that is established by the
zero torque from (4.3)

Kd is disk damping factor due to magnetic drag
q isthe disk rotation anglep TDS

tg | @2 ¢
qz,qlz_gQ—: ’:L:(tz’tl) (413)
Kacglog =
2
te o2 o ©
TDS=—S(6—= - 1_(riptime) (4.14)
Kqg 9e|pE :
2
Ka
Lo t A
(triptime)= TDS S =TDS
Boy o0 O (M2-1) (4.15)
et L1
¢&loy =
e

where: M is the multiples of pickup current = I/IPU and
A =Kdfs.

Equation (4.15) demonstrates that three parameters
determine the operating characteristics of the time-
overcurrent relay, namely the pickup current, I, thetime
dia setting, TDS, and the degree of inverseness. For the
development shown in (4.11) through (4.15), the
constant A and the power of M in (4.15) establish the
degree of inverseness. In practice, there are actually
three parameters that determine the degree of
inverseness. (4.16) and (4.17 show the form usually
used to describe time-overcurrent relay operations.

(4.16) represents the reset time and (4.17) thetime to
trip. Thistripping timeisonly valid if therelay isthe
reset condition. Similarly, (4.17) isaccurate only if the
relay starts when the time-overcurrent function has timed
out.
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Some sources claim that (4.15) and (4.17) include disk
inertia by using the parameter B. Theresult isthat relay
manufacturers design relays with particular
characteristics using various factors for A, B, and p."
Although it is not required, most manufacturers facilitate
relay coordination by using the standard values shown in
Table 4.2 for inverse characteristics. Figure 4.5
illustrates the family of curvesfor very inverse
characteristics and atime dial setting of one through ten.
This set of curves demonstrates that the time to operateis
linearly dependent on the time dial setting for agiven
characteristic and multiple of pickup current. A
complete set of 1.E.C. and U.S. standard curves based on
the |EEE standard C37.112-1996 can be found in
appendix.

6909

tr = TDS
i RV E (4.16)
A o
tt = TDS ¢ +BS forM s 1.
Evro 1 s (4.17)

Table 4.2: Degreesof Inversenessasa Function of A,
B and p for U.S. and |.E.C Standard Curves

Curve A B C P

U.S. Moderately 0.0104 0.2256 1.08 0.02

inverse (U1)

U.S. Inverse 5.95 0180 | 595 2.00
(U2

U.S. Very inverse 3.88 0.0963 | 3.88 2.00
U3

U.S. Extremely 5.67 0352 5.67 2.00
inverse

(U4

U.S. Short-time 0.00342 | 0.00262 | 0.323 0.02
inverse

(US)

|.E.C. ClassA— 0.14 0.0 135 0.02
Standard

inverse (C1)

|.E.C. ClassB— 135 0.0 47.3 2.00
Very

inverse (C2)

|.E.C. ClassC— 80.0 0.0 80.0 2.00
Extremely
inverse (C3)
|.E.C Long-time 120.0 0.0 120.0 2.00
inverse (C4)
|.E.C Short-time 0.05 0.0 4.85 0.04
inverse (C5)
100 TS Inverse Curve: 12
10
s
[ T 12y
£ 1"
5 T T 8—
LR _— 6= ==
o 4
£ e
)
—
o1 05
om
1 o 100
Currat - Multiples of Pickup
Figure4.5:  Family of Curvesfor U.S. Inverse U2

Characteristics

Benmouyal and Zocholl discuss time-current
coordination in systems that use both thermal fuses and
time-overcurrent relays." The basic concept is that the
higher the current, the faster the relay or fuse operates.
Figure 4.6, reproduced from this reference, illustrates
how the 50E fuse time-current characteristics compare
with the extremely inverse relay characteristics. The
shapes of these curves are well defined in IEEE standard
C37.90. Fuses are generally used to clear specific loads
or sections of a distribution system and are located on
poles and in service entrances. Thermal fuses are rather
inexpensive, but are destroyed in the process of clearing
the fault. A worker must replace the fuse before service
can be restored.

Breakers and other interrupting mechanisms are more
expensive than fuses and are usually installed at the
substation. Asthe cost of breakers declines, thetrend is
to replace fuses with relays and interrupters. Time-
overcurrent relays discriminate faults by current
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magnitude and use time to coordinate operationsin
different zones. So the closer the fault, the faster the
relay will operate. Faults farther away have higher
impedance between the source and the fault, resulting in
lower fault current and therefore longer operating times.
For radial lines (lines with only one source) and with
downstream fuses, the additional time allows the fuses to
operate first. Relay-fuse coordination isimportant to
minimize the extent that clearing the fault will
deenergize the power network.

Figure 4.7 compares the time to operate as a function of
multiples of pickup current for three different inverse
characteristics. (4.16) and (4.17), together with Figure
4.5 and Figure 4.7, lead to several observations. Oneis
that the time to operate is roughly inversely proportional
to the inverse of the square of the current, making it
responsive to energy. Another isthat after 20 multiples
of pickup current, the time to operate is nearly
independent of current.

Fuses are nondirectional single-phase devices and should
not be used where the loss of one phase could damage
equipment. Since fuses are generally sized for load,
increase the fuse rating, and in some cases, the hardware,
if adding load. Figure 4.6 shows a shaded area between
the minimum melting time and the maximum melting
time. Fuses have unpredictable performance whenever
currents are in this region whether or not the fuse opens.
Fuse coordination with upstream relays requires that the
relays not operate faster than the maximum melting time
in addition to time for fuse tolerance variations. The
difference between the relay and fuse operating times for
a specified fault current is the coordination time interval
(CTI).

A repeated high surge of high current for which the fuse
does not operate still causes the fuse to heat up.
Coordination is useless without sufficient time to cool
between applications of high current.
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Figure4.6: Extremely Inverse Relay Characteristics

Compared With Minimum and Maximum
Clearing Times of a 50E Fuse
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Figure4.7: Comparison of Inverse Characteristicsfor
Modified Inverse, Very Inverse, and
Extremely Inverse Characteristics

As previoudly stated, time delay with relays allows
coordination between other time overcurrent relays as
well asfuses.” Consider afaulted single feed system as
illustrated in Figure 4.8. The relay on the faulted line,
R4, should be the only relay to trip. (4.18) determines
the maximum three-phase fault current that can be
expected for afault beyond bus #3 and, if the longest line
leaving Bus #3 has impedance Z4, (4.19) expresses the
minimum fault current. Similar expressions devel oped
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for each line segment show that the closer the segment is
to the source, the more the expected current for afault on
a particular segment increases. Achieve coordination by
increasing the time dial settings while proceeding toward
the source. If relay R2 should provide backup protection
for relay R4, then set R4, the relay with the greatest
source impedance, with the lowest time dial setting.
Chapter 5 discusses relay coordination and coordination
for distribution protection in more detail. Relay-relay
and relay-fuse coordination should never be attempted
for fault currents under1.5 times for pickup current
because errors are greatly magnified and performanceis
not repeatable. Set the pickup above load but sensitive
enough to see faults up to the next protection device. If
I, 1S defined as the minimum fault current, then set the
pickup current at least as low as the current but above
maximum load current. For relays R2 and R3, set the
TDS to trip no faster then the next downstream device
when the fault current is maximum for an out of zone
fault. For example, if current, 14,,,,, results from afault
isimmediately downstream of R4, then set the TDS for
relay R3 slower than that of R4 when the R3 current is
14,,, Plus the maximum expected load current at Bus #3.

L 3uax =214 72 79) (4.18)
L 3un="21, 22+ 734 74) (4.19)

Local Bus
Load #3

Bus Local  Bus

Source

Faulted
Line

Figure 4.8:

Single-End-Feed Power Network

vV Xiv

42.7.21 Time-overcurrent relay dynamics

The previous discussion on the trip times for time-
overcurrent relays assumes that the line current is
constant for the duration of the fault. Historically,
coordination studies make that same assumption. To
assume otherwise requires engineering tools capable of
including the transitory dynamics and a means of
predicting the sequence and magnitude of the dynamics.
First ignore the transient dynamics and determine the
fault current magnitude and phase with a single solution
using Ohm’ s law to solve one or a set of simultaneous
equations with complex variables. The computations are
always made after the system is at steady State.

Since the 1960s, digital computers have analyzed power
systems using time domain solution techniques,
genericaly called EMTP or electromagnetic transient
programs. Figure 4.10 and Figure 4.12, discussed below,
show the results of such simulations. Time domain
solutions use difference equations with algorithms that
approximate numerical integration and differentiation.
Equation (4.13) shows a mathematical relay mode that
can be rewritten as shown in (4.20) and subsequently
modified into a difference equation as shown in (4.21).
Equation (4.21) uses the same definitions for A, B and p
that are used in (4.17).

1y ty)+a, (4.20)

e 1 t’)éE an>l 0

Ap=¢ms= T+an 4.21
"ETDSgBM,P - e Az ! (4.21)

Where M =1 /Ip and | isthe magnitude of most recent
current sample

The single line diagram in Figure 4.9 represents a
simulation of a 250w resistive fault initiated at 8.3 ms
that progresses to a 25w fault at 62 ms. A tree branch
coming in contact with the wire could cause this type of
fault. The power system to the left of the 230 kV-
transmission line is alumped parameter Thevenin
equivalent impedance and source. Thetwo time-
overcurrent (52) relaysin this system are modeled
identically except that the time dial setting is 2.4 for the
Sbusrelay and 1.0 for the R bus relay.

Bus R

Bus S
% }Load
Source Xfmr
Breaker

Impedance
000 S Breaker =
© 25w
Fault #2 Load
¥ e
225w

Fault #yf/
c-G

ol
=

¥

Figure 4.9: Single-Line Diagram of Simulated Faulted

Power System With TOC Relays

Figure 4.10 smulates the response of an
electromechanical type 52 relay at location BusR to a
phase-C-to-ground fault starting at the time of theinitial
250w fault. The bus R phase current curve on this graph
is the time domain phase-C current. The current
magnitude algorithm computes the peak value of the
phase domain current. The disk position curveis scaled
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so that 100 corresponds to the reset position and zero to
the trip position.

The bus R phase current in Figure 4.10 shows that the
current waveform is significantly offset immediately
after the fault isinitiated. The agorithm that computes
the magnitude determines the transient response of the
current magnitude to the step increase. Although the
current is almost fully offset, the relay response verifies
that the computer algorithm filters out the offset
component. The change of slope after the second fault is
initiated is in response to the higher fault current that
causes the disk to rotate faster. The steeper slope of the
disk position line indicates this. Approximately 115 ms
into the simulation, the contacts are trip closed but the
line current continues to flow. The breaker-operate time
for this simulation is 40 ms and the current will stop only
at acurrent zero crossing. After the breaker opens, the
response of the algorithm to the step change in current
causes a transient response in the current magnitude.

200

150

LLl Current magnitude

LH D”‘/‘/

i

Amps

i \ \Current falls below pickup setting

Breaker interrupts current

Relay trip

20 40 B0 80 100 120 140 160 180 200 220 240 280 280
Time - ms

Figure 4.10: EMTP Simulation of a Faulted Power System
and Operation of a Time-Overcurrent Relay

With Trip Output

The relay beginsto reset once the relay current is below
the pickup value. The restraint spring torque and the
time dial setting fixes the reset time for
electromechanical relays. Slow reset time can cause
coordination problems, called ratcheting, during reclose
operations. If areclose operation occurs before the fault
clears and the relay isfully reset, then thetime to trip is
not predictable. Microprocessor relays are ableto use
very short reset times.

Figure 4.11 shows the Bus S relay response to the same
fault. The plotted disk position for both relays
demonstrates the effect of the TDS. Since TDS for the

relay at Bus Sisthreetimesthat of therelay at Bus R,
we set the reset value three times higher. Because this
relay did not trip, the additional load at Bus R causes line
current to continue flowing after the Bus R switch opens.
This example does not clearly show the differencesin
slope of the disk position that indicate the speed of the
relay disk even though the current at Bus Sincludes the
load.

The simulation also shows the disk on the Bus Srelay as
continuing to rotate after relay Bus R has already made
thetrip decision at 115 ms. In fact, the smulation shows
that the rotation of thisrelay did not reverse until almost
190 ms. For this example, the breaker-operate time, set
to 40 ms, is the biggest contributor to the persistence of
fault current processed by the Bus Srelay. Even though
the fault current isinterrupted at about 160 ms, the disk
continues to rotate in atrip direction. Both
€electromechanical and microprocessor relays have this
problem, although the causes are different. In
electromechanical relaysthe causeis disk inertia; in
microprocessor relays it is algorithm transient response.

Figure 4.11 and Figure 4.12 demonstrate the importance
of coordinating relay operating times. Asrelay
performance and breaker-operate time become shorter
and more predictable, the tendency isto reduce CTI to
speed the clearing of faults near the remote terminal.
The problem with using short CTI timesisthat
maximum loads must be predictable or the fault current,
in addition to load, may cause therelay at Bus Sto
operate even though the fault has already been cleared.
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42722 Zero-Sequence Overcurrent Protection

To obtain sensitive ground fault detection, use arelay
that responds only to the zero-sequence current of the
system. A zero-sequence overcurrent relay simply
measures the sum of the three phase currents, as shown
in (4.22). Unbalanced faults involving ground, such as
phase-to-ground or phase-to-phase-to-ground faults,
cause zero-sequence current, also referred to as ground
or residual current. CT connection configurations and
the neutral current of a delta-grounded wye transformer
are additional sources of zero sequence current. Set
Zero-sequence overcurrent elements at very sensitive
levels (i.e., alow pickup setting) because the zero-
seguence current generated under load conditionsis
typically small compared to load currents.

Ir=la+lb+Ic (4.22)

A common misconception is that zero-sequence current
only exists under fault conditions. However, zero-
seguence current can and does exist under no-fault,
normal load conditions. Unbalanced system conditions,
such as those caused by nontransposed transmission lines
or unbalanced loading, can cause zero-sequence current
to flow. Never set ground fault protection elementsto
be more sensitive than the normal system unbalance.
Doing so resultsin unintentional relay operations. This
setting limitation means that load or system induced
zero-sequence current can severely impact the sensitivity
of azero-sequence overcurrent element.”

Fault studies make zero-sequence fault quantities readily
available. Itisalso very simpleto determine pickup

thresholds from fault study data. Because the majority of
fault studies today also model intercircuit zero-sequence

mutual coupling, zero-segquence currents from these
studies already account for these effects.

Zero-sequence overcurrent €l ements can provide very
effective resistive ground fault coverage, either
independently with time delays or in pilot tripping
schemes. Sensitive zero-sequence overcurrent elements
in pilot tripping schemes provide the best, high-speed,
resistive fault coverage.

Advantages Of Zero-Sequence Overcurrent Elements

Compared to using phase elements for ground protection,
zero sequence overcurrent el ements:

Provide outstanding resistive fault coverage
Are easy to set, understand, and visualize

Are not affected by load flow for balanced lines
and loads

Are not affected by phase-to-phase or delta-
connected load (i.e., delta-wye transformers)

Complications Of Zero-Sequence Overcurrent Elements

Zero-sequence overcurrent elements are affected by:
Changes in the power system source
Zero-segquence mutual coupling
Normal system load unbalance

In-line switching and open-phase conductors,
which can have a negative impact on the security
of apilot scheme

42.7.23 Negative-Sequence Overcurrent Protection

Negative-sequence overcurrent elements have been
gaining popularity as a method for detecting high-
resistance ground faults. In the past, protection schemes
using negative-segquence current el ements were difficult
to implement and complex in design. Many relays now
offer negative-sequence current elements as a standard
feature. Some utilities are using negative-sequence
overcurrent el ements to improve the sensitivity of their
protection schemes.

Negative-sequence currents can arise whenever any
system unbalance is present. Faults, nontransposed lines,
and load unbalance are major sources of system
unbalances. Aswith zero-sequence overcurrent
elements, system unbalances can significantly impact the
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settable sensitivity of a negative-sequence overcurrent
element.

The negative-sequence current depends on phase
rotation. (4.23) gives the negative-sequence current,
which is derived from the three phase currents and
assumes an ABC phase rotation resulting in the
transposition of terms |, and | ..

122 (Ia+ a’xlb+ axlc / where

(4.23)
a=1p120° and a® = 1p 240°

For faults at the remote ends of long lines, negative-
seguence current elements provide better resistive fault
coverage than zero-sequence current el ements because
they are not affected by intercircuit mutual coupling.
The negative-sequence impedance of atransmission line
is significantly less than the zero-sequence impedance.
Faults at the remote end of along line typically have
more negative-sequence current than zero-sequence
current, depending on fault location and network
configuration. Immunity to mutually coupled currentsis
equally important for distribution lines built under
transmission lines.

Advantages Of Negative-Sequence Overcurrent
Elements

Compared to using phase elements for ground protection,
zero sequence overcurrent el ements:
Outstanding resistive fault coverage

Better resistive fault coverage than zero-sequence
overcurrent elements for faults at the end of long
lines (for some line configurations)

Insensitive to zero-sequence mutual coupling
associated with parallel transmission line
applications

Not affected by load flow because the load current
has very little impact on the negative-sequence
current magnitude

Preferred over zero-sequence overcurrent el ements
for wye-connected |oads

Complications Of Negative-Segquence Overcurrent
Elements

Affected by changes in the power system source

Affected by normal system load unbalance

Affected by in-line switching and open-phase
conductors, which can have a negative impact on
the security of the pilot scheme

Required to coordinate with phase and ground
fault detecting elements

42724 Directional Control of Negative- and Zero-

Sequence Overcurrent Elements

The previous discussion on zero- and negative-sequence
overcurrent el ements only considered the operating or
tripping quantities. These elements must be supervised
by directional elementswhen used on multisource
systems. Inthistext, directional control means that the
input to the computing algorithm is enabled or disabled
by the direction element as Figure 4.13 illustrates. The
directional overcurrent relay can be atype 50
instantaneous element controlled by atype 32
directional, asillustrated in Figure 4.13b.

Using directiona control eliminates arace condition that
tends to cause relaysto trip incorrectly. The following
example illustrates the race condition for directional
supervision. Consider the two-source system shown in
Figure 4.14 that has afault close to Bus R. If source Er
isweak, then the contacts of the relay on Line#1 at Bus
R may be closed when breaker 4 opens. The directional
supervision contact inhibits that relay from tripping
breaker 2. After breaker 4 opens, current from Er causes
the current direction to change because fault current is
now from Bus R viaBus S. If the dropout of the
overcurrent element is slower than the pickup of the
directional element, breaker 2 will trip. ™

DC Bus +
Reference Reference

Signal » Directional Signal > Directional
" Element | — : 32 Element —3{ :
Phase 32) Phase

(32) ) (32)

Current Current

Overcurrent Overcurrent
Element 50/51 Element
Phase Phase

32
(50 or 51) (50 or 51)
Current > Current‘l I—>

AC Circuit
Breaker

a. Directional Supervision DC Bus -

Figure4.13:  Circuits Showing the Difference
Between
a. Directional Supervision and b.

Directional Control

DC Bus +

50/51

AC Circuit
Breaker

b. Directional Control DC Bus -
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Figure4.14: A Casefor Directional Control

There are several methods for determining the correct
direction of ground fault current. Zero-sequence voltage
and current reference quantities are the most common.
Negative-sequence voltage is also used for directional
polarization. Section 4.1.4 discusses these methods in
detail.

4323 Directional Stepped-Time Overcurrent
(ANSI Type 67)

If the type 67 relay element is to provide backup
protection, use definite time delay for downstream
coordination. The 67 element requires more attention to
detail for coordination than type 51 relays. Figure 4.15
compares the stepped-time delay characteristics to the 51
relay continuous time delay characteristics. The
advantage that the stepped-time has over the 51 is that
the time steps are independently set. The disadvantage is
that overreach errors have a more pronounced effect that
often proves difficult to coordinate.

Increasing
time

Load 5
} F2 } F3 } F4

Comparison of Stepped-Time (67) and 1%t (51)
Time-Overcurrent Relaying

Figure 4.15:

4.1.3 Instantaneous Overvoltage relays

Overvoltage conditions can harm equipment by breaking
down insulation, leading to a low-impedance fault to
ground or to another circuit. Transient overvoltages are
generally more severe than steady-state overvoltage
conditions and rarely persist for more than afew cycles.
Switching operations, faults, and lightning can cause

transients. Surge or lightning arresters can limit the
voltage at equipment terminals. The energy that can be
dissipated by surge and lightning arresters is limited, but
should be designed to exceed the energy in a potential
transient. If not, the arresters will be damaged or
destroyed leaving the circuit without further protection.

Arresters operate by flashing or generating a momentary
low-impedance path to ground. AsFigure 4.16
illustrates, the circuit inductance limits the instantaneous
current. If the circuit impedance between the source of
the voltage transient and the arrester istoo small, then
the arrester may fail if the current exceeds arrester
capability. Such would be the case if lightning were to
directly strike the terminals of atransformer. The
resistance, inductance, and capacitance shown in Figure
4.16 represent the line, bus, or conductor model and not
any actual equipment or device, athough those can aso
be added to the analysis.

Circuit Impedance //

Voltage Source

Power
Equipment

Arrester |

Figure 4.16: Arrester Circuit for Transient Suppression

Spark gap arresters and metal oxide arresters are two
primary types of devices for transient overvoltage
protection. Protective spark gaps are crude protection
devices consisting of air gaps between electrodes of
various shapes. The physical distance separating the line
electrodes and ground points sets the flash-over voltage.
Environmental conditions such as humidity, airborne
dust, and contamination can affect the accuracy of this
setting. The voltage across spark gap arresters dropsto
almost zero when flashed over. The circuit must be
deenergized for a number of 60 Hz cyclesto extinguish
the arc across the arrester that sustains the low-
impedance path to ground. Since the arc across the gap
constitutes a line-to-ground fault, some type of
overcurrent protection usually deenergizes the line.

The operating characteristics of arresters are similar to a
reversed biased zener diode. Little or no current flows
through the device until the voltage across the device
terminals exceeds the spark over voltage. Then current
increases nonlinearly while voltage remains constant.
The advantage of metal oxide arresters over spark gapsis
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that the line does not need to be deenergized to reset the
transient protection.

Incorrect operations or anomalies such as
subsynchronous resonance cause steady-state
overvoltages. The duration of these events would soon
destroy transient protection devicesif they operated.
(4.24) expresses the modified version of Mason’s
generalized torque equation for a spring-restrained
electromechanical overvoltage relay. (4.25) isthe
solution of (4.24) for the balance or zero torque
condition. The solution showsthat if the voltage is
greater than a threshold equal to K4/K2, then sufficient
torgue is produced to overcome the restraining spring
and close the contacts.

T=K,V2- K, (4.24)
v - X4 3 constant 4.25
- K2 ( : )

4.1.4 Direction (ANSI Type 32)

The concepts of direction were previously introduced
without discussing how direction is determined. The
sections that follow discuss various polarizing signals.
These signals provide a dependable phase reference that
is compared to the operate quantity affected by the fault
to determine direction. The amplitude of the polarizing
reference is not critical aslong asthereis enough
magnitude to reliably determine the phase angle.

Fault direction relative to the relay instrumentation is
either forward or reverse. Without direction control,
relayswill overreach, tripping incorrectly and
unnecessarily deenergizing parts of the power system.
The results of this type of incorrect operation can range
from nothing at all to asignificant loss of revenue caused
by regional blackouts. The cost of incorrect operation
depends on the generation, load, and system
configuration at the time of interruption.

The arrival time of the fault signature determines
direction in traveling wave relays. For conventional 60
Hz signal-monitoring relays, the phase angle relationship
of the polarizing and operating quantities that are
typically voltages and currents determines direction.
Determining direction requires a phase reference that is
independent of load and fault type.

Radial systems do not require direction supervision on
protective relays because fault current can only be
supplied for one direction. Hence relays are set to look

toward the load. Systems with multiple sources have
relays that look at the same zone of protection from both
directions. Figure 4.17 shows a single-line diagram for
such a system.

Directional elements have a sensitivity limit to guarantee
sufficient voltage and current amplitude to reliably
determine the direction of current flow. The directiona
element controls the input to the detection element. This
requires that the type 32-element be set to be dightly
more sensitive than the detection element. For ground
relaying, the sensitivity of the 32 should be set above the
expected maximum load. Setting the sensitivity above
load is desirable for phase relays, as well, but not always
possible. If the type 32-element is used to detect faults
behind Zone 3, the relay for pilot relay schemes, then the
sensitivity of the Zone 2 for the remote relay should
always be less than the sensitivity of the local Zone 3.
Failure to follow this rule will result in misoperations at
the remote terminal.

Figure4.17:

Dual Source Single-Line System for Two
Nonsimultaneous Faults

4324 General polarizing concepts

For protective relaying, the polarizing signal should be
continuously available and should be valid regardless of
fault type and distance. Torque equations, generally in
the form of (4.26), will determine fault direction;
positive torque results from forward faults and negative
torque from reverse faults. Schweitzer and Roberts
demonstrate that (4.27) is an equivalent expression but is
more computationally efficient in microprocessor-based
systems that use rectangular representations of complex
variables." No single approach works equally well for
all types of faults and line configurations. " Therefore,
computer-based relays frequently use multiple schemes
in combination with afault type selection to make the
best determination of the fault direction. Examples of
the ten possible fault types, as well as candidates for
polarizing are presented in the appendix.

T = Vpol| §lop| xcos(e - Vpol - B lop) (4.26)

where lop is the current of the faulted phase.
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T = Re|- Vpol xlop) (4.27)

4325 Fault-Based Available Polarizing Signals™

Both phase and symmetrical component voltages and
currents can provide areference signal for polarizing.
The degree that the faulted phase voltage collapses
depends on the source impedance, the impedance
between the relay, and the fault, as demonstrated in
Figure 4.18. This plot shows that the phase voltage has
its maximum value at the sources at both ends and
decreases to avalue equal to the fault current times the
fault resistance. Therefore, determining direction when
the fault is close to the relay or the source impedance
behind the relay is significantly more than the fault
resistance and the line impedance to the fault requires
polarizing quantities with memory.

Conversely, the symmetrical component voltages for
nonsymmetrical faults are zero at the sources and are
maximum at the point of the fault as shown in Figure
4.19. The horizontal axisin both Figure 4.18 and Figure
4.19 represents either distance or increasing impedance.
The generation of straight-line voltage profiles assumes a
linear distribution of impedance as a function of distance.
Represent discrete lumps of impedance, such as would
be encountered in transformers, by vertical changesin
voltage. Hence, symmetrical component voltages
produce better polarizing quantities for nonsymmetrical
faults close to the relays, whereas self- or cross-
polarizing phase voltages are better for distant and/or
high impedance faults.
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Phase and symmetrical component currents do not
change, regardless of fault location or source impedance,
provided there are no other branches in the circuit. In
other words, the representations of Figure 4.18 and
Figure 4.19 are true aslong as there is only one current.
However, thisisrarely the case. Even the mutual
couplings by inductance and capacitance constitute
additional paths that current can take. More commonly,
tapped loads and parallel circuits provide alternate paths
for the current to travel.

4.2.7.25 Self-Polarizing and Memory Circuits

Self-polarizing directional units do not work well for
line-to-ground faults close to the point that the voltage is
measured because it is difficult to determine the phase of
low amplitude signals. Hence relays use a memory
voltage. Electromechanical relays use aparallel LC
circuit designed to resonate at 60 Hz. Computer-based
relays use adigita filter that implements an algorithm
similar to (4.28), which produces a response to aloss of
signal, as shown in Figure 4.20. The signal is sampled
synchronously, which means that the samplerateis an
integer multiple of the nominal frequency of the input
signal. Such memory filters slowly track changesin
amplitude and phase while providing sufficient signal for
signal processing when afault occurs. Figure 4.20
demonstrates that there are zero degrees of phase shift
between the filter input and output. Since only the phase
isimportant for polarizing signals, the amplitude of this
signal is not critical provided there is enough signal to
determine the phase. As Figure 4.20 shows, there are
multiple cycles of signal after the input is set to zero.
Thereis also atransient response once the signal is
asserted again, so recapturing the phase of the signal
takestime. Relay logic must compensate for the time lag
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between energizing the system and the availability of a
valid polarizing signal. The closer &, isto unity, the
longer the memory. Many popular relays using memory
polarizing use a“fast charge” such that after the loss of
potential, the coefficient a, is set to zero (hence no
memory) for N samples asillustrated in Figure 4.21.

N = number of

samples per

cycleof a

synchronously

sampled signal, (4.28)
Z', isthe unit

delay operator,

andO0<a <1

N5
Vyvem =Vin - &1 Vyvem Z )

1ea 7 V2 (4.29)
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Figure 4.20: Response of aDigital Memory Filter to a

Step-Loss of Input Signal

To further investigate this digital memory filter, take the
frequency response of the transfer function (4.29).
Figure 4.22 shows that for a sampling rate of 16 times
the fundamental, there are four resonance frequencies at
the odd harmonics of 60 Hz. Therefore, it isimportant to
use asignal that isfree from odd harmonics for the input
to thisfilter. Apart from the fundamental and the three
harmonics, all other signals are well attenuated. Figure
4.22 aso shows the net effect of the analog anti-aliasing
filter, the cosine filter, and the memory filter, al of
which operate on the input signal in a cascaded fashion.
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When the fault current is significantly greater than the
load current, the current lags the source voltage in an
inductive circuit. The relative direction of the source can
be determined using the voltage as the directional or
polarizing reference signal. This method is called self-
polarizing; Schweitzer et a. have presented numerous
conference papers on the subject. ' ,* During a ground
fault, load current can adversely affect the direction
determined by arelay that uses a memorized polarizing
voltage. Figure 4.23 illustrates how the line current
phase angle shiftsfor alow current fault case when the
load isin and out of the line relative to the relay. This
plot also shows that the magnitude of the measured fault
current la,, islessthan that of la,,. Asaresult therelay
under-reaches when load current is in the bus and
overreaches when load current is out of the bus.
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Figure4.23: Effectsof Load Current on High-
Impedance Faults

CROSS POLARIZING

Use cross-polarized signals to polarize ground-fault
detecting elements for single-line-to-ground faults.
These elements use the unaffected phases to form the
polarizing reference. However, use specia consideration
when employing single-pole tripping because the
reference phase may already be open when a second fault
occurs that needs the reference of that particular phase.
As with other polarizing approaches, fault type
identification is critical for proper operation. Roberts
provides a comprehensive analysis of approaches to
directional element implementations and provides the
data shown in Table 4.3.

Table 4.3: Cross-Polarized Fault Table

Faulted Phase Operating Polarizing Quantity
Quantity (lop) | (Vpol)

A la Vpol=VaVb

B Ib Vpol=Vc-Va

C Ic Vpol=VaVb
AB lab Vpol=-jVc
BC Ibc Vpol=-jVa
CA Ica Vpol=-jVb

To illustrate this polarizing approach, consider the
lossless system for a configuration shown in Figure 4.17.
L ossless systems contain only purely reactive
impedances and are also called 90° systems because the
phase current lags the phase voltage by 90°. For a

single-line-to-ground fault on phase-C with zero fault
impedance, the phase-C current measured by relay Rs,
Isc, will lag the phase-C voltage of Vshby 90°. The
resultant angle is 30°. The phase of the polarizing
voltage is computed by subtracting the vectors Va-Vb
using rectangular coordinates as shown in (4.30) and
illustrated by Figure 4.24. Torque computations similar
to (4.31) result in the largest positive torque value. Since
the fault is between relays Rs and Rr, the results are
identical except for the magnitude of the phase current.
If asingle-line-to-ground fault occurs at F2, then the
current at relay Rsis 180° out of phase. This phase
reversal produces a negative result in the torque
computations. Using the corresponding Vpol listed in
Table 4.3 produces similar results for single-line-to-
ground faults for phases A and B.

Vab = |Vjp O - |V|p 240°

= |V|@L+ jO-(-0.5- j0.866) = |V|(L5+ ] 0.866)) (4.30)
= |Vp3o
Tabc= |labd 4Vpol | xcos(p Vpol - (b labc) + MTA) (4.31)

where abc denotes phase A, B, or C and MTA isthe
positive sequence line angle

Imaginary

Q=MTA Ic

30°

Figure4.24: Vector Diagram for Phase-C-to-Ground
Fault

4.2.7.2.6 Sequence polarizing

Other choices for polarizing quantities include
symmetrical component voltages and currents as
described by (4.32 through (4.34. Symmetrical
component currents are popular for polarizing quantities
because they are relatively unaffected by load current.
Because of unbalanced lines and/or loads, only positive-
and negative-sequence currents are available during non-
faulted conditions. If a path existsto complete the circuit
for the ground current, the relay generates zero-sequence
voltages and currents for phase-to-ground faults.
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Fault direction is computed using torque calcul ations
where the results are positive for forward faults and
negative for reverse faults. The magnitude can be
perceived as a confidence factor where inputs with small
magnitudes can produce unreliable results. Hence low
magnitude torque values should be ignored or used only
if no better information is available.

For balanced systems at steady state, the relay generates
negative-sequence voltages and currents for all but
balanced three-phase faults. Negative-sequence voltages
can be weak to detect depending on the source
impedance behind the relay and on impedance between
the relay and the fault, as discussed in section and
illustrated in Figure 4.18 and Figure 4.19. A discussion
of each sequence polarizing quantity follows.

10= la+ Ib+ Ic andVO=Va+Vb+Vc Zero (4.32)

Positive  (4.33)

I1=la+axlb+a® xlc and
V1=Va+aNb + a2 /¢ where a=1p120°

Negativ  (4.34)
e

I2=la+a’«b+ axlc and
V1=Va+aZ? ¥b+ax\vc

Zero-sequence current polarizing
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A

Polarizing Current Provided From a Delta-
Grounded Wye Transformer

A polarizing current is available only if a zero-sequence
source is available, such as the neutral currentin a
grounded wye transformer. The transformer need only
supply only a portion of the ground current. (4.35) and
(4.36) compute the direction as torque quantity with both
sign and magnitude. The phase of the polarizing current
does not change for faults at positions Fault #1 and Fault
#2, illustrated in Figure 4.25, but the phase angle of the
residual current (3l,) reverses by 180°.

32TV =| Ipol | | Ires| cos{p Ipol - Ires) where (4.35)
Ires=Tla+ b+ Ic (4.36

Table 4.4 and Table 4.5 show the phase angles for
forward and reverse phase-to-ground faults. The exact
angles computed are a function of the circuit and the
power system angle. Table 4.4 shows that the difference
between the polarizing and operating current resultsin
angles closeto zero. The cosine of this angular
difference always produces a positive result with a
multiplier close to unity. Table 4.5 showsthat the
differenceis close to 180°, which produces a negative
result with amultiplier that is also close to unity.

Table 4.4: Polarizing and Operating Current Phase Angles for Forward
Ground and Two-Phase-to-Ground Faults Using Ires for Ipol

Faulttype  Blpol lop=plres  blpol -blres
AG -82.4° -81.2° -1.2°
BG 157.7° 159.0° -1.2°
CG 37.5° 38.7° -1.2°
ABG -143.6° -143.2° -1.4°
CBG 97.6° 98.7° -1.1°
CAG -23.0° -21.8° -1.2°

Table 4.5: Polarizing and Operating Current Phase Angles for
Reverse Phase-to-Ground and Two-Phase-to-Ground Faults

Fault | Blpol lop=blres plpol -blres
type

AG -73.9° 115.5° -189.4°

BG 166.5° -4.7° 171.2°

CG 46.2° 124.6° 170.8°

ABG -134.5° 56.1° -190.6°

CBG 106.1° -66.8° 172.9°

CAG -14.0° 175.8° -189.8°




75

Consider afault at location F2 in the system shown in
Figure 4.26. Relay Rs may detect the fault forward or
reverse depending on the distance from Bus S to the fault
on line#2. More positive direction torque for relay Rs
resultsif the fault ison Line#2, closer to BusR. Faults
at Bus R immediately behind relay R are
indistinguishable from faults at Bus R immediately in
front of relay R. Depending on the fault impedance, line
unbalance, and load, faults at 50 percent of Line #2 may
produce positive torque. Relay systems using the
transformer neutral current for the polarizing quantity
may not perform satisfactorily for cases of multiple
paralld lines.

Bus S < Line #2 » BusR

2

ISREV SFOR

e e
F2

(&) e > He (=)

Is Ir
s —

oz —{ wmi

=] () ®

Vs,ls Vr,Ir
ISpol
Relay S Relay R

Figure 4.26: Single-Line Diagram of a System With Two
Sources Connected by a Double-Circuit

Transmission Line

415 Zero-sequence voltage polarizing

Equation (4.37) provides the torque expression for zero-
seguence voltage polarizing using zero-sequence current
for the operating quantity. Angle ZL, isthe angle of the
line zero-sequence impedance. The residual current seen
by the relay is 3l,, which is equal to (la+lb +Ic).
Similarly, V, equals (Va+Vb +Vc). If the source behind
the relay istoo strong (low source impedance behind the
relay), then alow torque value results from small values
of V, because the voltage divides, as discussed in section
4.324.

T3V :|3V0|>1|3I0||>cos(9 V- @lo+pZLg)) ,
(4.37)
p-V0is VO shifted by 180°

Guzman, Roberts, and Hou, using (4.38), present an
alternate directional algorithm based on zero-sequence
voltage current.” The result calculated for Z, is negative
for forward faults and positive for reverse faults. For an
explanation of this sign reversal from the torque
equations, see adiscussion of similar expressions for
negative-sequence direction algorithms.” A threshold
impedance can limit the reach for faultsin the forward

direction. A major advantage of using (4.38) isthat the
result is not sensitive to the magnitude of V. Thisis
because the quantity V /I, is a constant since the current
isalinear function of the voltage. Another advantage of
this algorithm over (4.35) isthat it doesn’t require the
polarizing current generated by the transformer grounded
wye leg, which is not always available.

¢ =21, 95 Forward faults
Res3Vo ¢ [7Lo| Sloy resultsin (4.39)
__ ¢ ] negative z '
2= eg 0
|3I §| values

4.1.6 Negative-sequence voltage and
impedance polarizing

Use (4.40) for directional agorithms using negative-
sequence voltage for polarizing. Phase-to-phase-to-
ground and phase-to-ground faults generate negative-
seguence quantities. This approach has the same
limitations as using zero-sequence voltage for polarizing,
except that it is not affected by zero-sequence mutual
coupling of parallel lines. Computing the apparent
negative sequence impedance between the relay and the
fault as shown in (4.43) overcomes the problem of a
weak polarizing quantity caused by low source
impedance behind the relay. ' **

T32Q = |3V, |31 | scos(e - V- (o1,+07L,)) (4.39)
p-V, isV, shifted by 180°

When the negative-sequence source behind the relay
terminal is very strong, the negative-sequence voltage
(V,) at the relay can be very low, especialy for remote
faults. To overcome low V, magnitude, we can add a
compensating quantity that boosts V, by (2L ,). The
constant, , controls the amount of compensation.

Equation (4.40) shows the torque equation for a
compensated negative-sequence directional element.
The term (=ZL A,) adds with V, for forward faults and
subtracts for reverse faults. Setting  too high can make
areverse fault appear forward. This results when
(=ZLA,) is greater, but 180° out of phase with, the
measured V, for reverse faults.

T32Q=ReV,a ZL, 1,)4ZL, %l ,) (4.40)

Figure 4.27 shows the sequence network for a ground
fault at the relay bus. The relay measures 1S, for forward
faultsand -IR, for reverse faults. Use (4.41) to calculate
the negative sequence impedance, Z,, from V, and | for
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forward faults,and (4.42) to calculate thisimpedance for
reverse SLG faults. Figure 4.27 shows this relationship
for a90° (purely inductive) system.

2, Vefy - 75, (4.41)
Z, :’V% Ry~ (@2 + ZRy) (4.42)

Bus S

Positive
Sequence

Network Bus S BusR
Zs1 ! O z,1 I Z1
l

Negative

Sequence IS, 2 Bus S IR
Network — I 4_2 BusR
zs2 ImY Z,1 ! Zg2
l &
Zero Bus S
Sequence
Network I BusR
7s0 e, 2,0 l 2,0
RF —
Figure 4.27: Sequence Network for a Reverse Single-Line-

to-Ground (SLG) Fault

Determine the forward/reverse torque balance condition
by setting the left side of (4.40) equal to zero. Letting 22
be equal to (+xZL,4,) and solving for z2 at zero torque
resultsin (4.43). Recall that the (eZLA,) term increases
the amount of V, for directional calculations. Thisis
equivalent to increasing the magnitude of the negative-
sequence source behind the relay location. The same
task is accomplished by increasing the forward z2
threshold.

e =0
Ref3v, Sl g ) %G Forward faults
R result in negative ~ (4.43)

z2=
2 z2 values
312

The z2 directional element has all the benefits of both the
traditional and the compensated negative-sequence
directional element. It also provides better visualization
of how much compensation is secure and required. Set
the forward and reverse impedance thresholds based on
the strongest source conditions. Weak sources (high
source impedances) actually enhance negative-sequence
direction discrimination.

AsFigure 4.28 illustrates, the negative-sequence
directional element measures negative-sequence
impedance at the relay location. Therelay then
compares this measurement to forward- and reverse-
impedance thresholds, which are settings. The direction
isforward (in front of the relay) if the measured
negative-sequence impedance is less than the forward-
impedance threshold setting. The direction isreverse
(behind the relay) if the measured negative-sequence
impedance is greater than the reverse-impedance
threshold setting.

SOURCE S ﬁ) SOURCE R
=4 I —H= O
R R
REVERSE FAULT - - FORWARD FAULT
22 MEASURED 22 MEASURED

Figure 4.28: Measured Negative-Sequence Impedance

Determines Direction

One advantage of the negative-sequence directional
element is the ability to operate correctly for both phase-
to-ground and phase-to-phase faults. However, like the
directional element using zero-sequence voltage or
current, it does not work well, if at all, with three-phase
faults. The impedance-based directiona element is more
secure and reliable than a conventional negative-
sequence directional element that calculatestorque. The
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impedance-based directional element is better for faults
at the end of long lines because they provide minimal
negative-sequence voltage for systems with strong
negative-sequence sources.

4.1.7 Distance Relays (ANSI type 21)

The example present in a previous section demonstrates
one case where the 52 relay tripped incorrectly because
of coordination problems under loaded conditions. The
same scenario can be made for the 50 and 67 relays as
well. Another problem with overcurrent relaysis
providing backup protection under widely varying source
impedance conditions. Consider the system represented
by Figure 4.29 that has a maximum five-amp secondary
(from the CT) load current and a nominal 70 secondary
(from the PT) at the source ES1 or Es2. For this system,
assume that source impedance Zsl is 1w and Zs2 is15w
and either source must be capable of independently
carrying the load. If the system has a three-phase fault
withlw line impedance from Bus S to the fault, the fault
current is equal to 70 V/1.9375 wor 36 A. If the source,
Esl, is not connected, under the same faulted condition
the fault current is 70 V/15 wor 4.67 A. Clearly the
fault current isless than the load current and the relay
will not trip. Distance relaying that measures the
impedance to the fault is less sensitive to load current,
yet provides the sensitivity needed for the problem cases
just described.

Bus S

/

Fault Load

Figure 4.29: Fault Coverage Under Widely Varying

Source Impedance Conditions

All lines have impedance that is proportional to the
length of theline. Theline angleis computed asthe
arctangent of the ratio of reactive to resistive impedance
at 60 Hz. For overhead lines with 80 percent reactive
and 20 percent resistive seriesimpedance, thisangleis
nominally 77 degrees. Although the magnitude of the
impedance increases with length, the line angle remains
constant. Distance relays are called such because they
compute the impedance to the fault, which is
proportional to line length between the relay and the

fault. Distance relays offer the following advantages
over time-overcurrent relays:

Greater instantaneous trip coverage

L ower sensitivity to source impedance changes
Better sengitivity to fault currents

Reduced sensitivity to load

Easier coordination with other distance relays

Electromechanical distance relays use torque-producing
coilsto make trip contacts open or close.
Microprocessor-based relays calculate torque-like
guantities based on torgque equations.

4.3.2.6 Impedance Distance Relaying

Distance relays use current to create operating torque and
voltage to generate restraining torque. When the
operating torque exceeds the restraining torque, the trip
contacts are closed. (4.44) shows the part of the basic
torque used for computing impedance for impedance-
typerelays. As Figure 4.30 shows, this operation can be
perceived as a balanced beam system where voltage
produces the restraining torque and current the operating
torque. The balance point defines the fault/no fault
boundary of the relay where thereis zero torque. (4.45)
defines the voltage and current for afault on the
boundary.

T=K,12-K,V? (4.44)
K,V2=K, 12 (4.45)

Balance Beam Trip Contacts
Figure 4.30: Balance Beam Torque Element

Since any positive nonzero torque produces aftrip,
equality between the voltage and current termsin (4.45)
determines the sensitivity limit, resulting in zero torque.
As (4.46) “"and (4.47) show, solving (4.45) for the zero
torque case provides the relationship for voltage and
current as relates to impedance. If the balance
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impedance is a percentage of the line impedance, then
that percentage is called the reach of therelay.

v/ /K%z -z (4.46)

T=K,([221%2-v?) (4.47)

Plotting of all possible values of voltage and current that
produce zero torque on an R-X (real-imaginary) diagram
forms a circle with the center at the origin and aradius of
Z, assuming that K, is set to unity. Theratio of any
voltage and current combination that resultsin a point
inside the circle will produce torque, closing the trip
contact.

Figure 4.31 illustrates the distance relay operation using
an R-X diagram. Thisfigure shows the line impedance
asaline starting at the origin extending at the angle

equal to theline angle. Thereach of therelay isa
fraction of the total lineimpedance (labeled “n” in Figure
4.31). The point where the circle-generated ratios of
voltage to current that produce zero torque and the line
impedance vector is called the reach of therelay. Reach
isusually denoted as a percent of the total line. Since the
relay will trip for any fault inside the circle, adirectional-
sensing element must be added to restrict trips for faults
in the reverse direction.

Impedance relays are inherently non-directional. One
means of making impedance relays directional isto
provide directional control with atype 32 relay as
discussed previoudly. (4.48) provides another method of
directional control wheret istheline angle and q the
angle between the line impedance vector and the
difference between the voltage and current.. Aslong as
positive torque is produced, then the direction contacts
are closed, enabling the trip circuits. Assuming that K,
the voltage, and the current are al nonzero, zero torque
is produced whenever (g-t) is + 90°. The directional
characteristic is shown in Figure 4.31 as the line
orthogonal to the line angle.

T=Kq|V[|i| cosa - 1) (4.48)

Line length
) X * =7l
No Trip Area
Relay reach
=nzl

Trip An
0 TripArea

SN 00—
\\\K t

Directional
characteristi
line

R

Forward
Direction
No Trip Area

Reverse
Direction

Figure 4.31: RX Diagram for Impedance-Based Distance

Relay

Ohm distance relays are sensitive to fault resistance and
infeed from remote sources. As Figure 4.31 illustrates,
load into the source behind the relay makes relays under-
reach, while load current out of this source makes
impedance relays overreach. Techniques for overcoming
these sengitivities, where the relay operates on explicit
values of fault resistance and line reactance is discussed
in later sections.

0

15—
]
o
g w-=
(=} a 5=0
g = RF = 100
S 2, Sl e
E & =+R0 + RF =25 pri
z o RF=50Gpr
D
o, »
5+= LOAD OUT
&= LOAD IN
'5-|5 Ij IIU {5 _j‘u
Resistance - ohm sec.
Figure 4.32: Effects of Load Flow and Fault Resistance on

Apparent Impedance

MODIFIED IMPEDANCE RELAYS

As previously shown, impedance relay sensitivity is
uniform regardless of the direction of the derived
impedance. Shifting the center of the characteristic
circle along the line impedance vector reduces the
sensitivity to load currents as well asto faultsin the
reverse direction. (4.49) describes the modified torque
equation. The constant C determines how far the center
of the circle shifts from the origin of the RX diagram as
shown in (4.50).
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T=K, 12- K, (V+Cl)2 (4.49)

-V - cs ‘/% (4.50)

CONCEPTS OF REACTANCE DISTANCE RELAY'S

Figure 4.33 shows a reactance distance relay that
combines an overcurrent element with a directional
element, asexpressed in (4.51). K, represents a
mechanical restraining spring and q is the angle that the
current lags the voltage. By solving for zero torque, we
can rewrite (4.51) as (4.52). If we note that |Z| sin(q) is
the reactive component of Z and ignore the spring
constant, (4.53) relates the reactance to constants K, and
K, for zero torque. Therelay uses only the reactive
component of the fault impedance to make the trip/no
trip decision. Adding the restraint from the mechanical
spring moves the characteristic line toward the real axis.

T=Ky1? - KgV|[|1]sn(a)- K,

(4.51)
. . K K
Msn(q)=|2|sn(q):—1» 4 (4.52)
|I| Kz Kzl
. Ky
|Z|sin@)=Xx=—L (4.53)
Ks
<Li7ne Iength =ZI=RI
+jXI
X
Relay Operating Relay reach =
Characteristic nXI
\ No Trip Area No Trip Area
Trip Area Trip Area
Line angle
R

Figure 4.33:  Characteristics of a Reactance Distance
Relay

STARTING UNITS

Since the impedance relay could operate for large
reactive loads, it requires adirectional el ement that also
rejects such loads. This directional element is often a
voltage-restrained element. When used with a reactance
distance relay, the characteristic torque equation

becomes (4.54), where q is positive for lagging current
and t isthe line impedance angle. Solving this equation
for the balance point, where the torque equals zero,
results in the expression shown in (4.54). Ignoring the
spring constant results in the expression for impedance
characteristic shown in (4.56).

T=KgVlcos(q-t)- K,V2- K, (4.54)

Vo _& ) ) Ky

Tz sl 1) - (4.55)
KS

z:K—COS(q -t) (4.56)

Figure 4.34 shows the results of combining a starting
unit with areactancerelay. Thetrip areafor this
characteristic is defined as the region inside the starting
characteristic circle, S, and below the reactance line
marked X1. The starting unit provides both direction
sensitivity and distance.

) Line length
X =7l
No Trip Area Relay reach
=nZzl
No Trip Area T2
X1
T1
Trip Area|
o
~__ 90 Line angle
= R
No Trip Area Tt

Figure 4.34: Reactance Distance Relay Characteristics

With a Starting Unit

MHO DISTANCE RELAY

The characteristics of the mho distance relay are
identical to the starting unit described above. When the
mechanical spring constant are included, the diameter of
thecircle, S, in Figure 4.34 as described by (4.56) is
independent of voltage and current magnitude except for
low levels of voltage or current. Low voltage levelsare
a problem when the fault is very close to the relay origin,
causing the circle to collapse. 1n such cases, use a
memory voltage to conserve the prefault voltage
magnitude and phase.

It is much easier to set mho ground distance elements
than quadrilateral ground distance elements. Thisis
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because mho elements require fewer settings and are less
influenced by unegual source and line impedance angles.

A mho element using positive-sequence memory-
polarization has a dynamic response that improves the
resistive fault coverage offered by the relay. Under weak
source conditions a mho element can offer better
resistive fault coverage for close-in faultsthan a
quadrilateral ground distance element.

4.1.8 Advantages of using mho ground
distance elements over Quadralateral
Elements

The advantages are that they are easy to set, less
influenced by system nonhomogeneity than the
quadrilateral element and are capable of providing better
resistive fault coverage than the quadrilateral element
under certain system conditions.

The disadvantages are that they provide limited resistive
fault coverage for faults at the end of the element reach
and limited resistive fault coverage for strong source
conditions hence are influenced by zero-sequence mutual
coupling.

Typically, six distance elements detect six of the seven
possible types of faults as listed in Table 4.6. "™ The
three phase-to-phase fault elements also detect the
seventh fault type, three-phase-to-ground faults.

Table 4.6: Voltages and Currents for Six Mho Distance

Elements

Fault Voltage Current Polarization Torque

Type \% I Vpol T
A to Gnd Va la+KkOlIr Valmem Tag
B to Gnd Vb Ib+kOIr Vblmem Thg
CtoGnd Ve Ic+KkOIr Vclmem Tcg
AtoB Va-Vb la—1b -j Vclmem Tab
BtoC Vb-Vc Ib—Ic -j Valmem Thc
CtoA Vc-Va lc—la -j Vblmem Tca

KO=(Z0/Z1-1)/3

mem denotes memory voltage

Depending on the type of fault, use (4.1) or (4.24) to
compute the six torque values. The results are identical.
" Both of these equations derive from (4.48). In (4.57)
and (4.59), m isthe per-unit reach and ZL isthetota line

impedance. Table 4.6 defines variables V, |, and Vpol.
Asdiscussed in section 4.6.1.2, avoltage memory circuit
generates the polarizing voltages described by (4.60)
through (4.62). The unconventional shifting in these
three equations results in the conventiona shifts required
for the positive-sequence component, but with better
transient response. " Therefore, to shift by 240°, shift by
60° and negate the result (which is the same as adding
180° to the quantity already shifted by 60°).

T=Re(mxzL«l - v)ap Where

(4.57)
Vpol = Vpol complex conjugate (4.58)
T=|mxZLxl - V||Vpol|cos{p (m=ZL xI - V) & Vpol ) (4.59)
var-Va - @ - 62 1/ (4.60)
v - (@ e ®- 1/ (4.61)
var- e - (@ va - 62 ahe]/ (4.62)

VOLTAGE PLANE REPRESENTATION

The impedance plane with resistance and reactance as
coordinates is convenient for describing the operation of
impedance relays.

Line length
— =7

M

Relay reach

90

Line angl

Re

S

Figure 4.35: Mho Relay Operations Described Using the

Voltage Plane
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Figure 4.36:

Circuit Loops of a Faulted Power System Network

QUADRILATERAL DISTANCE RELAY [6065]

Although the distance relay isinherently directional
provided the reach is limited, it does have sensitivity
problems, particularly in the presence of fault resistance.
As Figure 4.37 shows, the quadrilateral relay has
characteristics that form a parallelogram, defined by R1,
R2, X, and 32Q. It is possible to work with zero- and/or
negative-sequence voltages and currents so that the fault
resistance results are less sensitive to positive-sequence
load.

To provide greater fault resistance coverage for close-in
faults or systems with strong sources, set the resistive
reach to be far more sensitive than that of conventional
mho elements. It is also important to set the resistive
reach so that the negative-sequence voltages and currents
that result from normal operations or for out-of-section
faultswill not trip the relay. Thereis no practical reason
for extending R2 to the |eft of the line defined by the line
angle, although R1 and R2 can be set to be equal, for
convenience. Theresistance reach lines are parallel to
the line angle because, as we will show, the fault
resistance is computed independently of the line
resistance.

If instrumentation errors are small, we can usually set the
upper reactance, X, to the same reactive reach as the mho
element. Thedirectional element defines the bottom of
the parallelogram.

Quadrilateral elements can detect both phase and ground
faults but require different algorithms. They can stretch
in all directionsto provide the desired sensitivity and can
combine with conventional mho elements to generate the
tripping region shown in Figure 4.37. The characteristics
of this figure are reproducible where remote end infeed is
not significant, such as for radial lines.

Small errorsin voltage and current measurements can
cause errorsin the reactance measurement with extended
resistive reach settings. Limiting the resistive reach with
respect to the reactance setting ensures that the relay is
measuring adequate signals for proper operation.

Differences in the source and line impedance angles can
cause the reactance element to overreach or under-reach.
It is common to reduce the reactive reach to obtain good
fault coverage for close-in faults with high fault
resistance and use a mho characteristic to get good line
reach coverage. Figure 4.38 shows this combination.
The following sections will discuss methods for properly
setting the quadrilateral for optimum restive and reactive
reach.

ZL1
No Trip
Area
X
\_—Relay reach
=nZLI

R2

Mho Circle

Trip area
for / Triparea
mho

elemen i R1

320 i
. \A R
Figure 4.37: Quadrilateral Relay Characteristics Laid Over

the Mho Relay Circle
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Combined Mho and Quadrilateral
Characteristics

Figure 4.38:

4.1.9 Ground Fault Quadrilateral Fault
Detection

Ground fault protection using the quadrilateral element
requires computing both the reactance to the fault and the
fault resistance. For the sake of simplification at this
point, assume that the relay measures the total fault
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current. We will relax this condition later in this section.
Figure 4.39 provides the basis for the set of loop
equations developed in (4.63) through (4.68). This
mathematics relates the phase voltage and current seen
by the relay to the positive-sequence line impedance that
isusually provided for setting relays.

Vas= lam(Zs)+ V), ba+V\ ca+ laRg, where (4.63)
Vy ba=m(zm)lb, V,, ca= m(Zm)lc (4.64)
Va=m[la(Zs- Zm)+ (la+ Ib+ Ic)Zm]+ l1aR (4.65)
ZL,= (Zs- Zm) andZm = (ZL, - ZL,)/3 (4.66)
Va=mezL, la+ (la+ b+ |c)§M$E+ laRe (4.67)
é e 3 20

(2Lo- 7L4)
Va=mZL, (la +kg Ir) + laRg, kg =——=
a=mZL, (la + ko Ir) + 1aRe, ko 3L, (4.68)

andIr =la+ Ib+Ic

For quadrilateral elements, use two independent
equations to determine both the reactance to the fault and
the fault resistance. Derive both equations from the loop
diagram shown in Figure 4.40. If either the switch at
Bus R is open or the fault resistance is zero, the
impedance is simply the voltage divided by the current.
In this case neither the source impedance nor the
impedance beyond the fault are of any consequence.
Beginning with the result of (4.68) we can use (4.69) to
solve for the fault resistance and (4.70) for the reactance
to the fault. Note that in both equations la isidentical to
the total fault current in both magnitude and angle, with
angle being the critical factor to make (4.77) true. For
this case alone, Z does equal V/I. ™"

= mZcs,

Figure 4.39: Single-Line-to-Ground Fault on a Three-

Phase System

_ Imivax{ZL, {la+ k0ir)) here ko (o ZL1) 456
F Imlax(zi, {1a+ kOIr)))’ 3z, 9
andIr =la+ Ib+ Ic

X1= mala) e 2, -2 (4.7

Im(p ZL, (la+ k01a0)1a) |2L4| 0)

Vg, lsatkolres, oy lewtolres,  Vea
«—r> —

EgaPd

Figure 4.40:

Loop Diagram for a Phase-to-Ground Fault

If the switch at V., is closed and R, is not zero, then the
relay at Bus S can no longer measure the total fault
current and the phase angle of 1ais no longer co-linear
with the phase angle of If. Without knowing the fault
current from the remote end, we must approximate the
fault current. A current distribution factor (CDF) relates
the total fault current to the measured current, I,. The
seguence component diagram in Figure 4.41 shows that
the total fault current divides according to the zero-
seguence impedance between the fault and the Sand R
ends of theline. For the zero-sequence CDF expressed
in (4.71) to be accurate, we must know the distance to
the fault as well as the source impedances at both ends of
thelines. If the system is co-linear (i.e. the phase angle
of the source and line impedances are al equal) the CDF
isascalar quantity. Thisfault distance datais provided
by (4.88).
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e

(A-myZL, Zr,

la = 1,=1,=1,

Figure4.41: Symmetrical Component Diagram for
a Single-Line-to-Ground Fault

CDF = ge(l» m)xZLg + Zrg 8
é

Zs+ ZLg+ 21 (4.71)

Load current also affects the accuracy of the results of
(4.69) and (4.70). Reduce this problem by making the
approximation that the faulted phase current, |a, used to
compute the fault current, is equal to two-thirds the sum
of the faulted phase zero- and negative-sequence current
as shown in (4.72). Equation (4.73) showsthe final
result for calculating the fault resistance.

la=52 (12 + 1a;) (4.72)

ecp

Im{vax(ZLix(la+ kOIr)))

Re = - -
|m§?§§3(|ao + 12, )xCDF {ZL1x{la+ KOIT)) £ (4.73)

ee<g g

Figure 4.41 shows that the negative-sequence fault
current is equal to the zero-sequence current at the fault
for single-line-to-ground faults. (4.73) aso shows that
the CDF has a magnifying effect on the computed fault
resistance. Asthe fault movestoward the remote end,
the CDF becomes smaller. A decreasing CDF resultsin
alarger R. as computed by (4.73). The net effect is that
covering the same fault resistance for the entire length of
the line requires increased resistive fault coverage. It is

easier to detect a one-ohm fault immediately in front of
the relay than the same fault at the remote end of the line.

Only the phase of the polarizing quantity allows usto
extract the variable we wish to solve for in (4.68). This
is done by making the coefficient of the variable that is
to beisolated and removed real in the loop equation and
taking only the imaginary part of the equation. Since the
current is common for faults on radial lines, (4.79) and
(4.80).

A system is completely homogeneous when the line and
source angles are equal in all three sequence networks.
The system is also considered homogeneous if the source
and line impedances associated with the sequence current
used by the reactance element for polarizing references
have the same angle. For example, in areactance
element that uses zero-sequence current as a polarizing
reference, consider only the zero-sequence network. Ina
reactance element that uses negative-sequence current as
apolarizing reference, consider only the negative-
sequence network. Here, we restrict the discussion to
reactance elements that use zero-sequence polarization.

A system is nonhomogeneous when the source and line
impedance angles are not the same. Ina
nonhomogeneous system, the angle of the total current in
the fault is different from the angle of current measured
at therelay. For this case, the CDF isno longer ascalar
quantity but has a phase angle aswell. For a bolted fault
(a condition that assumes no resistance in the fault), a
difference between the fault current angle and the current
angle measured at the relay is not a problem. However,
if thereisfault resistance, the difference between the
fault and relay current angles can cause a ground
distance relay to severely underreach or overreach.

Figure 4.40 shows that we can represent the phase
voltage measured by arelay at Bus S as the sum of two
voltage drops. the voltage drop across the transmission
line ground loop impedance and the voltage drop across
the fault resistance. (4.74) gives the sum and definitions
of these two voltage drops with the various terms as
defined by (4.69).

Va=V, + Vg whereV, = mxZL1x(las+ kyxIr)
andVg = R I ¢ (4.74)
Figure 4.42 shows a voltage diagram for aresistive fault
on a homogenous or radial system.
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Figure 4.42: Voltage Vector Diagram for a Resistive Fault

in Homogeneous or Radial System

When the system is nonhomogeneous, the voltage drop
across the fault resistance is no longer in phase with the
polarizing quantity (in this case the zero-sequence
current at Bus Sin Figure 4.40). Figure 4.43 illustrates
the voltage vectors for aresistive fault in a
nonhomogeneous system.

In a nonhomogeneous
system, the voltage drop
across the fault resistance
includes both real and
imaginary terms. The
imaginary part can cause
the reactance element to
overreach or underreach.
- The reactance element
L error isdefined as ABTe.
' The reactance element will:
Underreach - If I,
leads |,
Overeach -If 1,

IX lERe ur
ImX--- g~~~z --------

IFRe (ov

mZyy (Ixtky )

lagsl,

where | isthe polarizing
guantity for the reactance
element.

Figure4.43: Voltage Vector Diagram for a
Resistive Fault in a Nonhomogeneous
System

AsFigure 4.41 illustrates, the total zero-sequence current
in the fault is afunction of the contributions from the
source behind Bus S, the source behind Bus R, and the
location of the fault on the line. Figure 4.43 shows that
thetilt in the voltage drop across the fault resistance
causes an error in the reactance element measurement.
The difference of the fault current angle and reactance
element polarizing referencing angle determines the
degree to which the voltage across the fault resistance

tilts. The reactance element measurement error isthen a
function of the ratio of the total zero-sequence fault
current to the zero-sequence current measured in the
relay. (4.76)and (4.76) show two different methods for
calculating the error term shown in Figure 4.43.

The error term calculated in (4.75) is with respect to a
relay at Bus S. Derive the expression in (4.77) starting
with (4.74). Calculate the reactance measurement error
using (4.78), data available in afault study, and the relay
settings. Knowing the reactance measurement error
caused by fault resistance alows the protection engineer
to properly set the reach on a quadrilateral reactance
element to prevent overreaching and underreaching.

P (Zsg+ Zrg+ ZLo) U _ I stotal

e m)ZLg+2r0);  1olocal (4.75)
._é(Ifp)u
T e s (4.76)
Im(\/f x(l_l’)) ) .
Im{lo ZL {11 g + ko T )T ) mAZL,|
. (4.77)
R [1r|" Alxsin (T)
Imfio ZLy (i ¢ + kot )T )
DX = Reé |ir[{Asin (T) o

a(it xSN(BZLy+ D1t - BIr) + ko[ rSN(ZLL+ D kg))g

(4.78)

A theoretical approach to calculating ABT° isto use
(4.75). However, this method is more complex and
requires cal culating the zero-sequence source impedance
at each end of theline. A simpler approach isto divide
the total zero-sequence fault current by the zero-
sequence current seen by therelay. It iseasy to calculate
the ADTe term shown in (4.76) from data availablein a
fault study. In some fault studies, the zero-sequence
current is expressed in terms of 34,. Calculate the error
term shown in (4.78) using 34, current, providing that
the numerator and denominator terms are consistent.

The previous discussion provides the development of the
term, €', in (4.79) through (4.82). Compensate for
nonhomogeneous systems with T defined in (4.82). for
additional details on how to determine this compensation
factor. For comparative purposes, Figure 4.44 plots the
errorsfor RF from (4.79) and X1 from (4.80) asa
function of per-unit fault distance from the relay.
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Imax (2L, xla, e1T 2
R = é o
F - — -
ImBa~CDF, {ZL, xla, xelT ) (4.79)
e 2

where la, is the negative sequence current

ImR/ax(la, xelT )2
X1= € g (4.80)

Im? axb ZL2 x(| a xejT ) 9

IS}

Im@/ax(lr xejT)g

X1= £ 2 where
|m?ax9 ZL2 ><(|I’ erT)E (481)
€ 2]
Ir=1la+Ib+lc

s (Zsp+ (- m2ZLy+Zrp )y
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Figure 4.44: Error Sensitivity of Quadrilateral Apparent
Reach, X and RF, as a Function of Reach for
20 Percent Phase Shift for the Source

Impedances From the Line Impedance

Correcting the polarizing reference in the ground
reactance calculation by the angle calculated in (4.75) or
(4.76) can prevent overreach of Zone 1 elements.
Adjusting the polarizing reference is equivalent to setting
thevariable ‘T’ in (4.77) and (4.78) to zero, thus
removing the error introduced by the fault resistance
voltage drop. Most relays with a quadrilateral element
have afixed angle; some relays provide a setting for
adjusting the polarizing reference angle with respect to
the system.

Reducing the Zone 1 reactance reach by the fault-
resistance-induced error calculated in (4.78) can also

prevent overreach on externa faults. The fault-
resistance-induced error is afunction of the magnitude of
fault resistance in the fault. Use the Zone 1 resistance
reach setting to calculate the worst-case fault-resistance-
induced error. By limiting the Zone 1 resistive reach, the
amount of reactance element overreach caused by fault-
resistance-induced error is aso reduced. Conversely,
increasing the resistive reach allows the Zone 1 element
to detect higher resistance faults and increases the
potential of reactance element overreach for external
faults.

Calculating Reactance Reach as a Function of
Resistive Reach

The elements described by (4.69) and (4.70) are phase
angle comparators. For the reactance element described
by (4.70), when the angle between the polarizing
quantity (I.,) and the line-drop-compensated voltage

(Z, o0, + kpely) - V) is0°, theimpedance is on the
reactance element boundary. This element must measure
line reactance without under- or overreaching from the
affects of load flow or fault resistance. Hence, the
element must use an appropriate polarizing current:
negative- and zero-sequence currents are suitable
choices. In some honhomogeneous systems, thetip
produced by the polarizing current may be insufficient to
prevent overreach. To compensate for this
nonhomogeneity, we introduce polarizing current angle
bias (tip) or reduce the reach of the Zone 1 element.

Reducing the Zone 1 reach restricts that portion of the
line protected by overlapping instantaneous Zone 1
protection. This overlapping zoneis only achieved for
low-resistance faults. A large resistive reach can limit
the reactance element reach when the instrumentation
angle errors are considered. If the quadrilateral ground
distance elements are the only Zone 1 protection, then
we strike a balance between overlapping zones for
midline faults, and large resistive coverage by one
terminal for close-in faults.

Specifically, the instrumentation angle errors we
consider are those caused by current transformers (CTs),
voltage transformers (VTs), and the measuring relay.

For this example, the values of these angles are: CT = 1°,
VT = 2°, Relay Measurement = 0.2°

Assume that Relay S, shown in Figure 4.45, isa
quadrilateral relay. For aground fault outside of the
protected zone with areach mor m X1 of (4.70), the
maximum secure reactive reach is a function of the
expected resistive reach coverage for R, of (4.69). By
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observing Figure 4.45, we see that the two angles can be
defined by (4.83) and (4.84).

tana; - & (4.83)
R
tang, = (4.84)

To determine the maximum secure reach we must solve
for m, as shown in (4.85), using (4.86).

ML tanfy - o) tangian FALL. o (4.85)
R é é g g

m= FAE Stangtan FA0. o2 (4.86)
= g & e 2 g

For R>> X, tan(X,/R) and tan(X /R) @X,/R. This
approximation nets an error less than 5 percent for X, /R
> 2.5. Assuming the protected system is homogeneous
(i.e, the only angular errors we must account for are
those of the CT, VT, and relay), e = 3°@L/20 radians.
These simplifications result in (4.87).

°a (4.87)
a2

Equation (4.87) shows that the lower the resistive reach,
the greater the permissible reactance reach. Figure 4.46
shows a graph of allowable resistive to reactive reach
ratio for e = 1/20 radians (3°). The dashed linein this
figure shows an example where an R/X ratio = 8 (for a
1-ohm line and an 8-ohm resistive reach) permits setting
m = 0.6 per-unit of the line.

Bus S
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Qljz
» R

Figure 4.45; System Single-Line and First Quadrant of the
Quadrilateral Distance Characteristics at Source S
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Figure 4.46: Increase Reactance Reach by Decreasing
Resistive Reach for e = 0.05

4.1.10 Advantages of quadrilateral ground
distance elements
The advantages in using quadrilateral ground distance
elements are they exhibit more fault resistance coverage
than the mho element when properly designed [14],
provide high-speed tripping of resistive faultswhen a
pilot channel is not present They are also fairly immune
to in-line load switching and have good for cable
protection.
The complications in using quadrilateral ground distance
elements are that they are affected by errorsin the
current and voltage measurements when the resistive
reach is much greater than the reactive reach and by
system non-homogeneity (i.e., unequal source and line
impedance angles) and they are affected by zero-
sequence mutual coupling in parallel lines [5,16]

PHASE FAULT QUADRILATERAL FAULT DETECTION

For cases when a quadrilateral relay is required on one
segment, such as Bus S shown in Figure 4.47, and not on
others, such asBus R or T, it might be tempting to mix
guadrilateral and mho distance relays. Doing so can lead
to relay coordination problems. Even though the line
may not be normally connected as aradial line, looped
lines become radial from either operational switching or
fault switching. Using a quadrilateral ground relay at
Bus S may dictate that the phase element at BusR be a
quadrilateral element aswell.
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Bus S BusR Bus T

Figure 4.47: Radial System Employing M ho and
Quadrilateral Distance Relays

The coordination problem arises when using Zone 2 of
the Bus Srelay to provide 100 percent coverage of the
line and possibly backup protection for a portion of the
line between Bus R and T as shown in Figure 4.48. For a
fault in Bus R, Zone 2, the memory of the polarizing
signal causes the zone coverage to expand back towards
the source. Zone 2 delay causes the memory of the
polarizing signal to diminish, which causes the Zone 2
coverage to shrink, as shown in Figure 4.48. After the
memory has fully expired, aregion in Zone 2 of the relay
at Bus S has fault coverage that the relay at Bus R does
not. Figure 4.48 shows thisregion as adark shaded area
at the upper right of Zone 2. One possible solutionisto
restrict the resistive reach at Bus S until that area
disappears, but doing so adversely affects the desired
Zone 2 coverage between Bus Sand Bus R. Relay
coordination is simplified if the shapes of the zones are
similar, so therelay at Bus R should also be
quadrilateral.

BUS T i

" |
expansion | Zore 1

with
memory

|
il

Zone 2

Zone 1

Bus s Line

angle

Figure 4.48: Overlapping Quadrilateral and Mho Relay Zones
of Protection

Referring to Figure 4.49 and writing the two loop
equations for a phase-B-to-C fault resultsin (4.88) and
(4.92). Subtracting these two equations resultsin a
single equation for the phase-to-phase voltage, (4.90).
(4.91) isthe simplified phase-to-phase voltage

expression using phase domain impedances while (4.92)
uses symmetrical component impedances.

Vb= 1bm(Zs)- Vjyab- Vyycb+Vf ", where

4.88
VARIT-a 74 (4.88)
Ve=lem(Zs)- Vybc- Vyac+VE ™, where 489
Vf™ = chRFA ( ' )
Vioe= (Ib- Ic)mzs- mzmic + mzmib+ (Vi * - Vi) (4.90)

Vbc= Ibcm(Zs- Zm)+ IbcgERF 5 S where
e a2
R (- ) (49)
2

Vbe= IbemzZi+ 1bc /2 ¢, where Z1=Zs- Zm (4.92)
e 2

Phase-to-Phase Fault on a Radial Feed
System

Figure 4.49:

Extending the results of (4.92) to the network shown in
Figure 4.50, we can derive expressions for the fault
resistance RF and the reactance X1, as shown in (4.93)
and (4.94). These arevalid for radial lines where the
switches at V,, and V.. are open or the fault resistanceis
zero. If infeed from source R is possible and R, is non-
zero, arelay at Vs can no longer measure the total fault
current, so the loop equation suggested in (4.92) isno
longer valid. For this case, the negative-sequence
current provides both a means to approximate the total
fault current and provide a high degree of immunity zone
expansion and contraction caused by load current that is
illustrated in Figure 4.32.
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Figure 4.50:  Loop Diagram for Phase-to-Phase Faults

. _ Im{vabx(zL1xIab))<2 (4.93)
A m{labdzL1xIab))
Im{yabx 1ab)) (4.94)

X1= =
Imilabxa ZL1xlab )

Using the techniques involving the negative-sequence
impedance plane, we can derive equations for elements
that provide a high degree of fault resistance coverage
and immunity to load current in the presence of infeed.
The results are shown in (4.95) through (4.101), which
describe the three possible loops for phase faults, an
equation for R. and X for each loop. Formal derivation
of the negative-sequence currents used in these equations
isprovided in Appendix.

n - Imvab(zLdab) (4.95)
" im{ja?31a, »CDF2A{ZL D))
R - Im{ybex (ZL1xIbc)) (4.96)

"~ Im(j+/31a, xCDF 24ZL1xIbc))

i Im{VeAx (ZL1x ca)) (4.97)
* " Im(ja/31a, <CDF 24ZL1xIca) )

CDF 2. (Z82+ ZL1+ 715 ) (4.98)
(@ m)xzL1+ Zry)
Im&/abx(ja?la, 2 (4.99)
X1pg= = g
Im?abeZle(jazlaz)E
imfvab<(jla,)) (4.100)
Xlgc=
ImilbcmZle(jlaz)i
Xiga = Im(\/abx(jaxlaz)) (4.101)

B Im(l caxp Zle(jaxIaz))

COMPARISON OF RELAYING SCHEMES

The following comparisons provide some general
application rules for deciding which relaying approach to
use for different kinds of network configurations.
Protection israrely so simple and straightforward as to
lend itself to afew rules of thumb but general guides can
indicate the right direction.

4.1.11 Distance Versus Overcurrent [6065]"

The major advantage of distance relays is that the zone

of operation is afunction of the protected line
impedance, which isaconstant, and isrelatively
independent of the current and voltage magnitudes. The
distance relay has afixed reach, unlike overcurrent relays
for which the zone of protection varies with changesin
the source impedance.

One difficulty with mho ground distance relaysis their
inability to detect high-resistance faults. The voltage
measured by the relay is the sum of the line voltage drop
to the fault and the voltage drop across the fault
resistance. Current infeed from the other line terminal
can change the voltage drop across the fault resistance.
On aradia system (single source systems) there is no
infeed from another line terminal and the distance relay
measures the actual fault resistance. On looped
transmission systems there is usually more than one
source of current feeding the fault; therefore, the infeed
from another line terminal acts as a fault resistance
amplifier. The amplifier effect isafunction of total
current in the fault and the current supplied from the
relay terminal. Asthe total fault current increases with
respect to the relay current, the apparent fault resistance
also increases.

4.1.12 Mho Versus Quadrilateral

The mho characteristic is popular because it has awell-
defined reach, isinherently directional within limited
reach constraints, and can tolerate fault resistance quite
well without serious overreaching errors from load or
unegual source and line impedance angles. Under strong
source conditions, a quadrilateral characteristic can
provide greater fault resistance coverage than the
dynamic characteristic of the mho element.

Mho distance relays have dynamic and/or variable
characteristics that depend on the polarizing quantity,
fault type, and system parameters. The mho ground
relay offers a desirable balance between fault resistance
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accommodation on internal faults and security against
misoperation on external faults. By comparison, the
quadrilateral relay provides good fault resistance
coverage, but experiences reduced security on remote
faults because of unequal source and line impedance
angles for these same resistive faults. We discussed the
effect of unequal source and line angleson a
quadrilateral element earlier in this chapter.

428 Thetraveling waverelay

Whenever afault occurs on atransmission line a
voltage wave and current wave are transmitted both
directions down the transmission line starting at the point
of the fault as shown in Figure 4.51. A negative voltage
step is generated when the line voltage goes to zero.
Simultaneously a current step is generated with
magnitude V/Zc where Zc is the characteristic
impedance of the transmission line. Detectors at the line
terminals mark the time that the first wave fronts are
received and compare thistime for the times recorded
from the other line terminal. As shown in Figure 4.51,
there are three fault location possibilities. For faultsin
Zone 1 and 3, the positive differences between the time
recorded by terminals S and D will equal td, which isthe
line length divided by the wave propagation velocity.
For afault in zone 2, the difference will be less than td.
Since the wave propagation velocity is a constant, this
approach serves equally well for fault locating as fault
detection.

1) +— — 10

V() «—]f — V@

1S \\ 1D

Fault

Zone 1 | Zone2 | Zone 3

Figure 4.51. Traveling waves generated by afault
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Figure 4.52. Voltage transient at terminal S for asimulated
phase to ground fault a 27% line length from terminal S

The simplified description above ignores many of the
reality issues. Fault detection isnot a simple matter.

For multi-phase systems such as three phase power lines,
the traveling waves can be broken down into modes
using transformations similar to symmetrical
components. The transformation is selected such that the
modal traveling waves are all independent. Fortunately,
the propagation velocities for these modes are usually
different but deterministic. Figure 4.51 and Figure 4.52
areresults of atransient simulation using atransient
analysis program designed to model power systems. The
negative transition at 2 msisthe time of the fault. The
transition at 2.2 msin Figure 4.51 marks the arrival time
of the signal propagating in the line mode and the
transition at 2.5 ms mark the arrival of the signal
propagating in the ground mode.
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Figure 4.53. Voltage transients at terminal D for asimulated
phase to ground fault a 73% line length from terminal S

Similar observation can be made concerning Figure
4.52. Notefirst the similarities of the shape of the
waveforms up to thefirst positive transition. The

File TW1 ATP

4
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differences being that the transient signals are stretched
in Figure 4.52 because of the longer travel distance. The
fault inception angle chosen for this simulation generates
an optimistic voltage transient.
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Figure 4.54. Current transients at termina S for asimulated
phase to ground fault a 27% line length from terminal S.

Figure 4.54 and Figure 4.53 show the current transients
generated for thisfault simulation. The current at the
fault appears to make a step until a reflection from the
closest terminal is received back at the fault location.
These current transients that are generated by arcing
faults seen at the terminals are not nearly so distinct as
the voltage transients. Hence voltage based detectors are
normally used for traveling wave relays. Since lightning
strikes produce a more pronounced current transient
some relays use both current and voltage wave front
detectors.
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Figure 4.55. Current transients at terminal D for a simulated
phase to ground fault a 73% line length from terminal S.

4.3 FAULT IDENTIFICATION

Fault identification is necessary for the protection
zone concept to work correctly. Fault identification can
include one or more of the following elements: direction,
distance, type, and magnitude (or impedance). Fault
identification functions are normally independent of the
fault detection algorithms. Fault location is usually
differentiated from distance to afault in that the distance

result, asit relates to a zone of protection, i.e. either ina
particular zone or not, is usualy abinary output
indicating that the fault is within a set percentage of the
length of the linein zone one or not. Fault locating isa
background computing function for three reasons: to not
interfere with the primary objective of line protection
and to permit higher accuracy computations by allowing
transients to dissipate and use algorithms that are more
time consuming.

TRANSIENT RESPONSE OF DIRECTIONAL ALGORITHMS

Microprocessor based relays are subject to two types
of transients, the algorithm transient and the network
transient. These transients produce indeterminate results
and may produce incorrect operationsif remedial action
is not taken to ensure the validity of the result.

The algorithm transient is generated by the finite
response of the algorithm that converts the sampled data
to RMS voltages and currents using either vector or
complex notation. Relays that use a synchronously
sampled cosinefilter to determine both real and
imaginary components require 5/4 cycles of the nominal
frequency fundamental to reach steady state. (Relays
frequently operate on levels detected before steady state
isreached.) This meansthat for a step change on the
input of the 60 HZ input, the filter requires 20.833 ms
before the filter output achieves steady state. (See
filtering section) This characteristic isillustrated in
Figure 4.56 for the time period 0 to 0.025 seconds of the
simulation time. Assuming that al inputs are sampled
simultaneously and zero processing time for
computations, the 20.833 mstransient delay is the best
that arelay can theoretically achieve.
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Figure 4.56. Phase A current step response

Practically speaking, most relays use fewer AD
(analog to digital) converters than the number of analog
channels to be sampled that result is skewing the input
sampling. Also the algorithm computational timeis
finite and significant limiting the number of samples that
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can be processed in agiven sampling interval. The
interval between samplesis generally controlled by
processor interrupts and hence phase errors generated by
sample skew is reduced or eliminated by phase
compensate in the computer program. The algorithms are
closed form (requires a single pass with no decision
branched in the computer code) the execution time is
predictable to a high degree. A hard ware solution to
skew isto use a multi-channel sample and hold IC that
captures all analog inputs at the sameinstant intime. A
single AD converter can then process the data in any
order with out affecting the skew as there is none
provided all processing is completed before the next set
of samples are taken.

Power system electrical network generated transients
produce signals over awide band of frequencies. Thisis
due to the fact that the step change of the AC signal
contains high frequencies and excites the natural modes
of the network. This phenomenais demonstrated in
Figure 4.56 starting at simulation time 0.075 ms. The
RMS output from the cosine filter now requires much
longer is achieve steady state. The effects on relay
performance from transients generated by the network
are reduced by the filtering nature of the algorithms that
converted the sampled datato RM S values. Figure 4.57
isanormalized plot of the energy spectrum of phase A
for aphase A to ground fault. The majority of the energy
is confined to the fundamental of the driving function
from the power source. Also visiblein Figure 4.57 are
the natural modes of the network.
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Figure 4.57. Frequency spectrum for phase to ground fault

Figure 4.59 through Figure 4.12 show the ssimulated
results of a system for afault at location F1 in Figure
4.58. The phase ato ground fault is applied at a distance
from bus V2 equal to 10% of thelinelength. For this
simulation, source Es and Er are in phase hence thereis
no prefault load current. The transmission line model
was for an unbalanced line. The consequences of
utilizing this model are more evident by letting Es lead
or lag Er to provide prefault loading.

Bus S < Line #2 > BusR

ZL'm2 ZL*(1-m2) |

1Sqey Seor

Is Ir

s «—

val ZL*ml f ZL*(1-m1) = !
(rs) Faut ()
Vs,Is Vr,Ir

I1Spol
Relay S Relay R

Figure 4.58. Single line diagram of a system with two sources
connected by a double circuit
The direction results for the relays at opposite ends of

the same transmission line are plotted together. For
these plots, results for relays at node V2 have the suffix
of “S’ and those for node at V4 have a suffix of “R”.
The phase A current leaving V2 isincluded in the four
plotsto provide atiming reference. Thetorque plots are
normalize to the maximum absolute value of the torque
during the simulation to allow them to be plotted with
the phase A current. In reality, the torque magnitude can
peak into the thousands depending upon the fault
location and source impedance.

Theinitia transient is caused by algorithm transient
response. The torque and impedance transients after
0.75 msreflect the results in processing the transient

voltage and currents. Relay designers must investigate

the direction algorithms used in their particular relays to
inhibit the trip decision until there is a high probability
that the direction results are valid. Figure 4.12 shows
that the negative direction torque for node V4 briefly
declared the direction in the reverse direction. This may
have delayed tripping but would not have resulted in an
incorrect operation.
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Figure 4.59. Transient response of the zero sequence torque
modelsfor relaysat Sand R (EMTP File: 212s.atp).
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Figure 4.10. Direction by negative sequence impedance for
relaysat V2 and V4
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Figure 4.11. Direction by zero sequence torque for relays at V2
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Figure 4.12. Direction by negative torque impedance for relays
aV2and V4

4.3.3 Fault typeidentification

Fault identification isimportant for two reasons,
some distance elements tend to overreach dueto load
current and to identify the faulted phase for single phase
tripping. In the presence of load flow and fault resistance,
the ground distance elements associated with the faulted
phases can exhibit severe overreaching tendencies. Fault
type selection logic is needed to block selected ground
distance elements for phase-phase-ground faults. In
applications with strong sources behind the relay location,
aforward direction close-in single-line-ground (SLG) fault
can cause one or more phase-phase distance elements to
assert. These same phase-phase distance el ements assert
for close-in phase-phase faults. If single-poletripping is
required, only the faulted phase requires interruption.
Multiple phase faults require opening all three breaker
poles. Thus, the assertion of the phase-phase distance
elementsfor a SLG fault can cause an undesired three-

poletrip.

Protective relaying schemes using distance elements
to detect faults along the protected line must have logic
that dependably distinguishes fault type for both smple
and complex faults.

4331 Fault selection using torque magnitude

Many microprocessor relays incorporate memory
polarization for phase to phase and phase to ground
distance elements as described in 4.5.2.4. Using memory
polarization approach, such as the methods discussed in
4.6.1.2, expands the mho circle characteristics that allow
the relays to operate correctly for higher resistive faults.
While these expanded (and dynamic) mho elements give
more coverage for resistive faults, they are also more
likely to operate for unintended fault types as compared
to self-polarized mho elements

The following exercise illustrates the phenomena
described above. Consider an unloaded radial system
with an close in A-Phase to ground fault as shown in
Figure 4.13. For this case the reach of the relay as set by
the parameter min equation (4.57 (see Ground Fault
Detection_is set to 300%. The apparent impedance and
relay element torque quantities for overreaching zone 3
distance elements for various values of fault resistance
are computed using equation (4.102) and (4.57 through
(4.61..
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Figure 4.13. Example System Single-Line Diagram

The parameters, V and |, in equation (4.102) are
defined in Table 4.6 for the six types of fault. Table4.1
lists the results of these computations. Figure 4.14 plots
the apparent impedance on a R-X impedance plane
diagram with the circle representing the 300% reach.
The expanded circle shows the effect on the reach of the
relay using memory voltages that causes the mho circle
to include the source impedance. Apparent impedances
lying inside the mho circle are detected as faults.

Table 4.1. Results of torque and apparent impedances computations as

seen by the relay for fault resistance, RF, equal to 0, 2, 4, 6, and 8 ohms
for aforward fault close to therelay (ZL » 0).

RF TAG | ZAGl TBG | ZBGl Tcs | chl
0 118 0.0 -30 31 -29 31
1 81 0.6 -38 4.1 -6 33
2 46 1.2 -33 52 27 4.1
3 28 18 -27 6.5 4.2 52
4 17 24 -23 79 4.0 6.5
Re Lo |Z,l Tee |Zecl T, |2l
0 56 2.1 0 ¥ 55 2.1
1 50 2.6 0 ¥ 22 32
2 34 3.9 0 ¥ 3 4.7
3 22 5.5 0 ¥ -5 6.3
4 15 7.1 0 ¥ -8 8.0

X 4 LINE ANGLE
#——— REACH = Z00%+Z1L

CHARACTERISTICS
SELF-POLARIZED

EXPANDED

CcG 2 AB
T
\ AG
. a
0 CA

BG/
0 Y

Figure 4.14. Apparent impedances seen by the relay for
the fault resistance values listed in Table X111 for aclose-
in fault

From Table 4.1 and Figure 4.14, the following
observations are made:

Multiple distance elements detect the A-Phase
ground fault when R. = 0. In our example, the A-,
AB- and CA elements all detect the fault. All of the
noted elements use A-phase voltage and current
guantities. This also emphasizes the need to block
the AB and CA dements for single-poletrip
applications.

With increasing fault resistance, the number of
elements that detect the fault decreases.

With increasing fault resistance, the C-Phase ground
distance element devel ops positive operating torque.

Using the torque results as a figure of confidence, a
voting scheme can be developed that selects the fault
type. Theimpedance calculation for the fault typethat s
computed having the most torque is then used to
determine if afault existsin the zone of protection.

Table 4.2 shows the results for torque and apparent
impedances seen by each distance element for faults
placed at 25% increments along the protected line
section with the fault resistance set to zero. Figure 4.15
plots the apparent impedance on a R-X impedance plane
diagram with the circle representing the 300% reach.
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Table 4.2. Results of torque and apparent impedance
computations as seen by therelay for zero fault resistance and
fault locations of 0, 25, 50, 75 and 100% of the line length.

m(%) TAG | ZAGl TBG | ZBGl TCG | ZCGl

0 118 0.0 -30 31 -29 31

25 36 20 -13 8.0 -13 8.0

50 20 4.0 -9.9 13 -9.7 13

75 13 6.0 -8.5 18 -8.3 18

100 9 8.0 -7.7 23 -7.6 23

m(%) T |Z,gl Tee |Zecl Te |1Ze,
0 56 21 0 ¥ 55 21
25 13 7.8 0 ¥ 13 7.8
50 4.3 13 0 ¥ 4.1 13
75 0.7 19 0 ¥ 0.5 19
100 | -14 25 0 ¥ -1.5 25

Again, as expected, the distance elementsinvolved
with A-Phase pickup for faults near the bus. Aswe
move the fault placement away from the bus, the positive
torque quantities produced by these elements decreases.
For the A-Phase ground fault placed at m = 1.0, only the
A-Phase ground distance element produces positive
operating torque-like quantities.  This shows us that
fault selection for remote faults without fault resistance
is easily determined by reviewing which distance
element loop elements are picked up. However, for
close-in faults we cannot make this simple observation.

LINE ANGLE

100%
BG

Figure 4.15.Apparent impedances seen by varying fault
location with zero fault resistance

4332 Fault selection using current phase
relationships

The fault selection logic differentiates between
single-line-ground faults and phase-phase-ground faults
with resistance to ground under a wide range of system
conditions. This method determines the angle between
negative-sequence current (1a2) and the zero-sequence
current (1a0) to identify the fault type and faulted
phase(s), and qualifying theb (120 - 1a2) measurement
with apparent fault resistance measurements that are
described in the previous section.

The fault selection logic first compares the phase
angle between | g, and |a,. If the fault type is phase A to
ground (AG) if the angle difference between 1a2 and 120
is+30°. For a phase B to ground (BG) fault, this angle
differenceis 120° +30° and for a phase C to ground
(CG) fault thisangle difference is-120° +30°. Faullts,
which result in angular differences of 1a0 and 1a2 outside
of these sectors, require additional evaluation to declare
the fault type.

Figure 4.16 illustrates the phase vectors and phase
angle relationship between 182 and 10 for the three
possible single line to ground faults Figure 4.17 shows
the phase relationship of 1a2 and 1a0 for aphase B to C
to ground (BCG) fault with differing amounts of fault
resistance. The angle differences between 1a2 and 120 are
zero degrees for both fault types as shown in Figure 4.16
for an AG fault and BCG fault Figure 4.17 for R, equal
to zero. Thisresult is desirable because for the BCG
fault the AG distance elements are enabled while the BG
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and CG distance elements are blocked. Since the
distance element for the AG fault will not pickup,
enabling the AG output by the fault selector logic does
no harm. The angle difference for 180 and 1a2 between
the AG and BCG faults becomes non-zero with
increasing fault resistance as shown in Figure 4.17.

Ve Vc
Ib
Va V
Vb
Vb
la

A Ground B Ground

120°

" b L& ae(ibeZ)
@ Rb% (4.104)

Figure 4.16. Angle Relationship of 1a2 and 120 for Ground
Faults

A B C
% RF=0
1A2 10

A B C
O
RF =10

Figure 4.17. Phase angle relationship of 1a2 and 120 for BCG
faults and the symmetrical component networks that represent
the faults.

Three outputs are available from the fault selector
logic, one for each of the three possible +60° segments
shown in Figure 4.18. When the fault selection logic
described by equations (4.107) through (4.109) enable or
block phase to ground and phase to phase elements
according to Table 4.3.

The phase to phase fault resistance can be developed
using an approach similar to the phase to ground
resistance. The circuit model present in 4.6.3.3 resultsin
equation (4.194). Solving for Rbc. in that equation
resultsin (4.175). Again, since the per unit distance to
the fault, m, isa scalar constant in both numerator and
denominator, it can be eliminated as shown in (4.176).
This equation glso substitutes the equivalent negative
sequepge cyffent on the assumption that pre-fault the
load an ige\ipedance are balanced. Making this
on minimizes the errors introduced by load
. Equations (4.105) and (4.109) follow similar
development for AB and CA phase-to-phase faults.

a

C Giafse (ibcmz1)]
Roc; = 12%n[Ibc(Ibc m z2) (4.103)

_ Imb/ab IabZl)]
" im[ja®3la, (labz1)]
_ Imb/ca IcaZl)]
" Im[ja/3la, (cazi)

Rab

, % =1p 240° (4.105)

Rca

, a=19120° (4.106)

The ground distance elements that are not selected by
the fault type selection logic are blocked. If the output
form the fault selector logic is the forth condition then al
phase to ground distance elements are blocked.

+120° +90°

FSA30+

FSA30-

Figure 4.18. Regions of angle difference between negative and
zero sequence currents for fault selection.

Table4.3. 1, - 1, phase comparison fault selection logic
Fault Type | Enabled Blocked

1 AGandBC BG, CG, BC, and CA
2 BGand AC AG, CG, AB,and BC
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CGand AB
AB, BC, CA

AG, BG, BC, and CA
All but ABC-G

3
4

This method requires the computation of the fault
resistance. This can be accomplished by writing the loop
equations for the various fault conditions. The results
are provided in equations (4.119) through (4.123) while
the fundamental approach is developedin 4.1.9. The
difference being that instead of solving for the per-unit
distance to the fault, the desired result is the fault
resistance. For example, starting with (4.124), both sides
of the equation are multiplied by complex conjugate of
the expression shown in (4.114) resultsin (4.115).

Thefirst term on the right side of the equal signis
necessarily real hence can be eliminated by keeping only
the imaginary part as shown in (4.116). Note that both
side of the equation in (4.116) are scaled by the per-unit
distance to the fault, m, and may be divided out without
altering the equality. This means that the algorithm is
valid regardless of the distance to the fault. This
conclusion is constrained by the caveats listed in 4.3.4.
When the system and load is nearly balanced |, 1. and |,
are al approximately equal. Thisallowsthe
approximation of (4.118) to be used that then resultsin
(4.119). Similar expressions for Rbg and Rcg can be
developed simply by substituting the appropriate phase
to ground voltage and phase current into (4.119).

Fault Typel = FSA30
+FSAB0- Z g miN - qRAG|< |RAB|)

+ FSA60 - Zge. min - qRAel < |RBC|) (4.107)
+FSAGO - Zea miN - qRAG|< |RAC|)
Fault Type2 = FSB30
+ FSB60- Zpg min - qRBG|<|RABl)
+ FSB60 - Zgc.min - qRBG|<|RBC|) (4.108)
+ FSB60 - Zea win - (Rec) < |Rac))
Fault Type3 = FSC30
+ FSC60 - Zpg in - (Reg| < [Ras)
+ FSC60 - Zge win - (Reg| <|Rec)) (4.109)

+ FSC60 - Zea min - (Rea| <|Rac))
Zpg. MNP MZpg < MZge and MZ pg < MZcp

Zpc.mINP MZpc <MZ g aNd MZpe < MZca (4.110)
ZeaminP MZca <MZpe and MZcp < MZ pp

Im(VAB x| AB,BC,CA)

MZ A, BC,CA =

L —0 (4.111)
Ime =L | x| *
HEN AB,BC,CA AB,BC,CA;
MZp g = Im(VA,B,C I A,B,C))
- |m9£x('ABc+ko|R IABCE (4.112)
TE ook
lr=(a+lg+lc)=3l, (4.113)

Va= la(mzl,) + laxRag (4.114)

Va (m(lazly))= m(lazZLy) (m(lazZly)) +
(laRag)(m(lazLy))

imlva (m(lazL)) | = Im|(1aRag)(m(1aZLy))| (4.116)

Rag - ImB/a (IaZLl)]

(4.115)

Im{(la)(lazZL,) (4.117)
1263 (12 + 129 (4.118)
Rag = —— ImB/a (IaZL})] ‘

Img?g(l%*— lay) d(lazLy ) (4.119)

ae 2 a

The phase to phase fault resistance can be devel oped
using an approach similar to the phase to ground
resistance. The circuit model present in Figure 4.50
resultsin equation (4.95. Solving for Rbc, in that
equation resultsin (4.120). Again, since the per unit
distance to the fault, m, isa scalar constant in both
numerator and denominator, it can be eliminated as
shown in (4.121). This equation also substitutes the
equivalent negative sequence current on the assumption
that pre-fault the load and the line impedance are
balanced. Making this substitution minimizes the errors
introduced by load current. Equations (4.122) and
(4.123) follow similar development for AB and CA
phase to phase faults.

Rbee - ImMc(IbcmZLl)] 41
7 im{ibc{ibemzL,) 20)
e - mivio(ibezL ) (4.1
Im{j3la,(IbczL, ) 21)
imjab(labzl,)] (4.1

abe = , - o
Rebr imla?\Bla bz, 10240 22)
Reag - ImB/ca(IcaZLl)] a-1120° 41
Im ja\/glaz(lcaZLl) 23)

4.3.4 Fault Locating (Contributing author -
Jeff Roberts)

Accurate fault location information is valuable to
both operational personnel and protection engineers.
Fault location is important to power system protect in
that it provides the feedback necessary to validate the
performance of the protection system. The algorithms
used to determine the fault location are very similar to
the ones used for distance relaying. However, since fault
locating is performed off line, the algorithm can be
significantly more complex thus requiring more time to
achieve greater accuracy. Additionally, time permits
collecting information from other terminals of the
protected line to further improve the accuracy of the
computed fault location.
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Single-ended, impedance-based fault location has
become a standard feature in most of today’s
microprocessor-based protective relays ™" In fact,
many digital fault recorder manufacturers offer fault
location as an option. Single-ended fault location is
attractive because it is ssimple, fast, and does not require
communications with remote terminal devices.
However, there are applications that can create
undesirably large errorsin fault location results.

Specifically these applications are those with:

1. Strong zero-sequence mutua coupling

2. Multiple remote terminals (most commonly three-
terminal applications)

3. Largeangle differences between power system
sources and the protected line

4. Non-transposed transmission lines

Existing double-ended impedance-based fault
locating methods can improve upon the accuracy of
single-ended methods. Traditionally, these methods
require either the phase alignment of data sets captured at
both ends of a monitored line, or communicate a
significant amount of data. Advancesin fault locating
algorithms include: the data sets do not rely on pre-fault
data or require alignment, the data volume
communicated between relaysis sufficiently small such
that the data can easily be transmitted using a digital
protection channel, and the system works well for three-
terminal lines.

4341 Fault locating for single-phase — single-
terminal lines (Distance Mho)

If asingle-phase line has a single source as shown in
Figure 4.13, all the quantities can be measured at the
relay to determine the impedance to the fault.*" These
guantities are the line to ground voltage and the phase
current illustrated in Figure 4.19 and expressed in
equation (4.114). Z, isthe positive sequence line
impedance for the total line length and the mmulltiplier is
the fraction of the total line length to the fault. R isthe
fault resistance and usually assumed to be purely
resistive. Thefocus of fault locating is to determine the
value of min (4.114). Rearranging (4.114) as shown in
(4.115) show that the value computed for mis dependent
on the fault resistance which is not normally measurable.
It is desirable to eliminate the term involving fault
resistance. This can be accomplished by first
multiplying (4.114) by the complex conjugate of the
current la as shown in (4.116). Since RF is assumed to
be purely resistive, the term in (4.116) has no imaginary
component. Taking only the imaginary part of (4.116),
m can be solved for without knowing the fault resistance
asshown in (4.117). This procedureto eliminate an
unwanted term (for whatever reason that suits our
purpose) is used extensively as demonstrated in

subsequent derivations. This procedureisvalid for this
case because of the assumption that R, is purely resistive.

le

Figure 4.19. Single line to ground fault on aradial feed system

Va= la(mZ1 + Rg)=m(laZl, )+ laRg (4.124)
_Va- laRg
" lazi, (4.125)
Va la=m(laz1,)la+(laR:)la (4.126)

ImVa la
™ (lazl,)la (4.127)

4.3.4.2 Fault Locating for Single Line to
Ground Faults for Multi-phase Lines

Zero sequence coupling between phases requires
compensation for actuate fault locating. The circuit now
appears as the model shown in Figure 4.22 which
includes the effects of the parallel conductors. The
faulted phase loop equation is expressed by (4.63 and
further clarified by (4.64 as developed in section 4.1.9.
The term, m, is the per unit distance from the point of
instrumentation for Va and la to the fault and Zsand Zm
arethetotal line length self and mutual impedance. (4.65
is generated by adding and subtracting the term m(Zm)
la. Using the identities for the zero and positive sequence
impedance for balance lines expressed by and , (4.113)
can be expressed in terms of Z0, Z1 as shown in (4.68).
Zocholl provides an aternate derivation of (4.68) ina
1995 WPRC conference paper than the one presented in
section 4.1.9 but the results are the same.™ From (4.63),
(4.65), or (4.68), the per-unit distance to the fault can be
computed by applying techniques introduced in 4.3.4.1.
Equation (4.128) provides the results of this process
applied to (4.68). These results are subject to the
sensitivities mentioned in 4.3.4.

_ Im(\/a | 5)
"L (- K 1)) (4.128)

4.3.4.3 Fault locating for phase to phase faults
for multi-phase lines
Following the procedure for solving for the per-unit

distance, m, outlined in section 4.3.4.1 resultsin equation
(4.129) based upon the development of equations (4.88)
through (4.92). Aswith the single line to ground case,
the assumptions are that the line is balanced and the fault
impedanceis purely resistive. The results are accurate as
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long as the caveats described in 4.3.4 are avoided. Itis
interesting to note that this result, under the conditions
specified, isindependent of zero sequence coupling.

m- —[—]'m["bc o (4.129)

Im|(IbcZ ) Ibc

The natural extension of the progression is that of
locating phase to phase to ground vaults such as the one
shown in Figure 4.20. It can be shown that by computing
the per-unit distance to the fault for each of the six
circuits presented above will cover all 11 possible fault
scenarios. Since fault resistance, load current, load
unbalance, and line unbalance can introduce errors, a
faulted phase identification scheme must also be used to
select the correct phase.

4.3.4.4 Fault locating for multi-terminal lines

The current through the fault resistance shown in
Figure 4.21 and Figure 4.22 is the superposition sum of
the currents supplied from the two sources There are two
approaches for fault locating on multi-terminal lines.
Oneinvolves using only data available locally and the
other requires information from all terminals. The
advantage of the second approach isimproved accuracy
at the expense of the cost of communications equipment
and the time to transmit the information.

Figure 4.21 Single line to ground fault for a two-source system

21, Vgu A Vo 71,
000 00Q
| mz1, (1-m)z1, |
T Z1g Vep —S8 << Ves Z1, C
200 000 10 “F

Rz e (@-mZL Vg [
71,

"~ w 000 000 -
W—J W_J V.

T se mZ1, (1-m)z1,

Y
IHED

Figure 4.22. Phase to phase to ground fault for atwo-source
system

As with the single source case, loop equations for Va
and Vab can be written for the phase to ground and phase
to phase faults as shown in (4.130) and (4.131). In
contrast to the single source cases, both R. and I . are
unknown for the multi source case.

Va= m(lazl )+ I Re , (See model Figure

4.21) (4.130)
Vbe =m(labz1, )+ 1 Re , (See model Figure
4.22) (4.131)

Single ended fault calculations for multi-terminal
lines

There are two major types of single-ended fault
locators: simple reactance and an algorithm based on
work by Takagi.” The simple reactance method is well
established in the protective relaying industry. With this
method, the relay first measures the apparent impedance
by using (4.130) that has been modified to include the
voltage drop at the fault resistance. The voltage is the
product of the fault resistance multiplied times the fault
current from Bus S and Bus R as shown in (4.132).
Simply ignoring the real component of (4.128) and
solving for the reactive impedance resultsin equation
(4.133). Thisassume that either R, iszero or that I_is
approximately equal to la. Computing the ratio of the
reactance or imaginary part of the apparent impedance to
the known reactance of the entire protected line produces
avalue for m, proportional to the distance, as shown in
(4.134). To put this proportion in terms a power system
operator can use, the instrument often multiplies the
resulting ratio by the total line length units.

Vag= mzZL, (lag + lag Ko )+ (lag + lag) Re (4.132)
X apt - Im $YA! (4.133)
élaa
_ Xpapt
L) (4.134)

To illustrate the concept, consider a single-phase

system having line impedance of 16980° w and two
sources as shown in Figure 4.23. Assume arelay at bus S



99

measures an apparent impedance Z = 8980° w (or
1.3892 +j7.8785 w) for asingle-line-ground fault, the
imaginary part of Z then equals 7.8785 w. If the total
line reactance equals 15.7569 w, the ratio described
above equals 0.5. If thetotal line length equals 100
miles, the fault location indicated by this methodology is
50 miles. The simple reactance method works
reasonably well for homogeneous systems when the
ground fault does not involve significant fault resistance
or load flow.

(1-m)zy,

1l
*

Figure 4.23 Single line to ground fault on a three-phase,
two terminal line.

The sengitivity of the accuracy of the calculated fault
location to fault resistance is demonstrated with the
following example. Assume that the system shown in
Figure 4.23 experiences a phase A to ground fault at m
per-unit distance from Bus S. Asviewed by the
instrument (in this case arelay), the measured phase
voltage can be separated into two parts: that voltage drop
from the relay location to the fault, and that voltage
across the ground fault resistance (R,) as expressed in
(4.130). Applying (4.117) resultsin an error for
calculated mif I, does not equal la. The amount of error
is proportional to the magnitude of the fault resistance
and the amount of current supplied to the fault from the
remote source.

Asshown in 4.3.4.2, the influences of parallel
conductors must be compensated for in multi-phase
systems. One approach is to use the single source
equations developed in 4.3.4.1 resulting in equation
(4.127). Thismethod will work well if the R.-(1,+ 1)
term does not have an imaginary component as viewed
from the Bus Srelay.

With the simple reactance method, we simply
ignored the R.(1,, + 1) term. Ignoring this term does
not makeit go away. Rather than ignore thisterm, an
alternate approach derives ameans of nullifying it. We
can eliminatethe R_-(1 . + 1) term by multiplying all
termsin (4.132) by 1,, , the complex conjugate of the
negative sequence current at bus S, or 1,;, the complex
conjugate of the zero sequence current at bus S and then
save only the imaginary components of all terms. I, or

. isused here becauseit is a quantity measured at Bus S
which has nearly the same phase angle as that of (I, +
|- If theangleof |,, equalsthe angle of (1, + 1,.), the
last term of (4.132) isreal. Extracting only the
imaginary components of (4.132) effectively eliminates
the term involving the fault resistance as shown in
(4.135).

__ imlvasias)]
" im| ZL, (1as+ ko 3xlag)1as2
Other Takagi based methods of fault location do not

usel,, or I, intheir fault location methodologies.
Instead, these methods use the complex conjugate of a
superposition term to multiply all termsin (4.132). This
superposition term is the difference of fault and pre-fault
phase current (for the faulted phase). The Takagi paper
uses the alpha component of the fault current sinceiit is
generally more uniform from line-end to line-end and is
less affected by system grounding.™ A paper by
Schweitzer has additiona reference pertaining to Takagi
based methods. * The performance of these methods
suffersif fault current contaminates the pre-fault current.
For example, if the instrument performing the fault
location does not have “sound” pre-fault data, the fault
location result can be significantly effected depending
upon the degree of pre-fault corruption.

(4.135)

In non-homogeneous systems, 1,, or |, may not be
collinear (at the same phase angle) with I.. Eliminating
the R. term by multiplying all termsin (4.132) by I,
assumes|,, and I_ are nearly collinear. This
simplification may introduce distance to fault reactance
calculation errors in the presence of fault resistance and
load flow. The amount of error depends upon the
difference in the system angles on either side of the fault,
R. magnitude and the direction of load flow. These
errors are most pronounced at high values of fault
resistance.

To compensate for non-homogeneous system error,
using a compensation factor, T, can tilt the top of the

line reactance characteristic calculation as shown in
X (ohms})

TRANSMISSION LINE IMPEDANCE

R (ohms)

Figure 4.24. T isthe angle of shift required for a
particular fault location. The per-unit fault distance, m,
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calculation including this term is described in (4.136)
using Is,, or Is, , whichever sequence network is more
homogeneous.

Img\/as (1as, ejT)‘EI

m=

Imé 21, (1as+ ko Iao)(laszeJT)'é

The value of T makes the distance to ground fault
accurate for one point on the protected line. The result is
that ground faults located at other points on the protected
line do not have the precise T setting required to achieve
an accurate fault location. For a given non-homogeneous
system, theideal characteristic tilt angle, T, varies with
fault location. Let us examine the sequence connection
diagram of Figure 4.25 for an end of line fault. For this
system we can represent Is, as shown in (4.137). The
result of solving (4.137) for |, isshownin (4.138).
Theideal T angleisthus the difference between the
angleof I, andtheangleof I,. Close observation of
(4.138) reveals that neither relay measures all of the
guantities necessary to calculatetheideal T.

é SOUSRCE SOL:QRCE é
IS, IR,
i I -
4{ VAN } = } L, } 5 ZR,
IS
‘ 2 | | R,
IS, IR,
« 2
4{ ZS, } = } ZL, } o ZR,
TOTAL
—»
3RF

Figure 4.25. Sequence connection diagram for a SLG fault at
distance, m = 1.

X {ohms)

TRANSMISSION LINE IMPEDANCE

R (ohms)

Figure 4.24. Ground distance reactance characteristic tilt

Another method of obtaining this T angle would be to
communicate the magnitude and angle of 1, between
relays. Once each relay received the remoterelay |,
measurement, it would simply sum the measured I, with
the received 1, to calculate the angle of I, . The
primary difficulty with this method is that it requires
synchronizing the two relays sampling clocks: any single
guantity angle measurement made by either relay is
relative to its own internal sampling clock.

[@- myzL, + ZR,]

1as; = Itora [2S,+ 7L, + ZR,] (4.137)
(2854721, + ZRy]
lotaL = 185, [ mzi, = 7R,] (4.138)

Multi-ended fault calculations for multi-terminal lines

The obvious difficulty with single-ended methodsis
that they must attempt to compensate for not knowing the
total current flowing through the fault resistance. The most
obvious solution isfor al terminals of alineto
communicate with one another. The currents from each
line terminal are summed to derive the total fault current.
The difficulty with this approach is the time alignment of
the data so the proper magnitudes and phase angles are
used in the computations.

One method of aligning data setsis requiring al relays
to synchronize their sampling clocks with the same time
source such as Global Positioning Satellite time source.
This time source is generated by a constellation of orbiting
satellites. The resulting time source accuracy is extremely
accurate but it does require the installation of satellite
receivers and associated equipment at each installation.

For atwo-terminal line, another method of aligning
dataisto collect event reports from all relay terminalson a
line and use one terminal as the phase reference. Next
calculate the angles necessary to align the data set of all the
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remote terminals with the reference terminal. Knowing that
the measured positive sequence pre-fault voltages and
currents from the event reports and the positive sequence
line impedance must solve equation (4.139). Solving for
the remote positive sequence voltage using (4.140) the
adjustment angle can be computed from the positive
seguence voltage measured at the remote terminal from
(4.141).

Vas; = Var; + las; ZL, (4.139)

Re(var;)= Re(Vas; )+ Re(las; ZL;) (4.140)

Im(Var, )= Im{Vas, )+ Im(las, ZL,) '

f oW - tan- 1EAMVA)¢ 4.141
ADJUST MEASYURED é Re(Vary) ( )

Once the data sets are aligned, there are numerous
methods of calculating the distance to the fault.*" One
popular two-ended method works on the idea that given a
single fault on a power line, the voltage at the fault as
viewed by either end of theline, isequal. Thus, the two-
ended algorithm recognizes that the voltage along the line
from either end can be represented as a function of the
distance to the fault. We can equate the fault voltage from
both line ends, and solve the distance to the fault as follows
for the system shown in Figure 4.23 as shown in equations
(4.142) through (4.144).

For relay Vg =Vs- mZL1Is

% bus S (4.142)
For relay Vg =Vr- (1- m)ZLIr

abusR (4.143)
Per-unit _(Vs-Vr- ZiIr)

distance T Z(1s+ 1r)

from bus (4.144)
S

Using negative-sequence voltage and current termsin
(4.144) offers many advantages. The zero-sequence
impedance of the line need not be known. Thisisa
parameter that depends upon varying soil resistiveity
among other things and is difficult to determine. Errors
generated by zero-sequence current in-feeds from tapped
loads along the transmission line are avoided as well as
errors due to zero-sequence mutual coupling with adjacent
power lines.
434411 Considerations for fault locating using
zero-sequence parameters

Fault locating on systems with parallel must account for
zero-sequence currents coupled to and form other lines as
shown in Figure 4.25. Thisis usually accomplished
employing mutual compensation for the residual current
(I, from the offending parallel line. Thisresidual current
must be routed to the each relay locating faults.

(OFFENDING LINE)
LINE 2

N\

= @ 5
( : } %% IrRm 2o
Nt

SOURCE

>

~ 52l LINE1 v/ =
L =V

lag.c
Relay

Figure 4.26. Mutually coupled parallel Lines with a single Source

SLG FAULT

(4.68 must be modified to include the coupled current.
The voltage measured at the relay location is represented
by (4.145). The apparent impedance seen at bus Sis
computed using (4.146) assumes that the fault resistance is
zero.

Vsa = mzl; (Isa+ kg lag + kmg Img )+ 1 ¢ Re (4.145)

(4.146)

Vsa
Isa+ kg lag + kmy Img)

Zapp = ¢

The (K,,°l.,) term in the denominator of (4.146) isthe
error term if no corrections are make. For the system
shown in Figure 4.25, if the residual current in the
offending line isin the same direction as the residual
current in the faulted line (out-out), the ground fault
location reads long. Moving the fault closer to the remote
terminal makes the fault appears farther away than it
actualy isdueto thek,,el,,, term.

To illustrate this point, a phase A single line to ground
fault is simulated at various places along Line 1 in Figure
4.26 and calculated the resulting single-ended fault
locations. The various fault location results, 1, and I,
values are shown in Table VII.

Table VII. Relay fault locations calculated for SLG faults on the
system of Figure 4.26

Fault Calculated la, Im,

L ocation Fault Location

m=0.10 0.10 24.1p-82.9° 1.279-82.9°
m=0.20 0.21 15.79-82.9° 1.74p-82.9°
m=0.30 0.32 11.5p-82.9° 2.03p-82.9°
m=0.50 0.55 7.30p-82.9° 243p-82.9°
m=0.70 0.81 5.160-82.9° 2.78p-82.9°
m=0.90 112 3.83p-82.9° 3.13p-82.9°
m=0.99 128 3.379-82.9° 3.30p-82.9°

The line and system values used to calculate the values
shown in Table VII are:
Z,, = Positive-sequence source impedance; (0.1 +j0.8)
W secondary
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Z,. = Zero-sequence source impedance: (0.3 +j2.4) w
secondary

Z,, = Line 1, Postive-sequence line impedance: (1.0
+j8.0) w secondary

Z,, = Line 1, Zero-sequence line impedance: (3.0
+j24.0) w secondary
=Z

0L2 — “o

Z =05Z

oM

11

ZlL2
Z

As can be seen from the datain Table VI, zero-
sequence mutual coupling can have an appreciable affect
on the ground fault location. Again, as the per-unit fault
distance, m, increases the fault location error becomes
more pronounced.

Errors due to zero-sequence mutual coupling

In paralel line applications employing ground distance
elements or requiring fault location, zero-sequence mutual
coupling can cause under- and overreaching problems on
both the faulted, and non-faulted line relaying terminals
regardless of whether the parallel line in-service or out-of-
service provided it is grounded at both line ends. When the
parald lineisgrounded, the relay loses al current
information from this offending line as the line grounding
point is*in-front-of” the current transformers.

Errors are also introduced in applications where parallel
lines are served from a single zero-sequence source as
shown in Figure 4.26. Such isthe casefor alinethat is
connected to the grounded wye side of atransformer and a
deltaload or to the delta side of atransformer at the other.
Such a condition can also occur when theload is being served
at the remote bus yet the lines to the right of this remote bus
are open for maintenance (or out-of-service due to faults). In
these cases, the percentage of under/overreach is more
pronounced than that of parallel lines where zero-sequence
sources are present at both ends of the line assuming equal
sources on either end of theline.

For fault location employing mutual compensation
techniques, the residual current (1,,,,) from the offending
parallel line must be routed to the relay with fault location
feature. Some of the zero-sequence compensated fault
location methods lead to incorrect operation of ground
distance relays connected to the parallel non-faulted line
unless caution is used when determining the relay settings.

Discussion of Compensating Methods for Zero-
sequence Mutual Coupling

Various methods have been employed to compensate
for influences to zero sequence current with varying
degrees of success. One method measures Im, and use the
term, Im-[Z,,/(Z,,)], in the denominator of ground fault
location calculations. Thismethod is hasits difficultiesin
that under- and over-compensation frequently occurs.

For example, assume a close-in fault on the offending
line and a single zero-sequence source located behind the
relaying termind. In this case, Im, can be much larger than
theresidual current measured on the healthy line at the
opposite end of the “lolly-pop loop” (a system described by
Figure 4.26) where Im, equals | g, at both relaying
terminals. Since the Im,term is used in the denominator,
the resulting fault location is much reduced and positive at
the terminal where | Im,| is greater than |la)|if 1a, and Im,
flow in the same direction. If Im,and I, are 180° out-of-
phase, the fault location is correctly negative, but errant in
the magnitude.

Switching the compensation factor, k,, used in the
ground fault locator calculations. The switch decision
depends on the magnitude of Im,. If [Im,|/| 1] islessthan
or equa to one within a degree of safety margin, the
ground fault locator uses one km, factor. If [Im,|/|lg| > 1,
the fault locator uses an aternate k, factor. The Im, current
is not used in the ground fault location calculations but is
used as a simple switching indicator for the k, factor.

This method does not take the direction of Im, into
account that can cause undesirable overcompensation when
the parallel faulted line trips sequentidly. If the
compensation method includes the direction of Im, flow in
the offending parallel transmission line, then the following
characteristics of Im, are used in determining the amount
compensation is required if any.

Compensation isincreased if Im,isin the same
direction and has less magnitude than |, measured in
therelay. Thisfeature reduces the degree of under-
reach in the results fault location.

Compensation is decreased if Im, isin the opposite
direction and has less magnitude than I, measured in
therelay. Thisfeature reduces the overreaching fault
location results.

Compensation is decreased if the parallel lineis
tripped or if the parallel line is out-of-service and
grounded at either end. If thelineisfloating, no Im,
determination is possible and a new k, must be used.

Closed Form Negative Sequence Non-polarized
Techniques

Another method of locating ground faults uses
negative-sequence quantities from all line ends. By using
negative-sequence quantities, the difficulties associated
with zero-sequence mutual coupling are overcome.
Further, this method of fault location for two-terminal lines
does not require alignment of the data sets. Thisis
because the a gorithms employed at each line end use
guantities from the remote terminal which do not require
alignment, namely |I,| and the pre-calculated negative-
seguence source impedance. Since both relays receive the
all the necessary information, calculates of an accurate
fault location is completed without iterations.
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The concept is best illustrated by starting with asingle
ling to ground fault asillustrated in Figure 4.23 and
comparable sequence connection diagram shown in Figure
4.25. From the previous discussion in O of double-ended
fault location that the zero and negative sequence fault
voltage as viewed from all ends of the protected line are
equal as shown in equations (4.142) and (4.143) that can
also be written as shown in (4.147) and (4.148). Using
these two equations to solve for the negative sequence
current at the remote end resultsin (4.149). The equality of
this equation is maintained if only the magnitudes of both
sides of the equation are considered. Multiplying both
sides of (4.149) by the respective complex conjugate
resultsin (4.150). Since phase is now absolved, thereis no
need for data alignment.

Forrdaya  Ve=Vs,- mZL,ls,= (4.147)
bus S 15, (25, + mZL,)
Forrdaya  Ve=Vr,- - m)ZL,Ir,= (4.148)
busR Ity (Zry+ (- m)ZLy)
é Zs, +mZL a
Ir, =lsye—2 "2
2 82ng2+(1» m)ZLZE (4.149)
; ( ) 2
e + 0|
lirg)? = % (4.150)
€72 2}

Completing the computations required by (4.150)
results in a quadratic equation involving m, the per-unit
distance to the fault, having the form A-m’+ B-m + C=0.
As shown by (4.151), there two possible solutions for m.
Because of the * operator, we have two possible fault
locations: one which isredlistic, the other which is not
probable. From the above derivation, we show that each
relay at each lineterminal of the protected two terminal
line must transmit aminimal amount of information.
Using this information combined with negative-sequence
guantities measured by each relay, we can solve for the
fault location at each terminal without iterations. The
minimal information sent by each relay for atwo-terminal
application is |I,| and the magnitude and the angle of

ZZSOURCE

m. - BxVB%- 4AC (4.151)

2A

The methodology just described is attractive because, a
reduced-time for computation of closed form solution for
fault location. However it is not the only methodology that
utilizes computed negative-sequence source information.
The method | described next has many of the same
advantages described earlier for our invention (with the
obvious drawback that the time required for the scheme to
compute a fault location is significantly increased by that
time necessary to communicate the information between
line terminals).

Iterative Negative Sequence Non-polarized
Techniques

Another method of fault locating is an iterative
approach which uses an initial estimate of m from one of
the previous methods of fault locating and only the |V |
need be repeatedly exchanged between line terminals. Each
terminal solves (4.142) and compare this result of |V |
computed locally with the value for |V ,.|communicated
from the remote end. If the values are equal, then the value
used for misthefinal result. If the fault location is
computed at one of the terminals, then the newly calculated
valuefor |V, | must be communicated with the other end
after each computation. Each terminal computes avalue
for m as seen from itslocation. If msisthe value of m
computed for terminal S then conversely mr is the value of
m computed at terminal R. After convergence, the
relationship ms = 1-mr istrue.

One convergence algorithm uses successive
approximation similar to the process used by R2R-SAR
analog to digital converters. The procedure starts by each
end assuming that the fault is at the middle of theline (m =
0.5). Each end computes the fault voltage using the current
value for m and previous computed valuesfor Zsand ZL 2.
The absolute value of this fault voltage is communicated to
the other terminal. The difference between |V .| computed
locally and the value computed remotely is compared to e,
aconvergence limit. If the differenceis greater than +e
then mis adjusted by successively higher powers of 0.5 as
demonstrated in Figure 4.27. Each successive iteration adds
apower of 0.5 more precision until the desired accuracy is
achieved.
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Figure 4.27. Flow diagram for fault location convergence

Fault Location Logic Extension for Three-Terminal
Line Applications

Many times utilities connect another line with a source
to an existing two-terminal line. This creates aline with
three sources that can contribute to the energy of afault
commonly called athree-terminal line. Utilitiesare
motivated to do this for many reasons. The most
compelling reasons are voltage support and increased
operational flexibility. Such lines are much more complex
to protect using conventional distance and directional
protection schemes. These same lines are also more
difficult to fault locate.

With single-ended fault locating devices located at each
line end, the most accurate fault location is provided by
that relay whose line section is not in parallel with another
line section during the fault. For example, for asingle-
line-ground fault on Line 1 in Figure 4.28, the fault
location from Relay 1 is more accurate than those from
Relay 2 or 5 (also note that the current from Lines2 and 5
converge a Tap 1 before flowing to any fault on Line 1).

m=m-2 - —

SOURCE

X ™ LINE 3 TAP2 LINE4 ™ Y
L] L
T TAP1 2
LINE 1 LINE 2
Relay 1 Relay 2
) ©
w w
4 4
] ]
SOURCE
2
PN @

Figure 4.28. System Single-Line Diagram of Typical Parald 3-
Terminal Application

Any three-terminal line can be converted to a two-
terminal line in the negative-sequence network by
observing the following points in the sequence connection
diagram of Figure 4.29. The parallel portion of the three-
terminal line has been reduced to a single line to simplify
the diagram and explanation without loss of accuracy.

The sequence connection diagram in Figure 4.29
assumes a single-line-ground fault located m per-unit
distance from Bus X that is connected to Source X. With
this fault placement, there are two voltages that the Relays
2 and 5 calculate the same: VF, and V TAP,. Exact
knowledge of the fault location on Line 1 is not required to
accurately calculate V,,,, a Relay 2 and 5. Itisonly
necessary to know the positive-sequence line impedances
and assume that the negative- and positive-sequence line
impedances are equal. Each relay calculates V,,, as shown
in equations (4.152) through (4.154).

Vxpapz = Vo - ZL, I, (4.152)
At Relay 1
At Relay 2 Wiapz = Wo- ZL, 1y, (4.153)
At Relay 5 Vzapp = V2, - ZL, 12, (4.154)

SOURCE
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Figure 4.29. Sequence Connection Diagram for Example Three-
Termina Line

For faultson Line 1, VyTAP,| = [VZTAP,|. Eachrelay
calculates VTAP, and transmitsit to the remote terminals.
Once each relay receives the tap voltage, the choice asto
the faulted line section is that V ,,, which does not have a
match. In the example shown in Figure 4.28, [VyTAP,| and
[VZTAP,| have the closest match. Once the faulted line
section isidentified, the parallel combination of (ZL2, +
ZY,) and (ZL5, + ZZ,) must be converted to asingle
impedance. Thisconversionissimply VTAP /(ly, +1z).
Currents I,@Y and 1,@Z from Relays 2 and 5 cannot be
simply added together because the sampling clocks at these
terminals are not necessarily aligned. The phase of
(VYTAPR,/VZTAP,) equas the alignment angle between
Relays 2 and 5. Once this angle is known, the currents
from Relays 2 and 5 can be added to calculate an apparent
negative-sequence source at the tap as shown in Figure
4.30.

|

V71ap, -« ITAP,

1,@X
zX, m-zu.Z }—ﬂ @-m)zLy, - Zrae, = Vrae, / Itap, ——
G

Figure 4.30. Equivalent negative-sequence network
diagram

The minimal information that must be sent by each
relay to each of the other relays in the three-terminal

application is negative sequence magnitude and phase of
both the current and the tap voltage. From these transmitted
quantities, each relay performs the following steps before
caculating the fault location.

Compare the magnitudes of V,,,,. Those relayswith
approximately the same |V, ,.,,| are not associated with
the faulted line section. Call these relays Remote 1
and 2.

From Remote 1 and 2 BV,,,,, values, calculate the
alignment angle between these relays. Use the relay
with the |l .., .,| @sthe referencerelay.

Adjust the angle of the non-reference remote relay
negative-sequence current by the alignment angle
calculated in B. above.

Add the negative-sequence current of the reference
remote relay with the angle adjusted negative-
sequence current of the non-reference remote relay.
Call this summation current as |, ,,.
CaculateZ,,,asVTAPR,/ ITAP,

With the network reduction described earlier, the
algorithms previoudly developed for the two terminal line
are again applicable. Thus, for three-terminal lineswe
make the following substitutions:

Three-terminal:
= e+ Jf

ZTAP,+ZL,

IR,
= I TAP,

Each relay has the necessary information to accurately
locate the fault. Please note that because all relays have
V,..» from the other relays, each relay then knows whether
or not it can calculate an accurate m calculation. Note that
an operator can then interrogate any relay for the protected
line to determine the fault location. If we did not have such
afeature, this same power system operator would be tasked
with interrogating each relay to determine the fault
location. Thisinterrogation adds undesirable time delay in
system restoration.

xxiii

4.4 SUPERIMPOSED QUANTITIES

441  Theory of Superimposed Quantities Using
Principles of Superposition
4411 Fault Analysis Using the Superposition

Principle
Consider the single-line diagram of Figure 4.31, where
afault is applied through aresistance Rf at adistancem
per-unit line length from the relay at the left bus. The
voltage Eb of the right-hand source is expressed by .
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Eg=hxe Ia <Eg

(4.155)

where Q isthe angular difference between the left and
right sources and hisascalar. For negative values of Q,
load flows from left to right.

Bus S Bus R
Z8, zL, 7R,
( Relay S ) (RelayR )

Figure 4.31. Example system single-line diagram

We can use the superposition principle to determine the
voltages and currents of the accomplish this, we must first
define the pre-fault (Figure 4.32(b)) and pure-fault
networks (Figure 4.32(c)). The pure-fault network is
defined as the pre-fault network voltage sources must be
short-circuited and voltage source, Ef, must be applied at
the fault point. The magnitude of Ef is equal to the voltage
level existing at the fault location before application of the
fault. The source phase angle is opposite to that of the pre-
fault voltage phase angle at the fault point.

Determine either afaulted circuit voltage (V) or a
current (1) by summing two components, pre-fault plus
pure-fault, as provided by the superposition principle
shown in (4.156) and (4.157). (In all equations, capital
letters represent phasors, small letters are scalars)

V= Vpge. LT + DV

(4.156)
(4.157)

The pure-fault network currents and voltages are zero
before the fault. Therefore, any value they have dueto a
fault condition represents a change or delta quantity. For
this reason, they are called incremental or superimposed
guantities and are represented with a prefix D to indicate
the change with respect to the pre-fault circuit values.

I'= lpre. pu7 + DI

44.1.2 Superimposed Quantities for
Conventional Shunt Faults

The circuits shown in Figure 4.32 a, b, and c represent a
three-phase fault and cannot be used to analyze other
conventional shunt faults. To investigate different faults,
you must use the appropriate sequence network to represent
the pure-fault network. Because the sequence network is
used to represent the pure-fault network, all sequence
guantities are represented as delta quantities.

(a) Faulted Network

@-mzL, BusR zgr,

000 -- 000

TEF @

(b) Pre - Fault Network

Bus S

(c) Pure - Fault Network

Figure 4.32. Superposition networks

Analysis of a Phase A-to-Ground Fault

Figure 3 represents the pure-fault network of a phase A-
to-ground fault. Following the circuit of Figure 4.31, the
phase A pre-fault or load current is expressed as:

_Egx(l- hxe' 1)

o= 7S+ 7Ly + ZR, (4.158)

I'pre. LT + DI

The voltage E; at the fault point before the fault is
expressed by (4.161) and the incremental phase A current,
at therelay as (4.162).

Therefore, according to the superposition principle to
this network is the sum of the load current |, and the fault
current, 1. asexpressed by (4.159). In (4.162) and
(4.159), C1, C2, and CO are the current distribution factors
[9].

| g = C1xDl 4 + C2xDl 5 +CODI g + 1 p  (4.159)

In these expressions, C1, C2, and CO are the current
distribution factors. ™" Perform the same analysis to
calculate the voltage at the relay. The phase A pre-fault
voltageis:

Varere- FLT) = (MxZLy)x1 b + EE (4.160)

The principles used in this analysis are easily extended to
other types of shunt faults as double-phase and double-
phase-to-ground faults by replacing the fault sequence
network with the appropriate sequence network for the
fault type of interest.



66

Er = Eg- (ZS;, + mxZLy )l p (4.1612)
DI pg = CL1xDI ¢ + C25Dl 5 + COXDI g (4.162)
N1
Dir, |
-1
s || [z,

Figure 4.33. Pure-fault sequence network for asinglelineto
ground fault

The incremental phase A voltage at therelay is:

DVpg =- CLxDIF; xZS; - C2xDIF, xZS, -

(4.163)
COxDIFg xZSy

Using the superposition principle, the fault voltage at
therelay is:
Vag=- 2CLxDIF, xZS, - COxDIFg xZS +
Ep + mxZLy x| = (4.164)

DVaR +VAR(PRE _FLT)

Definition of an Incremental Impedance
We define incremental impedance asthe ratio of an
incremental voltage phasor divided by an incremental

current phasor. The incremental impedance can be single-
phase A, B, or C, or it can be adifferential with the voltage
(and current) being taken between two phases (AB, BC, or
CA). Finally, it can be computed with incremental
sequence quantities. As an example, the phase A
incremental impedance, as measured at the relay, for a
phase A-to-ground fault is given as.

DVar

Dlar
- (C1xZS; xDlyg + C2xZS, xDl 5 + COZSy xDl o )
C1xDly + C2xDly + COxDI e

=DZar =

o (4.165)

DVar _ . - (2CLxZS; » CO-ZSy)

Dlar Cl+ C2+CO

(4.166)

The positive-sequence impedance at the relay for a
phase A-to-ground fault is provided by:

DVar; - (C1xZS;xDlye)

DZar, =
Dlar C1xDl 4

=- 28 (4.167)

The incremental impedance across phases A and B is
provided by:
p(va- Vb)r
p(la- Ib)r )
- (2xCIxZ XD'lF)X(l’ az)
2xC1xDlyf fL- a2)

DZabr =
(4.168)

=- ZS

In Equation 3.11, “a” isthe operator equal to 15 120°.
Notice that the incremental impedance across two phases
(one of them being phase A) or using the positive-sequence
guantities is equal to the negative of the source impedance
behind the relay.

44122 Incremental Impedances for Other Types of
Shunt Faults

In the previous section, we showed that for asingle-
phase-to-ground fault, properly selected incremental
impedances equal ed the negative of the source impedance
behind the relay. The same principle applies for the other
types of shunt faults. Table 4.4 lists the incremental
impedances equal to the negative of the source impedance
for the four basic fault types.

Table 4.4. Incremental Impedances Being Equal to —ZS,

Fault Type Incremental Impedances
A-G DZab, DZca, DZ,

B-C DZb, bZc, DZab, DZbc, DZca, DZ,
BC-G DZab, DZbc, DZca,DZ,

ABC DZa, bZb, DZc, bZab, bZbc, bZca, DZ,

It isinteresting to note that the incremental impedances
computed across two phases and the positive-sequence
impedance are always egual to —ZS, for al fault types.
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Relation Between Superimposed Quantities and
Sequence Quantities

Looking at the pure-fault sequence network of Figure 3,
all sequence voltages and currents are represented as
superimposed quantities. Sequence quantities are, however,
normally computed based on the measured fault voltages
and currents. For instance, the pure-fault positive-sequence
current at the fault is provided as:

Dlyr =Dla+ axplb+aZxplc

(4.169)

Normally we would compute the positive-sequence
current as:

I = la+ axlb+ a®xlc

(4.170)

Given that any phase current is equal to the pure-fault
phase current plus the load:

lig =Dlag + I p

(4.171)

we end up with the relation that the computed positive
seguence current and the pure-fault positive-sequence
current are different by a quantity equal to the load:

(4.172)

When we apply the same reasoning to both the negative-
and zero-sequence currents, the load current vanishesif we
assume it to be a balanced quantity. For these two sequence
types, the cal culated sequence quantities are equal to the
pure-fault quantities:

liF =Dl + I 1p

Ir =Dl 8N Ige =Dl e (4.173)

In conclusion, with the exception of positive-sequence
guantities, the cal culated sequence quantities are
superimposed quantities.

44.1.3 Relation Between Superimposed Voltage
and Superimposed Current

As we discussed above, selecting the proper quantities
at the relay location for each forward fault-type yields an
incremental impedance equal to the negative of the

positive-sequence source impedance ZS;:

_ (post - fault Vr)- (pre- faultVr) pwr

P2 = (post - fault Ir)- (pre- faut1r) or -t  (4174)

Alternatively, the same condition can be expressed as:

DVr
plr x(- 2S;)

(4.175) indicates that during a fault, the magnitude and
phase of the incremental voltage waveform (or phasor) are
equal to the magnitude and phase of the incremental
current waveform (or phasor) multiplied by the negative of
the source impedance behind the relay. This principle has
been exploited to define a directional element. If the scalar
product between the incremental voltage phasor and the
incremental current phasor, multiplied by the negative of

=1 (4.175)

the source impedance, is positive — aforward fault
direction is declared:

real [DVI' «(Ir x(- ZS, ))]: DVr xDIr xZS; »cos(q )

In this expression, q represents any phase angle
mismatch that could exist in the source phase angle
representation. Normally q is equal to zero. The magnitude
of the source impedance, being always positive, can be set
to unity without affecting the basic principle:

real [DVI' «pIr o - ZS, ))] = DVr xDIr xcos(g ) (4.1277)

If the result of (4.177) is negétive, the direction is
reverse. Thus, for reverse faults the impedance presented to
the relay isthe sum of the line impedance plus the remote
source impedance.

(4.176)

44141 Impact of Parallel Lines on the Vaue of the
Source Impedance

In more complex networks, like the double circuit
shown in Figure 4.34, even the positive-sequence
incremental impedance fails to exactly measure the source
impedance behind the relay for three-phase faults. In this

case, DZ1 is provided by:
-ZS,

2 m
LIS wmE By

DZl =

(4.178)

S

2, 2L 1-m
1 1§ZR1+ 5 2k

For m equal to zero, (4.178) reducesto (4.179) and for
m egual to one, to (4.180) assuming that ZL, isidentical for
both line 1 and line 2.

-ZS

I A a———
1778+ 2x2R + 2L, (4.179)
DZy=- 2xZS (4.180)
Bus S Bus R
Line2 2L
000
zs, 2R,
000
i :: mZL, (1-m)zZL, .
~— 52 52
Line 1

GBD D)

Figure 4.34. Single line diagram of a double circuit
network

Equations (4.179) and (4.180) indicate that the positive-
seguence incremental impedance varies, depending on the
location of the fault. The difference in amplitude varies
from asmall fraction to twice its nominal value. If the
value of the local source impedance varies, it isimportant
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the new value remains highly inductive to maintain
directionality. Directionality, as provided by (4.166), is still
maintained if the mismatch q remains acceptable. Note that
source impedance magnitude variations are not important
asit can be set to unity. However, the source impedance
magnitude must not be such that the measured current
decreases bel ow the sensitivity threshold of the measuring

relay.

44142 Conventional Networks and Exception of
Series Compensated Networks

For conventional networks, the source impedance
behind arelay isinductive, and applying Equation (4.166)
for directionality is applicable without restriction. For
series compensated lines, as shown in Figure 4.35, an
adverse situation might develop if the directional relay
voltageis supplied from the line side of the capacitors. If
the capacitor impedance becomes greater than the original
source impedance (ZS,), then the source impedance behind
therelay is capacitive and the directional relay makes an
incorrect directional declaration.

Bus S Bus R
@ (11 N 000 o1 me 000 @
z8; X ZL, ZRy
¢

(a) Single Line Diageam

(b) Pure - Fault Network

Figure 4.35. Single line diagram and pure-fault network
representing a series compensated line

44.15 Mimic Emulation of Source Impedance
Behind the Relay
44151 Definition of aMimic Filter

In Equation 5.3, the negative of the unit source
impedance behind the relay, to get a compensated current,
must multiply the incremental current phasor. This can be
accomplished in the time domain by processing the current
waveform through a high-pass filter, or mimic, of the form:

(4.181)

In so doing, we fulfill two objectives: multiply the
current phasor by the unit source impedance behind the
relay and remove any dc offset present in the waveform.
One transformation that provides adigital form (using the z
transform) of the analog high-pass filter expressed by
(4.181) is provided by: ™

K@+t 4S)

Kl@ety)-1,21] (4.182)

wheret, isthefilter time constant and K is chosen such
that at 60 Hz, thegainis 1.

illustrates the removal of a dc offset added to asine
wave after it has been processed through amimic filter in
the time domain. Reference [12] shows that proper removal
of any dc-offset effect occurs over alarge interval of the
network X/R ratio. Figure 4.37 shows the frequency
response of the mimic filter. From this figure, notice that
the mimic filter is a high-pass filter. While the mimic filter
does remove dc from the original waveform, the higher
frequency components (if they exist) are amplified.

20+

|- Input to mimic filter
-«
/\ utput of mimic filter
15

T
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Figure 4.36 Mimic Filter removes dc-offset
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Figure 4.37. Mimic filter frequency response passes high
frequencies

When we implement the mho type fault detector, we
must compute two voltage phasors: the operating voltage
and the polarizing voltage:

Sop = | kxZLy - V, (4.183)

SpoL = Vi (4.184)
Where V. isthe particular loop voltage phasor, | isthe
particular loop current phasor, and k (ZL,) is the reach of
the mho element.
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In this example, we show the simpler case of a self-
polarizing mho element. When computing the operating
voltage, we must multiply the loop current by the positive-
sequence line impedance scaled by the reach setting. This
can be done in the frequency domain as shown in Equation
6.4 by multiplying two complex numbers. It can also be
performed in the time domain by equating the phase angle
of the mimic of the preceding section to the phase angle of
the line and processing the current waveform through the
high-pass filter. Next, multiply the phasor of the replica
line impedance compensated current by the magnitude of
the line reach. The advantage of this techniqueis that any
dc offset is automatically removed. Equation (4.183) then
becomes:

Sop =1+ X(]-qugy*{lel’ Vi

From the angle of the positive sequence line
impedance, we can establish the constant t, from:

tlzw wherew = 2 p 60.

w

(4.185)

(4.186)

The same compensated current can now be used to
compute the scalar product of Equation 5.4 necessary for
assessing directionality of the fault. In doing this, the local
source phase angle is equated to the line angle. If both the
protected line and source are inductive, even alarge
mismatch between these angles does not adversaly effect
the directionality. In theory, the mismatch g could be as
high as 90° before changing the sign of the scalar product.

In apractical digital relay design, the high-pass filter
corresponding to Equation 6.2 processes al three phase
currents after the relay converts the currents to digital
guantities. Then, any algorithm for phasor computation is
applied and the compensated current phasors are available
for any further processing.

44.1.6 Measurement of Superimposed Voltages
and Currents
4.4.1.6.1 Definition of the Delta-Filter

The conventional circuit used for the purpose of
extracting a superimposed quantity is known as a delta-
filter and is represented in Figure 8. The basic delta-filter
subtracts from atime waveform the same waveform
delayed by an integral number times the waveform period.
In a delta-filter, the delayed waveform is called the
reference signal. The delay implemented in thefilter is
called the deltafilter delay.

DV(t) = v(t) - v(t-nT)

\ reference

signal

v(t)

A 4

e-nTs

Figure 4.38. Concept of a Delta-Filter for atime-varying
waveform

4.4.1.2.1 Frequency Response and Time-
Response to Step-Function of a Delta-
Filter

A deltafilter isatime-invariant linear filter. Figure
4.39 shows the frequency response of a delta-filter with a
delay corresponding to one 60-Hz period. This plot,
however, is misleading because you might conclude that a
delta-filter rejects the 60-Hz fundamental component and
the harmonics. The filter response to a unit-step 60-Hz sine
wave is more revealing (see Figure 4.40). Thisfigure
shows that the filter output over an interval of time equal to
one period is equal to the change impressed on the input
waveform. In this case, the change is a unit 60-Hz period
because the waveform originally did not exist.
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Figure 4.39. Frequency Response of a Delta-Filter
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Figure 4.40. Time-response to a unit step of the mimic filter
output
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4.4.1.2.2 Adverse Effects on a Delta-Filter

A deltafilter should be tuned to a single frequency.
Normally thisis the rated network frequency: 50 or 60 Hz.
Any change occurring after afault on any frequency
component other than the fundamental has an adverse
effect on the deltafilter output.

A second important issue with conventional delta-filters
isthat the reference signal is constantly changing with
time. Remember that we wish to subtract the waveform
existing before the fault. In a situation where we have a
succession of network changes that last longer that the
filter delay, the reference signal no longer satisfies this
regquirement.

A last issue concerns the fact that some changesin a
network topology cannot be handled by delta-filters. One
example includes simultaneously energizing aline from
both the local and remote terminals (such as a high-speed
reclose). In this example, the delta-filter does not produce
relevant superimposed quantities. Do not assume that the
pre-event line currents have zero magnitude because the
line did not “exist” electrically before the line breakers
were closed.

4.4.1.2.3 Application of Delta-Filters to Phasors
Delta-filters can aso be applied to phasors. The concept
isillustrated in Figure 4.41. To accomplish this, you must
have atime-invariant phasor or a phasor that remains still
in the complex plane when no change occurs on the
waveform. The delay implemented into the delta-filter need
not be equal any longer than an integral number times the
waveform period.

When no change is taking place on a network, the
incremental or superimposed quantities are zero. We can
take advantage of this property and implement a change
detector using the delta-filter as shown in Figure 4.42. The
magnitude of the incremental phasor is compared to a
threshold INCR_TRH. When the change becomes greater
than the threshold, a variable FREEZ indicating a changeis
set to 1. Dueto the time delay drop-out, the variable
remains asserted for a number of samples.

One of the shortcomings of the conventional delta-filter
isitsdifficulty in coping with a succession of changes that
last an interval of time longer than the delta-filter imbedded
delay. Thissituation iseasily handled if the reference
phasor, as shown in Figure 4.41, is maintained during the
evolving events. To achieve this, we introduce the concept
of the “double-windowed” delta-filter (patent pending) as
represented in Figure 13. With this new principle, as soon
as achange is detected, the value of the reference phasor is
latched to a memory register. A second incremental
quantity DV2 is then generated using the memorized
phasor asits reference. The main property of this second
incremental quantity isthat its reference phasor is fixed. If
a series of changes occur on the network, the referenceis
always the same when computing the incremental value.

Time-invarient VO
V(t)—»{ Phasor Filter »(+
System +

BV(t) = V() - V(t-D)

Time-
inverient
eDs reference
Phasor

Figure 4.41. Concept of a Delta-Filter Applied to a Time-
Invariant Phasor
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ﬂ Freser

Figure 4.42. Concept of Delta-Filter Applied with a
Change Detector

DV(t) = V(1) - V(t-D)
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Value
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Switches shown with control
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Figure 4.43. Concept of a“Double-Windowed” Delta-Filter

4.4.2 Application to Relays

Theidea of ultra-high-speed directiona relays wasfirst
conceived in the late nineteen-seventies There has been
confusion between relays based on superimposed quantities
and relays based on traveling waves. Thisis because relays
based on traveling waves use the superimposed voltages
and currents to assess the changes occurring on the line.
Equally, few details were disclosed in the beginning about
the practical aspects of the algorithms. More recently,
superimposed quantities have been used to assess fault
direction. For these applications, there was no harsh timing
requirement. This allowed using comparators processed in
the frequency domain with the conventional use of phasors.

44.2.1 Implementation of Directional Elements

44211 Implementation in the Time Domain
Using the scheme shown in Figure 4.44, we can
implement a directional element that uses time domain
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superimposed quantities. The combination of the integrator
and threshold detector establishes a phase angle
comparison. The phase angle comparison establishes the
integrator output polarity: if the incremental voltage and
the compensated incremental current waveforms are within
+90°, the integrator output is positive. The superimposed
voltage and current are selected such that for a particular
fault, the incremental impedance is equa to (-ZS)). The
superimposed quantities are normally zero if no change
occurs on the network. If aforward fault occurs, assume for
the sake of simplicity, the incremental voltage at the delta-
filter output isasinewave asin:

DVr (t) = DVg x&in(wt +Y )

(4.187)

Using (4.175) and accounting for any phase angle

mismatch q between the mimic and the source impedance,
the incremental current after the mimic filter is provided

by:

- Dirc(t)= Dvg sain(wt+ Y +q) (4.188)
Integrating the product of the two incremental

guantities results in the following equation:

COMP(t)= DVg »ain(wt+ Y +q)»Digxsin(wt+y +q)dt (4.189)

After an interval of time equal to one period, the

integral has the value:
COMP(t) = DVR xDig xcos(q ) (4.190)

Theintegral output at the end of the integration period
corresponds to the scalar product of (4.177).

- Dir(t)

ir(t) j—»

L Dvr(t) I

vr(t) —>|E t
j

Figure 4.44. Time-Domain Generic Superimposed
Quantities Directional Element

-Dirc(t)

Reset  Threshold
every T dector

QTdt—b:l—‘TJ:

Figure 4.44 shows the integrator output COMP(t) for a
forward fault with g = 0° (perfect match between the mimic
and the source impedance angles). Obvioudly the
comparator output is positive from fault inception until
time equals T. The basic issue regarding this type of
comparator is the following: is the sign of the integrator
output COMP(t) always the same as the sign of cos(q) as
time progresses from zero to T after fault inception?

To answer this question, let uslook at the integrator
output in Figure 4.46 for areverse fault with g=0° and an
impedance mismatch g varying from 90 to 180°. With an
ideal phase comparator, the output should always be

negative. The normalized (with unit incremental voltage
and current) maximum positive value calculated by the
comparator is 0.16. The integrator output should be
compared to this same threshold before declaring a forward
fault. Using the 0.16 threshold results in the following
comparison:

COMP(t) = DVg xDig x0.16 (4.191)

Figure 4.44 shows this 0.16 threshold. From Figure
4.44 notice the quick-response time: better than one-
quarter-cycle, for aforward fault. Thereis, however, a
shortcoming in this scheme. The threshold, to which the
integrator output has to be compared, incorporates the
product of the incremental voltage and incremental current
magnitudes. Thus, these two values must then be user-
entered settings in a comprehensive scheme. The
directional element sensitivity isalso impacted: if afault
occurs, such that the subsequent changesin the voltage and
the current are smaller than the entered settings, the relay
does not make a directional declaration.
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Figure 4.45. Comparator Output for a Forward Fault With g = 0°
and Y Varying
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Figure 4.46. Comparator Output for a Forward Fault Withy = 0°
and q = 90, 135, and 180°

4.4.2.1.2 Implementation in the Frequency Domain
The main advantage of implementing a superimposed

directional element in the time domain is the speed

achieved (theoretically, less than one-quarter-cycle). There
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are two drawbacks. practically no filtering and the
anticipated voltage and current changes have to be defined
as settings.  These two shortcomings are overcome by
implementing the directional element using frequency
domain input quantities. The implementation of (4.177)
(referenced below as (4.192)), representing the basic
principle of adirectional element in the frequency domain
(using phasors), is shown as a straightforward design in
Figure 4.97.

real (0Vg {0l g 1B - ZS,))= DV 0l & cos(a) (4.192)

The speed of the directional element now depends on

the data-window of the selected filtering system. Fast
direction assessment is still achieved. For example, with a
one-half-cycle Fourier filtering system for phasor
evaluation, the response time is less than one-half-cycle.
Schemes using filtering are then superior to schemes
implemented in the time-domain because there is no need
to enter the anticipated changes as settings.

Time-invariant
Phasor Filtering

- Dlrc(t)

Threshold
Detector

0 —

System

H—

—

Time-invariant

Vr(t) —  Phasor Filtering >
System Delay T DVr(t)

Figure 4.47. Frequency-Domain Generic Superimposed
Quantities Directional Element

44213 Implementation of Combined Phase-Selection
and Directional Elements

Fast fault-type selection can be combined with
directional assessment using the incremental impedances
based on the differential (across two phases) superimposed
voltages and currents. Asshown in Table 4.5, for the
single-line network (Figure 4.31), for any fault type, the
incremental impedance is always equal to the negative of
the source impedance behind the relay.

Table 4.5. Values of Differential Incremental | mp\?dance
D

AVANR DV. D
Fault Type Dlyg Dlgc Dlca
AG s, 0/0 s,
B-G s, zs, 0/0
CG 0/0 s, s,
A-B,A-B-G s, zs, s,
B-C,B-C-G s, zs, s,
CA, CA-G s, zs, s,
A-B-C s, zs, s,

More useful and revealing information is obtained
when the three incremental scalar products «tab, tbc, and
etca, corresponding to (4.176) are performed. We define
stab as:

Dtab= real (\/R Dl g D - ZSl)) (4.193)

In apractical application, the relay could assume that
the local source impedance angle equals the angle of the
positive-sequence line impedance. As described earlier,
this can be done without changing the nature of the final
results.

pZS =07, (4.194)

With the incremental compensated current defined as:
(4.195)

DI pgc = DI ag x(xD ZL,)

where the current angular advance is provided by the
mimic filter, we can now define the incremental scalar
products as:

Dtab= real (\/AB {- ol ABC)) (4.196)
ptbe= real (Vo - Dl g, )) (4.197)
ptca= real {/ca - Dlcac) (4.198)

The relative values of the three incremental scalar
products are shown in Table 4.6 for conventional shunt
faults. Asan example, for an A-phase-to-ground fault, «tab
and etca are equal to some positive value and «tbc equals
zero. An A-phase-to-ground fault could unequivocally be
inferred from the logic shown in Figure 4.48. In this
diagram, CSTA is a constant number entered as a factory
or user setting. To detect a reverse single-phase-to-ground
fault, «tab and stca must both be negative. In the case of a
forward three-phase fault, all three scalar products are
nearly equal and positive. The same logic appliesto the
other faults.

Table 4.6. Relation Between the Scalar Products

Fault Type Dtab Dthc Dtca
A-G Dtab 0 tab
B-G Dtab Dtab 0
C-G 0 pthe pthe
A-B, A-B-G Dtab 0.25 ptab 0.25 ptab
B-C, B-C-G 0.25 pthe pthe 0.25 pthe
C-A,C-A-G 0.25 ptca 0.25 ptca Dtca
A-B-C Dtab Dtab Dtab
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DTBC=0 —f FORWARD
DTCA > CSTA ——

Figure 4.48. Logic to Establish a Forward Phase A-to-

Ground Fault
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11. 7 APPENDIX VII. NETWORK THEORY - METHODS FOR GENERATING A SIMPLE FAULT
STUDY USING MATHCAD

11.7.1 Introduction

The understanding of relay operations begins with a thorough knowledge of the power system it
is designed to protect. Before the days of personal computers and engineering mathematics
programs such as Matlab, Mathcad, Solver Q engineersrelied on “back of the envelope”
calculations to provide ballpark estimates. These estimates are important to verify that datais
being used properly in more complex and detailed programs for calculating system load flow and
fault studies. The following discussion describes the process of generating a s mple Mathcad
program to analyze faults on the two-source system shown in Figure Error! No text of specified
stylein document..1.

The general approach for modeling an electrical network isto first build an admittance matrix
representing the branches between nodes in the system. Next, dividing the voltage sources by the
respective source impedance generates a current vector. The inverse of the admittance matrix is
multiplied times the current vector to compute al the node voltages. Individual branch currents
are then computed as the voltage difference between two nodes divided by the impedance
between them.

The reason the computer is handy is that the programs are extremely efficient when trying to
solve alarge number of simultaneous equations. Even for the simple system shown in Figure
Error! Notext of specified stylein document..1, 12 simultaneous equations must be solved to
compute the four three-phase nodes. Inverting a matrix larger than three by three should only be
done once in any ones lifetime.

In the process that follows, note that only node increase the size of the system matrix and
additional branches between existing nodesto not. Consequently, a parald line between nodes
two and four can be ssimply added as well as additional loads at any existing bus.

11.7.2 System Considerations and the Single line diagram

The single line diagram is critical to knowing where the desired mathematical residein the
solution vectors. The order that datais entered into the current vector and admittance matrix is
completely arbitrary but consistency isrequired. For the system considered here, we have chosen
to number the nodes from right to left simply for convenience. For the system shown in Figure
Error! Notext of specified stylein document..1 eventually, the 12 simultaneous equations
shown in Figure Error! No text of specified stylein document..2 will need to be solved.
Fortunately for ustoday, the engineering programs previously mentioned handle matrices and
vectors with almost the same degree of ease as scalar mathematics. |If the admittance for each
nodeis grouped as a 3 by 3 matrix, then the mathematics can be viewed as the four by four matrix
shown in Figure Error! No text of specified stylein document..3. The engineering program
still must solve all 12 equations shown in Figure Error! No text of specified stylein
document..2. The methodologies for generating the three by three matrices and grouping them to
form the 12 by 12 matrix will be presented in the following sections.
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With each block in Figure Error! No text of specified stylein document..1 now representing a
three by three matrix of complex impedances, the task at hand now becomes that of determining
what data should be used. Thisinformation may be gathered from other engineering studies or
from manufacturers data. In any event, the results cannot be any more accurate than the accuracy



of the data used in the model. The many simplifying assumptions will also affect the validity of
the results and care isrequired to know what level of detail is sufficient for the desired results.
On approach is to start with the most simple system possible that is made with the most relaxed
assumptions possible. The results from this model are saved for later comparison. Next add a
degree of additional detail to the element of the model that, in your judgment, represents the most
egregious of assumptions. Compare those results with that of the more simplified model. If the
differencesin results are significant then additional detail may be requires for thismodel. This
process represents a sensitivity analysis and leads to understanding of what kind of issues or
detail that most affect the validity of the model.

For example, assume that initially the transmission lines are modeled as balanced inductors. The
next level of detail isto add the line resistance. A further level of detail isto insist that the lines
be modeled as unbalanced lines. Finally, the line capacitance may be added to the model.

11.7.3 Building the impedance models

Although we will discuss methods of building impedance models using symmetrical component
theory, the network admittance matrix must be in the phase domain.

11.7.31  Source Impedance

Source impedances represent the entire electrical network between the ideal generators and point
that your model begins. Thisincludes generators and transformers as well as line impedance and
compensation. Thisimpedanceis usualy obtained from a more complete fault study. Without
such information you may make assumptions based upon the perceived strength of the source.
Strong sources have impedances that are significantly lower than the modeled network
impedance. Rarely is capacitive reactance included in the equivalent source impedance unless
thereis agood basis for doing so.

Frequently, the source impedance must include a wye-delta transformer, which precludes that
source from supplying zero sequence current. In this case, it isconvenient if the source
impedance is specified as positive and negative sequence components. One assumption that is
usually viable isthat the positive and negative sequence impedances are equal .

Let us assume that we want to model the Zssin Figure Error! No text of specified stylein
document..1. Since the delta side of the transformer blocks zero sequence current, the zero
sequence impedance is set very large. For this example we will also assume that the positive and
negative impedance are equal. At this point we have two methods of getting the phase domain
impedance matrix. One way isthe use the formal definition described in chapter 2. Since we are
assuming balanced source impedance, we can aso use equations Equation Error! No text of
specified stylein document..1 and Equation Error! No text of specified stylein document..2.
Either way results in the balanced matrix, Equation Error! No text of specified stylein
document..3.

7o=(20+ 221)/ Equation Error! No text of specified stylein
3 document..1
7m=(20- Zl)/ Equation Error! No text of specified stylein
3 document..2



€Zs Zm Zmy Equation Error! No text of specified stylein
Zss= ?m zs zmY document..3
a

&m Zm Zsj

11.7.3.2  Transformer Impedance

The purpose of the delta-ground wye transformer at Bus 2 isto provide a source for polarizing
zero sequence current that will be used in some relay studies. The approach to generating the
matrix is amost identical asthat for the source impedance. Since theresidual current is used for
polarizing the magnitude is not critical aslong asit is of sufficient magnitude that it does not lead
to numerical inaccuracies. Both the positive and negative impedance can be made to be the same.
High positive and negative impedance represents a high impedance load on the secondary side.
The zero sequence impedance can be made represent impedance in the neutral ground connection.
This impedance can be complex or purely resistive and should be kept small, even zero.

11.7.3.3  Line Impedance

Line impedance data generally comes form aline constant parameter program that converts tower
construction data and conductor dimensions to impedance matrices. (See section Error!
Reference source not found.). If abalanced line model isto be used but only datafor an
unbalanced lineis available, simply make the mutual impedance term equal to the average of the
off-diagonal terms and the self-impedance equal to the average of the diagonal terms. Since the
line impedance is linear with respect to length, the position of the fault busisarbitrarily set by the
per unit multiplier, m. Asshownin Error! Reference source not found., the line length
between V2 and V4 remains constant while the relative location of bus V3 varies as the multiplier
mf varies. The length of the line between V1 and V2 is set by the multiplier mr.

11.7.3.4  Fault Impedance

The fault matrix shown in Error! Reference sour ce not found. represents the ten types of
possible faults. The six impedances are al kept very large (on the order of 1 mega ohm) for open
circuit elements. Error! Reference sour ce not found. shows the combinations for generating
the various fault types. Vauesfor fieldslabeled “small” are set to represent the fault impedance.
These values should be positive and greater than a micro ohm to avoid computational errors.
Other combinations not listed in Error! Reference sour ce not found. are also possible. For
example, to model a phase A to phase B to ground fault with different impedances, one needs to
specify Zaa, Zbb, and Zab. Faults represented by this matrix do not need to be symmetrical.



Figure Error! No text of specified stylein document..4: Fault Matrix Diagram

Zac

Zab

Zaa

Zbc

Zbb

Zcc

Table Error! No text of specified stylein document..1: Fault Types

Fault type Zaa Zbb Zcc Zab Zbc Zac
AG Small

BG Small

CG Small

AB Small

BC Small

CA Small
ABG Small Small

BCG Small Small

CAG Small Small

ABC Small Small Small

The fault matrix is computed according to Equation Error! No text of specified stylein
document..4. It is constructed by applying common nodal analysis techniques. The diagonal
terms are the sum of all admittances connecting that node with any other node including the
reference (or ground) node. The off diagonal terms are the negative of the admittances between
node under consideration and the connected node. For realizable passive networks, the
admittance matrix (and subsequently the resulting impedance matrix) is symmetrical. Applying
these rules, admittance matrices can be written from inspection of the electrical network diagram.
Inverting the fault admittance matrix generates the fault impedance.

é(Zaa‘l +Zab'1+Zac'1) - 7apl - 7ac! 'S - IEQUatIOI”I
a R B 9 . 5 G rror! No text
Zf=f -z (zbb + zab* + zbc ?) - Zcb i of specified
g - Zact - Zcb? (ch'1 +Zact + Zcb‘l)g stylein

document..4



According to the circuit in Figure Error! No text of specified stylein document..1, there are
two fault buses, V1 and V3. The distance from V2 to V1 and V3 to is set by constants mr and mf
respectively. Thelarger ntf is set, the greater the impedance between V1 and V2 regardless of the
fault matrix valuesfor either F1 or F2.

11.7.4 Building the source models

As suggested in earlier discussions, the known sources are modeled asideal current sources. This
is accomplished by dividing the source voltage by the source impedance. Applying Kirchhoff’'s
current law to node V1 shown in Figure Error! No text of specified stylein document..4 results
in Equation Error! No text of specified stylein document..5. Rearranging these termsto group
coefficients of the node voltages generates Equation Error! No text of specified stylein
document..3 that has six unknowns; V1 and V2. The reason admittances are explicitly expressed
astheinverse of the impedanceisto remind us that these involve matrix operations. As such, for
multiplication, the order isimportant and for addition and subtraction, the matrix dimensions
must be the same.

-Is 112 121
+—V1i—>» «—\2
T Yss Yf2
1 1L
Figure Error! No text of specified style in document..5: Sum of Currentsfor Node V1
(Yss+Yf2)vi+(YL/mr){V1- V2)- Is=0 Equation Error! No text of specified stylein
document..5
where:
IssYss'Es
Yss=Zss'
Yf2=7f2"
YL=ZL"

(Yss+Yf2+(YL/mr))»v1- (YL/mr)w/2=Is  Equation Error! Notext of specified stylein
document..6

11.7.5 Generating the system admittance matrix

Up to this point, procedures for generating all the impedance models needed for the circuit shown
in Figure Error! No text of specified style in document..1 have been discussed. The first three
simultaneous equations are presented in section 11.7.4 above. Using the same procedure that
resulted in Equation Error! No text of specified stylein document..6, the remaining nine
simultaneous equations, Equation Error! No text of specified stylein document..7 through
Equation Error! No text of specified stylein document..9, can be written from inspection of the
node single line drawings.
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V1

4“—\V2—» “+—V3
O———— YlU/mr ‘ ¢ A YUmf ————O
vt

Figure Error! No text of specified style in document..6: Sum of Currentsfor Node V2

123 132 134 143
([ A—— «—Vi—»p «— V4
O———— YU/mf H YL/(1-mf) | i O

7w
1L
Figure Error! No text of specified style in document..7: Sum of currentsfor node V3

134 143
Vi —» «—— V4
O——— YL/(1-mf) —Q ‘ ¢
Y'rr

(k) t

Figure Error! No text of specified style in document..8: Sum of Currentsfor Node V4

. (Y%nr)W1 + l(Y%r)+ Yt+(Y%nf )JX\/Z ] (Y%f)xvgzo Equation Error!

No text of
specified stylein
document..7
where:
Yt=zt"
YL=ZL"
Syl qyL L & Equation Error!
( %nf)xvyg( %nf)+vf1+§¥/(l_ it g3 on Error!
. _ specified stylein
) gy%l mf )§W4_0 document..8
where:
Yf1=zf1"
0 é au _ Equation Error!
i ?%1 mf)E,N3+ ngr+§(%1— mf )ng\/‘l =Ir _ Notext of
specified stylein

document..9



where:
Ir =Y rrEr
Yrr=Zrr*

Equation Error! No text of specified stylein document..6 through Equation Error! No text of
specified stylein document..9 now represent 12 simultaneous equations. These four equations
can be arranged to make single linear Equation Error! No text of specified stylein
document..10 required for the simultaneous solution of all 12 unknown node voltages. Each of
the elements in the admittance matrix, which are themselves three by three matrices, corresponds
to the coefficients of the respective node voltagesin Equation Error! No text of specified style
in document..6 through Equation Error! No text of specified stylein document..9. Some
elements are null three by three matrices signifying that there are no connections between those
three-phase nodes asisthe case for Y,,, Y,,, and Y,,. By their very nature, many of the off-diagonal
terms of the admittance matrix representing power systems are zero showing that most nodes are
connected to relatively few other nodes. In these cases, sparse matrix inversion techniques can be
employed to invert the admittance matrix for greater computational efficiency.

&, Y, Ys Y,uévlu ésu

A

u u equ ' |
gﬁz Y, Yo Y, u)g/ 20_ éol] Equation Error. No
By a/30 800 text of specified style
Ns Y Yy Y, UE/3U eou in document..10
; Ug U g0
e'14 Y24 Y34 Y44ue a érg

11.7.6 Solution of Node voltages

Multiplying both sides of Equation Error! No text of specified stylein document..10 by the
inverse of the admittance matrix resultsin Figure Error! No text of specified stylein
document..3. Thefinal results are the 12 node voltages expressed by the node voltage vector
shown in Figure Error! No text of specified stylein document..2.

11.7.7 Extracting branch currents

Theline current of interest for thisrelay study isthe current between node V2 and V1, V2 and V3,
and V4 and V3. Understanding the development of Equation Error! No text of specified stylein
document..7 through Equation Error! No text of specified stylein document..9 show that they
provide the basis for determining these currents. The three sets of three-phase current are
calculated by Equation Error! No text of specified stylein document..11 through Equation
Error! No text of specified stylein document..13.

|..=|YL V2- V1 Equation Error! No
= %“f)x( ) text of specified style

in document..11

l..=(YL V2-V3 Equation Error! No
o= i N ) text of specified style

in document..12



—aYL 0 ) Equation Error! No
49 _§(/(1- mf );é;x(v4 v3) text of specified style
in document..13



11.7  APPENDIX VIII. DERIVATION OF PHASE FAULT DETECTION USING THE NEGATIVE
SEQUENCE IMPEDANCE PLANE

Relating the symmetrical component current to the phase currents.
la=1, +1, +1,
Ib=a® X, +ax, +I, Equation A11.8.1

— 2
lc=ax,+a" x, +l,

Assume | is zero for phase-to-phase faults. Compute the phase-to-phase currents as the
difference between any two of the three phase currentsin Equation A11.8.1 through Equation
Al11.8.4.

lab=la- Ib= (I, +1,+1,)- (a2 x, +axi, +1,)

lab=(1- a%)x, +(L- a),

Equation A11.8.2
lab=+/3D30°%D - 60°¥,D60° + /3D - 30°I, a
lab=2%/3D - 30°1,
where:
I, =1,4D60°for ABfaults
lab=2%/3D330°1, =2j /3% 1,
lbc=1b- Ic = (@ ¥, +ax, +1,)- (ax; +a* ¥, +I
, o s N o)- ot 2 +1o) Equation A11.8.3
Ibcz(a - a)><|1+(a- a )><I2
where:
I, =- I, for BCfaults
Ibc=(a2- a)>(|1- 1,)=2j/3 A,
where:
(6 a)=iy3
lca=lc- la=(ax, +a% X, +1o)- (I, +1,+1,)
lca=(a- 1), +(a? - 1)x1,
Equation A11.8.4

Ica=+/3D150° 9D 60° ¥, D - 60° + /3D210°1,
lca=2%/3D - 30°1,

where:

I, =1,4D - 60°for CA faults

lca=2%/3D210°1, =2j x/3xl,
Substitute the following identities into Equation A11.8.2 through Equation A11.8.4.



11.10 APPENDIX XI. DIRECTIONAL POLARIZING QUANTITIES FOR FAULTED NETWORKS

Vc
'
i
: VAD‘VA‘Z.; Vag
| <— - >VaMEM
I :
I
: =MTA
Vac |
\X) la =3I,
=31,=3l,
Phase A to Ground Fault
Polarization Torque Equation
Memory T32=1a|Vayg, |cosBVaye, - (Pla+q))
Cross T32=|1a)Vab|cos(DjVab- (Bla+q))
Negative Sequence  T32=|la|3V,,|cos(B - 3V,, - (Pla+q))
Zero Sequence T32=|1a)3V,|cos(D - 3V,, - (Pla+q))

Polarizing Current — 1 T32=|3, ||Ipol|cos(BlIpol - B3I )

Q = MTA = Positive Sequence Impedance Line Angle

Figure Error! No text of specified style in document..1: Polarizing Quantitiesfor Phase-A-to-
Ground Faults

VbMEM

Phase B to Ground Fault

Polarization Torque Equation
Memory T32=|1b]Vbye | cOS(B Vb, - (BIb+q))
Cross T32=|Ib|Vcalcos(PjVea- (BIb+q))

Negative Sequence -V T32=|Ib|3V,,,|cos(Da(- 3V,,)- (BIb+q))
Zero Sequence — V T32=1b[3V,|cos(D - 3V,, - (PIb+q))
Polarizing Current — | T32=[3I AOHIpOI‘COS(DIpOI - Pl AO)

Q = MTA = Positive Sequence Impedance Line Angle

Figure Error! No text of specified style in document..2: Polarizing Quantitiesfor Phase-B-to-
Ground Faults



Phase C to Ground Fault

Polarization Torque Equation
Memory T32=[IcVCygy | cOS(B Ve, - BIc+q))
Cross T32=|IVabj cos(BjVea- (Blc+q))
Negative Sequence -V T32=|I¢|3V,,|cos{Pa’(- 3V,,)- (Plc+q))
Zero Sequence -V T32=[1¢[3V,,|cos(B - 3V, - (Blc+q))
Polarizing Current — | T32=‘3I A0H|p0|‘COS(D|P0| -P3l AO)

Q = MTA = Positive Sequence Impedance Line Angle

Figure Error! No text of specified stylein document..3: Polarizing Quantitiesfor Phase-C-to-
Ground Faults

» Va

Q=MTA  |3p_

Phase AB and AB to Ground Fault

Polarization Torque Equation
Memory T32=|lab| jVeye, | cos(DjVe,e, - (Blab- q))
Cross T32=|labjVd|cos(PjVe- (Blab - q))
Negative Sequence — V T32:“abH3VA2‘ COS(— 332VA2 - E)Ibc)
Zero Sequence —V None
Polarizing Current — | None

Q = MTA = Positive Sequence Impedance Line Angle

Figure Error! No text of specified style in document..4: Polarizing Quantitiesfor Phase-AB
and AB-to-Ground Faults



Phase BC and BC to Ground Fault

Polarization Torque Equation
Memory T32=|lbd] jVayg, | cos(DjVayg, - (Blbc+q))
Cross T32=|Ibc]Va cos(pjV,, - (Blbc-q))
Negative Sequence —V  T32=|lbc|3V,,|cos(- 3V,, - Blbc)
Zero Sequence —V None
Polarizing Current — | None

Q = MTA = Positive Sequence Impedance Line Angle

Figure Error! No text of specified style in document..5: Polarizing Quantitiesfor Phase-BC
and BC-to-Ground Faults

vb >

Phase CA and CA to Ground Fault
Polarization Torque Equation
Memory T32=||Ca||ijMEM |cos(E)ijMEM - (E)Ica+q))
Cross T32=Ica|Vij cos(DjV,, - (Plca-q))
Negative Sequence — V' T32=|ca|[3V,,|cos(- 3aV,, - Dlca)
Zero Sequence — V None
Polarizing Current — | None

Q = MTA = Positive Sequence Impedance Line Angle

Figure Error! No text of specified stylein document..6: Polarizing Quantitiesfor Phase-BC
and BC-to-Ground Faults



» Va

Phase ABC and ABC to Ground Fault
Polarization Torque Equation

chsgoééJaggﬁSOf one of T32=“abH jVCMEM ‘ COS(DjVCMEM - (Dlab+q ))
T32=“bCHjVaMEM‘COS(DjvaMEM - (DIbC+Q))
T32=|1ca] jVbyye| cOS(BiVhyg - (Blca+q))

Cross None
Negative Sequence -V  None
Zero Sequence —V None
Polarizing Current — | None

Q = MTA = Positive Sequence Impedance Line Angle

Figure Error! No text of specified style in document..7: Polarizing Quantitiesfor Phase-ABC
and ABC-to-Ground Faults



12.1  APPENDIX XII. TRANSFORMER CONNECTION SYMMETRICAL COMPONENT
NETWORKS

121  Transformer Configuration Impedance Network Diagrams

a:

o TR I

O

Positive-Sequence Negative-Sequence
Zero-Sequence

Figure XIl. 1 Wye-Grounded.-Wye-Grounded Transformer Sequence | mpedance Networks

N E

Positive-Sequence Negative-Sequence

HV

Zero-Sequence

FigureXlIl.2: WyeGrounded-Wye Transformer Sequence | mpedance Networks

a:l

YY HV

Positive-Sequence Negative-Sequence Zero-Sequence

Figure Xl11.3: Wye-Wye Transformer Sequence | mpedance Networks

Positive-Sequence Negative-Sequence

Zero-Sequence

Figure X11. 4. Wye-Grounded-Delta Transformer Sequence | mpedance Networks



O0—00O
Zero-Sequence

Positive-Sequence Negative-Sequence

Figure X11.5: Deta—Wye-Grounded Transformer Sequence | mpedance Networks

Positive-Sequence Negative-Sequence Zero-Sequence

Figure Xl11. 6: Delta-Wye Transformer Sequence | mpedance Networks

a: a: a:
o0
VANWANL W HY
O
Positive-Sequence Negative-Sequence ~ ©—©

Zero-Sequence

Figure XI11. 7. Delta-Delta Transformer Sequence | mpedance Networks



aH:aM aH:aL

HV v v O °
\]4 ii \4 HY o = MV = L
L 1 -, D >

Positive-Sequence

aH :aM aH:aL
7L, —O

: :
HV = =2 wmv LV
-, O

Negative-Sequence

aH : aM aH : aL
ZL. FO 0O

Zero-Sequence

Figure XI11. 8. Wye-Grounded—-Wye-Grounded-Delta Tertiary Transformer Sequence
Impedance Networks



122 Two-Source Faulted Networks Symmetrical Component Impedance Network
Diagrams

12.2.1 Single-Line-to-Ground Faults
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Figure X11.9: Single-Line-to-Ground Fault Three-Line Diagram



Figure X11. 10: Single-Line-to-Ground Fault Symmetrical Component Diagram

12.2.2 Line-to-Line Faults
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Figure XI1. 11: Lineto-Line Fault Three-Line Diagram
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Figure X11. 12: Line-to-Line Fault Symmetrical Component Diagram

12.2.3
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Figure X11. 13: Lineto-Line-to-Ground Fault Three-Line Diagram
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Figure X11. 14: Lineto-Line-to-Ground Fault Symmetrical Component Diagram

12.2.4
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Figure XI1. 15: Three-Line-to-Ground Fault Three-Line Diagram
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Figure XI1. 16: Three-Line-to-Ground Fault Symmetrical Component Diagram

12.2.5

Single-Line Open
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Figure X11. 17: Single-Line Open Three-Line Diagram
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Figure XI1. 18: Single-Line Open Symmetrical Component Diagram



LINE CONSTANT PARAMETER

Many of the parameters required to model power system transmission
lines are not readily available. The line constant parameter program,
LINEC.EXE, uses transmission tower configuration data and conductor data
to determine the positive and zero modal parameters. The modal parameters
are in turn used in the PC-EMTP to model the power system transmission
lines.

The 24-line limitation includes both ground wires and conductors.
Bundled conductors are permitted but the geometry is restricted to equal
spacing about the center. If the bundled conductor option is selected, the user
1s prompted for the number of conductors in the bundle and the bundle radius.

There are two methods for specifying the conductor height; either
specifying the conductor height and sag or specifying the equivalent conductor
height and leaving the sag equal to zero. Negative values are valid when
specifying the conductor's horizontal position. Appendix 3 is an edited sample
output from this program. The output from this program may be saved on disk
or the output may be directed to the line printer.

NWBS / PC-EMIP Li ne Constant Paraneter Ver 2.3

Enter source paraneter file to nodify (ENTER for new data)

Figure 1. Line Constant Parameter start-up screen.

The line constant parameter program is run directly by launching the
LineC.exe from Windows.. The first screen, shown in Figure 1, prompts the
user for a source data file. The source parameter file may be any output file
previously generated by this version of LINEC.EXE. To create a new line
output record, just press the [ENTER] key.

The next screen requests general system specifications as shown in
Figure 2. Default values reflect common usage. The field labeled "NUMBER
of CIRCUITS" identifies a multiple multi-phase system as may be encountered



in a power corridor. The maximum number of phases per circuit is six and
each circuit is limited to two shield wires. The line length is a scaling factor for
data to be entered in per mile units. (Maybe some day I'll be converted to the
metric system.) GROUND RESISTANCE has units ohm-meters. The last
field, CONDUCTOR BUNDLE is used for bundled phase conductor. Use the
left and right cursor positioning keys to select the desired data field and the
END key to advance to the next screen.

NABS / PC- EMIP Li ne Constant Paraneter Ver 2.3
NUMBER OF PHASES PER LI NE GROUND CONDUCTOR
Cl RCU TS CRCUT LENGTH FREQUENCY RESI STANCE BUNDLE
1 3 1. OOOOOE+00 6. 0000E+01 1. 0000E+02 1

CURSOR ARRONS - Change Fi el ds | END - Enter Grcuit Data

Figure 2. General System Specifications

PER M LE PHASE DATA for CIRCUT 1
CONDUCTORS  BUNDLE CONDUCTOR  CONDUCTOR ~ CONDUCTOR
PHASE IN BUNDLE RADIUS (IN) RESISTANCE DIA (IN GWR (FT)
A 1 1. 0000E+00  1.7200E-02 1.0190E+00 3.520E-02
B 1 1. 0000E+00  1.7200E-02 1.0190E+00 3.520E-02
C 1 1. 0000E+00  1.7200E-02 1.0190E+00 3.520E-02
SO 0 1. 0O000E+00 0. O00OOE+00 0. 0000E+00 0. 000E+00
S1 0 1. 0000E+00 0. O0O0OE+00 0. 0000E+00 0. 000E+00
CONDUCTOR CONDUCTOR  CONDUCTOR
PHASE HEI GHT (FT) SAG (FT) HORZ. (FT)
A 5. 5000E+01 0. 0000E+00 - 1. 0000E+01
B 5. 5000E+01 0. 0000E+00 0. 0000E+00
C 5. 5000E+01 0. O000OE+00 1. 0000E+01
SO 0. OOO0OE+00 0. 0O000E+00 0. 0000E+00
S1 0. OOO0OE+00 0. 0O000E+00 0. 0000E+00
NWES / PC- EMIP Li ne Constant Parameter Ver 2.3
PgUP/ Pgbhn- Change Circuit | CURSOR ARROAS - Change Fields | END

Figure 3. Circuit data entry screen




The third screen has multiple pages depending upon the number of
circuits previously specified. The data fields for alternate circuits are selected
by using the "PgUp" and "PgDn" keys. The circuit is identified at the top of the
screen. The field labeled "CONDUCTORS IN BUNDLE" is predefined by the
data specified in the CONDUCTOR BUNDLE field in the second screen. If
this field is zero, the conductor is removed from the circuit as illustrated by the
two shield wires in Figure 3.

NOTE: For multi-circuit data, all circuits must have the same number of
phases. This does not apply to shield wires as they are removed by matrix
reduction during computations.

Note also that GMR is now to be specified in feet to conform with
common published data. If data is being entered for a new system, i.e. no file
was specified in the initial screen, then entering data in the top row of the field
will cause the data to be replicated down through the remaining rows. This
replicate function does not propagate into the shield wire rows nor does it
apply to the conductor horizontal position field. (This assumes horizontal
conductor tower construction.) Selecting a data field below the top row disables
the replicate feature for that column. A similar feature exists for the shield
wire rows. Remember, a zero in the CONDUCTORS PER BUNDLE field tells
the program to ignore that conductor regardless of any other existing data for
that phase. If the CONDUCTORS PER BUNDLE is greater than 1, access is
then permitted into the third field, BUNDLE RADIUS.

When the conductor data has been completely specified, the END key
will advance the user to the fourth screen shown in Figure 4. The user is per-
mitted to select the destination of the output data. Entering "N" will cause the
program to execute all computations but the input and output data 1is
discarded. The "P" option directs all output data to the printer connected to
the LPT1 or default line printer port. Only when the "D" option is selected, is
the data saved to disk.
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Sel ect data out put node: _

Enter <P> for printer
Enter <D> for disk file
Enter <N> for no out put

Figure 4. Line constant parameter output data mode

The output file assumes that the printer is set for 16 characters per inch
(128 character width) or that a wide carriage printer is being used. Even so,
the total system matrix will not be sent to the output for systems with more
than 9 phases (3, 3 phase circuits). Also, it is not directed to the output for
single circuit systems because the same data is available in the circuit data
summary section.
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Why talk about Power Systems?

This article is intended to demonstrate how DSP is used in a particular
industry for real-time instrumentation. It is my hope that those in other areas who
have similar instrumentation needs can leverage from the digital filtering
experience and successes in the power system protection area.

What is power system protection?

The good news is that the electrical power grid did not fail because of any
Y2K glitches. This we all know, but do you know why? It was because our
power systems have protection. This year | am on sabbatical with a company
that makes power system protective relays. For those outside the power
industry, power system protection is not money you pay to the godfather to keep
your lights on. It is the art and science of the application of devices that monitor
the power line currents and voltages and generate signals to deenergize faulted
sections of the power grid. The goal is to minimize damage to equipment and
property and maintain the delivery of electrical energy to the consumer.

Fifty years ago, electromechanical protective relays were used almost
exclusively. In general, these devices use torque generated by AC currents to
magnetically close a set of mechanical contacts. The contacts are held open or
“restrained” by a mechanical spring much like the common circuit breaker we use
in our homes. In reality, these devices were vastly more complicated.
Frequently the phase relationships of currents and voltages allowed the relay to
determine the direction of the fault relative to the relay. This makes the relays
selective resulting in deenergizing only the parts of the power grid that are
absolutely necessary to isolate the faulted section.

Computer entry into the power protection

Computer based relaying was experimented with in the 50’s and 60’s but
were not commercially viable because of the size, expense, and reliability of
early computers. Along came the 70’s and the microcontroller revolution, which
of course, changed all of that. Believe it or not, the microprocessor-based relays
used those same torque relationships that their predecessor electromechanical
relays used. Instead of using magnetic flux to generate the torque, the
microprocessor relay computed the torque. Modern microprocessor-based relays
still use the magnitude and phase of the 60 Hz (50 Hz in Europe) fundamental



power voltage and currents to compute torque like quantities that determine the
existence of faults.

One of the challenges then (and continues to be today) is how to reliably
and efficiently convert sampled analog signals to magnitude and phase needed
for the torque equations. Since the fundamental component is the only signal of
interest, all other signals, whether they be harmonics, arcing noise or transients
generated by exciting the natural modes of the electrical network, are considered
noise that corrupts the signal of interest. Schweitzer and Hou' reviewed seven of
the more common algorithms used to convert a time sequence to a time varying
complex vector. Only two of these algorithms are based on orthogonal basis set
decomposition similar to the Fourier transform. Discussion in the article will be
limited to only one of these algorithms because of its simplicity, efficiency, and
performance, the DFT.

Switching domains

The discrete Fourier transform (DFT) is a digital filtering algorithm that
computes the magnitude and phase at discrete frequencies of a discrete time
sequence. Fast Fourier transforms are computationally efficient algorithms for
computing DFTs. FFTs are useful if we need to know the magnitude and/or
phase of a number individual or band of frequencies. Jack Crenshaw told us all
about Fourier transforms, DFTs and FFT in previous ESP in a series of articles
spanning Oct. '94, through Mar. '95. But DFTs are simply FIR digital filters and
Crenshaw told us “more about filters” (June ‘96), “filters, the very last word”
(Sept. '96) and “filters — a few more words” (Nov. '96). After Jack said all there
was to say, Don Morgan told us about the “fundamentals of FIR design” in a
sequence of four ESP articles starting in June '97. With that plethora of
background information, we can jump right into the application.

For protective relaying, we don't really need to extract the magnitude and
phase of every signal contained in the sampled data stream, as is the case of an
FFT. This is especially true if there is only one signal present to begin with. If we
use a DFT for the only signal we're interested in, we have both a conversion
algorithm and a band bass filter.

Theory to application

So let’s try out the theory and see how it works. Lets assume that we are
dealing with a 60 Hz signal that is sampled synchronously. This means that the
sample interval is the inverse of an integer multiple of 60. We need to compute
the DFT for the fundamental using equation (1) where N equals to the number of
samples per fundamental cycle, k equal to one for the fundamental, and n is the
coefficient subscript. Because digital computers (like most of the world) don’t
really understand the concept of imaginary numbers, two digital filters are
required, one to get the real part and one for the imaginary part. Mathematically,
the coefficients of these filters are by determined using (2).
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After computing the outputs of two filters using equation (3), we have the
desired complex vector shown in (4). Remember from a distant past math class
on complex variables that addition of complex numbers is easiest using
rectangular notation while multiplication is easiest using polar notation shown in
(5). For real-time applications, the conversion back and forth between the two
notations usually requires more time than can possibly be gained. Hence, the
complex variables are usually exclusively dealt with using rectangular form until
such time as a magnitude or phase is explicitly needed. This is particularly true
for processors that must use software routines for computing transcendental
functions (trig, log, and exponential functions). To further increase speed,
magnitude threshold levels are frequently left squared and angles kept as ratios.
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Transition phase

The conversion process works fine when every thing is at steady state —
amplitude, frequency, and phase is held constant or is changing very slowly
compared to the frequency of interest. But faulted power systems happen in a
flash (pun intended) and these faults can be modeled as step changes as
illustrated in Figure 1. During the transition period, the DFT output changes at
each sample point until the algorithm processes a complete cycle’s worth of
steady state data. In this period, the algorithm-generated transient makes the
DFT results an inaccurate representation of both the magnitude and the phase
(Figure 2) for a signal that has already achieved steady state.

Figure 1 also illustrates a point made earlier. That being a whole cycles
worth of the steady data must be sampled and processed by the DFT before
steady state is achieved. This is true regardless of the sample rate. | will cover
more on this later. Another observation from Figure 1 is the magnitude scaling,
which for this case, it is not RMS but peak. To obtain the RMS value, you simply
make the multiplier in (2) C2/N instead of 2/N.

Looking at the phase output in Figure 2 is sure cause to wonder of what
value is it. Very little, in of itself, because phase has no value without a time or
phase reference. The difference between the two DFT phase results accurately
represents phase relationship of the two signals if they are at the same frequency



and sampled simultaneously. The phase steps ahead, as is seen in Figure 2,
each time a new sample is processed. The value of N or the size of the DFT
determines the size of the phase step as shown in (6). The absolute value of the
phase at any time is arbitrary unless the samples are somehow synchronized
with a signal’s zero crossing.
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Figure 1. Sampled sine wave with four-point DFT magnitude response to a step
change.
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Figure 2. DFT Phase response to a step input sine wave.

Frequency Response of DFTs

FTs represent the spectrum of the sampled data with a set of discrete
frequencies evenly spaced between zero and half the sampling rate, FS, minus
one interval. The interval between the discrete frequencies is equal to the FS/2N
where N the size of the DFT or the number of coefficients determined by (1).
Figure 3 shows the frequency response of DFTs over the range of zero to 480 Hz
for N equal to four and eight. This figure also shows the effects of aliasing
around the fold-over frequency F1, F2, and F3 for the four-point filter sampled at
240 Hz and just F2 for the eight-point filter sampled at 480 Hz. The advantage of
the eight-point filter is that the filter response is zero at harmonics except the
fundamental and the (N-l)th harmonic. Odd harmonics of 60 Hz are of particular
concern because they are generated by power transformers saturation and
nonlinear loads such as switching power supplies.
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Figure 3. Frequency response of a 4 and 8 point DFT with sampling rate of 240
Hz and 480 Hz respectively.

A colleague once commented that when your only tool is a hammer, every
thing tends to look like a nail. The same is true here. The DFT we are using is
looking only for 60 Hz and any energy that is passed by the filter characteristics,
regardless of the actual frequency, is aliased to appear that it is energy at 60 Hz.
But in this case, aliasing is our friend as well as our nemesis. The zeros at
harmonics on the high side of the Nyquist frequency" (FS/2) work to our benefit.

Points to ponder

At this point we can draw some conclusions. When it comes to
DFTs, more is not necessarily better, sometimes it's jut more. Higher order DFTs
provide greater harmonic rejection but do not decrease the algorithm transient
time. If you don’t believe me, look at Figure 4, which also bears out the claim that
a complete cycle of the fundamental must be sampled to achieve steady state
results. However, if we expect harmonics, then clearly higher order filters will
help reduce the both magnitude and phase errors.
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Figure 4. Magnitude responses for a 4, 8, and 16 point DFT to step change of
sine wave amplitude.

What if the signal being sampled is not exactly at 60 Hz? Well, the
magnitude will change according to the filter response attenuation for that
frequency as shown in Figure 3. DFT magnitude will not change much if the
frequency is not too far off. We will notice that the frequency increments no
longer adhere to (6). In fact, the difference in phase increment is exactly
proportional to the frequency difference. Say that the actual frequency is 59 Hz.
This means that the frequency difference is 1 Hz or 2p radians / second. If the
sampling rate is 240 Hz, then the phase shift will be off by (2p/240) radians /
sample.

We can solve this another way too and then it becomes a frequency
meter! Say we know that the system is operating in steady state and we
calculate the measured phase step (from the DFT output) and the expected
phase step according to (6). Then the actual frequency of the sampled signal is
the fundamental frequency + the difference frequency. Mathematically, if it works
as shown in (7) through (9). When calculating the phase difference in (7), be
sure to consider the case when successive iterations are on opposite sides of the
2p / zero radian boundary. Do not expect the accuracy of such approach to
compare favorably with conventional zero crossing detectors.
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The fly in the ointment

With the transient response time fixed by the fundamental frequency and
the errors resulting from harmonics eliminated by the zeros of the DFT filter
response, what's left? Usually higher harmonics and high frequency oscillations
due to exciting natural resonance modes in the power system network are
removed by analog filtering prior to sampling. Even though the DSP filter has a
zero at DC, power system faults frequently generate other low frequency
components commonly called DC offset. It is not really DC but a slowly decaying
exponential superimposed on the AC signal as shown in Figure 5. Also shown in
this figure are the DFT magnitudes for the signal without the superimposed
exponential and the offset AC signal. If the DFT for the non-offset AC signal is
considered optimal then the other DFT is what we are stuck with.
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Figure 5. DFT filtering of a fully offset sine wave.

One readily observes that the response of the DFT to the offset sine wave
approaches the steady state value sooner and could concluded that the offset is
to our benefit. Unfortunately, protective relays could interpret the higher
magnitude as a fault that results in an incorrect operation. Today’s power
systems are operated so closely to designed capability that frequently a slow
correct operation is preferable to fast but possibly incorrect operations. As the
engineer, you have a choice to make.



Tricks of the trade

For the power industry, it is certainly in their best interest to reduce the
response of the DFT due to the offset. One trick frequently employed is to use
only the coefficients to compute the real part of the DFT shown in (3) that are
generated by the cosine function. This is sometimes called a Cosine filter. Figure
7 shows the frequency response of the Cosine filter compared to the DFT filter.
Note that the Cosine filter favors higher frequencies and attenuates the
frequencies close to zero. This is good when trying to filter out a slowly decaying
exponential. There is also a computational advantage to eliminating the multiply
and accumulate instructions associated with imaginary term.

Note also from Figure 7 that the Cosine filter matches the response on the
DFT at 60Hz so there is no amplitude compensation required. However, off-
frequency signals will be more affected by the Cosine filter frequency response
than for DFT filters. One solution is to adjust the sampling rate to be an integer
number of the fundamental. This can accomplished by measuring the period
with a zero-crossing detector. Adjustments to the sampling period should be
slow so to track only the power system frequency changes and not frequencies
generated by transients."
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Figure 6. Frequency response of an eight-point Cosine DFT filter

The trick is to use the result generated by the Cosine filter for both the real
and imaginary parts of the complex vector. This is accomplished by making the
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most recent Cosine filter output the real term and the output that has been
delayed a quarter of the period of the fundamental the imaginary term as shown
in (10) and (11). Both the real and the imaginary terms now have identical
frequency responses.

1
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Since we know that the DFT of the pure sine wave is the desired output
we can make it our evaluation reference. By computing the absolute difference
between reference output and the outputs of the DFT filter and the Cosine filter,
we can see the improvement. This is done in Figure 7 labeled D1 and D2
respectively. The difference for the Cosine filter response has reduced
overshoot and achieves an overall smaller difference. The cost of the improved
offset rejection is that the filter transient is extended by the time equal to one
quarter of the period of the fundamental. This is not obvious from Figure 5
because it is difficult to differentiate the signal transient from the algorithm
transient.
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Figure 7. Differences of a DFT and Cosine filter for an offset sine wave
compared to a pure DFT for a sine wave without the offset.

Wrap up

Remember the leader of the Jodi Foster movie, “Contact”. The camera is
supposedly starts at planet earth and the sound track plays what seems to be the
simultaneous audio from all radio and TV broadcasts. The camera take a path
through inter stellar space that leads further from our reality and all the while the
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audio becomes more focused on fewer and fewer broadcasts. Finally, we're left
with a single radio transmission of a young girl on a ham radio. | feel that this
article has taken a similar path.

The idea here is that we're interested signals at one frequency only and
we needed an algorithm that quickly and accurately computes the magnitude and
phase of that signal. We can take advantage of aliasing to cancel harmonics if
we don’t expect that the signal will contain energy that is also passed by the
aliasing. DSP tricks can improve performance but always come at a price. Itis
the responsibility of the designer to understand the application sufficiently to
know where compromises are tolerable to achieve the desired performance.

Final words of caution

The voltages on lines that deliver power make them lethal. Relays cannot
operate fast enough to prevent serious injury or death to someone coming in
contact with an energized power line. In an emergency situation, never assume
that relays have operated and the lines are deenergized. One of the most
difficult conditions to detect is a distribution line that broken and fallen to the
ground. The fault current is so small that most relays cannot sense the fault.
Always assume power lines are energized and treat them accordingly.

' E.O. Schweitzer and D. Hou, “Filtering for Protective Relays”, 47" Annual Georgia Tech
Protective Relay Conference, Atlanta GA. April 28-30, 1993. This article is available for
download in PDF format at http://www.selinc.com/techpprs.htm.

" Digital Filtering: an Introduction, Edward P. Cunningham, Houghton Mifflin Co., 1992, ISBN 0-
395-53989-7

"R.W. Wall and H.L. Hess, “Design of Microcontroller Implementation of a Three Phase SCR
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