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## Series Editors' Foreword

The topics of control engineering and signal processing continue to flourish and develop. In common with general scientific investigation, new ideas, concepts and interpretations emerge quite spontaneously and these are then discussed, used, discarded or subsumed into the prevailing subject paradigm. Sometimes these innovative concepts coalesce into a new sub-discipline within the broad subject tapestry of control and signal processing. This preliminary battle between old and new usually takes place at conferences, through the Internet and in the journals of the discipline. After a little more maturity has been acquired by the new concepts then archival publication as a scientific or engineering monograph may occur.

A new concept in control and signal processing is known to have arrived when sufficient material has evolved for the topic to be taught as a specialized tutorial workshop or as a course to undergraduate, graduate or industrial engineers. Advanced Textbooks in Control and Signal Processing are designed as a vehicle for the systematic presentation of course material for both popular and innovative topics in the discipline. It is hoped that prospective authors will welcome the opportunity to publish a structured and systematic presentation of some of the newer emerging control and signal processing technologies in the textbook series.

One of our aims for the Advanced Textbooks in Control and Signal Processing series is to create a set of course textbooks that are comprehensive in their coverage. Even though a primary aim of the series is to service the textbook needs of various types of advanced courses we also hope that the industrial control engineer and the control academic will be able to collect the series volumes and use them as a reference library in control and signal processing.

Robotics is an area where the series has the excellent entry in the volume by L. Sciavicco and B. Siciliano entitled Modelling and Control of Robot Manipulators, now in its second edition. To complement our coverage in Robotics, we are pleased to welcome into the series this new volume Control of Robot Manipulators in Joint Space by Rafael Kelly, Víctor Santibáñez and Antonio Loría. Other topics like models, kinematics and dynamics are introduced into
the narrative as and when they are needed to design and compute the robot manipulator controllers. Another novel feature of the text is the extensive use of the laboratory prototype Pelican robotic manipulator as the test-bed case study for the robot manipulator controllers devised. This ensures that the reader will be able to see how robot manipulator control is done in practice. Indeed, this means that the text can be closely linked to "hands on" laboratory experience. Control and mechatronics lecturers wishing to use the textbook to support their advance course on robot manipulator control will find the lecture presentation slides, and the problem solutions, which are available at springonline.com, an added bonus.

The style of the text is formally rigorous but avoids a lemma-theorem presentation in favour of one of thorough explanation. Chapter 2 of the text covers the main mathematical tools and introduces the concepts of the direct (or second) method of Lyapunov for system stability analysis. This is needed because the robot manipulator system is a nonlinear system. Since the coverage in this chapter includes a wide range of stability concepts, the reader will be pleased to find each new concept supported by a worked example. Robot dynamics and their implications for robot manipulator control are covered in Chapters 3 and 4 whilst Chapter 5 moves on to discuss the model details of the Pelican prototype robotic manipulator. The kinematic and dynamic models are, described and model parameter values given. This chapter shows how the Pelican prototype is "kitted out" with a set of models the properties of which are then investigated in preparation for the control studies to follow.

Parts II to IV (covering Chapters 6 to 16) are devoted to robot manipulator controller design and performance case studies. This shows just how focused the textbook is on robot manipulator control. This study is given in three stages: position control (Part II); motion control (Part Ill) and advanced control topics (Part IV). Remarkably, the workhorse controller type being used is from the PID family so that the control focus is close to the type of controllers used widely in industrial applications, namely from the classical Proportional, Integral, Derivative controller family. In these chapterlength controller studies, the earlier lessons in Lyapunov stability methods come to the fore, demonstrating how Lyapunov theory is used for controllers of a classical form being used with nonlinear system models to prove the necessary stability results. The advanced control topics covered in Part IV include a range of adaptive control methods. Four appendices are given with additional material on the mathematical and Lyapunov methods used and on the modelling details of direct current motors.

There is no doubt that this robot manipulator control course textbook is a challenging one but ultimately a very rewarding one. From a general viewpoint the reward of learning about how to approach classical control for systems having nonlinear models is a valuable one with potential application in other control fields. For robot manipulator control per se, the book is rigorous, thorough and comprehensive in its presentation and is an excellent addition to the series of advanced course textbooks in control and signal processing.

## Preface

The concept of robot has transformed from the idea of an artificial superhuman, materialized by the pen of science fiction writer Karel Čapek, into the reality of animated autonomous machines. An important class of these are the robot manipulators, designed to perform a wide variety of tasks in production lines of diverse industrial sectors; perhaps the most clear example is the automotive industry. Robotics, introduced by science fiction writer Isaac Asimov as the study of robots, has become a truly vast field of modern technology involving specialized knowledge from a range of disciplines such as electrical engineering, mechatronics, cybernetics, computer science, mechanical engineering and applied mathematics.

As a result, courses on robotics continue to gain interest and, following the demands of modern industry, every year more and more program studies, from engineering departments and faculties of universities round the globe, include robotics as a compulsory subject. While a complete course on robotics that is, including topics such as modeling, control, technological implementation and instrumentation, may need two terms at graduate level to be covered in fair generality, other more specialized courses can be studied in one senior year term. The present text addresses the subject in the second manner; it is mostly devoted to the specific but vast topic of robot control.

Robot control is the spine of robotics. It consists in studying how to make a robot manipulator do what it is desired to do automatically; hence, it consists in designing robot controllers. Typically, these take the form of an equation or an algorithm which is realized via specialized computer programs. Then, controllers form part of the so-called robot control system which is physically constituted of a computer, a data acquisition unit, actuators (typically electrical motors), the robot itself and some extra "electronics". Thus, the design and full implementation of a robot controller relies on every and each of the above-mentioned disciplines.

The simplest controller for industrial robot manipulators is the Proportional Integral Derivative (PID) controller. In general, this type of controller
is designed on the basis that the robot model is composed of independent coupled dynamic (differential) equations. While these controllers are widely used in industrial manipulators (robotic arms), depending on the task to be carried out, they do not always result in the best performance. To improve the latter it is current practice to design so-called model-based controllers, which require a precise knowledge of the dynamic model including the values of the physical parameters involved. Other, non-model-based controllers, used mainly in academic applications and research prototypes include the so-called variablestructure controllers, fuzzy controllers, learning controllers, neural-net-based controllers, to mention a few.

The majority of available texts on robotics cover all of its main aspects, that is, modeling (of kinematics and dynamics), trajectory generation (that is, the mathematical setting of a task to be performed by the robot), robot control and some of them, instrumentation, software and other implementation issues. Because of their wide scope, texts typically broach the mentioned topics in a survey rather than a detailed manner.

Control of robot manipulators in joint space is a counter-fact to most available literature on robotics since it is mostly devoted to robot control, while addressing other topics, such as kinematics, mainly through case studies. Hence, we have sacrificed generality for depth and clarity of exposition by choosing to address in great detail a range of model-based controllers such as: Proportional Derivative (PD), Proportional Integral Derivative (PID), Computed torque and some variants including adaptive versions. For purely didactic reasons, we have also chosen to focus on control in joint space, totally skipping task space and end-effector space based control. These topics are addressed in a number of texts elsewhere.

The present book opens with an introductory chapter explaining, in general terms, what robot control involves. It contains a chapter on preliminaries which presents in a considerably detailed manner the main mathematical concepts and tools necessary to study robot control. In particular, this chapter introduces the student to advanced topics such as Lyapunov stability, the core of control theory and therefore, of robot control. We emphasize at this point that, while this topic is usually reserved for graduate students, we have paid special attention to include only the most basic theorems and we have reformulated the latter in simple statements. We have also included numerous examples and explanations to make this material accessible to senior year undergraduate students.

Kinematics is addressed mainly through examples of different manipulators. Dynamics is presented in two chapters but from a viewpoint that stresses the most relevant issues for robot control; i.e. we emphasize certain fundamental properties of the dynamic model of robots, which are commonly taken as satisfied hypotheses in control design.

We have also included a chapter entirely devoted to the detailed description of the Pelican prototype, a 2-degrees-of-freedom direct-drive planar articulated arm that is used throughout the book as a case study to test the performance of the studied controllers, in lab experimentation. Dynamic and kinematic models are derived in detail for this particular robot. The rest of the book (about $70 \%$ ) is devoted to the study of a number of robot controllers, each of which is presented in a separate chapter.

The text is organized in four main parts: I) Preliminaries, which contains the two chapters on robot dynamics, the chapter on mathematical preliminaries and the chapter describing the Pelican prototype. Parts II and III contain, respectively, set-point and tracking model-based controllers. Part IV covers additional topics such as adaptive versions of the controllers studied in parts II and III, and a controller that does not rely on velocity measurements. Appendices containing some extra mathematical support, Lyapunov theory for the advanced reader and a short treatment on DC motors, are presented at the end of the book.

Thus, the present book is a self-contained text to serve in a course on robot control e.g., within a program of Mechatronics or Electrical Engineering at senior year of BSc or first year of MSc. Chapter 1 may be covered in one or two sessions. We strongly recommend taking the time to revise thoroughly Chapter 2 which is instrumental for the remainder of the textbook. The rest of the material may be taught in different ways and depths depending on the level of students and the duration of the course. For instance, Parts I through III may be covered entirely in about 50 hours at senior year level. If the course is to be shortened, the lecturer may choose to pass over Chapters 3 and 4 faster (or even completely skip them and refer to their contents only when necessary) and to introduce the student to kinematics and dynamics using Chapter 5; then, to focus on Parts II and III. For a yet shorter but coherent basic course, the lecturer may choose to teach only Chapters 1, 2, 5 and, for the subsequent chapters of Parts II and III, concentrate on a brief study of the control laws while emphasizing the examples that concern the Pelican prototype. Further, support material for class -presentation slides for the lecturer and problems' solutions manual- are available in electronic form at springonline.com.

For a graduate course the lecturer may choose to cover, in addition, the three chapters on adaptive control (Chapters 14-16), or Chapter 13 on control without velocity measurements and Chapter 14, to give a short introduction to adaptive control. We remark that the advanced topics of Part IV require the material in the appendices which could be taught, for instance, at the beginning of the course or could be left as a self-study topic.

The textbook is written in a style and technical language targeted toward undergraduate senior students. Hence, we have favored a thoroughly explanatory, yet rigorous, style over a stiff mathematical (theorem-proof streamed) one. We have taken care to invoke a strictly minimum number of mathematical
terms and these are mostly explained when introduced. Mathematical objects such as theorems and definitions are kept to a minimum; they are mainly present in Chapter 2 (mathematical preliminaries) and some appendices. Yet, when simplicity in the language may induce mathematical ambiguity or imprecision we have added clarifying footnotes. A large number of examples, illustrations and problems to be solved in class or as homework by the student are provided.

The precedents of the text date back to lecture notes of the first author that were printed by the National Autonomous University of Mexico (UNAM) in 1989. It has been enriched by the authors' experience of teaching the topic over more than 15 years at undergraduate (senior year) and graduate levels (first year), in several institutions in Europe and The Americas: National Autonomous Univ. of Mexico (UNAM), Mexico; Technological Institute and of High Studies of Monterrey (ITESM), Mexico; Center of Research and High Studies of Ensenada (CICESE), Mexico; Laguna Institute of Technology, Mexico; University of California at Santa Barbara, USA; National University of Science and Technology (NTNU), Norway; San Juan National University, Argentina. This has provided the text with invaluable feedback from a varied audience with different technical and cultural backgrounds. Thus, the authors are confident to say that this textbook has not been written to be tested but to be used in class.

A few final words on the nomenclature are necessary. Figures, Examples, Equations, Tables, Theorems, Lemmas, Definitions are numbered independently and carry the number of the chapter. We use the following abbreviations of Latin idioms:

```
i.e. -id est-meaning "that is";
e.g. - exempli gratia- meaning "for instance";
cf. - confer- meaning "see";
etc.-etcetera- meaning "and the rest".
```
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Part I

Preliminaries

## Introduction to Part I

The high quality and rapidity requirements in production systems of our globalized contemporary world demand a wide variety of technological advancements. Moreover, the incorporation of these advancements in modern industrial plants grows rapidly. A notable example of this situation, is the privileged place that robots occupy in the modernization of numerous sectors of the society.

The word robot finds its origins in robota which means work in Czech. In particular, robot was introduced by the Czech science fiction writer Karel Čapek to name artificial humanoids - biped robots - which helped human beings in physically difficult tasks. Thus, beyond its literal definition the term robot is nowadays used to denote animated autonomous machines. These machines may be roughly classified as follows:

- Robot manipulators
- Mobile robots $\left\{\begin{array}{l}\text { Ground robots }\left\{\begin{array}{l}\text { Wheeled robots } \\ \text { Legged robots }\end{array}\right. \\ \begin{array}{l}\text { Submarine robots } \\ \text { Aerial robots }\end{array} .\end{array}\right.$

Both, mobile robots and manipulators are key pieces of the mosaic that constitutes robotics nowadays. This book is exclusively devoted to robot manipulators.

Robotics - a term coined by the science fiction writer Isaac Asimov - is as such a rather recent field in modern technology. The good understanding and development of robotics applications are conditioned to the good knowledge of different disciplines. Among these, electrical engineering, mechanical engineering, industrial engineering, computer science and applied mathematics. Hence, robotics incorporates a variety of fields among which is automatic control of robot manipulators.

To date, we count several definitions of industrial robot manipulator not without polemic among authors. According to the definition adopted by the International Federation of Robotics under standard ISO/TR 8373, a robot manipulator is defined as follows:

A manipulating industrial robot is an automatically controlled, reprogrammable, multipurpose manipulator programmable in three or more axes, which may be either fixed in place or mobile for use in industrial automation applications.

In spite of the above definition, we adopt the following one for the pragmatic purposes of the present textbook: a robot manipulator - or simply, manipulator - is a mechanical articulated arm that is constituted of links interconnected through hinges or joints that allow a relative movement between two consecutive links.

The movement of each joint may be prismatic, revolute or a combination of both. In this book we consider only joints which are either revolute or prismatic. Under reasonable considerations, the number of joints of a manipulator determines also its number of degrees of freedom (DOF ). Typically, a manipulator possesses 6 DOF , among which 3 determine the position of the end of the last link in the Cartesian space and 3 more specify its orientation.


Figure I.1. Robot manipulator

Figure I. 1 illustrates a robot manipulator. The variables $q_{1}, q_{2}$ and $q_{3}$ are referred to as the joint positions of the robot. Consequently, these positions denote under the definition of an adequate reference frame, the positions (displacements) of the robot's joints which may be linear or angular. For ana-
lytical purposes, considering an $n$-DOF robot manipulator, the joint positions are collected in the vector $\boldsymbol{q}$, i.e. ${ }^{2}$

$$
\boldsymbol{q}:=\left[\begin{array}{c}
q_{1} \\
q_{2} \\
\vdots \\
q_{n}
\end{array}\right] .
$$

Physically, the joint positions $\boldsymbol{q}$ are measured by sensors conveniently located on the robot. The corresponding joint velocities $\dot{\boldsymbol{q}}:=\frac{d}{d t} \boldsymbol{q}$ may also be measured or estimated from joint position evolution.

To each joint corresponds an actuator which may be electromechanical, pneumatic or hydraulic. The actuators have as objective to generate the forces or torques which produce the movement of the links and consequently, the movement of the robot as a whole. For analytical purposes these torques and forces are collected in the vector $\tau$, i.e.

$$
\boldsymbol{\tau}:=\left[\begin{array}{c}
\tau_{1} \\
\tau_{2} \\
\vdots \\
\tau_{n}
\end{array}\right] .
$$

In its industrial application, robot manipulators are commonly employed in repetitive tasks of precision and others, which may be hazardous for human beings. The main arguments in favor of the use of manipulators in industry is the reduction of production costs, enhancement of precision, quality and productivity while having greater flexibility than specialized machines. In addition to this, there exist applications which are monopolized by robot manipulators, as is the case of tasks in hazardous conditions such as in radioactive, toxic zones or where a risk of explosion exists, as well as spatial and submarine applications. Nonetheless, short-term projections show that assembly tasks will continue to be the main applications of robot manipulators.
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## What Does "Control of Robots" Involve?

The present textbook focuses on the interaction between robotics and electrical engineering and more specifically, in the area of automatic control. From this interaction emerges what we call robot control.

Loosely speaking (in this textbook), robot control consists in studying how to make a robot manipulator perform a task and in materializing the results of this study in a lab prototype.

In spite of the numerous existing commercial robots, robot control design is still a field of intensive study among robot constructors and research centers. Some specialists in automatic control might argue that today's industrial robots are already able to perform a variety of complex tasks and therefore, at first sight, the research on robot control is not justified anymore. Nevertheless, not only is research on robot control an interesting topic by itself but it also offers important theoretical challenges and more significantly, its study is indispensable in specific tasks which cannot be performed by the present commercial robots.

As a general rule, control design may be divided roughly into the following steps:

- familiarization with the physical system under consideration;
- modeling;
- control specifications.

In the sequel we develop further on these stages, emphasizing specifically their application in robot control.

### 1.1 Familiarization with the Physical System under Consideration

On a general basis, during this stage one must determine the physical variables of the system whose behavior is desired to control. These may be temperature, pressure, displacement, velocity, etc. These variables are commonly referred to as the system's outputs. In addition to this, we must also clearly identify those variables that are available and that have an influence on the behavior of the system and more particularly, on its outputs. These variables are referred to as inputs and may correspond for instance, to the opening of a valve, voltage, torque, force, etc.


Figure 1.1. Freely moving robot


Figure 1.2. Robot interacting with its environment

In the particular case of robot manipulators, there is a wide variety of outputs - temporarily denoted by $\boldsymbol{y}$ - whose behavior one may wish to control.

For robots moving freely in their workspace, i.e. without interacting with their environment (cf. Figure 1.1) as for instance robots used for painting, "pick and place", laser cutting, etc., the output $\boldsymbol{y}$ to be controlled, may correspond to the joint positions $\boldsymbol{q}$ and joint velocities $\dot{\boldsymbol{q}}$ or alternatively, to the position and orientation of the end-effector (also called end-tool).

For robots such as the one depicted in Figure 1.2 that have physical contact with their environment, e.g. to perform tasks involving polishing, deburring of materials, high quality assembling, etc., the output $\boldsymbol{y}$ may include the torques and forces $\boldsymbol{f}$ exerted by the end-tool over its environment.

Figure 1.3 shows a manipulator holding a marked tray, and a camera which provides an image of the tray with marks. The output $\boldsymbol{y}$ in this system may correspond to the coordinates associated to each of the marks with reference to a screen on a monitor. Figure 1.4 depicts a manipulator whose end-effector has a camera attached to capture the scenery of its environment. In this case, the output $\boldsymbol{y}$ may correspond to the coordinates of the dots representing the marks on the screen and which represent visible objects from the environment of the robot.


Figure 1.3. Robotic system: fixed camera

From these examples we conclude that the corresponding output $\boldsymbol{y}$ of a robot system - involved in a specific class of tasks - may in general, be of the form

$$
\boldsymbol{y}=\boldsymbol{y}(\boldsymbol{q}, \dot{\boldsymbol{q}}, \boldsymbol{f})
$$

On the other hand, the input variables, that is, those that may be modified to affect the evolution of the output, are basically the torques and forces $\boldsymbol{\tau}$ applied by the actuators over the robot's joints. In Figure 1.5 we show


Figure 1.4. Robotic system: camera in hand
the block-diagram corresponding to the case when the outputs are the joint positions and velocities, that is,

$$
\boldsymbol{y}=\boldsymbol{y}(\boldsymbol{q}, \dot{\boldsymbol{q}}, \boldsymbol{f})=\left[\begin{array}{c}
\boldsymbol{q} \\
\dot{\boldsymbol{q}}
\end{array}\right]
$$

while $\boldsymbol{\tau}$ is the input. In this case notice that for robots with $n$ joints one has, in general, $2 n$ outputs and $n$ inputs.


Figure 1.5. Input-output representation of a robot

### 1.2 Dynamic Model

At this stage, one determines the mathematical model which relates the input variables to the output variables. In general, such mathematical representation of the system is realized by ordinary differential equations. The system's mathematical model is obtained typically via one of the two following techniques.

- Analytical: this procedure is based on physical laws of the system's motion. This methodology has the advantage of yielding a mathematical model as precise as is wanted.
- Experimental: this procedure requires a certain amount of experimental data collected from the system itself. Typically one examines the system's behavior under specific input signals. The model so obtained is in general more imprecise than the analytic model since it largely depends on the inputs and the operating point ${ }^{1}$. However, in many cases it has the advantage of being much easier and quicker to obtain.

On certain occasions, at this stage one proceeds to a simplification of the system model to be controlled in order to design a relatively simple controller. Nevertheless, depending on the degree of simplification, this may yield malfunctioning of the overall controlled system due to potentially neglected physical phenomena. The ability of a control system to cope with errors due to neglected dynamics is commonly referred to as robustness. Thus, one typically is interested in designing robust controllers.

In other situations, after the modeling stage one performs the parametric identification. The objective of this task is to obtain the numerical values of different physical parameters or quantities involved in the dynamic model. The identification may be performed via techniques that require the measurement of inputs and outputs to the controlled system.

The dynamic model of robot manipulators is typically derived in the analytic form, that is, using the laws of physics. Due to the mechanical nature of robot manipulators, the laws of physics involved are basically the laws of mechanics.

On the other hand, from a dynamical systems viewpoint, an $n$-DOF system may be considered as a multivariable nonlinear system. The term "multivariable" denotes the fact that the system has multiple (e.g. n) inputs (the forces and torques $\boldsymbol{\tau}$ applied to the joints by the electromechanical, hydraulic or pneumatic actuators) and, multiple ( $2 n$ ) state variables typically associated to the $n$ positions $\boldsymbol{q}$, and $n$ joint velocities $\dot{\boldsymbol{q}}$. In Figure 1.5 we depict the corresponding block-diagram assuming that the state variables also correspond to the outputs. The topic of robot dynamics is presented in Chapter 3. In Chapter 5 we provide the specific dynamic model of a two-DOF prototype of a robot manipulator that we use to illustrate through examples, the performance of the controllers studied in the succeeding chapters. Readers interested in the aspects of dynamics are invited to see the references listed on page 16.

As was mentioned earlier, the dynamic models of robot manipulators are in general characterized by ordinary nonlinear and nonautonomous ${ }^{2}$ differential equations. This fact limits considerably the use of control techniques

[^2]tailored for linear systems, in robot control. In view of this and the present requirements of precision and rapidity of robot motion it has become necessary to use increasingly sophisticated control techniques. This class of control systems may include nonlinear and adaptive controllers.

### 1.3 Control Specifications

During this last stage one proceeds to dictate the desired characteristics for the control system through the definition of control objectives such as:

- stability;
- regulation (position control);
- trajectory tracking (motion control);
- optimization.

The most important property in a control system, in general, is stability. This fundamental concept from control theory basically consists in the property of a system to go on working at a regime or closely to it for ever.

Two techniques of analysis are typically used in the analytical study of the stability of controlled robots. The first is based on the so-called Lyapunov stability theory. The second is the so-called input-output stability theory. Both techniques are complementary in the sense that the interest in Lyapunov theory is the study of stability of the system using a state variables description, while in the second one, we are interested in the stability of the system from an input-output perspective. In this text we concentrate our attention on Lyapunov stability in the development and analysis of controllers. The foundations of Lyapunov theory are presented in the Chapter 2.

In accordance with the adopted definition of a robot manipulator's output $\boldsymbol{y}$, the control objectives related to regulation and trajectory tracking receive special names. In particular, in the case when the output $\boldsymbol{y}$ corresponds to the joint position $\boldsymbol{q}$ and velocity $\dot{\boldsymbol{q}}$, we refer to the control objectives as "position control in joint coordinates" and "motion control in joint coordinates" respectively. Or we may simply say "position" and "motion" control respectively. The relevance of these problems motivates a more detailed discussion which is presented next.

### 1.4 Motion Control of Robot Manipulators

The simplest way to specify the movement of a manipulator is the so-called "point-to-point" method. This methodology consists in determining a series of points in the manipulator's workspace, which the end-effector is required
to pass through ( $c f$. Figure 1.6). Thus, the position control problem consists in making the end-effector go to a specified point regardless of the trajectory followed from its initial configuration.


Figure 1.6. Point-to-point motion specification

A more general way to specify a robot's motion is via the so-called (continuous) trajectory. In this case, a (continuous) curve, or path in the state space and parameterized in time, is available to achieve a desired task. Then, the motion control problem consists in making the end-effector follow this trajectory as closely as possible ( $c f$. Figure 1.7). This control problem, whose study is our central objective, is also referred to as trajectory tracking control.

Let us briefly recapitulate a simple formulation of robot control which, as a matter of fact, is a particular case of motion control; that is, the position control problem. In this formulation the specified trajectory is simply a point in the workspace (which may be translated under appropriate conditions into a point in the joint space). The position control problem consists in driving the manipulator's end-effector (resp. the joint variables) to the desired position, regardless of the initial posture.

The topic of motion control may in its turn, be fitted in the more general framework of the so-called robot navigation. The robot navigation problem consists in solving, in one single step, the following subproblems:

- path planning;
- trajectory generation;
- control design.


Figure 1.7. Trajectory motion specification

Path planning consists in determining a curve in the state space, connecting the initial and final desired posture of the end-effector, while avoiding any obstacle. Trajectory generation consists in parameterizing in time the soobtained curve during the path planning. The resulting time-parameterized trajectory which is commonly called the reference trajectory, is obtained primarily in terms of the coordinates in the workspace. Then, following the socalled method of inverse kinematics one may obtain a time-parameterized trajectory for the joint coordinates. The control design consists in solving the control problem mentioned above.

The main interest of this textbook is the study of motion controllers and more particularly, the analysis of their inherent stability in the sense of Lyapunov. Therefore, we assume that the problems of path planning and trajectory generation are previously solved.

The dynamic models of robot manipulators possess parameters which depend on physical quantities such as the mass of the objects possibly held by the end-effector. This mass is typically unknown, which means that the values of these parameters are unknown. The problem of controlling systems with unknown parameters is the main objective of the adaptive controllers. These owe their name to the addition of an adaptation law which updates on-line, an estimate of the unknown parameters to be used in the control law. This motivates the study of adaptive control techniques applied to robot control. In the past two decades a large body of literature has been devoted to the adaptive control of manipulators. This problem is examined in Chapters 15 and 16.

We must mention that in view of the scope and audience of the present textbook, we have excluded some control techniques whose use in robot mo-
tion control is supported by a large number of publications contributing both theoretical and experimental achievements. Among such strategies we mention the so-called passivity-based control, variable-structure control, learning control, fuzzy control and neural-networks-based. These topics, which demand a deeper knowledge of control and stability theory, may make part of a second course on robot control.
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## 2

## Mathematical Preliminaries

In this chapter we present the foundations of Lyapunov stability theory. The definitions, lemmas and theorems are borrowed from specialized texts and, as needed, their statements are adapted for the purposes of this text. The proofs of these statements are beyond the scope of the present text hence, are omitted. The interested reader is invited to consult the list of references cited at the end of the chapter. The proofs of less common results are presented.

The chapter starts by briefly recalling basic concepts of linear algebra which, together with integral and differential undergraduate calculus, are a requirement for this book.

## Basic Notation

Throughout the text we employ the following mathematical symbols:
$\forall \quad$ meaning "for all";
$\exists$ meaning "there exists";
$\in \quad$ meaning "belong(s) to";
$\Longrightarrow \quad$ meaning "implies";
$\Longleftrightarrow \quad$ meaning "is equivalent to" or "if and only if";
$\rightarrow \quad$ meaning "tends to" or "maps onto";
$:=$ and $=:$ meaning "is defined as" and "equals by definition" respectively; $\dot{x} \quad$ meaning $\frac{d x}{d t}$.
We denote functions $f$ with domain $\mathcal{D}$ and taking values in a set $\mathcal{R}$ by $f: \mathcal{D} \rightarrow \mathcal{R}$. With an abuse of notation we may also denote a function by $f(\boldsymbol{x})$ where $\boldsymbol{x} \in \mathcal{D}$.

### 2.1 Linear Algebra

## Vectors

Basic notation and definitions of linear algebra are the starting point of our exposition.

The set of real numbers is denoted by the symbol $\mathbb{R}$. The real numbers are expressed by italic small capitalized letters and occasionally, by small Greek letters.

The set of non-negative real numbers, $\mathbb{R}_{+}$, is defined as

$$
\mathbb{R}_{+}=\{\alpha \in \mathbb{R}: \alpha \in[0, \infty)\}
$$

The absolute value of a real number $x \in \mathbb{R}$ is denoted by $|x|$.
We denote by $\mathbb{R}^{n}$, the real vector space of dimension $n$, that is, the set of all vectors $\boldsymbol{x}$ of dimension $n$ formed by $n$ real numbers in the column format

$$
\boldsymbol{x}=\left[\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
x_{n}
\end{array}\right]=\left[\begin{array}{llll}
x_{1} & x_{2} & \cdots & x_{n}
\end{array}\right]^{T},
$$

where $x_{1}, x_{2}, \cdots, x_{n} \in \mathbb{R}$ are the coordinates or components of the vector $\boldsymbol{x}$ and the super-index ${ }^{T}$ denotes transpose. The associated vectors are denoted by bold small letters, either Latin or Greek.

## Vector Product

The inner product of two vectors $\boldsymbol{x}, \boldsymbol{y} \in \mathbb{R}^{n}$ is defined as

$$
\boldsymbol{x}^{T} \boldsymbol{y}=\sum_{i=1}^{n} x_{i} y_{i}=\left[\begin{array}{llll}
x_{1} & x_{2} & \cdots & x_{n}
\end{array}\right]\left[\begin{array}{c}
y_{1} \\
y_{2} \\
\vdots \\
y_{n}
\end{array}\right]=\left[\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
x_{n}
\end{array}\right]^{T}\left[\begin{array}{c}
y_{1} \\
y_{2} \\
\vdots \\
y_{n}
\end{array}\right] .
$$

It can be verified that the inner product of two vectors satisfies the following:

- $\boldsymbol{x}^{T} \boldsymbol{y}=\boldsymbol{y}^{T} \boldsymbol{x}$ for all $\boldsymbol{x}, \boldsymbol{y} \in \mathbb{R}^{n}$;
- $\boldsymbol{x}^{T}(\boldsymbol{y}+\boldsymbol{z})=\boldsymbol{x}^{T} \boldsymbol{y}+\boldsymbol{x}^{T} \boldsymbol{z}$ for all $\boldsymbol{x}, \boldsymbol{y}, \boldsymbol{z} \in \mathbb{R}^{n}$.


## Euclidean Norm

The Euclidean norm $\|\boldsymbol{x}\|$ of a vector $\boldsymbol{x} \in \mathbb{R}^{n}$ is defined as

$$
\|\boldsymbol{x}\|:=\sqrt{\sum_{i=1}^{n} x_{i}^{2}}=\sqrt{\boldsymbol{x}^{T} \boldsymbol{x}}
$$

and satisfies the following axioms and properties:

- $\|\boldsymbol{x}\|=0$ if and only if $\boldsymbol{x}=\mathbf{0} \in \mathbb{R}^{n}$;
- $\|\boldsymbol{x}\|>0$ for all $\boldsymbol{x} \in \mathbb{R}^{n}$ with $\boldsymbol{x} \neq \mathbf{0} \in \mathbb{R}^{n}$;
- $\|\alpha \boldsymbol{x}\|=|\alpha|\|\boldsymbol{x}\|$ for all $\alpha \in \mathbb{R}$ and $\boldsymbol{x} \in \mathbb{R}^{n}$;
- $\|\boldsymbol{x}\|-\|\boldsymbol{y}\| \leq\|\boldsymbol{x}+\boldsymbol{y}\| \leq\|\boldsymbol{x}\|+\|\boldsymbol{y}\|$ for all $\boldsymbol{x}, \boldsymbol{y} \in \mathbb{R}^{n}$;
- $\left|\boldsymbol{x}^{T} \boldsymbol{y}\right| \leq\|\boldsymbol{x}\|\|\boldsymbol{y}\|$ for all $\boldsymbol{x}, \boldsymbol{y} \in \mathbb{R}^{n}$ (Schwartz inequality).


## Matrices

We denote by $\mathbb{R}^{n \times m}$ the set of real matrices $A$ of dimension $n \times m$ formed by arrays of real numbers ordered in $n$ rows and $m$ columns,

$$
A=\left\{a_{i j}\right\}=\left[\begin{array}{cccc}
a_{11} & a_{12} & \cdots & a_{1 m} \\
a_{21} & a_{22} & \cdots & a_{2 m} \\
\vdots & \vdots & \ddots & \vdots \\
a_{n 1} & a_{n 2} & \cdots & a_{n m}
\end{array}\right]
$$

A vector $\boldsymbol{x} \in \mathbb{R}^{n}$ may be interpreted as a particular matrix belonging to $\mathbb{R}^{n \times 1}=\mathbb{R}^{n}$. The matrices are denoted by Latin capital letters and occasionally by Greek capital letters.

The transpose matrix $A^{T}=\left\{a_{j i}\right\} \in \mathbb{R}^{m \times n}$ is obtained by interchanging the rows and the columns of $A=\left\{a_{i j}\right\} \in \mathbb{R}^{n \times m}$.

## Matrix Product

Consider the matrices $A \in \mathbb{R}^{m \times p}$ and $B \in \mathbb{R}^{p \times n}$. The product of matrices $A$ and $B$ denoted by $C=A B \in \mathbb{R}^{m \times n}$ is defined as

$$
\begin{aligned}
C=\left\{c_{i j}\right\} & =A B \\
& =\left[\begin{array}{cccc}
a_{11} & a_{12} & \cdots & a_{1 p} \\
a_{21} & a_{22} & \cdots & a_{2 p} \\
\vdots & \vdots & \ddots & \vdots \\
a_{m 1} & a_{m 2} & \cdots & a_{m p}
\end{array}\right]\left[\begin{array}{cccc}
b_{11} & b_{12} & \cdots & b_{1 n} \\
b_{21} & b_{22} & \cdots & b_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
b_{p 1} & b_{p 2} & \cdots & b_{p n}
\end{array}\right]
\end{aligned}
$$

$$
=\left[\begin{array}{cccc}
\sum_{k=1}^{p} a_{1 k} b_{k 1} & \sum_{k=1}^{p} a_{1 k} b_{k 2} & \cdots & \sum_{k=1}^{p} a_{1 k} b_{k n} \\
\sum_{k=1}^{p} a_{2 k} b_{k 1} & \sum_{k=1}^{p} a_{2 k} b_{k 2} & \cdots & \sum_{k=1}^{p} a_{2 k} b_{k n} \\
\vdots & \vdots & \ddots & \vdots \\
\sum_{k=1}^{p} a_{m k} b_{k 1} & \sum_{k=1}^{p} a_{m k} b_{k 2} & \cdots & \sum_{k=1}^{p} a_{m k} b_{k n}
\end{array}\right] .
$$

It may be verified, without much difficulty, that the product of matrices satisfy the following:

- $(A B)^{T}=B^{T} A^{T}$ for all $A \in \mathbb{R}^{m \times p}$ and $B \in \mathbb{R}^{p \times n}$;
- in general, $A B \neq B A$;
- for all $A \in \mathbb{R}^{m \times p}, B \in \mathbb{R}^{p \times n}$ :

$$
\begin{array}{lr}
A(B+C)=A B+A C & \text { with } C \in \mathbb{R}^{p \times n} \\
A B C=A(B C)=(A B) C \quad \text { with } C \in \mathbb{R}^{n \times r}
\end{array}
$$

In accordance with the definition of matrix product, the expression $\boldsymbol{x}^{T} A \boldsymbol{y}$ where $\boldsymbol{x} \in \mathbb{R}^{n}, A \in \mathbb{R}^{n \times m}$ and $\boldsymbol{y} \in \mathbb{R}^{m}$ is given by

$$
\begin{aligned}
\boldsymbol{x}^{T} A \boldsymbol{y} & =\left[\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
x_{n}
\end{array}\right]^{T}\left[\begin{array}{cccc}
a_{11} & a_{12} & \cdots & a_{1 m} \\
a_{21} & a_{22} & \cdots & a_{2 m} \\
\vdots & \vdots & \ddots & \vdots \\
a_{n 1} & a_{n 2} & \cdots & a_{n m}
\end{array}\right]\left[\begin{array}{c}
y_{1} \\
y_{2} \\
\vdots \\
y_{m}
\end{array}\right] \\
& =\sum_{i=1}^{n} \sum_{j=1}^{m} a_{i j} x_{i} y_{j} .
\end{aligned}
$$

## Particular Matrices

A matrix $A$ is square if $n=m$, i.e. if it has as many rows as columns. A square matrix $A \in \mathbb{R}^{n \times n}$ is symmetric if it is equal to its transpose that is, if $A=A^{T}$. $A$ is skew-symmetric if $A=-A^{T}$. By $-A$ we obviously mean $-A:=\left\{-a_{i j}\right\}$. The following property of skew-symmetric matrices is particularly useful in robot control:

$$
\boldsymbol{x}^{T} A \boldsymbol{x}=0, \text { for all } \boldsymbol{x} \in \mathbb{R}^{n}
$$

A square matrix $A=\left\{a_{i j}\right\} \in \mathbb{R}^{n \times n}$ is diagonal if $a_{i j}=0$ for all $i \neq j$. We denote a diagonal matrix by $\operatorname{diag}\left\{a_{11}, a_{22}, \cdots, a_{n n}\right\} \in \mathbb{R}^{n \times n}$, i.e.

$$
\operatorname{diag}\left\{a_{11}, a_{22}, \cdots, a_{n n}\right\}=\left[\begin{array}{cccc}
a_{11} & 0 & \cdots & 0 \\
0 & a_{22} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & a_{n n}
\end{array}\right] \in \mathbb{R}^{n \times n} .
$$

Obviously, any diagonal matrix is symmetric. In the particular case when $a_{11}=a_{22}=\cdots=a_{n n}=a$, the corresponding diagonal matrix is denoted by $\operatorname{diag}\{a\} \in \mathbb{R}^{n \times n}$. Two diagonal matrices of particular importance are the following. The identity matrix of dimension $n$ which is defined as

$$
I=\operatorname{diag}\{1\}=\left[\begin{array}{cccc}
1 & 0 & \cdots & 0 \\
0 & 1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 1
\end{array}\right] \in \mathbb{R}^{n \times n}
$$

and the null matrix of dimension $n$ which is defined as $0_{n \times n}:=\operatorname{diag}\{0\} \in$ $\mathbb{R}^{n \times n}$.

A square matrix $A \in \mathbb{R}^{n \times n}$ is singular if its determinant is zero that is, if $\operatorname{det}[A]=0$. In the opposite case it is nonsingular. The inverse matrix $A^{-1}$ exists if and only if $A$ is nonsingular.

A square not necessarily symmetric matrix $A \in \mathbb{R}^{n \times n}$, is said to be positive definite if

$$
\boldsymbol{x}^{T} A \boldsymbol{x}>0, \text { for all } \boldsymbol{x} \in \mathbb{R}^{n}, \text { with } \boldsymbol{x} \neq \mathbf{0} \in \mathbb{R}^{n}
$$

It is important to remark that in contrast to the definition given above, the majority of texts define positive definiteness for symmetric matrices. However, for the purposes of this textbook, we use the above-cited definition. This choice is supported by the following observation: let $P$ be a square matrix of dimension $n$ and define

$$
A=\left\{a_{i j}\right\}=\frac{P+P^{T}}{2}
$$

The theorem of Sylvester establishes that the matrix $P$ is positive definite if and only if

$$
\operatorname{det}\left[a_{11}\right]>0, \operatorname{det}\left[\begin{array}{ll}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{array}\right]>0, \cdots, \operatorname{det}[A]>0
$$

We use the notation $A>0$ to indicate that the matrix $A$ is positive definite ${ }^{1}$. Any symmetric positive definite matrix $A=A^{T}>0$ is nonsingular. Moreover, $A=A^{T}>0$ if and only if $A^{-1}=\left(A^{-1}\right)^{T}>0$.

It can also be shown that the sum of two positive definite matrices yields a positive definite matrix however, the product of two symmetric positive definite matrices $A=A^{T}>0$ and $B=B^{T}>0$, yields in general a matrix which is neither symmetric nor positive definite. Yet the resulting matrix $A B$ is nonsingular.

[^4]A square not necessarily symmetric matrix $A \in \mathbb{R}^{n \times n}$, is positive semidefinite if

$$
\boldsymbol{x}^{T} A \boldsymbol{x} \geq 0 \text { for all } \boldsymbol{x} \in \mathbb{R}^{n} .
$$

We employ the notation $A \geq 0$ to denote that the matrix $A$ is positive semidefinite.

A square matrix $A \in \mathbb{R}^{n \times n}$ is negative definite if $-A$ is positive definite and it is negative semidefinite if $-A$ is positive semidefinite.

Lemma 2.1. Given a symmetric positive definite matrix $A$ and a nonsingular matrix $B$, the product $B^{T} A B$ is a symmetric positive definite matrix.

Proof. Notice that the matrix $B^{T} A B$ is symmetric. Define $\boldsymbol{y}=B \boldsymbol{x}$ which, by virtue of the hypothesis that $B$ is nonsingular, guarantees that $\boldsymbol{y}=\mathbf{0} \in \mathbb{R}^{n}$ if and only if $\boldsymbol{x}=\mathbf{0} \in \mathbb{R}^{n}$. From this we obtain

$$
\boldsymbol{x}^{T}\left[B^{T} A B\right] \boldsymbol{x}=\boldsymbol{y}^{T} A \boldsymbol{y}>0
$$

for all $\boldsymbol{x} \neq \mathbf{0} \in \mathbb{R}^{n}$, which is equivalent to having that $B^{T} A B$ is positive definite.

## Eigenvalues

For each square matrix $A \in \mathbb{R}^{n \times n}$ there exist $n$ eigenvalues (in general, complex numbers) denoted by $\lambda_{1}\{A\}, \lambda_{2}\{A\}, \cdots, \lambda_{n}\{A\}$. The eigenvalues of the matrix $A \in \mathbb{R}^{n \times n}$ are numbers that satisfy

$$
\operatorname{det}\left[\lambda_{i}\{A\} I-A\right]=0, \quad \text { for } i=1,2, \cdots, n
$$

where $I \in \mathbb{R}^{n \times n}$ is the identity matrix of dimension $n$.
For the case of a symmetric matrix $A=A^{T} \in \mathbb{R}^{n \times n}$, its eigenvalues are such that:

- $\lambda_{1}\{A\}, \lambda_{2}\{A\}, \cdots, \lambda_{n}\{A\} \in \mathbb{R} ;$ and,
- expressing the largest and smallest eigenvalues of $A$ by $\lambda_{\text {Max }}\{A\}$ and $\lambda_{\text {min }}\{A\}$ respectively, the theorem of Rayleigh-Ritz establishes that for all $\boldsymbol{x} \in \mathbb{R}^{n}$ we have

$$
\lambda_{\mathrm{Max}}\{A\}\|\boldsymbol{x}\|^{2} \geq \boldsymbol{x}^{T} A \boldsymbol{x} \geq \lambda_{\min }\{A\}\|\boldsymbol{x}\|^{2} .
$$

A symmetric matrix $A=A^{T} \in \mathbb{R}^{n \times n}$ is positive definite if and only if its eigenvalues are positive, i.e. if and only if $\lambda_{i}\{A\}>0$ where $i=1,2, \cdots, n$. Consequently, any square matrix $A \in \mathbb{R}^{n \times n}$ is positive definite if $\lambda_{i}\{A+$ $\left.A^{T}\right\}>0$ where $i=1,2, \cdots, n$.

Remark 2.1. Consider a matrix function $A: \mathbb{R}^{m} \rightarrow \mathbb{R}^{n \times n}$ with $A$ symmetric. We say that $A$ is positive definite if $B:=A(\boldsymbol{y})$ is positive definite for each $\boldsymbol{y} \in \mathbb{R}^{m}$. In other words, if for each $\boldsymbol{y} \in \mathbb{R}^{m}$ we have

$$
\boldsymbol{x}^{T} A(\boldsymbol{y}) \boldsymbol{x}>0 \text { for all } \boldsymbol{x} \in \mathbb{R}^{n}, \text { with } \boldsymbol{x} \neq \mathbf{0}
$$

By an abuse of notation, we define $\lambda_{\min }\{A\}$ as the greatest lower-bound (i.e. the infimum) of $\lambda_{\min }\{A(\boldsymbol{y})\}$ for all $\boldsymbol{y} \in \mathbb{R}^{m}$, that is

$$
\lambda_{\min }\{A\}:=\inf _{\boldsymbol{y} \in \mathbb{R}^{m}} \lambda_{\min }\{A(\boldsymbol{y})\}
$$

For the purposes of this textbook most relevant positive definite matrix functions $A: \mathbb{R}^{m} \rightarrow \mathbb{R}^{n \times n}$ satisfy $\lambda_{\text {min }}\{A\}>0$.

## Spectral Norm

The spectral norm $\|A\|$ of a matrix $A \in \mathbb{R}^{n \times m}$ is defined as ${ }^{2}$

$$
\|A\|=\sqrt{\lambda_{\operatorname{Max}}\left\{A^{T} A\right\}}
$$

where $\lambda_{\operatorname{Max}}\left\{A^{T} A\right\}$ denotes the largest eigenvalue of the symmetric matrix $A^{T} A \in \mathbb{R}^{m \times m}$.

In the particular case of symmetric matrices $A=A^{T} \in \mathbb{R}^{n \times n}$, we have

- $\|A\|=\max _{i}\left|\lambda_{i}\{A\}\right|$;
- $\left\|A^{-1}\right\|=\frac{1}{\min _{i}\left|\lambda_{i}\{A\}\right|}$.

In the expressions above, the absolute value is redundant if $A$ is symmetric positive definite, i.e. if $A=A^{T}>0$.

The spectral norm satisfies the following properties and axioms:

- $\|A\|=0$ if and only if $A=0 \in \mathbb{R}^{n \times m}$;
- $\|A\|>0$ for all $A \in \mathbb{R}^{n \times m}$ where $A \neq 0 \in \mathbb{R}^{n \times m}$;
- $\|A+B\| \leq\|A\|+\|B\|$ for all $A, B \in \mathbb{R}^{n \times m}$;
- $\|\alpha A\|=|\alpha|\|A\|$ for all $\alpha \in \mathbb{R}$ and $A \in \mathbb{R}^{n \times m}$;
- $\left\|A^{T} B\right\| \leq\|A\|\|B\|$ for all $A, B \in \mathbb{R}^{n \times m}$.

[^5]An important result about spectral norms is the following. Consider the matrix $A \in \mathbb{R}^{n \times m}$ and the vector $\boldsymbol{x} \in \mathbb{R}^{m}$. Then, the norm of the vector $A \boldsymbol{x}$ satisfies

$$
\|A \boldsymbol{x}\| \leq\|A\|\|\boldsymbol{x}\|
$$

where $\|A\|$ denotes the spectral norm of the matrix $A$ while $\|\boldsymbol{x}\|$ denotes the Euclidean norm of the vector $\boldsymbol{x}$. Moreover, since $\boldsymbol{y} \in \mathbb{R}^{n}$, the absolute value of $\boldsymbol{y}^{T} A \boldsymbol{x}$ satisfies

$$
\left|\boldsymbol{y}^{T} A \boldsymbol{x}\right| \leq\|A\|\|\boldsymbol{y}\|\|\boldsymbol{x}\|
$$

### 2.2 Fixed Points

We start with some basic concepts on what are called fixed points; these are useful to establish conditions for existence and unicity of equilibria for ordinary differential equations. Such theorems are employed later to study closedloop dynamic systems appearing in robot control problems. To start with, we present the definition of fixed point that, in spite of its simplicity, is of great importance.

Consider a continuous function $\boldsymbol{f}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$. The vector $\boldsymbol{x}^{*} \in \mathbb{R}^{n}$ is a fixed point of $\boldsymbol{f}(\boldsymbol{x})$ if

$$
\boldsymbol{f}\left(\boldsymbol{x}^{*}\right)=\boldsymbol{x}^{*}
$$

According to this definition, if $\boldsymbol{x}^{*}$ is a fixed point of the function $\boldsymbol{f}(\boldsymbol{x})$, then $\boldsymbol{x}^{*}$ is a solution of $\boldsymbol{f}(\boldsymbol{x})-\boldsymbol{x}=\mathbf{0}$.

Some functions have one or multiple fixed points but there also exist functions which have no fixed points. The function $f(x)=\sin (x)$ has a unique fixed point at $x^{*}=0$, while the function $f(x)=x^{3}$ has three fixed points: $x^{*}=1, x^{*}=0$ and $x^{*}=-1$. However, $f(x)=e^{x}$ has no fixed point.

We present next a version of the contraction mapping theorem which provides a sufficient condition for existence and unicity of fixed points.

## Theorem 2.1. Contraction Mapping

Consider $\Omega \subset \mathbb{R}^{m}$, a vector of parameters $\boldsymbol{\theta} \in \Omega$ and the continuous function $\boldsymbol{f}: \mathbb{R}^{n} \times \Omega \rightarrow \mathbb{R}^{n}$. Assume that there exists a non-negative constant $k$ such that for all $\boldsymbol{y}, \boldsymbol{z} \in \mathbb{R}^{n}$ and all $\boldsymbol{\theta} \in \Omega$ we have

$$
\|\boldsymbol{f}(\boldsymbol{y}, \boldsymbol{\theta})-\boldsymbol{f}(\boldsymbol{z}, \boldsymbol{\theta})\| \leq k\|\boldsymbol{y}-\boldsymbol{z}\| .
$$

If the constant $k$ is strictly smaller than one, then for each $\boldsymbol{\theta}^{*} \in \Omega$, the function $\boldsymbol{f}\left(\cdot, \boldsymbol{\theta}^{*}\right)$ possesses a unique fixed point $\boldsymbol{x}^{*} \in \mathbb{R}^{n}$.
Moreover, the fixed point $\boldsymbol{x}^{*}$ may be determined by

$$
\boldsymbol{x}^{*}=\lim _{n \rightarrow \infty} \boldsymbol{x}\left(n, \boldsymbol{\theta}^{*}\right)
$$

where $\boldsymbol{x}\left(n, \boldsymbol{\theta}^{*}\right)=\boldsymbol{f}\left(\boldsymbol{x}\left(n-1, \boldsymbol{\theta}^{*}\right)\right)$ and with $\boldsymbol{x}\left(0, \boldsymbol{\theta}^{*}\right) \in \mathbb{R}^{n}$ being arbitrary.

An important interpretation of the contraction mapping theorem is the following. Assume that the function $\boldsymbol{f}(\boldsymbol{x}, \boldsymbol{\theta})$ satisfies the condition of the theorem then, for each $\boldsymbol{\theta}^{*} \in \Omega$ the equation $\boldsymbol{f}\left(\boldsymbol{x}, \boldsymbol{\theta}^{*}\right)-\boldsymbol{x}=\mathbf{0}$ has a solution in $\boldsymbol{x}$ and moreover it is unique. To illustrate this idea consider the function $h(x, \theta)$ defined as

$$
\begin{align*}
h(x, \theta) & =a x-b \sin (\theta-x)  \tag{2.1}\\
& =-a[f(x, \theta)-x]
\end{align*}
$$

with $a>0, b>0, \theta \in \mathbb{R}$ and

$$
\begin{equation*}
f(x, \theta)=\frac{b}{a} \sin (\theta-x) \tag{2.2}
\end{equation*}
$$

We wish to find conditions on $a$ and $b$ so that $h(x, \theta)=0$ has a unique solution in $x$. From (2.1) and (2.2) we see that this is equivalent to establishing conditions to guarantee that $\frac{b}{a} \sin (\theta-x)-x=0$ has a unique solution in $x$. In other words, conditions to ensure that $\frac{b}{a} \sin (\theta-x)$ has a unique fixed point for each $\theta$. To solve this problem we may employ the contraction mapping theorem. Notice that

$$
|f(y, \theta)-f(z, \theta)|=\left|\frac{b}{a}[\sin (\theta-y)-\sin (\theta-z)]\right|
$$

and, invoking the mean value theorem ( $c f$. Theorem A. 2 on page 384) which ensures that $|\sin (\theta-y)-\sin (\theta-z)| \leq|y-z|$, we obtain

$$
|f(y, \theta)-f(z, \theta)| \leq \frac{b}{a}|y-z|
$$

for all $y, z$ and $\theta \in \mathbb{R}$. Hence, if $1>b / a \geq 0$ for each $\theta, f(x, \theta)$ has a unique fixed point and consequently, $h(x, \theta)=0$ has a unique solution in $x$.

### 2.3 Lyapunov Stability

In this section we present the basic concepts and theorems related to Lyapunov stability and, in particular the so-called second method of Lyapunov or direct method of Lyapunov.

The main objective in Lyapunov stability theory is to study the behavior of dynamical systems described by ordinary differential equations of the form

$$
\begin{equation*}
\dot{\boldsymbol{x}}=\boldsymbol{f}(t, \boldsymbol{x}), \quad \boldsymbol{x} \in \mathbb{R}^{n}, \quad t \in \mathbb{R}_{+}, \tag{2.3}
\end{equation*}
$$

where the vector $\boldsymbol{x}$ corresponds to the state of the system represented by (2.3). We denote solutions of this differential equation by $\boldsymbol{x}\left(t, t_{\circ}, \boldsymbol{x}\left(t_{\circ}\right)\right)$. That
is, $\boldsymbol{x}\left(t, t_{0}, \boldsymbol{x}\left(t_{\circ}\right)\right)$ represents the value of the system's state at time $t$ and with arbitrary initial state $\boldsymbol{x}\left(t_{\circ}\right) \in \mathbb{R}^{n}$ and initial time $t_{\circ} \geq 0$. However, for simplicity in the notation and since the initial conditions $t_{\circ}$ and $\boldsymbol{x}\left(t_{0}\right)$ are fixed, most often we use $\boldsymbol{x}(t)$ to denote a solution to (2.3) in place of $\boldsymbol{x}\left(t, t_{0}, \boldsymbol{x}\left(t_{0}\right)\right)$.

We assume that the function $\boldsymbol{f}: \mathbb{R}_{+} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is continuous in $t$ and $\boldsymbol{x}$ and is such that:

- Equation (2.3) has a unique solution corresponding to each initial condition $t_{0}, \boldsymbol{x}\left(t_{\circ}\right)$;
- the solution $\boldsymbol{x}\left(t, t_{0}, \boldsymbol{x}\left(t_{\circ}\right)\right)$ of (2.3) depends continuously on the initial conditions $t_{0}, \boldsymbol{x}\left(t_{0}\right)$.

Generally speaking, assuming existence of the solutions for all $t \geq t_{\circ} \geq 0$ is restrictive and one may simply assume that they exist on a finite interval. Then, existence on the infinite interval may be concluded from the same theorems on Lyapunov stability that we present later in this chapter. However, for the purposes of this book we assume existence on the infinite interval.

If the function $\boldsymbol{f}$ does not depend explicitly on time, that is, if $\boldsymbol{f}(t, \boldsymbol{x})=$ $\boldsymbol{f}(\boldsymbol{x})$ then, Equation (2.3) becomes

$$
\begin{equation*}
\dot{\boldsymbol{x}}=\boldsymbol{f}(\boldsymbol{x}), \quad \boldsymbol{x} \in \mathbb{R}^{n} \tag{2.4}
\end{equation*}
$$

and it is said to be autonomous. In this case it makes no sense to speak of the initial time $t_{\circ}$ since for any given $t_{\circ}$ and $t_{\circ}^{\prime}$ such that $\boldsymbol{x}\left(t_{\circ}\right)=\boldsymbol{x}\left(t_{\circ}^{\prime}\right)$, we have $\boldsymbol{x}\left(t_{\circ}+T, t_{\circ}, \boldsymbol{x}\left(t_{\circ}\right)\right)=\boldsymbol{x}\left(t_{\circ}^{\prime}+T, t_{\circ}^{\prime}, \boldsymbol{x}\left(t_{\circ}^{\prime}\right)\right)$ for any $T \geq 0$. Therefore, for all autonomous differential equations we can safely consider that $t_{\circ}=0$.

If $\boldsymbol{f}(t, \boldsymbol{x})=A(t) \boldsymbol{x}+\boldsymbol{u}(t)$ with $A(t)$ being a square matrix of dimension $n$ and $A(t)$ and vector $\boldsymbol{u}(t)$ being functions only of $t$ - or constant - then Equation (2.3) is said to be linear. In the opposite case it is nonlinear.

### 2.3.1 The Concept of Equilibrium

Among the basic concepts in Lyapunov theory that we underline are: equilibrium, stability, asymptotic stability, exponential stability and uniformity. We develop each of these concepts below. First, we present the concept of equilibrium which plays a central role in Lyapunov theory.

## Definition 2.1. Equilibrium

A constant vector $\boldsymbol{x}_{e} \in \mathbb{R}^{n}$ is an equilibrium or equilibrium state of the system (2.3) if

$$
\boldsymbol{f}\left(t, \boldsymbol{x}_{e}\right)=\mathbf{0} \quad \forall t \geq 0
$$

A direct consequence of the definition of equilibrium, under regularity appropriate conditions that exclude "pathological" situations, is that if the initial state $\boldsymbol{x}\left(t_{\circ}\right) \in \mathbb{R}^{n}$ is an equilibrium $\left(\boldsymbol{x}\left(t_{\circ}\right)=\boldsymbol{x}_{e} \in \mathbb{R}^{n}\right)$ then,

- $\boldsymbol{x}(t)=\boldsymbol{x}_{e} \quad \forall t \geq t_{\circ} \geq 0$
- $\dot{\boldsymbol{x}}(t)=\mathbf{0} \quad \forall t \geq t_{\circ} \geq 0$.

This idea is illustrated in Figure 2.1, where the case $\boldsymbol{x}\left(t_{\circ}\right) \in \mathbb{R}^{2}$ is depicted. The initial state $\boldsymbol{x}\left(t_{0}\right)$ is precisely $\boldsymbol{x}_{e}$, so the evolution of the solution $\boldsymbol{x}(t)$ corresponds exactly to the constant value $\boldsymbol{x}_{e}$ for all times $t \geq t_{0}$.


Figure 2.1. Concept of equilibrium

It is typically assumed that the origin of the state space $\mathbb{R}^{n}$, that is, $\boldsymbol{x}=\mathbf{0} \in \mathbb{R}^{n}$, is an equilibrium of (2.3). If this is not the case, it may be shown that by a suitable change of variable, any equilibrium of (2.3) may be translated to the origin.

In general, a differential equation may have more than one equilibrium, indeed even an infinite number of them! However, it is also possible that a differential equation does not possess any equilibrium at all. This is illustrated by the following example.

Example 2.1. Consider the following linear differential equation

$$
\dot{x}=a x+b u(t),
$$

with initial conditions $\left(t_{\circ}, x\left(t_{\circ}\right)\right) \in \mathbb{R}_{+} \times \mathbb{R}$ and where $a \neq 0$ and $b \neq 0$ are real constants and $u: \mathbb{R}_{+} \rightarrow \mathbb{R}$ is a continuous function. If $u(t)=$ $u_{0}$ for all $t \geq 0$, that is, if the differential equation is autonomous, then the unique equilibrium point of this equation is $x_{e}=-b u_{0} / a$.

On the other hand, one must be careful in concluding that any autonomous system has equilibria. For instance, the autonomous nonlinear system

$$
\dot{x}=e^{-x}
$$

has no equilibrium point.
Consider the following nonlinear autonomous differential equation

$$
\begin{aligned}
& \dot{x}_{1}=x_{2} \\
& \dot{x}_{2}=\sin \left(x_{1}\right) .
\end{aligned}
$$

The previous set of equations has an infinite number of (isolated) equilibria, which are given by $\boldsymbol{x}_{e}=\left[\begin{array}{ll}x_{1 e} & x_{2 e}\end{array}\right]^{T}=\left[\begin{array}{ll}n \pi & 0\end{array}\right]^{T}$ with $n=\cdots,-1,0,1, \cdots$.

Systems with multiple equilibria are not restricted to mathematical examples but are fairly common in control practice and as a matter of fact, mechanisms are a good example of these since in general, dynamic models of robot manipulators constitute nonlinear systems. The following example shows that even for robots with a simple mathematical model, multiple equilibria may co-exist.

Example 2.2. Consider a pendulum, as depicted in Figure 2.2, of mass $m$, total moment of inertia about the joint axis $J$, and distance $l$ from its axis of rotation to the center of mass. It is assumed that the pendulum is affected by the force of gravity induced by the gravity acceleration $g$.


Figure 2.2. Pendulum

We assume that a torque $\tau(t)$ is applied at the axis of rotation. Then, the dynamic model which describes the motion of such a system is given by

$$
J \ddot{q}+m g l \sin (q)=\tau(t)
$$

where $q$ is the angular position of the pendulum with respect to the vertical axis and $\dot{q}$ is the corresponding angular velocity. Or, in terms of the state $\left[\begin{array}{ll}q & \dot{q}\end{array}\right]^{T}$, the dynamic model is given by

$$
\frac{d}{d t}\left[\begin{array}{c}
q \\
\dot{q}
\end{array}\right]=\left[\begin{array}{c}
\dot{q} \\
J^{-1}[\tau(t)-m g l \sin (q)]
\end{array}\right] .
$$

If $\tau(t)=0$, the equilibrium states are then given by $\left[\begin{array}{ll}q & \dot{q}\end{array}\right]^{T}=\left[\begin{array}{ll}n \pi & 0\end{array}\right]^{T}$ for $n=\cdots,-2,-1,0,1,2, \cdots$ since $m g l \sin (n \pi)=0$. Notice that if $\tau(t)=\tau^{*}$ and $\left|\tau^{*}\right|>m g l$ then, there does not exist any equilibrium since there is no $q^{*} \in \mathbb{R}$ such that $\tau^{*}=m g l \sin \left(q^{*}\right)$.

### 2.3.2 Definitions of Stability

In this section we present the basic notions of stability of equilibria of differential equations, evoked throughout the text. We emphasize that the stability notions which are defined below are to be considered as attributes of the equilibria of the differential equations and not of the equations themselves. Without loss of generality we assume in the rest of the text that the origin of the state space, $\boldsymbol{x}=\mathbf{0} \in \mathbb{R}^{n}$, is an equilibrium of (2.3) and accordingly, we provide the definitions of stability of the origin but they can be reformulated for other equilibria by performing the appropriate changes of coordinate.

## Definition 2.2. Stability

The origin is a stable equilibrium (in the sense of Lyapunov) of Equation (2.3) $i f$, for each pair of numbers $\varepsilon>0$ and $t_{\circ} \geq 0$, there exists $\delta=\delta\left(t_{\circ}, \varepsilon\right)>0$ such that

$$
\begin{equation*}
\left\|\boldsymbol{x}\left(t_{\circ}\right)\right\|<\delta \quad \Longrightarrow \quad\|\boldsymbol{x}(t)\|<\varepsilon \quad \forall t \geq t_{\circ} \geq 0 \tag{2.5}
\end{equation*}
$$

Correspondingly, the origin of Equation (2.4) is said to be stable if for each $\varepsilon>0$ there exists $\delta=\delta(\varepsilon)>0$ such that (2.5) holds with $t_{\circ}=0$.

In Definition 2.2 the constant $\delta$ (which is clearly smaller than $\varepsilon$ ) is not unique. Indeed, notice that for any given constant $\delta$ that satisfies the condition of the definition any $\delta^{\prime} \leq \delta$ also satisfies it.

If one reads Definition 2.2 with appropriate care, it should be clear that the number $\delta$ depends on the number $\varepsilon$ and in general, also on the initial time $t_{0}$. Indeed, note that the definition of stability for nonautonomous systems requires existence of a number $\delta>0$ for each $t_{\circ} \geq 0$ and $\varepsilon>0$ and not just for some $t_{\circ} \geq 0$ and $\varepsilon>0$. Correspondingly, in the case of autonomous differential equations it is required that there exists $\delta>0$ for each $\varepsilon>0$ and not only for some $\varepsilon$.

Also, in Definition 2.2 one should not understand that the origin is Lyapunov stable if for each $\delta>0$ one may find $\varepsilon>0$ such that

$$
\begin{equation*}
\left\|\boldsymbol{x}\left(t_{\circ}\right)\right\|<\delta \quad \Longrightarrow \quad\|\boldsymbol{x}(t)\|<\varepsilon \quad \forall t \geq t_{0} \geq 0 \tag{2.6}
\end{equation*}
$$

In other words, the latter statement establishes that "the origin is a stable equilibrium if for any bounded initial condition, the corresponding solution is also bounded". This is commonly known as "boundedness of solutions" or "Lagrange stability" and is a somewhat weaker property than Lyapunov stability. However, boundedness of solutions is neither a necessary nor a sufficient condition for Lyapunov stability of an equilibrium.



Figure 2.3. Notion of stability

To illustrate the concept of stability, Figure 2.3 shows a trajectory with an initial state $\boldsymbol{x}\left(t_{\circ}\right) \in \mathbb{R}^{2}$ such that the origin $\boldsymbol{x}=\mathbf{0} \in \mathbb{R}^{2}$ is a stable equilibrium. In Figure 2.3 we also show $\varepsilon$ and $\delta$ which satisfy the condition from the definition of stability, that is, $\left\|\boldsymbol{x}\left(t_{\circ}\right)\right\|<\delta$ implies that $\|\boldsymbol{x}(t)\|<\varepsilon$ for all $t \geq t_{\circ} \geq 0$.

## Definition 2.3. Uniform stability

The origin is a uniformly stable equilibrium (in the sense of Lyapunov) of Equation (2.3) if for each number $\varepsilon>0$ there exists $\delta=\delta(\varepsilon)>0$ such that (2.5) holds.

That is, the origin is uniformly stable if $\delta$ can be chosen independently of the initial time, $t_{0}$. For autonomous systems this is always the case, i.e. uniform stability and stability of the equilibrium are equivalent.

Example 2.3. Consider the system (harmonic oscillator) described by the equations:


Figure 2.4. Phase plane of the harmonic oscillator

$$
\begin{align*}
& \dot{x}_{1}=x_{2}  \tag{2.7}\\
& \dot{x}_{2}=-x_{1} \tag{2.8}
\end{align*}
$$

and whose solution is

$$
\begin{aligned}
& x_{1}(t)=x_{1}(0) \cos (t)+x_{2}(0) \sin (t) \\
& x_{2}(t)=-x_{1}(0) \sin (t)+x_{2}(0) \cos (t) .
\end{aligned}
$$

Note that the origin is the unique equilibrium point. The graphs of some solutions of Equations (2.7)-(2.8) on the plane $x_{1}-x_{2}$, are depicted in Figure 2.4.

Notice that the trajectories of the system (2.7)-(2.8) describe concentric circles centered at the origin. For this example, the origin is a stable equilibrium since for any $\varepsilon>0$ there exists $\delta>0$ (actually any $^{3} \delta \leq \varepsilon$ ) such that

$$
\|\boldsymbol{x}(0)\|<\delta \quad \Longrightarrow \quad\|\boldsymbol{x}(t)\|<\varepsilon \quad \forall t \geq 0
$$

Observe that in Example 2.3 stability is uniform since the system is autonomous (notice that the solutions do not depend on $t_{0}$ ). It is also important to stress that the solutions do not tend to the origin. That is, we say that the origin is stable but not asymptotically stable, a concept that is defined next.

## Definition 2.4. Asymptotic stability

The origin is an asymptotically stable equilibrium of Equation (2.3) if:

1. the origin is stable;
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Figure 2.5. Asymptotic stability
2. the origin is attractive, i.e. for each $t_{\circ} \geq 0$, there exists $\delta^{\prime}=\delta^{\prime}\left(t_{\circ}\right)>0$ such that

$$
\begin{equation*}
\left\|\boldsymbol{x}\left(t_{0}\right)\right\|<\delta^{\prime} \quad \Longrightarrow \quad\|\boldsymbol{x}(t)\| \rightarrow 0 \quad \text { as } \quad t \rightarrow \infty \tag{2.9}
\end{equation*}
$$

Asymptotic stability for the origin of autonomous systems is stated by replacing above "for each $t_{\circ} \geq 0$, there exists $\delta^{\prime}=\delta^{\prime}\left(t_{\circ}\right)>0$ " with "there exists $\delta^{\prime}>0$ ".

Figure 2.5 illustrates the concept of asymptotic stability for the case of $\boldsymbol{x}\left(t_{\circ}\right) \in \mathbb{R}^{2}$.

In Definition 2.4 above, one should not read that "the origin is stable when $t \rightarrow \infty$ " or that "attractivity implies stability in the sense of Definition 2.2 ". As a matter of fact, even though it may seem counter-intuitive to some readers, there exist systems for which all the trajectories starting close to an equilibrium tend to that equilibrium but the latter is not stable. We see in the following example that this phenomenon is not as unrealistic as one might think.

Example 2.4. Consider the autonomous system with two state variables expressed in terms of polar coordinates:

$$
\begin{aligned}
& \dot{r}=\frac{5}{100} r(1-r) \\
& \dot{\theta}=\sin ^{2}(\theta / 2) \quad \theta \in[0,2 \pi)
\end{aligned}
$$

This system has an equilibrium at the origin $\left[\begin{array}{ll}r & \theta\end{array}\right]^{T}=\left[\begin{array}{ll}0 & 0\end{array}\right]^{T}$ and another one at $\left[\begin{array}{ll}r & \theta\end{array}\right]^{T}=\left[\begin{array}{ll}1 & 0\end{array}\right]^{T}$. The behavior of this system, expressed in Cartesian coordinates $x_{1}=r \cos (\theta)$ and $x_{2}=r \sin (\theta)$, is illustrated in Figure 2.6. All the solutions of the system (with the exception of those that start off at the equilibria) tend asymptotically to $\left[\begin{array}{ll}x_{1} & x_{2}\end{array}\right]^{T}=\left[\begin{array}{ll}1 & 0\end{array}\right]^{T}$. In particular, notice from Figure 2.6


Figure 2.6. Attractive but unstable equilibrium
that for each initial condition inside the dashed disk (but excluding $\left[\begin{array}{ll}x_{1} & x_{2}\end{array}\right]^{T}=\left[\begin{array}{ll}1 & 0\end{array}\right]^{T}$ ) the generated trajectory goes asymptotically to the equilibrium. That is, the equilibrium is attractive in the sense of Definition 2.4. Intuitively, it may seem reasonable that this implies that the equilibrium is also stable and therefore, asymptotically stable. However, as pointed out before, this is a fallacy since the first item of Definition 2.4 does not hold. To see this, pick $\varepsilon$ to be the radius of the dashed disk. For this particular $\varepsilon$ there does not exist a number $\delta$ such that

$$
\|\boldsymbol{x}(0)\|<\delta \quad \Longrightarrow \quad\|\boldsymbol{x}(t)\|<\varepsilon \quad \forall t \geq 0
$$

because there are always solutions that leave the disk before "coming back" towards the equilibrium. Hence, the equilibrium $\left[\begin{array}{ll}x_{1} & x_{2}\end{array}\right]^{T}=$ $\left[\begin{array}{ll}1 & 0\end{array}\right]^{T}$ is attractive but unstable (cf. Definition 2.9).

## Definition 2.5. Uniform asymptotic stability

The origin is a uniformly asymptotically stable equilibrium of Equation (2.3) if:

1. the origin is uniformly stable;
2. the origin is uniformly attractive, i.e. there exists a number $\delta^{\prime}>0$ such that (2.9) holds with a rate of convergence independent of $t_{0}$.

For autonomous systems, uniform asymptotic stability and asymptotic stability are equivalent.

One may make precise the idea of "rate of convergence independent of $t_{0}$ " by saying that uniform attractivity means that there exists $\delta^{\prime}>0$ and, for each $\varepsilon^{\prime}$ (arbitrarily small) there exists $T\left(\varepsilon^{\prime}\right)>0$ such that

$$
\begin{equation*}
\left\|\boldsymbol{x}\left(t_{\circ}\right)\right\|<\delta^{\prime} \quad \Longrightarrow \quad\|\boldsymbol{x}(t)\|<\varepsilon^{\prime} \quad \forall t \geq t_{\circ}+T \tag{2.10}
\end{equation*}
$$

Therefore, the rate of convergence is determined by the time $T$ and we say that it is independent of $t_{\circ}$ if $T$ is independent of the initial time.

The following example shows that some nonautonomous systems may be asymptotically stable but not with a uniform rate of convergence; hence, not uniformly asymptotically stable.

Example 2.5. Consider the system

$$
\dot{x}=-\frac{x}{1+t}
$$

with initial conditions $t_{\circ} \in \mathbb{R}_{+}$and $x_{\circ}:=x\left(t_{\circ}\right) \in \mathbb{R}$ and whose origin is an equilibrium point. One can solve this differential equation by simple integration of

$$
\frac{d x}{x}=-\frac{d t}{1+t}
$$

i.e.

$$
\ln \left(\frac{x(t)}{x\left(t_{\circ}\right)}\right)=\ln \left(\frac{1+t_{\circ}}{1+t}\right),
$$

from which we obtain

$$
\begin{equation*}
x(t)=\frac{1+t_{\circ}}{1+t} x_{\circ} . \tag{2.11}
\end{equation*}
$$

From Equation (2.11) we see that $|x(t)| \rightarrow 0$ as $t \rightarrow \infty$; therefore, the origin is an attractive equilibrium. More precisely, we see that given any numbers $\varepsilon^{\prime}$ and $\delta^{\prime}>0$, if $\left|x_{\circ}\right|<\delta^{\prime}$ then

$$
|x(t)|<\frac{1+t_{0}}{1+t} \delta^{\prime} \quad \text { for all } t \geq t_{0}
$$

It means that for $|x(t)|$ to be smaller than $\varepsilon^{\prime}$ we need to wait at least until $t=t_{\circ}+T$ where

$$
T>\frac{\left(1+t_{0}\right)\left(\delta^{\prime}-\varepsilon^{\prime}\right)}{\varepsilon^{\prime}}
$$

However, since $T$ grows proportionally with $t_{0}$, for any fixed values of $\delta^{\prime}$ and $\varepsilon^{\prime}$, the origin is not uniformly attractive. In other words, $|x(t)| \rightarrow 0$ as $t \rightarrow \infty$ but no matter what the tolerance that we impose on $|x(t)|$ to come close to zero (that is, $\varepsilon^{\prime}$ ) and how near the initial states are to the origin (that is, $\delta^{\prime}$ ), we see that the later $|x(t)|$ starts to decay the slower it tends to zero. That is, the rate of convergence becomes smaller as $t_{\circ}$ becomes larger.

On the other hand, the origin is stable and, actually, uniformly stable. To see this, observe from (2.11) that, since

$$
\frac{1+t_{\circ}}{(1+t)} \leq 1
$$

for any $t \geq t_{\circ}$ and any $t \geq 0$ then, $|x(t)| \leq\left|x_{\circ}\right|$. We conclude that for any given $\varepsilon>0$ it holds, with $\delta=\varepsilon$, that

$$
\left|x_{\circ}\right|<\delta \quad \Longrightarrow \quad|x(t)|<\varepsilon, \forall t \geq t_{\circ} .
$$

We conclude that the origin is asymptotically stable and uniformly stable but not uniformly asymptotically stable.

The phenomena observed in the previous examples are proper to nonautonomous systems. Nonautonomous systems appear in robot control when the desired task is to follow a time-varying trajectory, i.e. in motion control ( $c f$. Part III) or when there is uncertainty in the physical parameters and therefore, an adaptive control approach may be used ( $c f$. Part IV).

The concept of uniformity for nonautonomous systems is instrumental because uniform asymptotic stability ensures a certain robustness with respect to disturbances. We say that a system is robust with respect to disturbances if, in the presence of the latter, the equilibrium of the system preserves basic properties such as stability and boundedness of solutions. In the control of robot manipulators, disturbances may come from unmodeled dynamics or additive sensor noise, which are fairly common in practice. Therefore, if for instance we are able to guarantee uniform asymptotic stability for a robot control system in a motion control task, we will be sure that small measurement noise will only cause small deviations from the control objective. However, one should not understand that uniform asymptotic stability guarantees that the equilibrium remains asymptotically stable under disturbances or measurement noise.

In robot control we are often interested in studying the performance of controllers, considering any initial configuration for the robot. For this, we need to study global definitions of stability.

## Definition 2.6. Global asymptotic stability

The origin is a globally asymptotically stable equilibrium of Equation (2.3) if:

1. the origin is stable;
2. the origin is globally attractive, that is,

$$
\|\boldsymbol{x}(t)\| \rightarrow 0 \quad \text { as } \quad t \rightarrow \infty, \quad \forall \boldsymbol{x}\left(t_{\circ}\right) \in \mathbb{R}^{n}, t_{\circ} \geq 0
$$

It should be clear from the definition above, that if the origin is globally asymptotically stable then it is also asymptotically stable, but the converse is obviously not always true.

## Definition 2.7. Global uniform asymptotic stability

The origin is a globally uniformly asymptotically stable equilibrium of Equation (2.3) if:

1. the origin is uniformly stable with $\delta(\varepsilon)$ in Definition 2.3 which satisfies $\delta(\varepsilon) \rightarrow \infty$ as $\varepsilon \rightarrow \infty$ (uniform boundedness) and
2. the origin is globally uniformly attractive, i.e. for all $\boldsymbol{x}\left(t_{\circ}\right) \in \mathbb{R}^{n}$ and all $t_{0} \geq 0$,

$$
\|\boldsymbol{x}(t)\| \rightarrow 0 \quad \text { as } \quad t \rightarrow \infty
$$

with a convergence rate that is independent of $t_{0}$.
For autonomous systems, global asymptotic stability and global uniform asymptotic stability are equivalent.

As for Definition 2.5, we can make item 2 above more precise by saying that for each $\delta^{\prime}$ and $\varepsilon^{\prime}$ there exists $T\left(\delta^{\prime}, \varepsilon^{\prime}\right)$ - hence, independent of $t_{\circ}$ - such that the implication (2.10) holds.

It is important to underline the differences between Definitions 2.5 and 2.7. First, in item 1 of Definition 2.7 one asks that $\delta$ grows unboundedly as $\varepsilon \rightarrow \infty$. In particular, this implies that the norm of all solutions must be bounded and, moreover, by a bound which is independent of $t_{\circ}$ (uniform boundedness of all solutions). Secondly, attractivity must be global which translates into: "for each $\delta^{\prime}>0$ and $\varepsilon^{\prime}>0$ there exists $T\left(\delta^{\prime}, \varepsilon^{\prime}\right)>0$ such that (2.10) holds", i.e. in Definition 2.7 we say "for each $\delta^{\prime}>0$ " and not "there exists $\delta^{\prime}>0$ " as in Definition 2.5.

It is also convenient to stress that the difference between items 1 and 2 of Definitions 2.6 and 2.7 is not simply that the required properties of stability and attractivity shall be uniform but also that all the solutions must be uniformly bounded. The latter is ensured by the imposed condition that $\delta(\varepsilon)$ can be chosen so that $\delta(\varepsilon) \rightarrow \infty$ as $\varepsilon \rightarrow \infty$.

We finish this section on definitions with a special case of global uniform asymptotic stability.

## Definition 2.8. Global exponential stability

The origin is a globally exponentially stable equilibrium of (2.3) if there exist positive constants $\alpha$ and $\beta$, independent of $t_{0}$, such that

$$
\begin{equation*}
\|\boldsymbol{x}(t)\|<\alpha\left\|\boldsymbol{x}\left(t_{\circ}\right)\right\| e^{-\beta\left(t-t_{0}\right)}, \quad \forall t \geq t_{\circ} \geq 0, \quad \forall \boldsymbol{x}\left(t_{\circ}\right) \in \mathbb{R}^{n} \tag{2.12}
\end{equation*}
$$

According to the previous definitions, if the origin is a globally exponentially stable equilibrium then it is also globally uniformly asymptotically stable. The opposite is clearly not necessarily true since the convergence might not be exponential.

We emphasize that the numbers $\alpha$ and $\beta$ must be independent of $t_{\circ}$ since in some cases, one may establish that for a given system the bound (2.12) holds but with constants $\alpha$ and $\beta$ which depend on the initial times $t_{0}$. Then, we may speak of global exponential (non-uniform) convergence and as a matter of fact, of global asymptotic stability but it would be erroneous to say that the origin is globally exponentially stable. Notice that in such case, neither the origin is uniformly attractive nor the solutions are uniformly bounded.

## Definition 2.9. Instability

The origin of Equation (2.3) is an unstable equilibrium if it is not stable.
Mathematically speaking, the property of instability means that there exists at least one $\varepsilon>0$ for which no $\delta>0$ can be found such that

$$
\left\|\boldsymbol{x}\left(t_{\circ}\right)\right\|<\delta \quad \Longrightarrow \quad\|\boldsymbol{x}(t)\|<\varepsilon \quad \forall t \geq t_{\circ} \geq 0
$$

Or, in other words, that there exists at least one $\varepsilon>0$ which is desired to be a bound on the norm of the solution $\boldsymbol{x}(t)$ but there does not exist any pair of initial conditions $t_{\circ} \in \mathbb{R}_{+}$and $\boldsymbol{x}\left(t_{\circ}\right) \neq \mathbf{0} \in \mathbb{R}^{n}$ whose solution $\boldsymbol{x}(t)$ may satisfy $\|\boldsymbol{x}(t)\|<\varepsilon$ for all $t \geq t_{\circ} \geq 0$.

It must be clear that instability does not necessarily imply that the solution $\boldsymbol{x}(t)$ grows to infinity as $t \rightarrow \infty$. The latter is a contradiction of the weaker property of boundedness of the solutions, discussed above.

We now present an example that illustrates the concept of instability.

Example 2.6. Consider the equations that define the motion of the van der Pol system,

$$
\begin{align*}
& \dot{x}_{1}=x_{2}  \tag{2.13}\\
& \dot{x}_{2}=-x_{1}+\left(1-x_{1}^{2}\right) x_{2} \tag{2.14}
\end{align*}
$$

where $x_{1}$ and $x_{2} \in \mathbb{R}$. Notice that the origin is an equilibrium of these equations.

The graph of some solutions generated by different initial conditions of the system (2.13)-(2.14) on the phase plane, are depicted in Figure 2.7. The behavior of the system can be described as follows. If the initial condition of the system is inside the closed curve $\Gamma$, and is away from zero, then the solutions approach $\Gamma$ asymptotically. If the initial condition is outside of the closed curve $\Gamma$, then the solutions also approach $\Gamma$.


Figure 2.7. Phase plane of the van der Pol oscillator

The origin of the system (2.13)-(2.14) is an unstable equilibrium. To show this, we simply need to pick $\varepsilon:=\varepsilon_{0}(c f$. Figure 2.7) to see that there does not exist $\delta>0$ dependent on $\varepsilon_{0}$ such that

$$
\|\boldsymbol{x}(0)\|<\delta \quad \Longrightarrow \quad\|\boldsymbol{x}(t)\|<\varepsilon_{0} \quad \forall t \geq 0
$$

We close this subsection by observing that some authors speak about "stability of systems" or "stability of systems at an equilibrium" instead of "stability of equilibria (or the origin)". For instance the phrase "the system is stable at the origin" may be employed to mean that "the origin is a stable equilibrium of the system". Both ways of speaking are correct and equivalent. In this textbook we use the second one to be strict with respect to the mathematical definitions.

### 2.3.3 Lyapunov Functions

We present definitions that determine a particular class of functions that are fundamental in the use of Lyapunov's direct method to study the stability of equilibria of differential equations.

## Definition 2.10. Locally and globally positive definite function

 A continuous function $W: \mathbb{R}^{n} \rightarrow \mathbb{R}_{+}$is said to be locally positive definite if1. $W(\mathbf{0})=0$,
2. $W(\boldsymbol{x})>0 \quad$ for small $\quad\|\boldsymbol{x}\| \neq 0$.

A continuous function $W: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is said to be globally positive definite (or simply positive definite) if

$$
\begin{aligned}
& \text { 1. } W(\mathbf{0})=0, \\
& \text { 2. } W(\boldsymbol{x})>0 \quad \forall \boldsymbol{x} \neq \mathbf{0} \text {. }
\end{aligned}
$$

According to this definition it should be clear that a positive definite function is also locally positive definite. Also, according to the definition of positive definite matrix, a quadratic function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$, i.e. of the form

$$
f(\boldsymbol{x})=\boldsymbol{x}^{T} P \boldsymbol{x}, \quad P \in \mathbb{R}^{n \times n}
$$

is positive definite if and only if $P>0$.
The function $W(\boldsymbol{x})$ is said to be (locally) negative definite if $-W(\boldsymbol{x})$ is (locally) positive definite.

For a continuous function $V: \mathbb{R}_{+} \times \mathbb{R}^{n} \rightarrow \mathbb{R}_{+}$, i.e. which also depends on time, we say that $V(t, \boldsymbol{x})$ is (resp. locally) positive definite if:

1. $V(t, \mathbf{0})=0 \quad \forall t \geq 0$;
2. $V(t, \boldsymbol{x}) \geq W(\boldsymbol{x}), \quad \forall t \geq 0, \quad \forall \boldsymbol{x} \in \mathbb{R}^{n}$ (resp. for small $\|\boldsymbol{x}\|$ )
where $W(\boldsymbol{x})$ is a (resp. locally) positive definite function.

## Definition 2.11. Radially unbounded function and decrescent function

A continuous function $W: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is said to be radially unbounded if

$$
W(\boldsymbol{x}) \rightarrow \infty \quad \text { as } \quad\|\boldsymbol{x}\| \rightarrow \infty
$$

Correspondingly, we say that $V(t, \boldsymbol{x})$ is radially unbounded if $V(t, \boldsymbol{x}) \geq$ $W(\boldsymbol{x})$ for all $t \geq 0$.

A continuous function $V: \mathbb{R}_{+} \times \mathbb{R}^{n} \rightarrow \mathbb{R}$ is (locally) decrescent if there exists a (locally) positive definite function $W: \mathbb{R}^{n} \rightarrow \mathbb{R}_{+}$such that

$$
V(t, \boldsymbol{x}) \leq W(\boldsymbol{x}) \quad \forall t \geq 0 \quad \forall \boldsymbol{x} \in \mathbb{R}^{n}(\text { for small }\|\boldsymbol{x}\|)
$$

If $V(t, \boldsymbol{x})$ is independent of $t$, i.e. if $V(t, \boldsymbol{x})=V(\boldsymbol{x})$ then $V(\boldsymbol{x})$ is decrescent.

The following examples illustrate the concepts presented above.

Example 2.7. Consider the graphs of the functions $V_{i}(x)$ with $i=$ $1, \ldots, 4$ as depicted in Figure 2.8. It is apparent from these graphs that:


Figure 2.8. Examples

- $V_{1}(x)$ is locally positive definite but is not (globally) positive definite;
- $V_{2}(x)$ is locally positive definite, (globally) positive definite and radially unbounded;
- $\quad V_{3}(x)$ is locally positive definite and (globally) positive definite but it is not radially unbounded;
- $V_{4}(x)$ is positive definite and radially unbounded.

Example 2.8. The function $W\left(x_{1}, x_{2}\right)=x_{1}^{2}+x_{2}^{2}$ is positive definite and radially unbounded. Since $W$ is independent of $t$, it follows immediately that it is also decrescent.

Example 2.9. The function $V\left(t, x_{1}, x_{2}\right)=(t+1)\left(x_{1}^{2}+x_{2}^{2}\right)$ is positive definite since $V\left(t, x_{1}, x_{2}\right) \geq x_{1}^{2}+x_{2}^{2}$ and $V(t, 0,0)=0$ for all $t \geq 0$. However, $V\left(t, x_{1}, x_{2}\right)$ is not decrescent.

Example 2.10. The function $W\left(x_{1}, x_{2}\right)=\left(x_{1}+x_{2}\right)^{2}$ is not positive definite since it does not satisfy $W(\boldsymbol{x})>0$ for all $\boldsymbol{x} \neq \mathbf{0}$ such that $x_{1}=-x_{2}$. However, the function $W\left(x_{1}, x_{2}\right)=\left(x_{1}+x_{2}\right)^{2}+\alpha x_{1}^{2}$, and the function $W\left(x_{1}, x_{2}\right)=\left(x_{1}+x_{2}\right)^{2}+\alpha x_{2}^{2}$, with $\alpha>0$ are positive definite.

In order to prepare the reader for the following subsection, where we present Lyapunov's direct method for the study of stability of equilibria, we present below a series of concepts related to the notion of Lyapunov function candidate.

## Definition 2.12. Lyapunov function candidate

A continuous and differentiable ${ }^{4}$ function $V: \mathbb{R}_{+} \times \mathbb{R}^{n} \rightarrow \mathbb{R}_{+}$is said to be a Lyapunov function candidate for the equilibrium $\boldsymbol{x}=\mathbf{0} \in \mathbb{R}^{n}$ of the equation $\dot{\boldsymbol{x}}=\boldsymbol{f}(t, \boldsymbol{x}) i f$ :

1. $V(t, \boldsymbol{x})$ is locally positive definite;
2. $\frac{\partial V(t, \boldsymbol{x})}{\partial t}$ is continuous with respect to $t$ and $\boldsymbol{x}$;
3. $\frac{\partial V(t, \boldsymbol{x})}{\partial \boldsymbol{x}}$ is continuous with respect to $t$ and $\boldsymbol{x}$.

Correspondingly, a continuous and differentiable function $V: \mathbb{R}^{n} \rightarrow \mathbb{R}_{+}$is said to be a Lyapunov function candidate for the equilibrium $\boldsymbol{x}=\mathbf{0} \in \mathbb{R}^{n}$ of Equation (2.4), i.e. $\dot{\boldsymbol{x}}=\boldsymbol{f}(\boldsymbol{x})$, if $V(\boldsymbol{x})$ is locally positive definite and

$$
\frac{d V(\boldsymbol{x})}{d \boldsymbol{x}}
$$

is continuous.
In other words, a Lyapunov function candidate for the equilibrium $\boldsymbol{x}=\mathbf{0} \in$ $\mathbb{R}^{n}$ of Equations (2.3) or (2.4) is any locally positive definite and continuously differentiable function; that is, with continuous partial derivatives.

The time derivative of a Lyapunov function candidate plays a key role in drawing conclusions about the stability attributes of equilibria of differential equations. For this reason, we present the following definition.
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## Definition 2.13. Time derivative of a Lyapunov function candidate

Let $V(t, \boldsymbol{x})$ be a Lyapunov function candidate for the equation (2.3). The total time derivative of $V(t, \boldsymbol{x})$ along the trajectories of (2.3), denoted by $\dot{V}(t, \boldsymbol{x})$, is given by

$$
\dot{V}(t, \boldsymbol{x}):=\frac{d}{d t}\{V(t, \boldsymbol{x})\}=\frac{\partial V(t, \boldsymbol{x})}{\partial t}+{\frac{\partial V(t, \boldsymbol{x})^{T}}{\partial \boldsymbol{x}} \boldsymbol{f}(t, \boldsymbol{x}) . . . . . . .}^{\partial}
$$

From the previous definition we observe that if $V(\boldsymbol{x})$ does not depend explicitly on time and Equation (2.3) is autonomous then,

$$
\dot{V}(\boldsymbol{x})={\frac{d V(\boldsymbol{x})^{T}}{d \boldsymbol{x}}}^{\boldsymbol{f}}(\boldsymbol{x})
$$

which does not depend explicitly on time either.

## Definition 2.14. Lyapunov function

A Lyapunov function candidate $V(t, \boldsymbol{x})$ for Equation (2.3) is a Lyapunov function for (2.3) if its total time derivative along the trajectories of (2.3) satisfies

$$
\dot{V}(t, \boldsymbol{x}) \leq 0 \quad \forall t \geq 0
$$

and for small $\|\boldsymbol{x}\|$.
Correspondingly, a Lyapunov function candidate $V(\boldsymbol{x})$ for Equation (2.4) is a Lyapunov function if $\dot{V}(\boldsymbol{x}) \leq 0$ for small $\|\boldsymbol{x}\|$.

### 2.3.4 Lyapunov's Direct Method

With the above preliminaries we are now ready to present the basic results of Lyapunov stability theory. Indeed, the theory of Lyapunov is the product of more than a hundred years of intense study and there are numerous specialized texts. The avid reader is invited to see the texts cited at the end of the chapter. However, the list that we provide is by no means exhaustive; the cited texts have been chosen specially for the potential reader of this book.

## Theorem 2.2. Stability and uniform stability

The origin is a stable equilibrium of Equation (2.3), if there exists a Lyapunov function candidate $V(t, \boldsymbol{x})$ (i.e. a locally positive definite function with continuous partial derivatives with respect to $t$ and $\boldsymbol{x}$ ) such that its total time derivative satisfies

$$
\dot{V}(t, \boldsymbol{x}) \leq 0, \quad \forall t \geq 0 \quad \text { for small }\|\boldsymbol{x}\|
$$

If moreover $V(t, \boldsymbol{x})$ is decrescent for small $\|\boldsymbol{x}\|$ then the origin is uniformly stable.

This theorem establishes sufficient conditions for stability of the equilibrium in the sense of Lyapunov. It is worth remarking that the conclusion of the theorem holds also if $\dot{V}(t, \boldsymbol{x}) \leq 0$ for all $t \geq 0$ and for all $\boldsymbol{x} \in \mathbb{R}^{n}$, or if the Lyapunov function candidate $V(t, \boldsymbol{x})$ is globally positive definite instead of being only locally positive definite. The following theorem allows us to establish some results on stability of the equilibrium and on boundedness of solutions.

## Theorem 2.3. (Uniform) boundedness of solutions plus uniform stability

The origin is a uniformly stable equilibrium of Equation (2.3) and the solutions $\boldsymbol{x}(t)$ are uniformly bounded for all initial conditions $\left(t_{\circ}, \boldsymbol{x}\left(t_{\circ}\right)\right) \in$ $\mathbb{R}_{+} \times \mathbb{R}^{n}$ if there exists a radially unbounded, globally positive definite, decrescent Lyapunov function candidate $V(t, \boldsymbol{x})$ such that its total time derivative satisfies

$$
\dot{V}(t, \boldsymbol{x}) \leq 0 \quad \forall t \geq t_{0} \geq 0 \quad \forall \boldsymbol{x} \in \mathbb{R}^{n}
$$

In particular, item 1 of Definition 2.7 holds.

Example 2.11. Consider the dynamic model of an ideal pendulum without friction as analyzed in Example 2.2 and shown in Figure 2.2 ( $c f$. page 30) for which we now assume that no torque $\tau(t)$ is applied at the axis of rotation, i.e. we consider the system described by the differential equation

$$
J \ddot{q}+m g l \sin (q)=0 \quad \text { with } \quad q(0), \dot{q}(0) \in \mathbb{R} .
$$

This equation may be rewritten in the state-space form as

$$
\begin{aligned}
& \dot{x}_{1}=x_{2} \\
& \dot{x}_{2}=-\frac{m g l}{J} \sin \left(x_{1}\right),
\end{aligned}
$$

where $x_{1}=q$ and $x_{2}=\dot{q}$. Notice that these equations are autonomous nonlinear, and the origin is an equilibrium. However, we remind the reader that from Example 2.2, we know that the pendulum has multiple equilibria, more precisely at $\left[\begin{array}{cc}q & \dot{q}\end{array}\right]^{T}=\left[\begin{array}{cc}n \pi & 0\end{array}\right]^{T}$ for $n=\cdots,-2,-1,0,1,2, \cdots$; that is, the origin is the equilibrium corresponding to the case $n=0$.

In order to analyze the stability of the origin we use Theorem 2.2 with the following locally positive definite function:

$$
V\left(x_{1}, x_{2}\right)=m g l\left[1-\cos \left(x_{1}\right)\right]+J \frac{x_{2}^{2}}{2} .
$$

Notice that the first term on the right-hand side corresponds to the potential energy, while the second one corresponds to the kinetic energy. Observe that $V\left(x_{1}, x_{2}\right)$ is not a positive definite function since
it does not fulfil $V\left(x_{1}, x_{2}\right)>0$ for all $\left[x_{1} x_{2}\right]^{T} \neq \mathbf{0} \in \mathbb{R}^{2}$. However, it is locally positive definite because $V\left(x_{1}, x_{2}\right)>0$ for $\|\boldsymbol{x}\|>0$ small, in the sense that $\|\boldsymbol{x}\|<2 \pi$.

Evaluating the total time derivative of $V\left(x_{1}, x_{2}\right)$ we obtain

$$
\begin{aligned}
\dot{V}\left(x_{1}, x_{2}\right) & =m g l \sin \left(x_{1}\right) \dot{x}_{1}+J x_{2} \dot{x}_{2} \\
& =0 .
\end{aligned}
$$

According to Theorem 2.2, the origin is a stable equilibrium, i.e. the solutions $x_{1}(t)$ and $x_{2}(t)$ remain as close to the origin as desired if the initial conditions $x_{1}(0)$ and $x_{2}(0)$ are sufficiently small.


Figure 2.9. Phase plane of the pendulum

Above, we proved that the origin is a stable equilibrium point; this corresponds to $n=0$. As a matter of fact, considering the multiple equilibria, i.e. $n \neq 0$, one can also show that the equilibria associated to $n$ even are stable while those for $n$ odd are unstable.

We stress that although the origin (and strictly speaking, infinitely many other equilibria) is Lyapunov stable, this system has unbounded solutions. Notice indeed from Figure 2.9, how the solution may grow indefinitely to the right or to the left, i.e. in the direction of the displacements, $x_{1}$; while the solution remains bounded in the direction of the velocities, $x_{2}$. In other words, if the pendulum starts to oscillate at a speed larger than $2 \sqrt{m g l / J}$ from any position then it will spin for ever after!

Thus, Example 2.2 shows clearly that stability of an equilibrium is not synonymous with boundedness of the solutions.

We present next, sufficient conditions for global asymptotic and exponential stability.

## Theorem 2.4. Global (uniform) asymptotic stability

The origin of Equation (2.3) (respectively of Equation 2.4) is globally asymptotically stable if there exists a radially unbounded, globally positive definite Lyapunov function candidate $V(t, \boldsymbol{x})$ (respectively $V(\boldsymbol{x})$ ) such that its time derivative is globally negative definite. If, moreover, the function $V(t, \boldsymbol{x})$ is decrescent, then the origin is globally uniformly asymptotically stable.

It should be clear that the origin of the autonomous Equation (2.4) is globally asymptotically stable if and only if it is globally uniformly asymptotically stable.

Example 2.12. Consider the following scalar equation

$$
\dot{x}=-a x^{3}, \quad x(0) \in \mathbb{R},
$$

where $a$ is a positive constant. The origin is a unique equilibrium. To analyze its stability consider the following Lyapunov function candidate which is positive definite and radially unbounded:

$$
V(x)=\frac{x^{2}}{2}
$$

Its total time derivative is

$$
\begin{aligned}
\dot{V}(x) & =x \dot{x} \\
& =-a x^{4} .
\end{aligned}
$$

So we see that from Theorem 2.4, the origin is globally asymptotically stable.

In the case that Equation (2.3) is autonomous there is no difference between global asymptotic stability and global uniform asymptotic stability.

## Theorem 2.5. Global exponential stability

The origin of (2.3) is globally exponentially stable if there exists a Lyapunov function candidate $V(t, \boldsymbol{x})$ and positive constants $\alpha, \beta, \gamma$ and $p \geq 1$ such that:

- $\alpha\|\boldsymbol{x}\|^{p} \leq V(t, \boldsymbol{x}) \leq \beta\|\boldsymbol{x}\|^{p}$;
- $\dot{V}(t, \boldsymbol{x}) \leq-\gamma\|\boldsymbol{x}\|^{p} \quad \forall t \geq t_{\circ} \geq 0 \quad \forall \boldsymbol{x} \in \mathbb{R}^{n}$.

If all the above conditions hold only for small $\|\boldsymbol{x}\|$ then we say that the origin is an exponentially stable equilibrium.

Example 2.13. Consider the following scalar equation:

$$
\dot{x}=-a\left[1-\frac{1}{2} \sin (t)\right] x \quad x(0) \in \mathbb{R}
$$

where $a$ is a positive constant. Note that the origin is a unique equilibrium. To analyze its stability consider the following Lyapunov function candidate which is positive definite and radially unbounded:

$$
V(x)=x^{2}
$$

Since $V$ does not depend on $t$, it is decrescent. The total time derivative of $V$ is

$$
\begin{aligned}
\dot{V}(x) & =2 x \dot{x} \\
& =-2 a\left[1-\frac{1}{2} \sin (t)\right] x^{2} \\
& \leq-a x^{2}
\end{aligned}
$$

So the conditions of Theorem 2.4 are satisfied and we conclude that the origin is globally uniformly asymptotically stable. Moreover, notice that the conditions of Theorem 2.5 also hold, with $\alpha=\beta=1$, $\gamma=a$ and $p=2$ so the the origin is also globally exponentially stable.

The following result establishes necessary conditions for certain global properties of stability of equilibria.

Theorem 2.6. Consider the differential Equations (2.3) and (2.4). The unicity of an existing equilibrium point is necessary for the following properties (or, in other words, the following properties imply the unicity of an equilibrium):

- global asymptotic stability;
- global exponential stability.

The proof of Theorem 2.6 follows straightforwardly from the observation that each of the above-cited concepts of stability implies that $\left\|\boldsymbol{x}(t)-\boldsymbol{x}_{e}\right\| \rightarrow \mathbf{0}$ when $t \rightarrow \infty$, and where $\boldsymbol{x}_{e}$ is the equilibrium under analysis. In view of the "globality" of the mentioned properties of stability, the convergence of the solution $\boldsymbol{x}(t)$ to the equilibrium $\boldsymbol{x}_{e}$, must be verified for all initial conditions. Clearly, this would not be the case if besides $\boldsymbol{x}_{e}$ there existed other equilibria, since in this case any solution starting off at other equilibria, by definition, would remain at that point forever after.

Notice that Theorem 2.6 does not establish as a necessary condition for stability of the equilibrium, that the equilibrium in question be unique. It is important to mention that for a given system there may coexist equilibria with local stability properties and in particular, stable equilibria with unstable equilibria.

Since for a given system the global properties of stability imply existence of a unique equilibrium, it is correct to speak of not only the properties of global stability of that equilibrium, but also of such properties for the system itself. That is, sentences such as "such a system is globally asymptotically stable" or, "the system is globally exponentially stable" are mathematically meaningful and correct.

In control theory, i.e. when we are required to analyze the stability of a particular system, finding a Lyapunov function with a negative definite derivative is in general very hard. Nevertheless, if in spite of painstaking efforts we are unable to find a Lyapunov function we must not conclude that the origin of the system under analysis is unstable; rather, no conclusion can be drawn. Fortunately, for autonomous systems, there are methods based on more restrictive conditions but considerably easier to verify. A notable example is the so-called La Salle's invariance principle ${ }^{5}$ which is widely used in the analysis of robot control systems. The following theorem is a simplified version of La Salle's invariance principle that appears adequate for the purposes of this textbook.

## Theorem 2.7. La Salle

Consider the autonomous differential equation

$$
\dot{x}=f(x)
$$

whose origin $\boldsymbol{x}=\mathbf{0} \in \mathbb{R}^{n}$ is an equilibrium. Assume that there exists a globally positive definite and radially unbounded Lyapunov function candidate $V(\boldsymbol{x})$, such that

$$
\dot{V}(\boldsymbol{x}) \leq 0 \quad \forall \boldsymbol{x} \in \mathbb{R}^{n} .
$$

Define the set $\Omega$ as

$$
\begin{equation*}
\Omega=\left\{\boldsymbol{x} \in \mathbb{R}^{n}: \dot{V}(\boldsymbol{x})=0\right\} . \tag{2.15}
\end{equation*}
$$

If $\boldsymbol{x}(0)=\mathbf{0}$ is the only initial state in $\Omega$ whose corresponding solution, $\boldsymbol{x}(t)$, remains forever in $\Omega$ (i.e. $\boldsymbol{x}(t) \in \Omega$ for all $t \geq 0$ ) then the origin $\boldsymbol{x}=\mathbf{0} \in \mathbb{R}^{n}$ is globally asymptotically stable.

[^8]We stress that the application of the theorem of La Salle to establish global asymptotic stability does not require that $\dot{V}(\boldsymbol{x})$ be a negative definite function. However, we recall that this theorem can be employed only for autonomous differential equations. A practical way to verify the condition of La Salle's theorem and which suffices for most of this textbook is given in the following statement.

## Corollary 2.1. Simplified La Salle

Consider the set of autonomous differential equations

$$
\begin{array}{ll}
\dot{\boldsymbol{x}}=\boldsymbol{f}_{x}(\boldsymbol{x}, \boldsymbol{z}), & \boldsymbol{x} \in \mathbb{R}^{n} \\
\dot{\boldsymbol{z}}=\boldsymbol{f}_{\boldsymbol{z}}(\boldsymbol{x}, \boldsymbol{z}), & \boldsymbol{z} \in \mathbb{R}^{m} \tag{2.17}
\end{array}
$$

where $\boldsymbol{f}_{x}(\mathbf{0}, \mathbf{0})=\mathbf{0}$ and $\boldsymbol{f}_{z}(\mathbf{0}, \mathbf{0})=\mathbf{0}$. That is, the origin is an equilibrium point. Let $V: \mathbb{R}^{n} \times \mathbb{R}^{m} \rightarrow \mathbb{R}_{+}$be globally positive definite and radially unbounded in both arguments. Assume that there exists a globally positive definite function $W: \mathbb{R}^{m} \rightarrow \mathbb{R}_{+}$such that

$$
\begin{equation*}
\dot{V}(\boldsymbol{x}, \boldsymbol{z})=-W(\boldsymbol{z}) \tag{2.18}
\end{equation*}
$$

If $\boldsymbol{x}=\mathbf{0}$ is the unique solution of $\boldsymbol{f}_{z}(\boldsymbol{x}, \mathbf{0})=\mathbf{0}$ then the origin $\left[\boldsymbol{x}^{T} \boldsymbol{z}^{T}\right]^{T}=\mathbf{0}$ is globally asymptotically stable.

The proof of this corollary is simple and follows by applying Theorem 2.7. Therefore, for the sake of completeness and to illustrate the use of Theorem 2.7 we present it next.

Proof of Corollary 2.1. Since $W(\boldsymbol{z})$ is globally positive definite in $\boldsymbol{z}$ we have from (2.18) that the set $\Omega$ defined in (2.15) is in this case, $\{\boldsymbol{z}=\mathbf{0}\} \cup\left\{\boldsymbol{x} \in \mathbb{R}^{n}\right\}$. This means that for the solutions of $(2.16),(2.17)$ to be contained in $\Omega$ they must verify that for all $t \geq 0, \boldsymbol{z}(t)=\dot{\boldsymbol{z}}(t)=\mathbf{0}$ and

$$
\begin{align*}
\dot{\boldsymbol{x}}(t) & =\boldsymbol{f}_{x}(\boldsymbol{x}(t), \mathbf{0})  \tag{2.19}\\
\mathbf{0} & =\boldsymbol{f}_{z}(\boldsymbol{x}(t), \mathbf{0}) . \tag{2.20}
\end{align*}
$$

However, by assumption the unique solution that satisfies (2.20) is the trivial solution, i.e. $\boldsymbol{x}(t)=\mathbf{0}$ for all $t \geq 0$. In its turn, the trivial solution also satisfies (2.19) since $\dot{\boldsymbol{x}}(t)=\mathbf{0}$ and by assumption, $\boldsymbol{f}_{x}(\mathbf{0}, \mathbf{0})=\mathbf{0}$. Thus, the only initial state for which $\left[\boldsymbol{x}(t)^{T} \boldsymbol{z}(t)^{T}\right]^{T} \in \Omega$ for all $t \geq 0$ is $\left[\boldsymbol{x}(0)^{T} \boldsymbol{z}(0)^{T}\right]^{T}=\mathbf{0}$. Global asymptotic stability of the origin follows from Theorem 2.7.
$\diamond \diamond \diamond$
We present next some examples to further illustrate the use of La Salle's theorem.

Example 2.14. Consider the autonomous equations

$$
\begin{array}{ll}
\dot{x}=-k z, & x(0) \in \mathbb{R} \\
\dot{z}=-z^{3}+k x, & z(0) \in \mathbb{R}
\end{array}
$$

where $k \neq 0$. Note that the origin is an equilibrium point. Consider now the following Lyapunov function candidate - positive definite and radially unbounded - to study the stability of the origin:

$$
V(x, z)=\frac{1}{2}\left[x^{2}+z^{2}\right] .
$$

The total time derivative of $V(x, z)$ is given by

$$
\begin{aligned}
\dot{V}(x, z) & =-z^{4} \\
& \leq 0
\end{aligned}
$$

Hence, according to Theorem 2.2 we may conclude stability of the origin. However, note that $\dot{V}(x, z)=0$ for any value of $x$ and $z=0$, so it cannot be even locally negative definite. Therefore, since $\dot{V}(x, z)$ does not satisfy the conditions of Theorem 2.4 we may not conclude global asymptotic stability of the origin from this result.

Nevertheless, since the equations under study are autonomous, we may try to invoke La Salle's theorem (Theorem 2.7). To that end, let us follow the conditions of Corollary 2.1.

- We already verified that the origin is an equilibrium point.
- We also have verified that $V(x, z)$ is globally positive definite and radially unbounded in both arguments.
- In addition, $\dot{V}(x, z)=-z^{4}$ so we define $W(z):=z^{4}$ which is a globally positive definite function of $z$.
- It is only left to verify that the only solution of $f_{z}(x, 0)=0$ is $x=0$ which in this case, takes the form $0=k x$. Hence it is evident that $x=0$ is the only solution.
We conclude from Corollary 2.1 that the origin is globally asymptotically stable.

Example 2.15. Consider the following equations

$$
\begin{array}{ll}
\dot{x}_{1}=-x_{1}+k_{1} x_{2}+k_{2} x_{3} & x_{1}(0) \in \mathbb{R} \\
\dot{x}_{2}=-k_{1} x_{1} & x_{2}(0) \in \mathbb{R} \\
\dot{x}_{3}=-k_{2} x_{1} & x_{3}(0) \in \mathbb{R}
\end{array}
$$

where $k_{1} \neq 0, k_{2} \neq 0$. These equations represent an autonomous linear differential equation whose equilibria are the points

$$
\left[\begin{array}{lll}
x_{1} & x_{2} & x_{3}
\end{array}\right]=\left[\begin{array}{lll}
0 & x_{2} & -\frac{k_{1}}{k_{2}} x_{2}
\end{array}\right]
$$

Notice that there exist an infinite number of equilibrium points, one for each $x_{2} \in \mathbb{R}$. In particular, for $x_{2}=0$, the origin is an equilibrium. To study its stability we consider the Lyapunov function candidate which is positive definite and radially unbounded,

$$
V(\boldsymbol{x})=\frac{1}{2}\left[x_{1}^{2}+x_{2}^{2}+x_{3}^{2}\right]
$$

and whose total time derivative is

$$
\dot{V}(\boldsymbol{x})=-x_{1}^{2} .
$$

Theorem 2.3 guarantees stability of the origin and boundedness of the solutions. Theorem 2.4 on global asymptotic stability, may not be used since $\dot{V}(\boldsymbol{x})$ is zero at $x_{1}=0$ and for any values of $x_{2}$ and $x_{3}$; that is, it does not hold that $\dot{V}(\boldsymbol{x})$ is negative definite. Even though the equations under study are autonomous they have an infinite number of equilibria. For this reason and according to Theorem 2.6, the origin may not be globally asymptotically stable.

In the previous example it is not possible to conclude that the origin is an asymptotically stable equilibrium however, under the above conditions one may conclude that $\lim _{t \rightarrow \infty} x_{1}(t)=0$. Indeed this can be achieved by invoking the following Lemma which guarantees boundedness of the solutions and convergence of part of the state. This is obviously a weaker property than (global) asymptotic stability but it is still a useful property to evaluate, rigorously, the performance of a controller.

Lemma 2.2. Consider the continuously differentiable functions $\boldsymbol{x}: \mathbb{R}_{+} \rightarrow$ $\mathbb{R}^{n}, \boldsymbol{z}: \mathbb{R}_{+} \rightarrow \mathbb{R}^{m}, h: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$and $P: \mathbb{R}_{+} \rightarrow \mathbb{R}^{(n+m) \times(n+m)}$. Assume that $P(t)$ is a symmetric positive definite matrix for each $t \in \mathbb{R}_{+}$and $P$ is continuous. Define the function $V: \mathbb{R}_{+} \times \mathbb{R}^{n} \times \mathbb{R}^{m} \times \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$as

$$
V(t, \boldsymbol{x}, \boldsymbol{z}, h)=\left[\begin{array}{l}
\boldsymbol{x} \\
\boldsymbol{z}
\end{array}\right]^{T} P(t)\left[\begin{array}{l}
\boldsymbol{x} \\
\boldsymbol{z}
\end{array}\right]+h(t) \geq 0
$$

If the total time derivative of $V(t, \boldsymbol{x}, \boldsymbol{z}, h)$, i.e.

$$
\begin{aligned}
\dot{V}(t, \boldsymbol{x}, \boldsymbol{z}, h):= & \frac{\partial V(t, \boldsymbol{x}, \boldsymbol{z}, h)}{\partial t}+\frac{\partial V(t, \boldsymbol{x}, \boldsymbol{z}, h)^{T}}{\partial \boldsymbol{x}} \frac{d \boldsymbol{x}}{d t} \\
& +\frac{\partial V(t, \boldsymbol{x}, \boldsymbol{z}, h)^{T}}{\partial \boldsymbol{z}} \frac{d \boldsymbol{z}}{d t}+\frac{d h}{d t}
\end{aligned}
$$

satisfies, for all $t \in \mathbb{R}_{+}, \boldsymbol{x} \in \mathbb{R}^{n}, \boldsymbol{z} \in \mathbb{R}^{m}$ and $h \in \mathbb{R}_{+}$,

$$
\dot{V}(t, \boldsymbol{x}, \boldsymbol{z}, h)=-\left[\begin{array}{l}
\boldsymbol{x} \\
\boldsymbol{z}
\end{array}\right]^{T}\left[\begin{array}{cc}
Q(t) & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right]\left[\begin{array}{l}
\boldsymbol{x} \\
\boldsymbol{z}
\end{array}\right] \leq 0
$$

where $Q(t)=Q(t)^{T}>0$ for all $t \geq 0$ then,

1. $\boldsymbol{x}(t), \boldsymbol{z}(t)$ and $h(t)$ are bounded for all $t \geq 0$ and
2. $\boldsymbol{x}(t)$ is square-integrable, i.e.

$$
\int_{0}^{\infty}\|\boldsymbol{x}(t)\|^{2} d t<\infty
$$

If, moreover, $\dot{\boldsymbol{x}}$ is also bounded then we have

$$
\lim _{t \rightarrow \infty} \boldsymbol{x}(t)=\mathbf{0}
$$

The proof of this lemma is presented in Appendix A.
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## Problems

1. Consider the vectors $\boldsymbol{x} \in \mathbb{R}^{n}$ and $\boldsymbol{y} \in \mathbb{R}^{m}$. Show that

$$
\left\|\begin{array}{l}
\boldsymbol{x} \\
\boldsymbol{y}
\end{array}\right\|=\| \| \boldsymbol{x}\| \| .
$$

2. Consider the matrix

$$
P(x)=\left[\begin{array}{cc}
k & -\frac{\varepsilon}{1+2 x^{2}} \\
-\frac{\varepsilon}{1+2 x^{2}} & 1
\end{array}\right]
$$

where $\varepsilon>0$. Show that if $k>\varepsilon^{2}$ then $P$ is positive definite, i.e. $P(x)>0$ for all $x \in \mathbb{R}$.
3. Consider the differential equation that describes the behavior of a Hopfield neuron:

$$
\dot{x}=-a x+w \tanh (x)+b
$$

where $a>0, w, b \in \mathbb{R}$.
a) Show by use of the contraction mapping theorem that if $a-|w|>0$ then the differential equation has a unique equilibrium.
b) Assume that $a=b=1$ and $w=1 / 2$. Use the contraction mapping theorem together with a numerical algorithm to obtain an approximated value of the unique equilibrium of the differential equation.
4. Consider the function

$$
V\left(x_{1}, x_{2}\right)=\left[\begin{array}{ll}
x_{1} & x_{2}
\end{array}\right]\left[\begin{array}{cc}
4 & 1 \\
-10 & 3
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right] .
$$

Is $V\left(x_{1}, x_{2}\right)$ positive definite?
5. Consider the function

$$
V\left(x_{1}, x_{2}\right)=a x_{1}^{2}+2 b x_{1} x_{2}+c x_{2}^{2} .
$$

Show that if $a>0$ and $a c>b^{2}$ then $V\left(x_{1}, x_{2}\right)$ is positive definite.
6. Consider the linear autonomous differential equation

$$
\dot{\boldsymbol{x}}=A \boldsymbol{x}, \quad \boldsymbol{x} \in \mathbb{R}^{n} .
$$

Show that if there exists a pole of this equation at the origin of the complex plane, then the equation has an infinite number of equilibria.
Hint: Here, the "poles" are the eigenvalues of $A$.
7. An equilibrium $\boldsymbol{x}_{e} \in \mathbb{R}^{n}$ is an isolated equilibrium of $\dot{\boldsymbol{x}}=\boldsymbol{f}(\boldsymbol{x})$ if there exists a real positive number $\alpha>0$ such that there may not be any equilibrium other than $\boldsymbol{x}_{e}$ in $\Omega$, where

$$
\Omega=\left\{\boldsymbol{x} \in \mathbb{R}^{n}:\left\|\boldsymbol{x}-\boldsymbol{x}_{e}\right\|<\alpha\right\} .
$$

In the case that there does not exist any $\alpha>0$ that satisfies the above then the equilibrium $\boldsymbol{x}_{e}$ is not isolated.
Assume that $\boldsymbol{x}_{e}$ is a non-isolated equilibrium. Answer 'true' or 'false' to the following claims:
a) the equilibrium $\boldsymbol{x}_{e}$ may not be asymptotically stable;
b) the equilibrium $\boldsymbol{x}_{e}$ is stable.
8. Consider the function $\boldsymbol{f}(x, y): \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$,

$$
\boldsymbol{f}(x, y)=\left[\begin{array}{l}
f_{1}(x, y) \\
f_{2}(x, y)
\end{array}\right]
$$

Assume that $\boldsymbol{f}(x, y)=\mathbf{0} \Longleftrightarrow x=0$ and $y=0$. Does this imply that

$$
f_{1}(x, y)=0 \Longleftrightarrow x=0 \text { and } y=0 ?
$$

9. Consider the following two differential equations:

$$
\begin{aligned}
& \dot{x}_{1}=\varepsilon\left[x_{1}-\varepsilon\right]+x_{2}-\left[x_{1}-\varepsilon\right]\left[\left[x_{1}-\varepsilon\right]^{2}+x_{2}^{2}\right], \quad x_{1}(0) \in \mathbb{R} \\
& \dot{x}_{2}=-\left[x_{1}-\varepsilon\right]+\varepsilon x_{2}-x_{2}\left[\left[x_{1}-\varepsilon\right]^{2}+x_{2}^{2}\right], \quad x_{2}(0) \in \mathbb{R}
\end{aligned}
$$

where $\varepsilon \in \mathbb{R}$ is constant. Determine the equilibria.
10. Consider the following second-order differential equation,

$$
\ddot{y}+\left[y^{2}-1\right] \dot{y}+y^{2}+1=0, \quad y(0), \dot{y}(0) \in \mathbb{R} .
$$

Express this equation in the form $\dot{\boldsymbol{x}}=\boldsymbol{f}(t, \boldsymbol{x})$.
a) Is this equation linear in the state $\boldsymbol{x}$ ?
b) What are the equilibrium points? Discuss.
11. Consider the equation $\dot{\boldsymbol{x}}=\boldsymbol{f}(\boldsymbol{x})$. Assume that $\boldsymbol{x}_{e}=\mathbf{0} \in \mathbb{R}^{n}$ is a stable equilibrium. Does this imply that the solutions $\boldsymbol{x}(t)$ are bounded for all $t \geq 0$ ?
12. Consider the equations

$$
\begin{aligned}
& \dot{x}_{1}=x_{2}-x_{1}^{3} \\
& \dot{x}_{2}=-x_{1}-x_{2}^{3}
\end{aligned}
$$

for which the origin is the unique equilibrium. Use the direct Lyapunov's method (propose a Lyapunov function) to show that the origin is stable.
13. Pick positive integer numbers $m$ and $n$ and appropriate constants $a$ and $b$ to make up a Lyapunov function of the form

$$
V\left(x_{1}, x_{2}\right)=a x_{1}^{2 m}+b x_{2}^{2 n}
$$

in order to show stability of the origin for
a)

$$
\begin{aligned}
& \dot{x}_{1}=-2 x_{2}^{3} \\
& \dot{x}_{2}=2 x_{1}-x_{2}^{3}
\end{aligned}
$$

b)

$$
\begin{aligned}
\dot{x}_{1} & =-x_{1}^{3}+x_{2}^{3} \\
\dot{x}_{2} & =-x_{1}^{3}-x_{2}^{3} .
\end{aligned}
$$

14. Theorem 2.4 allows us to conclude global uniform asymptotic stability of an equilibrium of a differential equation. To show only uniform asymptotic stability (i.e. not global), the conditions of Theorem 2.4 that impose to the Lyapunov function candidate $V(t, \boldsymbol{x})$ to be:

- (globally) positive definite;
- radially unbounded;
- (globally) decrescent and,
- for $\dot{V}(t, \boldsymbol{x})$, to be (globally) negative definite;
must be replaced by:
- locally positive definite;
- locally decrescent and,
- for $\dot{V}(t, \boldsymbol{x})$, to be locally negative definite.

If moreover, the differential equation is autonomous and the Lyapunov function candidate $V(\boldsymbol{x})$ is independent of time, then the equilibrium is (locally) asymptotically stable provided that $V(\boldsymbol{x})$ is locally positive definite and $\dot{V}(\boldsymbol{x})$ is locally negative definite.
An application of the latter is illustrated next.
Consider the model of a pendulum of length $l$ and mass $m$ concentrated at the end of the pendulum and subject to the action of gravity $g$, and with viscous friction at the joint (let $f>0$ be the friction coefficient), i.e.

$$
m l^{2} \ddot{q}+f \dot{q}+m g l \sin (q)=0
$$

where $q$ is the angular position with respect to the vertical. Rewrite the model in the state-space form $\dot{\boldsymbol{x}}=\boldsymbol{f}(\boldsymbol{x})$ with $\boldsymbol{x}=\left[\begin{array}{ll}q & \dot{q}\end{array}\right]^{T}$.
a) Determine the equilibria of this equation.
b) Show asymptotic stability of the origin by use of the Lyapunov function

$$
V(q, \dot{q})=2 m g l[1-\cos (q)]+\frac{m l^{2}}{2} \dot{q}^{2}+\frac{1}{2}\left[\frac{f}{l \sqrt{m}} q+l \sqrt{m} \dot{q}\right]^{2} .
$$

c) Is $\dot{V}(q, \dot{q})$ a negative definite function?
15. Complete the analysis of Example 2.15 by applying Lemma 2.2.

## 3

## Robot Dynamics

Robot manipulators are articulated mechanical systems composed of links connected by joints. The joints are mainly of two types: revolute and prismatic. In this textbook we consider robot manipulators formed by an open kinematic chain as illustrated in Figure 3.1.


Figure 3.1. Abstract diagram of an $n$-DOF robot manipulator

Consider the generic configuration of an articulated arm of $n$ links shown in Figure 3.1. In order to derive the mathematical model of a robot one typically starts by placing a 3 -dimensional reference frame (e.g. in Cartesian coordinates) at any location in the base of the robot. Here, axes will be labeled with no distinction using $\left\{\begin{array}{lll}x & y & z\end{array}\right\}$ or $\left\{\begin{array}{lll}x_{0} & y_{0} & z_{0}\end{array}\right\}$ or $\left\{\begin{array}{lll}x_{1} & x_{2} & x_{3}\end{array}\right\}$. The links are numbered consecutively from the base (link 0) up to the end-effector (link $n$ ). The joints correspond to the contact points between the links and
are numbered in such a way that the $i$ th joint connects the $i$ th to the $(i-1)$ th link. Each joint is independently controlled through an actuator, which is usually placed at that joint and the movement of the joints produces the relative movement of the links. We temporarily denote by $z_{i}$, the $i$ th joint's axis of motion. The generalized joint coordinate denoted by $q_{i}$, corresponds to the angular displacement around $z_{i}$ if the $i$ th joint is revolute, or to the linear displacement along $z_{i}$ if the $i$ th joint is prismatic. In the typical case where the actuators are placed at the joints among the links, the generalized joint coordinates are named joint positions. Unless explicitly said otherwise, we assume that this is the case.


Figure 3.2. Example of a 4-DOF robot

> Example 3.1. Figure 3.2 shows a 4-DOF manipulator. The placement of the axes $z_{i}$ as well as the joint coordinates, are illustrated in this figure.

The joint positions corresponding to each joint of the robot, and which are measured by sensors adequately placed at the actuators, that are usually located at the joints themselves, are collected for analytical purposes, in the vector of joint positions $\boldsymbol{q}$. Consequently, for a robot with $n$ joints, that is, with $n$ DOF (except for special cases, such as elastic-joints or flexible-link robots), the vector of joint positions $\boldsymbol{q}$ has $n$ elements:

$$
\boldsymbol{q}=\left[\begin{array}{c}
q_{1} \\
q_{2} \\
\vdots \\
q_{n}
\end{array}\right]
$$

i.e. $\boldsymbol{q} \in \mathbb{R}^{n}$. On the other hand it is also of great interest, specifically from a practical viewpoint, to determine the position and orientation (posture) of the robot's end-effector since it is the latter that actually carries out the desired task. Such position and orientation are expressed with respect to the reference frame placed at the base of the robot (e.g. a Cartesian frame $\left\{x_{0}, y_{0}, z_{0}\right\}$ ) and eventually in terms of the so-called Euler angles. Such coordinates (and angles) are collected in the vector $\mathbf{x}$ of operational positions ${ }^{1}$

$$
\mathbf{x}=\left[\begin{array}{c}
\mathrm{x}_{1} \\
\mathrm{x}_{2} \\
\vdots \\
\mathrm{x}_{\mathrm{m}}
\end{array}\right]
$$

where $m \leq n$. In the case when the robot's end-effector can take any position and orientation in the Euclidean space of dimension 3 (e.g. the room where the reader is at the moment), we have $m=6$. On the other hand, if the robot's motion is on the plane (i.e. in dimension 2 ) and only the position of the end-effector is of interest, then $m=2$. If, however, the orientation on the plane is of concern then, $m=3$.

The direct kinematic model of a robot, describes the relation between the joint position $\boldsymbol{q}$ and the position and orientation (posture) $\mathbf{x}$ of the robot's end-effector. In other words, the direct kinematic model of a robot is a function $\varphi: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ such that

$$
\mathbf{x}=\varphi(\boldsymbol{q})
$$

Although lengthy, computation of the direct kinematic model, $\mathbf{x}=\boldsymbol{\varphi}(\boldsymbol{q})$, is methodical and in the case of robots of only few DOF, it involves simple trigonometric expressions.

The inverse kinematic model consists precisely in the inverse relation of the direct kinematic model, that is, it corresponds to the relation between the operational posture $\mathbf{x}$ and the joint position $\boldsymbol{q}$, i.e.

$$
\boldsymbol{q}=\boldsymbol{\varphi}^{-1}(\mathbf{x})
$$

In contrast to the direct kinematic model, computation of the inverse kinematic model $\boldsymbol{q}=\boldsymbol{\varphi}^{-1}(\mathbf{x})$ may be highly complex and, as a matter of fact, may yield multiple solutions.

The dynamic model of a robot consists of an ordinary differential equation where the variable corresponds to the vector of positions and velocities, which

[^9]may be in joint coordinates $\boldsymbol{q}, \dot{\boldsymbol{q}}$ or in operational coordinates $\mathbf{x}, \dot{\mathbf{x}}$. In general, these are second-order nonlinear models which can be written in the generic form
\[

$$
\begin{align*}
\boldsymbol{f}_{E L}(\boldsymbol{q}, \dot{\boldsymbol{q}}, \ddot{\boldsymbol{q}}, \boldsymbol{\tau}) & =\mathbf{0}  \tag{3.1}\\
\boldsymbol{f}_{C}(\mathbf{x}, \dot{\mathbf{x}}, \ddot{\mathbf{x}}, \boldsymbol{\tau}) & =\mathbf{0} \tag{3.2}
\end{align*}
$$
\]

The vector $\boldsymbol{\tau}$ stands for the forces and torques applied at the joints by the actuators. The dynamic model (3.1) is the dynamic model in joint space, while (3.2) corresponds to the dynamic model in operational space. In this text, we focus on the dynamic model in joint space and, for simplicity, we omit the words "in joint space".

Kinematics as much as dynamics, is fundamental to plan and carry out specific tasks for robot manipulators. Both concepts are dealt with in considerable detail in a large number of available textbooks (see the list of references at the end of this chapter). However, for the sake of completeness we present in this chapter the basic issues related to robot dynamics. In the next two chapters we present properties of the dynamic model, relevant for control. In Chapter 5 we present in detail the model of a real 2-DOF lab prototype which serves as a case study throughout the book.

Besides the unquestionable importance that robot dynamics has in control design, the dynamic models may also be used to simulate numerically (with a personal computer and specialized software), the behavior of a specific robot before actually being constructed. This simulation stage is important, since it allows us to improve the robot design and in particular, to adapt this design to the optimal execution of particular types of tasks.

One of the most common procedures followed in the computation of the dynamic model for robot manipulators, in closed form (i.e. not numerical), is the method which relies on the so-called Lagrange's equations of motion. The use of Lagrange's equations requires the notion of two important concepts with which we expect the reader to be familiar: kinetic and potential energies.

We describe next in some detail, how to derive the dynamic model of a robot via Lagrange's equations.

### 3.1 Lagrange's Equations of Motion

The dynamic equations of a robot manipulator in closed form may be obtained from Newton's equations of motion or, via Lagrange's equations. All of these are well documented in textbooks on analytical mechanics and are only briefly presented here.

The disadvantage of the first method is that the complexity of the analysis increases with the number of joints in the robot. In such cases, it is better
to use Lagrange's equation of motion. The latter are named after the French mathematician Joseph Louis de La Grange (today spelled "Lagrange") which first reported them in 1788 in his celebrated work "Mécanique analytique" ${ }^{2}$.

Consider the robot manipulator with $n$ links depicted in Figure 3.1. The total energy $\mathcal{E}$ of a robot manipulator of $n \mathrm{DOF}$ is the sum of the kinetic and potential energy functions, $\mathcal{K}$ and $\mathcal{U}$ respectively, i.e.

$$
\mathcal{E}(\boldsymbol{q}, \dot{\boldsymbol{q}})=\mathcal{K}(\boldsymbol{q}, \dot{\boldsymbol{q}})+\mathcal{U}(\boldsymbol{q})
$$

where $\boldsymbol{q}=\left[q_{1}, \cdots, q_{n}\right]^{T}$.
The Lagrangian $\mathcal{L}(\boldsymbol{q}, \dot{\boldsymbol{q}})$ of a robot manipulator of $n$ DOF is the difference between its kinetic energy $\mathcal{K}$ and its potential energy $\mathcal{U}$, that is,

$$
\begin{equation*}
\mathcal{L}(\boldsymbol{q}, \dot{\boldsymbol{q}})=\mathcal{K}(\boldsymbol{q}, \dot{\boldsymbol{q}})-\mathcal{U}(\boldsymbol{q}) . \tag{3.3}
\end{equation*}
$$

We assume here that the potential energy $\mathcal{U}$ is due only to conservative forces such as gravitational energy and energy stored in compressed springs.

Then, the Lagrange equations of motion for a manipulator of $n$ DOF, are given by

$$
\frac{d}{d t}\left[\frac{\partial \mathcal{L}(\boldsymbol{q}, \dot{\boldsymbol{q}})}{\partial \dot{\boldsymbol{q}}}\right]-\frac{\partial \mathcal{L}(\boldsymbol{q}, \dot{\boldsymbol{q}})}{\partial \boldsymbol{q}}=\boldsymbol{\tau}
$$

or in the equivalent form by

$$
\begin{equation*}
\frac{d}{d t}\left[\frac{\partial \mathcal{L}(\boldsymbol{q}, \dot{\boldsymbol{q}})}{\partial \dot{q}_{i}}\right]-\frac{\partial \mathcal{L}(\boldsymbol{q}, \dot{\boldsymbol{q}})}{\partial q_{i}}=\tau_{i}, \quad i=1, \cdots, n \tag{3.4}
\end{equation*}
$$

where $\tau_{i}$ correspond to the external forces and torques (delivered by the actuators) at each joint as well as to other (nonconservative) forces. In the class of nonconservative forces we include those due to friction, the resistance to the motion of a solid in a fluid, and in general, all those that depend on time and velocity and not only on position.

Notice that one has as many scalar dynamic equations as the manipulator has degrees of freedom.

The use of Lagrange's equations in the derivation of the robot dynamics can be reduced to four main stages:

1. Computation of the kinetic energy function $\mathcal{K}(\boldsymbol{q}, \dot{\boldsymbol{q}})$.
2. Computation of the potential energy function $\mathcal{U}(\boldsymbol{q})$.
3. Computation of the Lagrangian (3.3) $\mathcal{L}(\boldsymbol{q}, \dot{\boldsymbol{q}})$.
4. Development of Lagrange's equations (3.4).
${ }^{2}$ These equations are also called Euler-Lagrange equations in honor to the Swiss scientist Leonhard Euler, contemporary of La Grange, who discovered a similar but more general set of second-order differential equations.

In the rest of this section we present some examples that illustrate the process of obtaining the robot dynamics by the use of Lagrange's equations of motion.


Figure 3.3. Example of a 1-DOF mechanism

Example 3.2. Consider the mechanism shown in Figure 3.3. It consists of a rigid link formed by two parts, of lengths $l_{1}$ and $l_{2}$, whose masses $m_{1}$ and $m_{2}$ are, for simplicity, considered to be concentrated at their respective centers of mass, located at the ends. The angle $\varphi$ is constant.

The mechanism possesses only revolute motion about the $z_{0}$ axis, the angle of which is represented by $q_{1}$. For this example, the only degree-of-freedom is associated to the joint 1 . Then, $q$ is a scalar defined as $q=q_{1}$.

We emphasize that the dynamic model of this mechanism may be obtained using the concepts of dynamics of rigid bodies in rotation, which are subjects of study in elementary courses of physics. However, for the sake of illustration we employ Lagrange's equations of motion.

The kinetic energy function $\mathcal{K}(q, \dot{q})$ of the system is given by the product of half the moment of inertia times the angular velocity squared, i.e.

$$
\mathcal{K}(q, \dot{q})=\frac{1}{2} m_{2} l_{2}^{2} \cos ^{2}(\varphi) \dot{q}^{2}
$$

and the corresponding potential energy

$$
\mathcal{U}(q)=m_{1} l_{1} g+m_{2}\left(l_{1}+l_{2} \sin (\varphi)\right) g
$$

where $g$ is the gravity acceleration. Here, we assumed that the potential energy function is zero on the plane $x_{0}-y_{0}$. Actually, notice that in this example the potential energy is constant so in particular, it does not depend on the joint position $q$.

The Lagrangian $\mathcal{L}(q, \dot{q})$, expressed by (3.3), is in this case

$$
\mathcal{L}(q, \dot{q})=\frac{m_{2}}{2} l_{2}^{2} \cos ^{2}(\varphi) \dot{q}^{2}-m_{1} l_{1} g-m_{2}\left(l_{1}+l_{2} \sin (\varphi)\right) g
$$

From this, one can obtain the following equations:

$$
\begin{aligned}
\frac{\partial \mathcal{L}}{\partial \dot{q}} & =m_{2} l_{2}^{2} \cos ^{2}(\varphi) \dot{q} \\
\frac{d}{d t}\left[\frac{\partial \mathcal{L}}{\partial \dot{q}}\right] & =m_{2} l_{2}^{2} \cos ^{2}(\varphi) \ddot{q} \\
\frac{\partial \mathcal{L}}{\partial q} & =0
\end{aligned}
$$

Then, the corresponding Lagrange Equation (3.4) is

$$
\begin{equation*}
m_{2} l_{2}^{2} \cos ^{2}(\varphi) \ddot{q}=\tau \tag{3.5}
\end{equation*}
$$

where $\tau$ is the torque applied at the joint 1 . Equation (3.5) describes the dynamic behavior of the mechanism. Notice that the dynamic model is simply a linear second-order nonautonomous differential equation.

Equation (3.5) may be expressed in terms of the state vector $[q \dot{q}]^{T}$ as

$$
\frac{d}{d t}\left[\begin{array}{l}
q \\
\dot{q}
\end{array}\right]=\left[\begin{array}{c}
\dot{q} \\
\frac{\tau}{m_{2} l_{2}^{2} \cos ^{2}(\varphi)}
\end{array}\right] ; \quad\left[\begin{array}{c}
q(0) \\
\dot{q}(0)
\end{array}\right] \in \mathbb{R}^{2}
$$

The necessary and sufficient condition for the existence of equilibria is $\tau(t)=0$ for all $t \geq 0$. In this situation, the equation has an infinite number of equilibria which are given by $\left[\begin{array}{ll}q & \dot{q}\end{array}\right]^{T}=\left[\begin{array}{cc}q^{*} & 0\end{array}\right]^{T} \in \mathbb{R}^{2}$ with $q^{*} \in \mathbb{R}$. The interpretation of this result is the following. If at the instant $t=0$ the position $q(0)$ has any value $q^{*} \in \mathbb{R}$, the velocity $\dot{q}(0)$ is zero and moreover no torque is applied at the joint (i.e. $\tau(t)=0$ for all $t$ ) then, we have $q(t)=q^{*}$ and $\dot{q}(t)=0$ for all $t \geq 0$. Note that the latter is in accordance with the physical interpretation of the concept of equilibrium.

The following example illustrates the derivation of the dynamic model of the 2 -DOF robot with revolute joints shown in Figure 3.4 and that moves about purely on the horizontal plane. Therefore, gravity has absolutely no
influence on the robot dynamics. This should not surprise the reader; note that the potential energy for this robot is constant since its mass does not move in the vertical direction.

A particularity of this example, is that the actuators that deliver the torques are not physically located at the joints themselves, but one of them transmits the motion to the link through belts. Such types of transmission are fairly common in industrial robots. The motivation for such configurations is to lighten the weight (henceforth the inertia) of the arm itself by placing the actuators as close to the base as possible.


Figure 3.4. Example of a 2-DOF robot

Example 3.3. Consider the robot manipulator with 2 DOF shown in Figure 3.4. This manipulator consists of two rigid links where $l_{1}$ is the length the first link. Both joints are revolute. The robot moves about only on the horizontal plane $x-y$ as is shown in Figure 3.4. The masses of the links are denoted by $m_{1}$ and $m_{2}$ respectively. Notice that the center of mass of link 2 may be physically placed "out" of the link itself! This is determined by the value of the constant angle $\delta$. The distances of the rotating axes to the centers of mass, are denoted by $l_{c 1}$ and $l_{c 2}$ respectively. Finally, $I_{1}$ and $I_{2}$ denote the moments of inertia of the links with respect to axis that passes through their
respective centers of mass and that are parallel to the $z$ axis. The joint positions associated to the angles $q_{1}$ and $q_{2}$ are measured between each respective link and an axis which is parallel to the $x$ axis. Both angles are taken to be positive counterclockwise. The motion is transmitted to link 2 by a belt since the corresponding actuator is placed at the base of the robot. The vector of joint positions $\boldsymbol{q}$ is defined as

$$
\boldsymbol{q}=\left[\begin{array}{ll}
q_{1} & q_{2}
\end{array}\right]^{T} .
$$

The kinetic energy function $\mathcal{K}(\boldsymbol{q}, \dot{\boldsymbol{q}})$ for this arm may be decomposed into the sum of two parts: $\mathcal{K}(\boldsymbol{q}, \dot{\boldsymbol{q}})=\mathcal{K}_{1}(\boldsymbol{q}, \dot{\boldsymbol{q}})+\mathcal{K}_{2}(\boldsymbol{q}, \dot{\boldsymbol{q}})$, where $\mathcal{K}_{1}(\boldsymbol{q}, \dot{\boldsymbol{q}})$ and $\mathcal{K}_{2}(\boldsymbol{q}, \dot{\boldsymbol{q}})$ are the kinetic energies associated with the masses $m_{1}$ and $m_{2}$ respectively. In turn, the kinetic energy includes the linear and angular motions. Thus, we have $\mathcal{K}_{1}(\boldsymbol{q}, \dot{\boldsymbol{q}})=\frac{1}{2} m_{1} v_{1}^{2}+\frac{1}{2} I_{1} \dot{q}_{1}^{2}$, where $v_{1}$ is the speed ${ }^{3}$ of the center of mass of link 1 . In this case,

$$
\begin{equation*}
\mathcal{K}_{1}(\boldsymbol{q}, \dot{\boldsymbol{q}})=\frac{1}{2} m_{1} l_{c 1}^{2} \dot{q}_{1}^{2}+\frac{1}{2} I_{1} \dot{q}_{1}^{2} \tag{3.6}
\end{equation*}
$$

On the other hand, $\mathcal{K}_{2}(\boldsymbol{q}, \dot{\boldsymbol{q}})=\frac{1}{2} m_{2} v_{2}^{2}+\frac{1}{2} I_{2} \dot{q}_{2}^{2}$, where $v_{2}$ is the speed of the center of mass of link 2. This speed squared, i.e. $v_{2}^{2}$, is given by

$$
v_{2}^{2}=\dot{x}_{2}^{2}+\dot{y}_{2}^{2}
$$

where $\dot{x}_{2}$ and $\dot{y}_{2}$ are the components of the velocity vector of the center of mass of link 2. The latter are obtained by evaluating the time derivative of the positions $x_{2}$ and $y_{2}$ of the center of mass of link 2, i.e.

$$
\begin{aligned}
& x_{2}=l_{1} \cos \left(q_{1}\right)+l_{c 2} \cos \left(q_{2}-\delta\right) \\
& y_{2}=l_{1} \sin \left(q_{1}\right)+l_{c 2} \sin \left(q_{2}-\delta\right) .
\end{aligned}
$$

Using the trigonometric identities, $\cos (\theta)^{2}+\sin (\theta)^{2}=1$ and $\sin \left(q_{1}\right) \sin \left(q_{2}-\delta\right)+\cos \left(q_{1}\right) \cos \left(q_{2}-\delta\right)=\cos \left(q_{1}-q_{2}+\delta\right)$, we finally get

$$
v_{2}^{2}=l_{1}^{2} \dot{q}_{1}^{2}+l_{c 2}^{2} \dot{q}_{2}^{2}+2 l_{1} l_{c 2} \cos \left(q_{1}-q_{2}+\delta\right) \dot{q}_{1} \dot{q}_{2}
$$

which implies that

$$
\begin{align*}
\mathcal{K}_{2}(\boldsymbol{q}, \dot{\boldsymbol{q}})= & \frac{m_{2}}{2} l_{1}^{2} \dot{q}_{1}^{2}+\frac{m_{2}}{2} l_{c 2}^{2} \dot{q}_{2}^{2}+m_{2} l_{1} l_{c 2} \cos \left(q_{1}-q_{2}+\delta\right) \dot{q}_{1} \dot{q}_{2} \\
& +\frac{1}{2} I_{2} \dot{q}_{2}^{2} \tag{3.7}
\end{align*}
$$

Since the robot moves only on the horizontal plane, the potential energy is constant, e.g. $\mathcal{U}(\boldsymbol{q})=0$.

[^10]So from Equations (3.6) and (3.7), it is clear that the Lagrangian,

$$
\mathcal{L}(\boldsymbol{q}, \dot{\boldsymbol{q}})=\mathcal{K}(\boldsymbol{q}, \dot{\boldsymbol{q}})-\mathcal{U}(\boldsymbol{q}),
$$

takes the form

$$
\begin{aligned}
\mathcal{L}(\boldsymbol{q}, \dot{\boldsymbol{q}})= & \mathcal{K}_{1}(\boldsymbol{q}, \dot{\boldsymbol{q}})+\mathcal{K}_{2}(\boldsymbol{q}, \dot{\boldsymbol{q}}) \\
= & \frac{1}{2}\left(m_{1} l_{c 1}^{2}+m_{2} l_{1}^{2}\right) \dot{q}_{1}^{2}+\frac{1}{2} m_{2} l_{c 2}^{2} \dot{q}_{2}^{2} \\
& +m_{2} l_{1} l_{c 2} \cos \left(q_{1}-q_{2}+\delta\right) \dot{q}_{1} \dot{q}_{2} \\
& +\frac{1}{2} I_{1} \dot{q}_{1}^{2}+\frac{1}{2} I_{2} \dot{q}_{2}^{2} .
\end{aligned}
$$

From this equation we obtain the following expressions:

$$
\begin{aligned}
\frac{\partial \mathcal{L}}{\partial \dot{q}_{1}}= & \left(m_{1} l_{c 1}^{2}+m_{2} l_{1}^{2}+I_{1}\right) \dot{q}_{1} \\
& +m_{2} l_{1} l_{c 2} \cos \left(q_{1}-q_{2}+\delta\right) \dot{q}_{2}, \\
\frac{d}{d t}\left[\frac{\partial \mathcal{L}}{\partial \dot{q}_{1}}\right]= & \left(m_{1} l_{c 1}^{2}+m_{2} l_{1}^{2}+I_{1}\right) \ddot{q}_{1} \\
& +m_{2} l_{1} l_{c 2} \cos \left(q_{1}-q_{2}+\delta\right) \ddot{q}_{2} \\
& -m_{2} l_{1} l_{c 2} \sin \left(q_{1}-q_{2}+\delta\right)\left(\dot{q}_{1}-\dot{q}_{2}\right) \dot{q}_{2}, \\
\frac{\partial \mathcal{L}}{\partial q_{1}}= & -m_{2} l_{1} l_{c 2} \sin \left(q_{1}-q_{2}+\delta\right) \dot{q}_{1} \dot{q}_{2}, \\
\frac{\partial \mathcal{L}}{\partial \dot{q}_{2}}= & m_{2} l_{c 2}^{2} \dot{q}_{2}+m_{2} l_{1} l_{c 2} \cos \left(q_{1}-q_{2}+\delta\right) \dot{q}_{1}+I_{2} \dot{q}_{2} \\
\frac{d}{d t}\left[\frac{\partial \mathcal{L}}{\partial \dot{q}_{2}}\right]= & m_{2} l_{c 2}^{2} \ddot{q}_{2}+m_{2} l_{1} l_{c 2} \cos \left(q_{1}-q_{2}+\delta\right) \ddot{q}_{1} \\
& -m_{2} l_{1} l_{c 2} \sin \left(q_{1}-q_{2}+\delta\right) \dot{q}_{1}\left(\dot{q}_{1}-\dot{q}_{2}\right)+I_{2} \ddot{q}_{2}, \\
\frac{\partial \mathcal{L}}{\partial q_{2}}= & m_{2} l_{1} l_{c 2} \sin \left(q_{1}-q_{2}+\delta\right) \dot{q}_{1} \dot{q}_{2} .
\end{aligned}
$$

Thus, the dynamic equations that model the robot manipulator may be obtained by using Lagrange's equations (3.4),

$$
\begin{aligned}
\tau_{1}= & {\left[m_{1} l_{c 1}^{2}+m_{2} l_{1}^{2}+I_{1}\right] \ddot{q}_{1} } \\
& +m_{2} l_{1} l_{c 2} \cos \left(q_{1}-q_{2}+\delta\right) \ddot{q}_{2} \\
& +m_{2} l_{1} l_{c 2} \sin \left(q_{1}-q_{2}+\delta\right) \dot{q}_{2}^{2}
\end{aligned}
$$

and,

$$
\begin{aligned}
\tau_{2}= & m_{2} l_{1} l_{c 2} \cos \left(q_{1}-q_{2}+\delta\right) \ddot{q}_{1}+\left[m_{2} l_{c 2}^{2}+I_{2}\right] \ddot{q}_{2} \\
& -m_{2} l_{1} l_{c 2} \sin \left(q_{1}-q_{2}+\delta\right) \dot{q}_{1}^{2}
\end{aligned}
$$

Finally using the identities

$$
\begin{aligned}
\cos \left(q_{1}-q_{2}+\delta\right) & =\cos (\delta) \cos \left(q_{1}-q_{2}\right)-\sin (\delta) \sin \left(q_{1}-q_{2}\right) \\
& =\cos (\delta) \cos \left(q_{2}-q_{1}\right)+\sin (\delta) \sin \left(q_{2}-q_{1}\right) \\
\sin \left(q_{1}-q_{2}+\delta\right) & =\cos (\delta) \sin \left(q_{1}-q_{2}\right)+\sin (\delta) \cos \left(q_{1}-q_{2}\right) \\
& =-\cos (\delta) \sin \left(q_{2}-q_{1}\right)+\sin (\delta) \cos \left(q_{2}-q_{1}\right)
\end{aligned}
$$

and denoting $C_{21}=\cos \left(q_{2}-q_{1}\right), S_{21}=\sin \left(q_{2}-q_{1}\right)$, one obtains

$$
\begin{align*}
\tau_{1}= & {\left[m_{1} l_{c 1}^{2}+m_{2} l_{1}^{2}+I_{1}\right] \ddot{q}_{1} } \\
& +\left[m_{2} l_{1} l_{c 2} \cos (\delta) C_{21}+m_{2} l_{1} l_{c 2} \sin (\delta) S_{21}\right] \ddot{q}_{2} \\
& +\left[-m_{2} l_{1} l_{c 2} \cos (\delta) S_{21}+m_{2} l_{1} l_{c 2} \sin (\delta) C_{21}\right] \dot{q}_{2}^{2} \tag{3.8}
\end{align*}
$$

and

$$
\begin{align*}
\tau_{2}= & {\left[m_{2} l_{1} l_{c 2} \cos (\delta) C_{21}+m_{2} l_{1} l_{c 2} \sin (\delta) S_{21}\right] \ddot{q}_{1} } \\
& +\left[m_{2} l_{c 2}^{2}+I_{2}\right] \ddot{q}_{2} \\
& +\left[m_{2} l_{1} l_{c 2} \cos (\delta) S_{21}-m_{2} l_{1} l_{c 2} \sin (\delta) C_{21}\right] \dot{q}_{1}^{2} \tag{3.9}
\end{align*}
$$

which are of the form (3.1) with

$$
\boldsymbol{f}_{E L}(\boldsymbol{q}, \dot{\boldsymbol{q}}, \ddot{\boldsymbol{q}}, \boldsymbol{\tau})=\left[\begin{array}{l}
\tau_{1}-\operatorname{RHS}(3.8) \\
\tau_{2}-\operatorname{RHS}(3.9)
\end{array}\right]
$$

where $\operatorname{RHS}(3.8)$ and $\operatorname{RHS}(3.9)$ denote the terms on the right-hand side of (3.8) and (3.9) respectively.

In the following example we derive the dynamic model of a Cartesian robot with 3 DOF whose main feature is that it has a linear dynamic model.

Example 3.4. Consider the 3-DOF Cartesian robot manipulator shown in Figure 3.5. The manipulator consists of three rigid links mutually orthogonal. The three joints of the robot are prismatic. The robot's displacements happen in the space $x_{0}-y_{0}-z_{0}$ shown in Figure 3.5. The vector of joint positions is $\boldsymbol{q}=\left[\begin{array}{lll}q_{1} & q_{2} & q_{3}\end{array}\right]^{T}$.

The kinetic energy function for this manipulator is given by ( $c f$. Figure 3.5):


Figure 3.5. Example of a 3-DOF Cartesian robot

$$
\begin{equation*}
\mathcal{K}(\boldsymbol{q}, \dot{\boldsymbol{q}})=\frac{1}{2}\left[m_{1} \dot{q}_{3}^{2}+\left[m_{1}+m_{2}\right] \dot{q}_{2}^{2}+\left[m_{1}+m_{2}+m_{3}\right] \dot{q}_{1}^{2}\right] . \tag{3.10}
\end{equation*}
$$

On the other hand, the potential energy is given by

$$
\begin{equation*}
\mathcal{U}(\boldsymbol{q})=\left[m_{1}+m_{2}+m_{3}\right] g q_{1} . \tag{3.11}
\end{equation*}
$$

From Equations (3.10) and (3.11) we obtain the Lagrangian,

$$
\begin{aligned}
\mathcal{L}(\boldsymbol{q}, \dot{\boldsymbol{q}})= & \mathcal{K}(\boldsymbol{q}, \dot{\boldsymbol{q}})-\mathcal{U}(\boldsymbol{q}) \\
= & \frac{1}{2}\left[m_{1} \dot{q}_{3}^{2}+\left[m_{1}+m_{2}\right] \dot{q}_{2}^{2}+\left[m_{1}+m_{2}+m_{3}\right] \dot{q}_{1}^{2}\right] \\
& -\left[m_{1}+m_{2}+m_{3}\right] g q_{1} .
\end{aligned}
$$

So we have

$$
\begin{array}{rlrl}
\frac{\partial \mathcal{L}}{\partial \dot{q}_{1}} & =\left[m_{1}+m_{2}+m_{3}\right] \dot{q}_{1} & \frac{d}{d t}\left[\frac{\partial \mathcal{L}}{\partial \dot{q}_{1}}\right]=\left[m_{1}+m_{2}+m_{3}\right] \ddot{q}_{1} \\
\frac{\partial \mathcal{L}}{\partial \dot{q}_{2}} & =\left[m_{1}+m_{2}\right] \dot{q}_{2} & & \frac{d}{d t}\left[\frac{\partial \mathcal{L}}{\partial \dot{q}_{2}}\right]=\left[m_{1}+m_{2}\right] \ddot{q}_{2} \\
\frac{\partial \mathcal{L}}{\partial \dot{q}_{3}} & =m_{1} \dot{q}_{3} & \frac{d}{d t}\left[\frac{\partial \mathcal{L}}{\partial \dot{q}_{3}}\right]=m_{1} \ddot{q}_{3} \\
\frac{\partial \mathcal{L}}{\partial q_{2}} & =\frac{\partial \mathcal{L}}{\partial q_{3}}=0 & \frac{\partial \mathcal{L}}{\partial q_{1}}=-\left[m_{1}+m_{2}+m_{3}\right] g .
\end{array}
$$

The dynamic equations that model this robot may be obtained by applying the Lagrange's equations (3.4) to obtain

$$
\begin{align*}
{\left[m_{1}+m_{2}+m_{3}\right] \ddot{q}_{1}+\left[m_{1}+m_{2}+m_{3}\right] g } & =\tau_{1}  \tag{3.12}\\
{\left[m_{1}+m_{2}\right] \ddot{q}_{2} } & =\tau_{2}  \tag{3.13}\\
m_{1} \ddot{q}_{3} & =\tau_{3} \tag{3.14}
\end{align*}
$$

where $\tau_{1}, \tau_{2}$ and $\tau_{3}$ are the external forces applied at each joint. Notice that in this example Equations (3.12)-(3.14) define a set of linear autonomous differential equations.

In terms of the state vector $\left[\begin{array}{llllll}q_{1} & q_{2} & q_{3} & \dot{q}_{1} & \dot{q}_{2} & \dot{q}_{3}\end{array}\right]$, the equations (3.12), (3.13) and (3.14) may be expressed as

$$
\frac{d}{d t}\left[\begin{array}{c}
q_{1} \\
q_{2} \\
q_{3} \\
\dot{q}_{1} \\
\dot{q}_{2} \\
\dot{q}_{3}
\end{array}\right]=\left[\begin{array}{c}
\dot{q}_{1} \\
\dot{q}_{2} \\
\dot{q}_{3} \\
\frac{1}{m_{1}+m_{2}+m_{3}}\left[\tau_{1}-\left[m_{1}+m_{2}+m_{3}\right] g\right] \\
\frac{1}{m_{1}+m_{2}} \tau_{2} \\
\frac{1}{m_{1}} \tau_{3}
\end{array}\right] .
$$

The necessary and sufficient condition for the existence of equilibria is $\tau_{1}=\left[m_{1}+m_{2}+m_{3}\right] g, \tau_{2}=0$ and $\tau_{3}=0$ and actually we have an infinite number of them:

$$
\left[\begin{array}{llllll}
q_{1} & q_{2} & q_{3} & \dot{q}_{1} & \dot{q}_{2} & \dot{q}_{3}
\end{array}\right]^{T}=\left[\begin{array}{llllll}
q_{1}^{*} & q_{2}^{*} & q_{3}^{*} & 0 & 0 & 0
\end{array}\right]^{T}
$$

with $q_{1}^{*}, q_{2}^{*}, q_{3}^{*} \in \mathbb{R}$.

### 3.2 Dynamic Model in Compact Form

In the previous section we presented some examples to illustrate the application of Lagrange's equations to obtain the dynamic equations for robots with particular geometries. This same methodology, however, may be employed in general to obtain the dynamic model of any robot of $n$ DOF.

This methodology is commonly studied in classical texts on robotics and theoretical mechanics and therefore, we present it here only in compact form. The interested reader is invited to see the cited texts at the end of the chapter.

Consider a robot manipulator of $n$ DOF composed of rigid links interconnected by frictionless joints. The kinetic energy function $\mathcal{K}(\boldsymbol{q}, \dot{\boldsymbol{q}})$ associated with such an articulated mechanism may always be expressed as

$$
\begin{equation*}
\mathcal{K}(\boldsymbol{q}, \dot{\boldsymbol{q}})=\frac{1}{2} \dot{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}} \tag{3.15}
\end{equation*}
$$

where $M(\boldsymbol{q})$ is a matrix of dimension $n \times n$ referred to as the inertia matrix. $M(\boldsymbol{q})$ is symmetric and positive definite for all $\boldsymbol{q} \in \mathbb{R}^{n}$. The potential energy $\mathcal{U}(\boldsymbol{q})$ does not have a specific form as in the case of the kinetic energy but it is known that it depends on the vector of joint positions $\boldsymbol{q}$.

The Lagrangian $\mathcal{L}(\boldsymbol{q}, \dot{\boldsymbol{q}})$, given by Equation (3.3), becomes in this case

$$
\mathcal{L}(\boldsymbol{q}, \dot{\boldsymbol{q}})=\frac{1}{2} \dot{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}}-\mathcal{U}(\boldsymbol{q}) .
$$

With this Lagrangian, the Lagrange's equations of motion (3.4) may be written as

$$
\frac{d}{d t}\left[\frac{\partial}{\partial \dot{\boldsymbol{q}}}\left[\frac{1}{2} \dot{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}}\right]\right]-\frac{\partial}{\partial \boldsymbol{q}}\left[\frac{1}{2} \dot{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}}\right]+\frac{\partial \mathcal{U}(\boldsymbol{q})}{\partial \boldsymbol{q}}=\boldsymbol{\tau} .
$$

On the other hand, it holds that

$$
\begin{gather*}
\frac{\partial}{\partial \dot{\boldsymbol{q}}}\left[\frac{1}{2} \dot{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}}\right]=M(\boldsymbol{q}) \dot{\boldsymbol{q}}  \tag{3.16}\\
\frac{d}{d t}\left[\frac{\partial}{\partial \dot{\boldsymbol{q}}}\left[\frac{1}{2} \dot{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}}\right]\right]=M(\boldsymbol{q}) \ddot{\boldsymbol{q}}+\dot{M}(\boldsymbol{q}) \dot{\boldsymbol{q}} . \tag{3.17}
\end{gather*}
$$

Considering these expressions, the equation of motion takes the form

$$
M(\boldsymbol{q}) \ddot{\boldsymbol{q}}+\dot{M}(\boldsymbol{q}) \dot{\boldsymbol{q}}-\frac{1}{2} \frac{\partial}{\partial \boldsymbol{q}}\left[\dot{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}}\right]+\frac{\partial \mathcal{U}(\boldsymbol{q})}{\partial \boldsymbol{q}}=\boldsymbol{\tau}
$$

or, in compact form,

$$
\begin{equation*}
M(\boldsymbol{q}) \ddot{\boldsymbol{q}}+C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}+\boldsymbol{g}(\boldsymbol{q})=\boldsymbol{\tau} \tag{3.18}
\end{equation*}
$$

where

$$
\begin{align*}
C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}} & =\dot{M}(\boldsymbol{q}) \dot{\boldsymbol{q}}-\frac{1}{2} \frac{\partial}{\partial \boldsymbol{q}}\left[\dot{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}}\right]  \tag{3.19}\\
\boldsymbol{g}(\boldsymbol{q}) & =\frac{\partial \mathcal{U}(\boldsymbol{q})}{\partial \boldsymbol{q}} . \tag{3.20}
\end{align*}
$$

Equation (3.18) is the dynamic equation for robots of $n$ DOF. Notice that (3.18) is a nonlinear vectorial differential equation of the state $\left[\begin{array}{ll}\boldsymbol{q}^{T} & \dot{\boldsymbol{q}}^{T}\end{array}\right]^{T}$. $C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}$ is a vector of dimension $n$ called the vector of centrifugal and Coriolis forces, $\boldsymbol{g}(\boldsymbol{q})$ is a vector of dimension $n$ of gravitational forces or torques and $\boldsymbol{\tau}$ is a vector of dimension $n$ called the vector of external
forces, which in general corresponds to the torques and forces applied by the actuators at the joints.

The matrix $C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \in \mathbb{R}^{n \times n}$, called the centrifugal and Coriolis forces matrix may be not unique, but the vector $C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}$ is indeed unique. One way to obtain $C(\boldsymbol{q}, \dot{\boldsymbol{q}})$ is through the coefficients or so-called Christoffel symbols of the first kind, $c_{i j k}(\boldsymbol{q})$, defined as

$$
\begin{equation*}
c_{i j k}(\boldsymbol{q})=\frac{1}{2}\left[\frac{\partial M_{k j}(\boldsymbol{q})}{\partial q_{i}}+\frac{\partial M_{k i}(\boldsymbol{q})}{\partial q_{j}}-\frac{\partial M_{i j}(\boldsymbol{q})}{\partial q_{k}}\right] . \tag{3.21}
\end{equation*}
$$

Here, $M_{i j}(\boldsymbol{q})$ denotes the $i j$ th element of the inertia matrix $M(\boldsymbol{q})$. Indeed, the $k j$ th element of the matrix $C(\boldsymbol{q}, \dot{\boldsymbol{q}}), C_{k j}(\boldsymbol{q}, \dot{\boldsymbol{q}})$, is given by (we do not show here the development of the calculations to obtain such expressions, the interested reader is invited to see the texts cited at the end of the chapter)

$$
C_{k j}(\boldsymbol{q}, \dot{\boldsymbol{q}})=\left[\begin{array}{c}
c_{1 j k}(\boldsymbol{q})  \tag{3.22}\\
c_{2 j k}(\boldsymbol{q}) \\
\vdots \\
c_{n j k}(\boldsymbol{q})
\end{array}\right]^{T} \dot{\boldsymbol{q}} .
$$

The model (3.18) may be viewed as a dynamic system with input, the vector $\boldsymbol{\tau}$, and with outputs, the vectors $\boldsymbol{q}$ and $\dot{\boldsymbol{q}}$. This is illustrated in Figure 3.6.


Figure 3.6. Input-output representation of a robot

Each element of $M(\boldsymbol{q}), C(\boldsymbol{q}, \dot{\boldsymbol{q}})$ and $\boldsymbol{g}(\boldsymbol{q})$ is in general, a relatively complex expression of the positions and velocities of all the joints, that is, of $\boldsymbol{q}$ and $\dot{\boldsymbol{q}}$. The elements of $M(\boldsymbol{q}), C(\boldsymbol{q}, \dot{\boldsymbol{q}})$ and $\boldsymbol{g}(\boldsymbol{q})$ depend of course, on the geometry of the robot in question. Notice that computation of the vector $\boldsymbol{g}(\boldsymbol{q})$ for a given robot may be carried out with relative ease since this is given by (3.20). In other words, the vector of gravitational torques $\boldsymbol{g}(\boldsymbol{q})$, is simply the gradient of the potential energy function $\mathcal{U}(\boldsymbol{q})$.

Example 3.5. The dynamic model of the robot from Example 3.2, that is, Equation (3.5), may be written in the generic form (3.18) by taking

$$
M(q)=m_{2} l_{2}^{2} \cos ^{2}(\varphi)
$$

$$
\begin{aligned}
C(q, \dot{q}) & =0 \\
g(q) & =0
\end{aligned}
$$

Example 3.6. The Lagrangian dynamic model of the robot manipulator shown in Figure 3.4 was derived in Example 3.3. A simple inspection of Equations (3.8) and (3.9) shows that the dynamic model for this robot in compact form is

$$
\underbrace{\left[\begin{array}{ll}
M_{11}(\boldsymbol{q}) & M_{12}(\boldsymbol{q}) \\
M_{21}(\boldsymbol{q}) & M_{22}(\boldsymbol{q})
\end{array}\right]}_{M(\boldsymbol{q})} \ddot{\boldsymbol{q}}+\underbrace{\left[\begin{array}{ll}
C_{11}(\boldsymbol{q}, \dot{\boldsymbol{q}}) & C_{12}(\boldsymbol{q}, \dot{\boldsymbol{q}}) \\
C_{21}(\boldsymbol{q}, \dot{\boldsymbol{q}}) & C_{22}(\boldsymbol{q}, \dot{\boldsymbol{q}})
\end{array}\right]}_{C(\boldsymbol{q}, \dot{\boldsymbol{q}})} \dot{\boldsymbol{q}}=\boldsymbol{\tau}(t)
$$

where

$$
\begin{aligned}
M_{11}(\boldsymbol{q}) & =\left[m_{1} l_{c 1}^{2}+m_{2} l_{1}^{2}+I_{1}\right] \\
M_{12}(\boldsymbol{q}) & =\left[m_{2} l_{1} l_{c 2} \cos (\delta) C_{21}+m_{2} l_{1} l_{c 2} \sin (\delta) S_{21}\right] \\
M_{21}(\boldsymbol{q}) & =\left[m_{2} l_{1} l_{c 2} \cos (\delta) C_{21}+m_{2} l_{1} l_{c 2} \sin (\delta) S_{21}\right] \\
M_{22}(\boldsymbol{q}) & =\left[m_{2} l_{c 2}^{2}+I_{2}\right] \\
C_{11}(\boldsymbol{q}, \dot{\boldsymbol{q}}) & =0 \\
C_{12}(\boldsymbol{q}, \dot{\boldsymbol{q}}) & =\left[-m_{2} l_{1} l_{c 2} \cos (\delta) S_{21}+m_{2} l_{1} l_{c 2} \sin (\delta) C_{21}\right] \dot{q}_{2} \\
C_{21}(\boldsymbol{q}, \dot{\boldsymbol{q}}) & =\left[m_{2} l_{1} l_{c 2} \cos (\delta) S_{21}-m_{2} l_{1} l_{c 2} \sin (\delta) C_{21}\right] \dot{q}_{1} \\
C_{22}(\boldsymbol{q}, \dot{\boldsymbol{q}}) & =0
\end{aligned}
$$

That is, the gravitational forces vector is zero.

The dynamic model in compact form is important because it is the model that we use throughout the text to design controllers and to analyze the stability, in the sense of Lyapunov, of the equilibria of the closed-loop system. In anticipation of the material in later chapters of this text and in support of the material of Chapter 2 it is convenient to make some remarks at this point about the "stability of the robot system".

In the previous examples we have seen that the model in compact form may be rewritten in the state-space form. As a matter of fact, this property is not limited to particular examples but stands as a fact for robot manipulators in general. This is because the inertia matrix is positive definite and so is the matrix $M(\boldsymbol{q})^{-1}$; in particular, the latter always exists. This is what allows us to express the dynamic model (3.18) of any robot of $n$ DOF in terms of the state vector $\left[\begin{array}{ll}\boldsymbol{q}^{T} & \dot{\boldsymbol{q}}^{T}\end{array}\right]^{T}$ that is, as

$$
\frac{d}{d t}\left[\begin{array}{l}
\boldsymbol{q}  \tag{3.23}\\
\dot{\boldsymbol{q}}
\end{array}\right]=\left[\begin{array}{c}
\dot{\boldsymbol{q}} \\
M(\boldsymbol{q})^{-1}[\boldsymbol{\tau}(t)-C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}-\boldsymbol{g}(\boldsymbol{q})]
\end{array}\right] .
$$

Note that this constitutes a set of nonlinear differential equations of the form (3.1). In view of this nonlinear nature, the concept of stability of a robot in open loop must be handled with care.

We emphasize that the definition of stability in the sense of Lyapunov, which is presented in Definition 2.2 in Chapter 2, applies to an equilibrium (typically the origin). Hence, in studying the "stability of a robot manipulator" it is indispensable to first determine the equilibria of Equation (3.23), which describes the behavior of the robot.

The necessary and sufficient condition for the existence of equilibria of Equation (3.23), is that $\boldsymbol{\tau}(t)$ be constant (say, $\boldsymbol{\tau}^{*}$ ) and that there exist a solution $\boldsymbol{q}^{*} \in \mathbb{R}^{n}$ to the algebraic possibly nonlinear equation, in $\boldsymbol{g}\left(\boldsymbol{q}^{*}\right)=\boldsymbol{\tau}^{*}$. In such a situation, the equilibria are given by $\left[\begin{array}{ll}\boldsymbol{q}^{T} & \dot{\boldsymbol{q}}^{T}\end{array}\right]^{T}=\left[\begin{array}{ll}\boldsymbol{q}^{* T} & \mathbf{0}^{T}\end{array}\right]^{T} \in \mathbb{R}^{2 n}$. In the particular case of $\boldsymbol{\tau} \equiv 0$, the possible equilibria of (3.23) are given by $\left[\begin{array}{cc}\boldsymbol{q}^{T} & \dot{\boldsymbol{q}}^{T}\end{array}\right]^{T}=\left[\begin{array}{ll}\boldsymbol{q}^{* T} & \mathbf{0}^{T}\end{array}\right]^{T}$ where $\boldsymbol{q}^{*}$ is a solution of $\boldsymbol{g}\left(\boldsymbol{q}^{*}\right)=\mathbf{0}$. Given the definition of $\boldsymbol{g}(\boldsymbol{q})$ as the gradient of the potential energy $\mathcal{U}(\boldsymbol{q})$, we see that $\boldsymbol{q}^{*}$ corresponds to the vectors where the potential energy possesses extrema.

A particular case is that of robots whose workspace corresponds to the horizontal plane. In this case, $\boldsymbol{g}(\boldsymbol{q})=\mathbf{0}$ and therefore it is necessary and sufficient that $\boldsymbol{\tau}(t)=\mathbf{0}$ for equilibria to exist. Indeed, the point $\left[\begin{array}{ll}\boldsymbol{q}^{T} & \dot{\boldsymbol{q}}^{T}\end{array}\right]^{T}=$ $\left[\begin{array}{ll}\boldsymbol{q}^{* T} & \mathbf{0}^{T}\end{array}\right]^{T} \in \mathbb{R}^{2 n}$ where $\boldsymbol{q}^{*}$ is any vector of dimension $n$ is an equilibrium. This means that there exist an infinite number of equilibria. See also Example 2.2.

The development above makes it clear that if one wants to study the topic of robot stability in open loop (that is, without control) one must specify the dynamic model as well as the conditions for equilibria to exist and only then, select one among these equilibria, whose stability is of interest. Consequently, the question "is the robot stable?" is ambiguous in the present context.

### 3.3 Dynamic Model of Robots with Friction

It is important to notice that the generic Equation (3.18) supposes that the links are rigid, that is, they do not present any torsion or any other deformation phenomena. On the other hand, we also considered that the joints between each pair of links are stiff and frictionless. The incorporation of these phenomena in the dynamic model of robots is presented in this and the following section.

Friction effects in mechanical systems are phenomena that depend on multiple factors such as the nature of the materials in contact, lubrication of the
latter, temperature, etc. For this reason, typically only approximate models of friction forces and torques are available. Yet, it is accepted that these forces and torques depend on the relative velocity between the bodies in contact. Thus, we distinguish two families of friction models: the static models, in which the friction force or torque depends on the instantaneous relative velocity between bodies and, dynamic models, which depend on the past values of the relative velocity.

Thus, in the static models, friction is modeled by a vector $\boldsymbol{f}(\dot{\boldsymbol{q}}) \in \mathbb{R}^{n}$ that depends only on the joint velocity $\dot{\boldsymbol{q}}$. Friction effects are local, that is, $\boldsymbol{f}(\dot{\boldsymbol{q}})$ may be written as

$$
\boldsymbol{f}(\dot{\boldsymbol{q}})=\left[\begin{array}{c}
f_{1}\left(\dot{q}_{1}\right) \\
f_{2}\left(\dot{q}_{2}\right) \\
\vdots \\
f_{n}\left(\dot{q}_{n}\right)
\end{array}\right] .
$$

An important feature of friction forces is that they dissipate energy, that is,

$$
\dot{\boldsymbol{q}}^{T} \boldsymbol{f}(\dot{\boldsymbol{q}})>0 \quad \forall \dot{\boldsymbol{q}} \neq \mathbf{0} \in \mathbb{R}^{n}
$$

A "classical" static friction model is one that combines the so-called viscous and Coulomb friction phenomena. This model establishes that the vector $\boldsymbol{f}(\dot{\boldsymbol{q}})$ is given by

$$
\begin{equation*}
\boldsymbol{f}(\dot{\boldsymbol{q}})=F_{m 1} \dot{\boldsymbol{q}}+F_{m 2} \operatorname{sign}(\dot{\boldsymbol{q}}) \tag{3.24}
\end{equation*}
$$

where $F_{m 1}$ and $F_{m 2}$ are $n \times n$ diagonal positive definite matrices. The elements of the diagonal of $F_{m 1}$ correspond to the viscous friction parameters while the elements of $F_{m 2}$ correspond to the Coulomb friction parameters. Furthermore, in the model given by (3.24)

$$
\operatorname{sign}(\dot{\boldsymbol{q}})=\left[\begin{array}{c}
\operatorname{sign}\left(\dot{q}_{1}\right) \\
\operatorname{sign}\left(\dot{q}_{2}\right) \\
\vdots \\
\operatorname{sign}\left(\dot{q}_{n}\right)
\end{array}\right]
$$

and $\operatorname{sign}(x)$ is the sign "function", given by

$$
\operatorname{sign}(x)=\left\{\begin{array}{r}
1 \text { if } x>0 \\
-1 \text { if } x<0
\end{array}\right.
$$

However, $\operatorname{sign}(0)$ is undefined in the sense that one do not associate a particular real number to the "function" $\operatorname{sign}(x)$ when $x=0$.

In certain applications, this fact is not of much practical relevance, as for instance, in velocity regulation, - when it is desired to maintain an operating point involving high and medium-high constant velocity, but the definition of
$\operatorname{sign}(0)$ is crucial both from theoretical and practical viewpoints, in position control (i.e. when the control objective is to maintain a constant position).

For this reason, and in view of the fact that the "classical" model (3.24) describes inadequately the behavior of friction at very low velocities, that is, when bodies are at rest and start to move, this is not recommended to model friction when dealing with the position control problem (regulation). In this case it is advisable to use available dynamic models. The study of such models is beyond the scope of this textbook.

Considering friction in the joints, the general dynamic equation of the manipulator is now given by

$$
\begin{equation*}
M(\boldsymbol{q}) \ddot{\boldsymbol{q}}+C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}+\boldsymbol{g}(\boldsymbol{q})+\boldsymbol{f}(\dot{\boldsymbol{q}})=\boldsymbol{\tau} \tag{3.25}
\end{equation*}
$$

In general, in this text we shall not assume that friction is present in the dynamic model unless it is explicitly mentioned. In such a case, we consider only viscous friction.

### 3.4 Dynamic Model of Elastic-joint Robots

In many industrial robots, the motion produced by the actuators is transmitted to the links via gears and belts. These, are not completely stiff but they have elasticity which can be compared to that of a spring. In the case of revolute joints, where the actuators are generally electric motors these phenomena boil down to a torsion in the axis that connects the link to the rotor of the motor. The elasticity effect in the joints is more noticeable in robots which undergo displacements with abrupt changes in velocity. A direct consequence of this effect, is the degradation of precision in the desired motion of the robot. Evidently, industrial robots are designed in a way to favor the reduction of joint elasticity, however, as mentioned above, such an effect is always present to some degree on practically any mechanical device. An exception to this rule is the case of the so-called direct-drive robots, in which the actuators are directly connected to the links.

Robot dynamics and control under the consideration of joint elasticity, has been an important topic of research since the mid-1980s and continues today. We present below only a brief discussion.

Consider a robot manipulator composed of rigid $n$ links connected through revolute joints. Assume that the motion of each link is furnished by electric motors and transmitted via a set of gears. Denote by $J_{i}$, the moment of inertia of the rotors about their respective rotating axes. Let $r_{i}$ be the gear reduction ratio of each rotor; e.g. if $r=50$ we say that for every 50 rotor revolutions, the axis after the corresponding gear undergoes only one full turn. Joint elasticity between each link and the corresponding axis after the set of gears is modeled via a torsional spring of constant torsional 'stiffness', $k_{i}$. The larger $k_{i}$, the
stiffer the joint. Figure 3.7 illustrates the case of a robot with two joints. The joint positions of each link are denoted, as usual by $\boldsymbol{q}$ while the angular positions of the axes after the set of gears are $\boldsymbol{\theta}=\left[\begin{array}{llll}\theta_{1} & \theta_{2} & \cdots & \theta_{n}\end{array}\right]^{T}$. Due to the elasticity, and while the robot is in motion we have, in general, $\boldsymbol{q} \neq \boldsymbol{\theta}$.


Figure 3.7. Diagram of a robot with elastic joints

Typically, the position and velocity sensors are located at the level of the rotors' axes. Thus knowing the gears reduction rate, only $\boldsymbol{\theta}$ may be determined and in particular, $\boldsymbol{q}$ is not available. This observation is of special relevance in control design since the variable to be controlled is precisely $\boldsymbol{q}$, which cannot be measured directly unless one is able to collocate appropriate sensors to measure the links' positions, giving a higher manufacturing cost.

Due to elasticity a given robot having $n$ links has $2 n$ DOF. Its generalized coordinates are $\left[\begin{array}{ll}\boldsymbol{q}^{T} & \boldsymbol{\theta}^{T}\end{array}\right]^{T}$. The kinetic energy function of a robot with elastic joints corresponds basically to the sum of the kinetic energies of the links and
those of the rotors, ${ }^{4}$ that is,

$$
\mathcal{K}(\boldsymbol{q}, \dot{\boldsymbol{q}}, \dot{\boldsymbol{\theta}})=\frac{1}{2} \dot{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}}+\frac{1}{2} \dot{\boldsymbol{\theta}}^{T} J \dot{\boldsymbol{\theta}}
$$

where $M(\boldsymbol{q})$ is the inertia matrix of the "rigid" (that is, assuming an infinite stiffness value of $k_{i}$ for all $i$ ) robot, and $J$ is a diagonal positive definite matrix, whose elements are the moments of inertia of the rotors, multiplied by the square of the gear reduction ratio, i.e.

$$
J=\left[\begin{array}{cccc}
J_{1} r_{1}^{2} & 0 & \cdots & 0 \\
0 & J_{2} r_{2}^{2} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & J_{n} r_{n}^{2}
\end{array}\right]
$$

On the other hand, the potential energy is the sum of the gravitational energy plus that stored in the torsional fictitious springs ${ }^{5}$, i.e.

$$
\begin{equation*}
\mathcal{U}(\boldsymbol{q}, \boldsymbol{\theta})=\mathcal{U}_{1}(\boldsymbol{q})+\frac{1}{2}[\boldsymbol{q}-\boldsymbol{\theta}]^{T} K[\boldsymbol{q}-\boldsymbol{\theta}] \tag{3.26}
\end{equation*}
$$

where $\mathcal{U}_{1}(\boldsymbol{q})$ is the potential energy due to gravity and corresponds exactly to that of the robot as if the joints were absolutely stiff. The matrix $K$ is diagonal positive definite and its elements are the 'torsion constants', i.e.

$$
K=\left[\begin{array}{cccc}
k_{1} & 0 & \cdots & 0 \\
0 & k_{2} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & k_{n}
\end{array}\right]
$$

The Lagrangian is in this case

$$
\mathcal{L}(\boldsymbol{q}, \boldsymbol{\theta}, \dot{\boldsymbol{q}}, \dot{\boldsymbol{\theta}})=\frac{1}{2} \dot{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}}+\frac{1}{2} \dot{\boldsymbol{\theta}}^{T} J \dot{\boldsymbol{\theta}}-\mathcal{U}_{1}(\boldsymbol{q})-\frac{1}{2}[\boldsymbol{q}-\boldsymbol{\theta}]^{T} K[\boldsymbol{q}-\boldsymbol{\theta}]
$$

Hence, using Lagrange's motion equations (3.4) we obtain

$$
\begin{aligned}
\frac{d}{d t}\left[\begin{array}{c}
\frac{\partial}{\partial \dot{\boldsymbol{q}}}\left[\frac{1}{2} \dot{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}}\right] \\
\frac{\partial}{\partial \dot{\boldsymbol{\theta}}}\left[\frac{1}{2} \dot{\boldsymbol{\theta}}^{T} J \dot{\boldsymbol{\theta}}\right]
\end{array}\right] & -\left[\begin{array}{r}
\frac{\partial}{\partial \boldsymbol{q}}\left[\frac{1}{2} \dot{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}}-\mathcal{U}_{1}(\boldsymbol{q})-\frac{1}{2}[\boldsymbol{q}-\boldsymbol{\theta}]^{T} K[\boldsymbol{q}-\boldsymbol{\theta}]\right] \\
\frac{\partial}{\partial \boldsymbol{\theta}}\left[-\frac{1}{2}[\boldsymbol{q}-\boldsymbol{\theta}]^{T} K[\boldsymbol{q}-\boldsymbol{\theta}]\right]
\end{array}\right] \\
& =\left[\begin{array}{c}
\mathbf{0} \\
\boldsymbol{\tau}
\end{array}\right] .
\end{aligned}
$$

[^11]Finally, using (3.16), (3.17), (3.19) and

$$
\frac{\partial}{\partial \boldsymbol{\theta}}\left[-\frac{1}{2}[\boldsymbol{q}-\boldsymbol{\theta}]^{T} K[\boldsymbol{q}-\boldsymbol{\theta}]\right]=K[\boldsymbol{q}-\boldsymbol{\theta}]
$$

we obtain the dynamic model for elastic-joint robots as

$$
\begin{align*}
M(\boldsymbol{q}) \ddot{\boldsymbol{q}}+C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}+\boldsymbol{g}(\boldsymbol{q})+K(\boldsymbol{q}-\boldsymbol{\theta}) & =\mathbf{0}  \tag{3.27}\\
J \ddot{\boldsymbol{\theta}}-K[\boldsymbol{q}-\boldsymbol{\theta}] & =\boldsymbol{\tau} . \tag{3.28}
\end{align*}
$$

The model above may, in turn, be written in the standard form, that is through the state vector $\left[\begin{array}{llll}\boldsymbol{q}^{T} & \boldsymbol{\theta}^{T} & \dot{\boldsymbol{q}}^{T} & \dot{\boldsymbol{\theta}}^{T}\end{array}\right]^{T}$ as

$$
\frac{d}{d t}\left[\begin{array}{c}
\boldsymbol{q} \\
\boldsymbol{\theta} \\
\dot{\boldsymbol{q}} \\
\dot{\boldsymbol{\theta}}
\end{array}\right]=\left[\begin{array}{c}
\dot{\boldsymbol{q}} \\
\dot{\boldsymbol{\theta}} \\
M^{-1}(\boldsymbol{q})[-K[\boldsymbol{q}-\boldsymbol{\theta}]-C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}-\boldsymbol{g}(\boldsymbol{q})] \\
J^{-1}[\boldsymbol{\tau}+K[\boldsymbol{q}-\boldsymbol{\theta}]]
\end{array}\right] .
$$

Example 3.7. Consider the device shown in Figure 3.8, which consists of one rigid link of mass $m$, and whose center of mass is localized at a distance $l$ from the rotation axis. The moment of inertia of the link with respect to the axis that passes through its center of mass is denoted by $I$. The joint is elastic and has a torsional constant $k$. The rotor's inertia is denoted by $J$.

The dynamic model of this device may be computed noticing that

$$
\begin{aligned}
\mathcal{K}(\dot{q}, \dot{\theta}) & =\frac{1}{2}\left[m l^{2}+I\right] \dot{q}^{2}+\frac{1}{2} J r^{2} \dot{\theta}^{2} \\
\mathcal{U}(q, \theta) & =m g l[1-\cos (q)]+\frac{1}{2} k[q-\theta]^{2}
\end{aligned}
$$

which, using Lagrange's equations (3.4), leads to

$$
\begin{aligned}
{\left[m l^{2}+I\right] \ddot{q}+m g l \sin (q)+k[q-\theta] } & =0 \\
J r^{2} \ddot{\theta}-k[q-\theta] & =\tau
\end{aligned}
$$



Figure 3.8. Link with an elastic joint

Unless clearly stated otherwise, in this text we consider only robots with stiff joints i.e. the model that we use throughout this textbook is given by (3.18).


Figure 3.9. Example of a 2-DOF robot


Figure 3.10. Example of a $2-\mathrm{DOF}$ robot

### 3.5 Dynamic Model of Robots with Actuators

On a real robot manipulator the torques vector $\boldsymbol{\tau}$, is delivered by actuators that are typically electromechanical, pneumatic or hydraulic. Such actuators have their own dynamics, that is, the torque or force delivered is the product of a dynamic 'transformation' of the input to the actuator. This input may be a voltage or a current in the case of electromechanical actuators, fluid (typically oil) flux or pressure in the case of hydraulic actuators. In Figures 3.9 and 3.10 we illustrate two robotic arms with 2 DOF which have actuators transmitting the motion through gears in the first case, and through gear and belt in the second.

## Actuators with Linear Dynamics

In certain situations, some types of electromechanical actuators may be modeled via second-order linear differential equations.

A common case is that of direct-current (DC) motors. The dynamic model which relates the input voltage $v$ applied to the motor's armature, to the output torque $\tau$ delivered by the motor, is presented in some detail in Appendix
D. A simplified linear dynamic model of a DC motor with negligible armature inductance, as shown in Figure 3.11, is given by Equation (D.16) in Appendix D,

$$
\begin{equation*}
J_{m} \ddot{q}+f_{m} \dot{q}+\frac{K_{a} K_{b}}{R_{a}} \dot{q}+\frac{\tau}{r^{2}}=\frac{K_{a}}{r R_{a}} v \tag{3.29}
\end{equation*}
$$

where:

- $J_{m}:$ rotor inertia $\left[\mathrm{kg} \mathrm{m}^{2}\right]$,
- $K_{a}:$ motor-torque constant $[\mathrm{Nm} / \mathrm{A}]$,
- $R_{a}$ : armature resistance $[\Omega]$,
- $K_{b}$ : back emf [V s/rad],
- $f_{m}$ : rotor friction coefficient with respect to its hinges $[\mathrm{Nm}]$,
- $\tau$ : net applied torque after the set of gears at the load axis [ Nm ],
- $q$ : angular position of the load axis [rad],
- $r$ : gear reduction ratio (in general $r \gg 1$ ),
- $\quad v$ : armature voltage [V].

Equation (3.29) relates the voltage $v$ applied to the armature of the motor to the torque $\tau$ applied to the load, in terms of its angular position, velocity and acceleration.


Figure 3.11. Diagram of a DC motor

Considering that each of the $n$ joints is driven by a DC motor we obtain from Equation (3.29)

$$
\begin{equation*}
J \ddot{\boldsymbol{q}}+B \dot{\boldsymbol{q}}+R \boldsymbol{\tau}=K \boldsymbol{v} \tag{3.30}
\end{equation*}
$$

with

$$
\begin{gathered}
J=\operatorname{diag}\left\{J_{m_{i}}\right\} \\
B=\operatorname{diag}\left\{f_{m_{i}}+\left(\frac{K_{a} K_{b}}{R_{a}}\right)_{i}\right\}
\end{gathered}
$$

$$
\begin{gather*}
R=\operatorname{diag}\left\{\frac{1}{r_{i}^{2}}\right\}  \tag{3.31}\\
K=\operatorname{diag}\left\{\left(\frac{K_{a}}{R_{a}}\right)_{i} \frac{1}{r_{i}}\right\}
\end{gather*}
$$

where for each motor $(i=1, \cdots, n), J_{m_{i}}$ corresponds to the rotor inertia, $f_{m_{i}}$ to the damping coefficient, $\left(K_{a} K_{b} / R_{a}\right)_{i}$ to an electromechanical constant and $r_{i}$ to the gear reduction ratio.

Thus, the complete dynamic model of a manipulator (considering friction in the joints) and having its actuators located at the joints ${ }^{6}$ is obtained by substituting $\boldsymbol{\tau}$ from (3.30) in (3.25),

$$
\begin{equation*}
(R M(\boldsymbol{q})+J) \ddot{\boldsymbol{q}}+R C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}+R \boldsymbol{g}(\boldsymbol{q})+R \boldsymbol{f}(\dot{\boldsymbol{q}})+B \dot{\boldsymbol{q}}=K \boldsymbol{v} . \tag{3.32}
\end{equation*}
$$

The equation above may be considered as a dynamic system whose input is $\boldsymbol{v}$ and whose outputs are $\boldsymbol{q}$ and $\dot{\boldsymbol{q}}$. A block-diagram for the model of the manipulator with actuators, given by (3.32), is depicted in Figure 3.12.


Figure 3.12. Block-diagram of a robot with its actuators

Example 3.8. Consider the pendulum depicted in Figure 3.13. The device consists of a DC motor coupled mechanically through a set of gears, to a pendular arm moving on a vertical plane under the action of gravity.

The equation of motion for this device including its load is given by

$$
\left[J+m l^{2}\right] \ddot{q}+f_{L} \dot{q}+\left[m_{b} l_{b}+m l\right] g \sin (q)=\tau
$$

where:

- $J$ : arm inertia without load (i.e. with $m=0$ ), with respect to the axis of rotation;
- $m_{b}$ : arm mass (without load);

[^12]

Figure 3.13. Pendular device with a DC motor

- $l_{b}$ : distance from the rotating axis to the arm center of mass (without load);
- $m$ : load mass at the tip of the arm (assumed to be punctual ${ }^{7}$ );
- $\quad l$ : distance from the rotating axis to the load $m$;
- $g$ : gravity acceleration;
- $\tau$ : applied torque at the rotating axis;
- $f_{L}$ : friction coefficient of the arm and its load.

The equation above may also be written in the compact form

$$
J_{L} \ddot{q}+f_{L} \dot{q}+k_{L} \sin (q)=\tau
$$

where

$$
\begin{gathered}
J_{L}=J+m l^{2} \\
k_{L}=\left[m_{b} l_{b}+m l\right] g .
\end{gathered}
$$

Hence, the complete dynamic model of the pendular device may be obtained by substituting $\tau$ from the model of the DC motor, (3.29), in the equation of the pendular arm, i.e.

$$
\left[J_{m}+\frac{J_{L}}{r^{2}}\right] \ddot{q}+\left[f_{m}+\frac{f_{L}}{r^{2}}+\frac{K_{a} K_{b}}{R_{a}}\right] \dot{q}+\frac{k_{L}}{r^{2}} \sin (q)=\frac{K_{a}}{r R_{a}} v
$$

from which, by simple inspection, comparing to (3.32), we identify

[^13]\[

$$
\begin{array}{rlrl}
M(q) & =J_{L} & J & =J_{m} \\
R & =\frac{1}{r^{2}} & K & =\frac{K_{a}}{r R_{a}} \\
B & =f_{m}+\frac{K_{a} K_{b}}{R_{a}} & f(\dot{q}) & =f_{L} \dot{q} \\
C(q, \dot{q}) & =0 & g(q) & =k_{L} \sin (q) .
\end{array}
$$
\]

The robot-with-actuators Equation (3.32) may be simplified considerably when the gear ratios $r_{i}$ are sufficiently large. In such case ( $r_{i} \gg 1$ ), we have $R \approx 0$ and Equation (3.32) may be approximated by

$$
J \ddot{\boldsymbol{q}}+B \dot{\boldsymbol{q}} \approx K \boldsymbol{v}
$$

That is, the nonlinear dynamics (3.25) of the robot may be neglected. This can be explained in the following way. If the gear reduction ratio is large enough, then the associated dynamics of the robot-with-actuators is described only by the dynamics of the actuators. This is the main argument that supports the idea that a good controller for the actuators is also appropriate to control robots having such actuators and geared transmissions with a high reduction ratio.

It is important to remark that the parameters involved in Equation (3.30) depend exclusively on the actuators, and not on the manipulator nor on its load. Therefore, it is reasonable to assume that such parameters are constant and known.

Since the gear ratio $r_{i}$ is assumed to be nonzero, the matrix $R$ given by (3.31) is nonsingular and therefore, $R^{-1}$ exists and Equation (3.32) may be rewritten as

$$
\begin{equation*}
M^{\prime}(\boldsymbol{q}) \ddot{\boldsymbol{q}}+C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}+\boldsymbol{g}(\boldsymbol{q})+\boldsymbol{f}(\dot{\boldsymbol{q}})+R^{-1} B \dot{\boldsymbol{q}}=R^{-1} K \boldsymbol{v} \tag{3.33}
\end{equation*}
$$

where $M^{\prime}(\boldsymbol{q})=M(\boldsymbol{q})+R^{-1} J$.
The existence of the matrix $M^{\prime}(\boldsymbol{q})^{-1}$ allows us to express the model (3.33) in terms of the state vector $\left[\begin{array}{ll}\boldsymbol{q} & \dot{\boldsymbol{q}}\end{array}\right]$ as

$$
\frac{d}{d t}\left[\begin{array}{l}
\boldsymbol{q} \\
\dot{\boldsymbol{q}}
\end{array}\right]=\left[\begin{array}{c}
\dot{\boldsymbol{q}} \\
M^{\prime}(\boldsymbol{q})^{-1}\left[R^{-1} K \boldsymbol{v}-R^{-1} B \dot{\boldsymbol{q}}-C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}-\boldsymbol{g}(\boldsymbol{q})-\boldsymbol{f}(\dot{\boldsymbol{q}})\right]
\end{array}\right] .
$$

That is, the input torque becomes simply a voltage scaled by $R^{-1} K$. At this point and in view of the scope of this textbook we may already formulate the problem of motion control for the system above, under the conditions
previously stated. Given a set of bounded vectors $\boldsymbol{q}_{d}, \dot{\boldsymbol{q}}_{d}$ and $\ddot{\boldsymbol{q}}_{d}$, determine a vector of voltages $\boldsymbol{v}$, to be applied to the motors, in such a manner that the positions $\boldsymbol{q}$, associated to the joint positions of the robot, follow precisely $\boldsymbol{q}_{d}$. This is the main subject of study in the succeeding chapters.

## Actuators with Nonlinear Dynamics

A dynamic model that characterizes a wide variety of actuators is described by the equations

$$
\begin{gather*}
\dot{\boldsymbol{x}}=\boldsymbol{m}(\boldsymbol{q}, \dot{\boldsymbol{q}}, \boldsymbol{x})+\mathcal{G}(\boldsymbol{q}, \dot{\boldsymbol{q}}, \boldsymbol{x}) \boldsymbol{u}  \tag{3.34}\\
\boldsymbol{\tau}=\boldsymbol{l}(\boldsymbol{q}, \boldsymbol{x}) \tag{3.35}
\end{gather*}
$$

where $\boldsymbol{u} \in \mathbb{R}^{n}$ and $\boldsymbol{x} \in \mathbb{R}^{n}$ are the input vectors and the state variables corresponding to the actuator and $\boldsymbol{m}, \mathcal{G}$ and $\boldsymbol{l}$ are nonlinear functions. In the case of DC motors, the input vector $\boldsymbol{u}$, represents the vector of voltages applied to each of the $n$ motors. The state vector $\boldsymbol{x}$ represents, for instance, the armature current in a DC motor or the operating pressure in a hydraulic actuator. Since the torques $\boldsymbol{\tau}$ are, generally speaking, delivered by different kinds of actuators, the vector $\boldsymbol{m}(\boldsymbol{q}, \dot{\boldsymbol{q}}, \boldsymbol{x})$ and the matrix $\mathcal{G}(\boldsymbol{q}, \dot{\boldsymbol{q}}, \boldsymbol{x})$ are such that the $\partial \boldsymbol{l}(\boldsymbol{q}, \boldsymbol{x}) / \partial \boldsymbol{x}^{T}$ and $\mathcal{G}(\boldsymbol{q}, \dot{\boldsymbol{q}}, \boldsymbol{x})$ are diagonal nonsingular matrices.

For the sake of illustration, consider the model of a DC motor with a nonnegligible armature inductance $\left(L_{a} \not \approx 0\right)$ as described in Appendix D, that is,

$$
\begin{gathered}
v=L_{a} \frac{d i_{a}}{d t}+R_{a} i_{a}+K_{b} r \dot{q} \\
\tau=r K_{a} i_{a}
\end{gathered}
$$

where $v$ is the input (armature voltage), $i_{a}$ is the direct armature current and $\tau$ is the torque applied to the load, after the set of gears. The rest of the constants are defined in Appendix D. These equations may be written in the generic form (3.34) and (3.35),

$$
\begin{gathered}
\frac{\overbrace{i_{a}}^{d t}}{x}=\overbrace{-L_{a}^{-1}\left[R_{a} i_{a}+K_{b} r \dot{q}\right]}^{m(q, \dot{q}, x)}+\overbrace{L_{a}^{-1}}^{\mathcal{G}(q, \dot{q}, x)} \overbrace{v}^{u} \\
\tau=\underbrace{r K_{a} i_{a}}_{l(q, x)} .
\end{gathered}
$$

Considering that the actuators' models are given by (3.34) and (3.35), the model of the robot with such actuators may be written in terms of the state vector $\left[\begin{array}{lll}\boldsymbol{q} & \dot{\boldsymbol{q}} & \boldsymbol{x}\end{array}\right]$, as

$$
\frac{d}{d t}\left[\begin{array}{c}
\boldsymbol{q} \\
\dot{\boldsymbol{q}} \\
\boldsymbol{x}
\end{array}\right]=\left[\begin{array}{c}
\dot{\boldsymbol{q}} \\
M(\boldsymbol{q})^{-1}[l(\boldsymbol{q}, \boldsymbol{x})-C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}-\boldsymbol{g}(\boldsymbol{q})] \\
\boldsymbol{m}(\boldsymbol{q}, \dot{\boldsymbol{q}}, \boldsymbol{x})
\end{array}\right]+\left[\begin{array}{c}
0 \\
0 \\
\mathcal{G}(\boldsymbol{q}, \dot{\boldsymbol{q}}, \boldsymbol{x})
\end{array}\right] \boldsymbol{u} .
$$

The dynamics of the actuators must be taken into account in the model of a robot, whenever these dynamics are not negligible with respect to that of the robot. Specifically for robots which are intended to perform high precision tasks.
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## Problems

1. Consider the mechanical device analyzed in Example 3.2. Assume now that this device has friction on the axis of rotation, which is modeled here as a torque or force proportional to the velocity $(f>0$ is the friction coefficient). The dynamic model in this case is

$$
m_{2} l_{2}^{2} \cos ^{2}(\varphi) \ddot{q}+f \dot{q}=\tau
$$

Rewrite the model in the form $\dot{\boldsymbol{x}}=\boldsymbol{f}(t, \boldsymbol{x})$ with $\boldsymbol{x}=\left[\begin{array}{ll}q & \dot{q}\end{array}\right]^{T}$.
a) Determine the conditions on the applied torque $\tau$ for the existence of equilibrium points.
b) Considering the condition on $\tau$ of the previous item, show by using Theorem 2.2 (see page 44), that the origin $\left[\begin{array}{ll}q & \dot{q}\end{array}\right]^{T}=\left[\begin{array}{ll}0 & 0\end{array}\right]^{T}$ is a stable equilibrium.
Hint: Use the following Lyapunov function candidate

$$
V(q, \dot{q})=\frac{1}{2}\left(q+\frac{m_{2} l_{2}^{2} \cos ^{2}(\varphi)}{f} \dot{q}\right)^{2}+\frac{1}{2} \dot{q}^{2}
$$

2. Consider the mechanical device depicted in Figure 3.14.

A simplistic model of such a device is

$$
m \ddot{q}+f \dot{q}+k q+m g=\tau, \quad q(0), \dot{q}(0) \in \mathbb{R}
$$

where

- $m>0$ is the mass
- $f>0$ is the friction coefficient
- $k>0$ is the stiffness coefficient of the spring
- $g$ is the acceleration of gravity
- $\quad \tau$ is the applied force
- $\quad q$ is the vertical position of the mass $m$ with respect to origin of the plane $x-y$.
Write the model in the form $\dot{\boldsymbol{x}}=\boldsymbol{f}(t, \boldsymbol{x})$ where $\boldsymbol{x}=\left[\begin{array}{ll}q & \dot{q}\end{array}\right]^{T}$.
a) What restrictions must be imposed on $\tau$ so that there exist equilibria?
b) Is it possible to determine $\tau$ so that the only equilibrium is the origin, $\boldsymbol{x}=\mathbf{0} \in \mathbb{R}^{2}$ ?


Figure 3.14. Problem 2


Figure 3.15. Problems 3 and 4
3. Consider the mechanical arm shown in Figure 3.15.

Assume that the potential energy $\mathcal{U}\left(q_{1}, q_{2}\right)$ is zero when $q_{1}=q_{2}=0$. Determine the vector of gravitational torques $\boldsymbol{g}(\boldsymbol{q})$,

$$
\boldsymbol{g}(\boldsymbol{q})=\left[\begin{array}{l}
g_{1}\left(q_{1}, q_{2}\right) \\
g_{2}\left(q_{1}, q_{2}\right)
\end{array}\right]
$$

4. Consider again this mechanical device but with its simplified description as depicted in Figure 3.15.
a) Obtain the direct kinematics model of the device, i.e. determine the relations

$$
\begin{aligned}
& y_{02}=f_{1}\left(q_{1}, q_{2}\right) \\
& z_{02}=f_{2}\left(q_{1}, q_{2}\right) .
\end{aligned}
$$

b) The analytical Jacobian $J(\boldsymbol{q})$ of a robot is the matrix

$$
J(\boldsymbol{q})=\frac{\partial}{\partial \boldsymbol{q}} \boldsymbol{\varphi}(\boldsymbol{q})=\left[\begin{array}{cccc}
\frac{\partial}{\partial q_{1}} \varphi_{1}(\boldsymbol{q}) & \frac{\partial}{\partial q_{2}} \varphi_{1}(\boldsymbol{q}) & \cdots & \frac{\partial}{\partial q_{n}} \varphi_{1}(\boldsymbol{q}) \\
\frac{\partial}{\partial q_{1}} \varphi_{2}(\boldsymbol{q}) & \frac{\partial}{\partial q_{2}} \varphi_{2}(\boldsymbol{q}) & \cdots & \frac{\partial}{\partial q_{n}} \varphi_{2}(\boldsymbol{q}) \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial}{\partial q_{1}} \varphi_{m}(\boldsymbol{q}) & \frac{\partial}{\partial q_{2}} \varphi_{m}(\boldsymbol{q}) & \cdots & \frac{\partial}{\partial q_{n}} \varphi_{m}(\boldsymbol{q})
\end{array}\right]
$$

where $\boldsymbol{\varphi}(\boldsymbol{q})$ is the relation in the direct kinematics model $(\mathrm{x}=\boldsymbol{\varphi}(\boldsymbol{q}))$, $n$ is the dimension of $\boldsymbol{q}$ and $m$ is the dimension of $\boldsymbol{x}$. Determine the Jacobian.
5. Consider the 2-DOF robot shown in Figure 3.16, for which the meaning of the constants and variables involved is as follows:


Figure 3.16. Problem 5

- $m_{1}, m_{2}$ are the masses of links 1 and 2 respectively;
- $I_{1}$ is the moment of inertia of link 1 with respect to the axis parallel to the axis $x$ which passes through its center of mass; the moment of inertia of the second link is supposed negligible;
- $l_{1}$ is the length of link 1 ;
- $l_{c 1}$ is the distance to the center of mass of link 1 taken from its rotation axis;
- $q_{1}$ is the angular position of link 1 measured with respect to the horizontal (taken positive counterclockwise);
- $q_{2}$ is the linear position of the center of mass of link 2 measured from the edge of link 1 ;
- $\delta$ is negligible $(\delta=0)$.

Determine the dynamic model and write it in the form $\dot{\boldsymbol{x}}=\boldsymbol{f}(t, \boldsymbol{x})$ where $\boldsymbol{x}=\left[\begin{array}{ll}q & \dot{q}\end{array}\right]^{T}$.
6. Consider the 2-DOF robot depicted in Figure 3.17. Such a robot has a transmission composed of a set of bar linkage at its second joint. Assume that the mass of the lever of length $l_{4}$ associated with actuator 2 is negligible.


Figure 3.17. Problem 6

Determine the dynamic model. Specifically, obtain the inertia matrix $M(\boldsymbol{q})$ and the centrifugal and Coriolis matrix $C(\boldsymbol{q}, \dot{\boldsymbol{q}})$.
Hint: See the robot presented in Example 3.3. Both robots happen to be mechanically equivalent when taking $m_{3}=I_{3}=\delta=0$.

## Properties of the Dynamic Model

In this chapter we present some simple but fundamental properties of the dynamic model for $n$-DOF robots given by Equation (3.18), i.e.

$$
\begin{equation*}
M(\boldsymbol{q}) \ddot{\boldsymbol{q}}+C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}+\boldsymbol{g}(\boldsymbol{q})=\boldsymbol{\tau} . \tag{4.1}
\end{equation*}
$$

In spite of the complexity of the dynamic Equation (4.1), which describes the behavior of robot manipulators, this equation and the terms which constitute it have properties that are interesting in themselves for control purposes. Besides, such properties are of particular importance in the study of control systems for robot manipulators. Only properties that are relevant to control design and stability analysis via Lyapunov's direct method (see Section 2.3.4 in Chapter 2) are presented. The reader is invited to see the references at the end of the chapter to prove further.

These properties, which we use extensively in the sequel, may be classified as follows:

- properties of the inertia matrix $M(\boldsymbol{q})$;
- properties of the centrifugal and Coriolis forces matrix $C(\boldsymbol{q}, \dot{\boldsymbol{q}})$;
- properties of the gravitational forces and torques vector $\boldsymbol{g}(\boldsymbol{q})$;
- properties of the residual dynamics.

Each of these items is treated independently and constitute the material of this chapter. Some of the proofs of the properties that are established below may be consulted in the references which are listed at the end of the chapter and others are developed in Appendix C.

### 4.1 The Inertia Matrix

The inertia matrix $M(\boldsymbol{q})$ plays an important role both in the robot's dynamic model as well as in control design. The properties of the inertia matrix which is
closely related to the kinetic energy function $\mathcal{K}=\frac{1}{2} \dot{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}}$, are exhaustively used in control design for robots. Among such properties we underline the following.

## Property 4.1. Inertia matrix $M(\boldsymbol{q})$

The inertia matrix $M(\boldsymbol{q})$ is symmetric positive definite and has dimension $n \times n$. Its elements are functions only of $\boldsymbol{q}$. The inertia matrix $M(\boldsymbol{q})$ satisfies the following properties.

There exists a real positive number $\alpha$ such that
1.
where $I$ denotes the identity matrix of dimension $n \times n$. The matrix $M(\boldsymbol{q})^{-1}$ exists and is positive definite.

For robots having only revolute joints there exists a constant $\beta>0$ such that

$$
\lambda_{\operatorname{Max}}\{M(\boldsymbol{q})\} \leq \beta \quad \forall \boldsymbol{q} \in \mathbb{R}^{n}
$$

One way of computing $\beta$ is

$$
\beta \geq n\left(\max _{i, j, q}\left|M_{i j}(\boldsymbol{q})\right|\right)
$$

where $M_{i j}(\boldsymbol{q})$ stands for the $i j$ th element of the matrix $M(\boldsymbol{q})$.
For robots having only revolute joints there exists a constant $k_{M}>$ 0 such that

$$
\begin{equation*}
\|M(\boldsymbol{x}) \boldsymbol{z}-M(\boldsymbol{y}) \boldsymbol{z}\| \leq k_{M}\|\boldsymbol{x}-\boldsymbol{y}\|\|\boldsymbol{z}\| \tag{4.2}
\end{equation*}
$$

3. 
4. 

0 such that

$$
\begin{equation*}
k_{M} \geq n^{2}\left(\max _{i, j, k, q}\left|\frac{\partial M_{i j}(\boldsymbol{q})}{\partial q_{k}}\right|\right) . \tag{4.3}
\end{equation*}
$$

for all vectors $\boldsymbol{x}, \boldsymbol{y}, \boldsymbol{z} \in \mathbb{R}^{n}$. One simple way to determine $k_{M}$ is as follows
For robots having only revolute joints there exists a number $k_{M}^{\prime}>$
0 such that

$$
\|M(\boldsymbol{x}) \boldsymbol{y}\| \leq k_{M}^{\prime}\|\boldsymbol{y}\|
$$

for all $\boldsymbol{x}, \boldsymbol{y} \in \mathbb{R}^{n}$.

The reader interested in the proof of Inequality (4.2) is invited to see Appendix C.

An obvious consequence of Property 4.1 and, in particular of the fact that $M(\boldsymbol{q})$ is positive definite, is that the function $V: \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathbb{R}_{+}$, defined as

$$
V(\boldsymbol{q}, \dot{\boldsymbol{q}})=\dot{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}}
$$

is positive definite in $\dot{\boldsymbol{q}}$. As a matter of fact, notice that with the previous definition we have $V(\boldsymbol{q}, \dot{\boldsymbol{q}})=2 \mathcal{K}(\boldsymbol{q}, \dot{\boldsymbol{q}})$ where $\mathcal{K}(\boldsymbol{q}, \dot{\boldsymbol{q}})$ corresponds to the kinetic energy function of the robot, (3.15).

### 4.2 The Centrifugal and Coriolis Forces Matrix

The properties of the Centrifugal and Coriolis matrix $C(\boldsymbol{q}, \dot{\boldsymbol{q}})$ are important in the study of stability of control systems for robots. The main properties of such a matrix are presented below.

## Property 4.2. Coriolis matrix $C(\boldsymbol{q}, \dot{\boldsymbol{q}})$

The centrifugal and Coriolis forces matrix $C(\boldsymbol{q}, \dot{\boldsymbol{q}})$ has dimension $n \times n$ and its elements are functions of $\boldsymbol{q}$ and $\dot{\boldsymbol{q}}$. The matrix $C(\boldsymbol{q}, \dot{\boldsymbol{q}})$ satisfies the following.
1.

For a given manipulator, the matrix $C(\boldsymbol{q}, \dot{\boldsymbol{q}})$ may not be unique but the vector $C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}$ is unique.
2. $C(\boldsymbol{q}, \mathbf{0})=0$ for all vectors $\boldsymbol{q} \in \mathbb{R}^{n}$.

For all vectors $\boldsymbol{q}, \boldsymbol{x}, \boldsymbol{y}, \boldsymbol{z} \in \mathbb{R}^{n}$ and any scalar $\alpha$ we have

$$
\begin{aligned}
C(\boldsymbol{q}, \boldsymbol{x}) \boldsymbol{y} & =C(\boldsymbol{q}, \boldsymbol{y}) \boldsymbol{x} \\
C(\boldsymbol{q}, \boldsymbol{z}+\alpha \boldsymbol{x}) \boldsymbol{y} & =C(\boldsymbol{q}, \boldsymbol{z}) \boldsymbol{y}+\alpha C(\boldsymbol{q}, \boldsymbol{x}) \boldsymbol{y} .
\end{aligned}
$$

The vector $C(\boldsymbol{q}, \boldsymbol{x}) \boldsymbol{y}$ may be written in the form
4.

$$
C(\boldsymbol{q}, \boldsymbol{x}) \boldsymbol{y}=\left[\begin{array}{c}
\boldsymbol{x}^{T} C_{1}(\boldsymbol{q}) \boldsymbol{y}  \tag{4.4}\\
\boldsymbol{x}^{T} C_{2}(\boldsymbol{q}) \boldsymbol{y} \\
\vdots \\
\boldsymbol{x}^{T} C_{n}(\boldsymbol{q}) \boldsymbol{y}
\end{array}\right]
$$

where $C_{k}(\boldsymbol{q})$ are symmetric matrices of dimension $n \times n$ for all $k=1,2, \cdots, n$. The $i j$-th element $C_{k_{i j}}(\boldsymbol{q})$ of the matrix $C_{k}(\boldsymbol{q})$ corresponds to the so-called Christoffel symbol of the first kind $c_{j i k}(\boldsymbol{q})$ and which is defined in (3.21).

For robots having exclusively revolute joints, there exists a number $k_{C_{1}}>0$ such that

$$
\|C(\boldsymbol{q}, \boldsymbol{x}) \boldsymbol{y}\| \leq k_{C_{1}}\|\boldsymbol{x}\|\|\boldsymbol{y}\|
$$

for all $\boldsymbol{q}, \boldsymbol{x}, \boldsymbol{y} \in \mathbb{R}^{n}$.

For robots having exclusively revolute joints, there exist numbers $k_{C_{1}}>0$ and $k_{C_{2}}>0$ such that
6.

$$
\begin{align*}
\|C(\boldsymbol{x}, \boldsymbol{z}) \boldsymbol{w}-C(\boldsymbol{y}, \boldsymbol{v}) \boldsymbol{w}\| \leq & k_{C_{1}}\|\boldsymbol{z}-\boldsymbol{v}\|\|\boldsymbol{w}\| \\
& +k_{C_{2}}\|\boldsymbol{x}-\boldsymbol{y}\|\|\boldsymbol{w}\|\|\boldsymbol{z}\| \tag{4.5}
\end{align*}
$$

for all vector $\boldsymbol{v}, \boldsymbol{x}, \boldsymbol{y}, \boldsymbol{z}, \boldsymbol{w} \in \mathbb{R}^{n}$.

The matrix $C(\boldsymbol{q}, \dot{\boldsymbol{q}})$, defined in (3.22) is related to the inertia matrix $M(\boldsymbol{q})$ by the expression

$$
\boldsymbol{x}^{T}\left[\frac{1}{2} \dot{M}(\boldsymbol{q})-C(\boldsymbol{q}, \dot{\boldsymbol{q}})\right] \boldsymbol{x}=0 \quad \forall \boldsymbol{q}, \dot{\boldsymbol{q}}, \boldsymbol{x} \in \mathbb{R}^{n}
$$

and as a matter of fact, $\frac{1}{2} \dot{M}(\boldsymbol{q})-C(\boldsymbol{q}, \dot{\boldsymbol{q}})$ is skew-symmetric. Equivalently, the matrix $\dot{M}(\boldsymbol{q})-2 C(\boldsymbol{q}, \dot{\boldsymbol{q}})$ is skew-symmetric, and

$$
\dot{M}(\boldsymbol{q})=C(\boldsymbol{q}, \dot{\boldsymbol{q}})+C(\boldsymbol{q}, \dot{\boldsymbol{q}})^{T}
$$

Independently of the way in which $C(\boldsymbol{q}, \dot{\boldsymbol{q}})$ is derived, it always satisfies

$$
\dot{\boldsymbol{q}}^{T}\left[\frac{1}{2} \dot{M}(\boldsymbol{q})-C(\boldsymbol{q}, \dot{\boldsymbol{q}})\right] \dot{\boldsymbol{q}}=0 \quad \forall \boldsymbol{q}, \dot{\boldsymbol{q}} \in \mathbb{R}^{n}
$$

We present next, the proof for the existence of a positive constant $k_{C_{1}}$ such that $\|C(\boldsymbol{q}, \boldsymbol{x}) \boldsymbol{y}\| \leq k_{C_{1}}\|\boldsymbol{x}\|\|\boldsymbol{y}\|$ for all vectors $\boldsymbol{q}, \boldsymbol{x}, \boldsymbol{y} \in \mathbb{R}^{n}$.

Considering (4.4), the norm $\|C(\boldsymbol{q}, \boldsymbol{x}) \boldsymbol{y}\|^{2}$ of the vector $C(\boldsymbol{q}, \boldsymbol{x}) \boldsymbol{y}$ is defined in the usual way that is, as the sum of its elements squared,

$$
\|C(\boldsymbol{q}, \boldsymbol{x}) \boldsymbol{y}\|^{2}=\sum_{k=1}^{n}\left(\boldsymbol{x}^{T} C_{k}(\boldsymbol{q}) \boldsymbol{y}\right)^{2}
$$

This implies that

$$
\begin{align*}
\|C(\boldsymbol{q}, \boldsymbol{x}) \boldsymbol{y}\|^{2} & =\sum_{k=1}^{n}\left|\boldsymbol{x}^{T} C_{k}(\boldsymbol{q}) \boldsymbol{y}\right|^{2} \\
& \leq\left[\sum_{k=1}^{n}\left\|C_{k}(\boldsymbol{q})\right\|^{2}\right]\|\boldsymbol{x}\|^{2}\|\boldsymbol{y}\|^{2} \tag{4.6}
\end{align*}
$$

where we have used the fact that for vectors $\boldsymbol{x}, \boldsymbol{y}$ and a square matrix $A$ of compatible dimensions it holds that $\left|\boldsymbol{x}^{T} A \boldsymbol{y}\right| \leq\|A\|\|\boldsymbol{x}\|\|\boldsymbol{y}\|$.

Taking into account that the spectral norm $\|A\|$ of a symmetric matrix $A=\left\{a_{i j}\right\}$ of dimension $n \times n$ verifies the inequality $\|A\| \leq n \max _{i, j}\left\{\left|a_{i j}\right|\right\}$, we have

$$
\left\|C_{k}(\boldsymbol{q})\right\|^{2} \leq n^{2}\left[\max _{i, j, q}\left\{\left|C_{k_{i j}}(\boldsymbol{q})\right|\right\}\right]^{2}
$$

where $C_{k_{i j}}(\boldsymbol{q})$ stands for the $i j$ th element of the symmetric matrix $C_{k}(\boldsymbol{q})$. Therefore, we obtain

$$
\begin{aligned}
{\left[\sum_{k=1}^{n}\left\|C_{k}(\boldsymbol{q})\right\|^{2}\right] } & \leq n^{2} \sum_{k=1}^{n}\left[\max _{i, j, q}\left\{\left|C_{k_{i j}}(\boldsymbol{q})\right|\right\}\right]^{2} \\
& \leq n^{3}\left[\max _{k, i, j, q}\left\{\left|C_{k_{i j}}(\boldsymbol{q})\right|\right\}\right]^{2} \\
& \leq n^{4}\left[\max _{k, i, j, q}\left\{\left|C_{k_{i j}}(\boldsymbol{q})\right|\right\}\right]^{2}
\end{aligned}
$$

where we used the fact that $n \geq 1$. Though conservative, the last step above, is justified to maintain integer exponents. Using this last inequality in (4.6) we finally obtain

$$
\begin{equation*}
\|C(\boldsymbol{q}, \boldsymbol{x}) \boldsymbol{y}\| \leq n^{2}\left(\max _{k, i, j, q}\left|C_{k_{i j}}(\boldsymbol{q})\right|\right)\|\boldsymbol{x}\|\|\boldsymbol{y}\| \tag{4.7}
\end{equation*}
$$

where one clearly identifies the constant $k_{C_{1}}$ as

$$
\begin{equation*}
k_{C_{1}}=n^{2}\left(\max _{k, i, j, q}\left|C_{k_{i j}}(\boldsymbol{q})\right|\right) \tag{4.8}
\end{equation*}
$$

As an immediate application of the expression in (4.7), $\|C(\boldsymbol{q}, \boldsymbol{x}) \boldsymbol{y}\| \leq$ $k_{C_{1}}\|\boldsymbol{x}\|\|\boldsymbol{y}\|$, we have

$$
\|C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}\| \leq k_{C_{1}}\|\dot{\boldsymbol{q}}\|^{2}
$$

We present now an example with the purpose of illustrating the previous computations.

Example 4.1. Consider the centrifugal and Coriolis forces matrix

$$
C(\boldsymbol{q}, \dot{\boldsymbol{q}})=\left[\begin{array}{cc}
-m_{2} l_{1} l_{c 2} \sin \left(q_{2}\right) \dot{q}_{2} & -m_{2} l_{1} l_{c 2} \sin \left(q_{2}\right)\left[\dot{q}_{1}+\dot{q}_{2}\right] \\
m_{2} l_{1} l_{c 2} \sin \left(q_{2}\right) \dot{q}_{1} & 0
\end{array}\right] .
$$

We wish to find a positive constant $k_{C_{1}}$ such that $\|C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}\| \leq$ $k_{C_{1}}\|\dot{\boldsymbol{q}}\|^{2}$. To that end, the vector $C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}$ may be rewritten as

$$
C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}=\left[\begin{array}{c}
-m_{2} l_{1} l_{c 2} \sin \left(q_{2}\right)\left[2 \dot{q}_{1} \dot{q}_{2}+\dot{q}_{2}^{2}\right] \\
m_{2} l_{1} l_{c 2} \sin \left(q_{2}\right) \dot{q}_{1}^{2}
\end{array}\right]
$$

$$
=\left[\begin{array}{c}
{\left[\begin{array}{c}
\dot{q}_{1} \\
\dot{q}_{2}
\end{array}\right]^{T} \overbrace{\left[\begin{array}{ccc}
0 & -m_{2} l_{1} l_{c 2} & \sin \left(q_{2}\right) \\
-m_{2} l_{1} l_{c 2} & \sin \left(q_{2}\right) & -m_{2} l_{1} l_{c 2} \\
\sin \left(q_{2}\right)
\end{array}\right]}^{C_{1}(\boldsymbol{q})}\left[\begin{array}{l}
\dot{q}_{1} \\
\dot{q}_{2}
\end{array}\right]} \\
{\left[\begin{array}{l}
\dot{q}_{1} \\
\dot{q}_{2}
\end{array}\right]^{T} \underbrace{\left[\begin{array}{cc}
m_{2} l_{1} l_{c 2} \sin \left(q_{2}\right) & 0 \\
0 & 0
\end{array}\right]}_{C_{2}(\boldsymbol{q})}\left[\begin{array}{l}
\dot{q}_{1} \\
\dot{q}_{2}
\end{array}\right]}
\end{array}\right] .
$$

Using the matrices $C_{1}(\boldsymbol{q})$ and $C_{2}(\boldsymbol{q})$ one can easily verify that

$$
\begin{aligned}
& \max _{q}\left|C_{1_{11}}(\boldsymbol{q})\right|=0 \\
& \max _{q}\left|C_{1_{12}}(\boldsymbol{q})\right|=m_{2} l_{1} l_{c 2} \\
& \max _{q}\left|C_{1_{21}}(\boldsymbol{q})\right|=m_{2} l_{1} l_{c 2} \\
& \max _{q}\left|C_{1_{22}}(\boldsymbol{q})\right|=m_{2} l_{1} l_{c 2} \\
& \max _{q}\left|C_{2_{11}}(\boldsymbol{q})\right|=m_{2} l_{1} l_{c 2} \\
& \max _{q}\left|C_{2_{12}}(\boldsymbol{q})\right|=0 \\
& \max _{q}\left|C_{2_{21}}(\boldsymbol{q})\right|=0 \\
& \max _{q}\left|C_{2_{22}}(\boldsymbol{q})\right|=0 .
\end{aligned}
$$

Hence, considering (4.8) we obtain

$$
k_{C_{1}}=4 m_{2} l_{1} l_{c 2} .
$$

The reader interested in the proof of Inequality (4.5) is invited to see Appendix C.

### 4.3 The Gravitational Torques Vector

The vector of gravitational torques, $\boldsymbol{g}(\boldsymbol{q})$, is present in robots which from a mechanical viewpoint, have not been designed with compensation of gravitational torques. For instance, without counter-weights, springs or for robots designed to move out of the horizontal plane. Some of the most relevant properties of this vector are enunciated next.

## Property 4.3. Gravity vector $\boldsymbol{g}(\boldsymbol{q})$

The gravitational torques vector $\boldsymbol{g}(\boldsymbol{q})$, of dimension $n \times 1$, depends only on the joint positions $\boldsymbol{q}$. The vector $\boldsymbol{g}(\boldsymbol{q})$ is continuous and therefore bounded for each bounded $\boldsymbol{q}$. Moreover, $\boldsymbol{g}(\boldsymbol{q})$ also satisfies the following.
1.
for all $T \in \mathbb{R}_{+}$.

For robots having only revolute joints there exists a number $k_{\mathcal{U}}$ such that

$$
\int_{0}^{T} \boldsymbol{g}(\boldsymbol{q}(t))^{T} \dot{\boldsymbol{q}}(t) d t+\mathcal{U}(\boldsymbol{q}(0)) \geq k_{\mathcal{U}}
$$

for all $T \in \mathbb{R}_{+}$and where $k_{\mathcal{U}}=\min _{q}\{\mathcal{U}(\boldsymbol{q})\}$.

For robots having only revolute joints, the vector $\boldsymbol{g}(\boldsymbol{q})$ is Lipschitz, that is, there exists a constant $k_{g}>0$ such that

$$
\begin{equation*}
\|\boldsymbol{g}(\boldsymbol{x})-\boldsymbol{g}(\boldsymbol{y})\| \leq k_{g}\|\boldsymbol{x}-\boldsymbol{y}\| \tag{4.10}
\end{equation*}
$$

for all $\boldsymbol{x}, \boldsymbol{y} \in \mathbb{R}^{n}$. A simple way to compute $k_{g}$ is by evaluating its partial derivative

$$
\begin{equation*}
k_{g} \geq n\left(\max _{i, j, q}\left|\frac{\partial g_{i}(\boldsymbol{q})}{\partial q_{j}}\right|\right) . \tag{4.11}
\end{equation*}
$$

Furthermore, $k_{g}$ satisfies

$$
k_{g} \geq\left\|\frac{\partial \boldsymbol{g}(\boldsymbol{q})}{\partial \boldsymbol{q}}\right\| \geq \lambda_{\mathrm{Max}}\left\{\frac{\partial \boldsymbol{g}(\boldsymbol{q})}{\partial \boldsymbol{q}}\right\}
$$

For robots having only revolute joints there exists a constant $k^{\prime}$ such that
4.

$$
\|\boldsymbol{g}(\boldsymbol{q})\| \leq k^{\prime}
$$

for all $\boldsymbol{q} \in \mathbb{R}^{n}$.

To prove (4.9) consider the potential energy function $\mathcal{U}(\boldsymbol{q})$ for a given manipulator. The partial time derivative of $\mathcal{U}(\boldsymbol{q})$ is given by
hence, replacing (3.20) we obtain

$$
\frac{d}{d t} \mathcal{U}(\boldsymbol{q}(t))=\boldsymbol{g}(\boldsymbol{q})^{T} \dot{\boldsymbol{q}}
$$

To integrate the above on both sides from 0 to $T$, define $U_{0}:=\mathcal{U}(\boldsymbol{q}(0))$ and $U_{T}:=\mathcal{U}(\boldsymbol{q}(T))$ for any $T \in \mathbb{R}_{+}$then,

$$
\int_{U_{0}}^{U_{T}} d \mathcal{U}=\int_{0}^{T} \boldsymbol{g}(\boldsymbol{q}(t))^{T} \dot{\boldsymbol{q}}(t) d t
$$

which is equivalent to

$$
\mathcal{U}(\boldsymbol{q}(T))-\mathcal{U}(\boldsymbol{q}(0))=\int_{0}^{T} \boldsymbol{g}(\boldsymbol{q})^{T} \dot{\boldsymbol{q}} d t
$$

The proof of (4.10) is presented in Appendix C.

### 4.4 The Residual Dynamics

To each robot dynamic model there is an associated function named "residual dynamics" that is important in the study of stability of numerous controllers. The residual dynamics $\boldsymbol{h}(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})$ is defined as follows ${ }^{1}$ :

$$
\begin{align*}
\boldsymbol{h}(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})= & {\left[M\left(\boldsymbol{q}_{d}\right)-M\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)\right] \ddot{\boldsymbol{q}}_{d} } \\
& +\left[C\left(\boldsymbol{q}_{d}, \dot{\boldsymbol{q}}_{d}\right)-C\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}_{d}-\dot{\tilde{\boldsymbol{q}}}\right)\right] \dot{\boldsymbol{q}}_{d} \\
& +\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)-\boldsymbol{g}\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right), \tag{4.12}
\end{align*}
$$

[^14]and with an abuse of notation it may be written as
$$
\boldsymbol{h}(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})=\left[M\left(\boldsymbol{q}_{d}\right)-M(\boldsymbol{q})\right] \ddot{\boldsymbol{q}}_{d}+\left[C\left(\boldsymbol{q}_{d}, \dot{\boldsymbol{q}}_{d}\right)-C(\boldsymbol{q}, \dot{\boldsymbol{q}})\right] \dot{\boldsymbol{q}}_{d}+\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)-\boldsymbol{g}(\boldsymbol{q})
$$

This function has the characteristic that $\boldsymbol{h}(t, \mathbf{0}, \mathbf{0})=\mathbf{0}$ for all $t$ but more importantly, the residual dynamics $\boldsymbol{h}(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})$ has the virtue of not growing faster than $\|\dot{\tilde{\boldsymbol{q}}}\|$ and $\|\tilde{\boldsymbol{q}}\|$. Moreover it may grow arbitrarily fast only when so does $\|\dot{\tilde{\boldsymbol{q}}}\|$, independently of $\|\tilde{\boldsymbol{q}}\|$.

In order to make this statement formal we need to recall the definition and properties of a continuously differentiable monotonically increasing function: the tangent hyperbolic. As a matter of fact, the statement can be shown for a large class of monotonically increasing functions but for clarity of exposition, here we restrict our discussion to

$$
\tanh (x)=\frac{e^{x}-e^{-x}}{e^{x}+e^{-x}}
$$

which is illustrated in Figure 4.1.


Figure 4.1. Graph of tangent hyperbolic: $\tanh (x)$

As it is clear from Figure 4.1, $\tanh (x)$ is continuous monotonically increasing. Also, it has continuous derivatives and it satisfies $|x| \geq|\tanh (x)|$ and $1 \geq|\tanh (x)|$ for all $x \in \mathbb{R}$. All these observations are stated formally below.

Definition 4.1. Vectorial tangent hyperbolic function
We define the vectorial tangent hyperbolic function as

$$
\boldsymbol{\operatorname { t a n h }}(\boldsymbol{x}):=\left[\begin{array}{c}
\tanh \left(x_{1}\right)  \tag{4.13}\\
\vdots \\
\tanh \left(x_{n}\right)
\end{array}\right]
$$

where $\boldsymbol{x} \in \mathbb{R}^{n}$. The first partial derivative of $\boldsymbol{\operatorname { t a n h }}(\boldsymbol{x})$ is given by

$$
\begin{equation*}
\frac{\partial \mathbf{t a n h}}{\partial \boldsymbol{x}}(\boldsymbol{x})=: \operatorname{Sech}^{2}(\boldsymbol{x})=\operatorname{diag}\left\{\operatorname{sech}^{2}\left(x_{i}\right)\right\} \tag{4.14}
\end{equation*}
$$

where

$$
\operatorname{sech}\left(x_{i}\right):=\frac{1}{e^{x_{i}}-e^{-x_{i}}}
$$

The vectorial tangent hyperbolic function satisfies the following properties. For any $\boldsymbol{x}, \dot{\boldsymbol{x}} \in \mathbb{R}^{n}$

- $\|\tanh (\boldsymbol{x})\| \leq \alpha_{1}\|\boldsymbol{x}\|$
- $\|\tanh (\boldsymbol{x})\| \leq \alpha_{2}$
- $\|\tanh (\boldsymbol{x})\|^{2} \leq \alpha_{3} \boldsymbol{\operatorname { t a n h }}(\boldsymbol{x})^{T} \boldsymbol{x}$
- $\left\|\operatorname{Sech}^{2}(\boldsymbol{x}) \dot{\boldsymbol{x}}\right\| \leq \alpha_{4}\|\dot{\boldsymbol{x}}\|$
where $\alpha_{1}, \cdots, \alpha_{4}>0$. With $\boldsymbol{\operatorname { t a n h }}(\boldsymbol{x})$ defined as in (4.13), the constants $\alpha_{1}=$ $1, \alpha_{2}=\sqrt{n}, \alpha_{3}=1, \alpha_{4}=1$.

Property 4.4. Residual dynamics vector $\boldsymbol{h}(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})$
The vector of residual dynamics $\boldsymbol{h}(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})$ of $n \times 1$ depends on the position errors $\tilde{\boldsymbol{q}}$, velocity errors $\dot{\tilde{\boldsymbol{q}}}$, and on the desired joint motion $-\boldsymbol{q}_{d}$, $\dot{\boldsymbol{q}}_{d}$, and $\ddot{\boldsymbol{q}}_{d}$ - that is supposed to be bounded. In this respect, we denote by $\left\|\dot{\boldsymbol{q}}_{d}\right\|_{\mathrm{M}}$ and $\left\|\ddot{\boldsymbol{q}}_{d}\right\|_{\mathrm{M}}$ the supreme values over the norms of the desired velocity and acceleration. In addition, $\boldsymbol{h}(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})$ has the following property:

There exist constants $k_{h 1}, k_{h 2} \geq 0$ such that the norm of the residual dynamics satisfies
1.

$$
\begin{equation*}
\|\boldsymbol{h}(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})\| \leq k_{h 1}\|\dot{\tilde{\boldsymbol{q}}}\|+k_{h 2}\|\tanh (\tilde{\boldsymbol{q}})\| \tag{4.15}
\end{equation*}
$$

for all $\tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}} \in \mathbb{R}^{n}$, where $\tanh (\tilde{\boldsymbol{q}})$ is the vectorial tangent hyperbolic function introduced in Definition 4.1.

Proof. According to the definition of the residual dynamics function (4.12), its norm satisfies

$$
\begin{align*}
\|\boldsymbol{h}(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})\| \leq & \left\|\left[M\left(\boldsymbol{q}_{d}\right)-M\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)\right] \ddot{\boldsymbol{q}}_{d}\right\| \\
& +\left\|\left[C\left(\boldsymbol{q}_{d}, \dot{\boldsymbol{q}}_{d}\right)-C\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}_{d}-\dot{\tilde{\boldsymbol{q}}}\right)\right] \dot{\boldsymbol{q}}_{d}\right\| \\
& +\left\|\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)-\boldsymbol{g}\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)\right\| \tag{4.16}
\end{align*}
$$

We wish to upperbound each of the three terms on the right-hand side of this inequality. We start with $\left\|\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)-\boldsymbol{g}\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)\right\|$. From Property 4.3 it follows that the vector of gravitational torques - considering robots with revolute joints - satisfies the inequalities

$$
\begin{aligned}
& \left\|\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)-\boldsymbol{g}\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)\right\| \leq k_{g}\|\tilde{\boldsymbol{q}}\| \\
& \left\|\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)-\boldsymbol{g}\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)\right\| \leq 2 k^{\prime}
\end{aligned}
$$

for all $\boldsymbol{q}_{d}, \tilde{\boldsymbol{q}} \in \mathbb{R}^{n}$ and where we have used $\|\boldsymbol{g}(\boldsymbol{q})\| \leq k^{\prime}$ for the second inequality. This may be illustrated as in Figure 4.2 where $\left\|\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)-\boldsymbol{g}\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)\right\|$ is in the dotted region, for all $\boldsymbol{q}_{d}, \tilde{\boldsymbol{q}} \in \mathbb{R}^{n}$.


Figure 4.2. Belonging region for $\left\|\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)-\boldsymbol{g}\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)\right\|$

Regarding the first term on the right-hand side of Inequality (4.16), we have from Property 4.1 of the inertia matrix $M(\boldsymbol{q})$, that the following two inequalities hold:

$$
\begin{aligned}
& \left\|\left[M\left(\boldsymbol{q}_{d}\right)-M\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)\right] \ddot{\boldsymbol{q}}_{d}\right\| \leq k_{M}\left\|\ddot{\boldsymbol{q}}_{d}\right\|_{\mathrm{M}}\|\tilde{\boldsymbol{q}}\|, \\
& \left\|\left[M\left(\boldsymbol{q}_{d}\right)-M\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)\right] \ddot{\boldsymbol{q}}_{d}\right\| \leq 2 k_{M}^{\prime}\left\|\ddot{\boldsymbol{q}}_{d}\right\|_{\mathrm{M}},
\end{aligned}
$$

where for the second inequality, we used that $\left\|M(\boldsymbol{x}) \ddot{\boldsymbol{q}}_{d}\right\| \leq k_{M}^{\prime}\left\|\ddot{\boldsymbol{q}}_{d}\right\|$, which is valid for all $\boldsymbol{x} \in \mathbb{R}^{n}$.

Finally it is only left to bound the second term on the right-hand side of Inequality (4.16). This operation requires the following computations. By virtue of Property 4.2 it follows that (see (4.5))

$$
\begin{equation*}
\left\|\left[C\left(\boldsymbol{q}_{d}, \dot{\boldsymbol{q}}_{d}\right)-C\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}_{d}-\dot{\tilde{\boldsymbol{q}}}\right)\right] \dot{\boldsymbol{q}}_{d}\right\| \leq k_{C_{1}}\left\|\dot{\boldsymbol{q}}_{d}\right\|_{\mathrm{M}}\|\dot{\tilde{\boldsymbol{q}}}\|+k_{C_{2}}\left\|\dot{\boldsymbol{q}}_{d}\right\|_{\mathrm{M}}^{2}\|\tilde{\boldsymbol{q}}\| \tag{4.17}
\end{equation*}
$$

Also, observe that the left-hand side of (4.17) also satisfies

$$
\begin{align*}
\left\|\left[C\left(\boldsymbol{q}_{d}, \dot{\boldsymbol{q}}_{d}\right)-C\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}_{d}-\dot{\tilde{\boldsymbol{q}}}\right)\right] \dot{\boldsymbol{q}}_{d}\right\| \leq & \|
\end{aligned} \begin{aligned}
& \left(\boldsymbol{q}_{d}, \dot{\boldsymbol{q}}_{d}\right) \dot{\boldsymbol{q}}_{d} \| \\
& +\left\|C\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}_{d}-\dot{\tilde{\boldsymbol{q}}}\right) \dot{\boldsymbol{q}}_{d}\right\| \tag{4.18}
\end{align*}
$$

but in view of the fact that $\|C(\boldsymbol{q}, \boldsymbol{x}) \boldsymbol{y}\| \leq k_{C_{1}}\|\boldsymbol{x}\|\|\boldsymbol{y}\|$ for all $\boldsymbol{q}, \boldsymbol{x}, \boldsymbol{y} \in \mathbb{R}^{n}$, the terms on the right-hand side also satisfy

$$
\left\|C\left(\boldsymbol{q}_{d}, \dot{\boldsymbol{q}}_{d}\right) \dot{\boldsymbol{q}}_{d}\right\| \leq k_{C_{1}}\left\|\dot{\boldsymbol{q}}_{d}\right\|_{\mathrm{M}}^{2}
$$

and,

$$
\begin{aligned}
\left\|C\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}_{d}-\dot{\tilde{\boldsymbol{q}}}\right) \dot{\boldsymbol{q}}_{d}\right\| & \leq k_{C_{1}}\left\|\dot{\boldsymbol{q}}_{d}\right\|_{\mathrm{M}}\left\|\dot{\boldsymbol{q}}_{d}-\dot{\tilde{\boldsymbol{q}}}\right\| \\
& \leq k_{C_{1}}\left\|\dot{\boldsymbol{q}}_{d}\right\|_{\mathrm{M}}^{2}+k_{C_{1}}\left\|\dot{\boldsymbol{q}}_{d}\right\|_{\mathrm{M}}\|\dot{\tilde{\boldsymbol{q}}}\| .
\end{aligned}
$$

Using the latter in (4.18) we obtain

$$
\begin{equation*}
\left\|\left[C\left(\boldsymbol{q}_{d}, \dot{\boldsymbol{q}}_{d}\right)-C\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}_{d}-\dot{\tilde{\boldsymbol{q}}}\right)\right] \dot{\boldsymbol{q}}_{d}\right\| \leq 2 k_{C_{1}}\left\|\dot{\boldsymbol{q}}_{d}\right\|_{\mathrm{M}}^{2}+k_{C_{1}}\left\|\dot{\boldsymbol{q}}_{d}\right\|_{\mathrm{M}}\|\dot{\tilde{\boldsymbol{q}}}\| . \tag{4.19}
\end{equation*}
$$

Hence, to bound the norm of the residual dynamics (4.16) we use (4.17) and (4.19), as well as the previous bounds on the first and third terms. This yields that $\boldsymbol{h}(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})$ also satisfies

$$
\|\boldsymbol{h}(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})\| \leq k_{C_{1}}\left\|\dot{\boldsymbol{q}}_{d}\right\|_{\mathrm{M}}\|\dot{\tilde{\boldsymbol{q}}}\|+\left[k_{g}+k_{M}\left\|\ddot{\boldsymbol{q}}_{d}\right\|_{\mathrm{M}}+k_{C_{2}}\left\|\dot{\boldsymbol{q}}_{d}\right\|_{\mathrm{M}}^{2}\right]\|\tilde{\boldsymbol{q}}\|,
$$

and

$$
\|\boldsymbol{h}(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})\| \leq k_{C_{1}}\left\|\dot{\boldsymbol{q}}_{d}\right\|_{\mathrm{M}}\|\dot{\tilde{\boldsymbol{q}}}\|+2\left[k^{\prime}+k_{M}^{\prime}\left\|\ddot{\boldsymbol{q}}_{d}\right\|_{\mathrm{M}}+k_{C_{1}}\left\|\dot{\boldsymbol{q}}_{d}\right\|_{\mathrm{M}}^{2}\right]
$$

for all $\tilde{\boldsymbol{q}} \in \mathbb{R}^{n}$. In other terms,

$$
\begin{equation*}
\|\boldsymbol{h}(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})\| \leq k_{C_{1}}\left\|\dot{\boldsymbol{q}}_{d}\right\|_{\mathrm{M}}\|\dot{\tilde{\boldsymbol{q}}}\|+s(\tilde{\boldsymbol{q}}) \tag{4.20}
\end{equation*}
$$

where the scalar function $s(\tilde{\boldsymbol{q}})$ is given by

$$
s(\tilde{\boldsymbol{q}})=\left\{\begin{array}{ccc}
s_{1}\|\tilde{\boldsymbol{q}}\| & \text { if } & \|\tilde{\boldsymbol{q}}\|<s_{2} / s_{1} \\
s_{2} & \text { if } & \|\tilde{\boldsymbol{q}}\| \geq s_{2} / s_{1}
\end{array}\right.
$$

with

$$
\begin{equation*}
s_{1}=\left[k_{g}+k_{M}\left\|\ddot{\boldsymbol{q}}_{d}\right\|_{\mathrm{M}}+k_{C_{2}}\left\|\dot{\boldsymbol{q}}_{d}\right\|_{\mathrm{M}}^{2}\right] \tag{4.21}
\end{equation*}
$$

and

$$
\begin{equation*}
s_{2}=2\left[k^{\prime}+k_{M}^{\prime}\left\|\ddot{\boldsymbol{q}}_{d}\right\|_{\mathrm{M}}+k_{C_{1}}\left\|\dot{\boldsymbol{q}}_{d}\right\|_{\mathrm{M}}^{2}\right] \tag{4.22}
\end{equation*}
$$



Figure 4.3. Graph of the function $s(\tilde{\boldsymbol{q}})$

The plot of $s(\tilde{\boldsymbol{q}})$ is shown in Figure 4.3. It is clear that $s(\tilde{\boldsymbol{q}})$ may be upperbounded by the tangent hyperbolic function of $\|\tilde{\boldsymbol{q}}\|$ that is,

$$
\begin{equation*}
|s(\tilde{\boldsymbol{q}})| \leq k_{h 2} \tanh (\|\tilde{\boldsymbol{q}}\|) \tag{4.23}
\end{equation*}
$$

where $k_{h 2}$ is any number that satisfies

$$
\begin{equation*}
k_{h 2} \geq \frac{s_{2}}{\tanh \left(\frac{s_{2}}{s_{1}}\right)} \tag{4.24}
\end{equation*}
$$

Thus, we conclude that $\|\boldsymbol{h}(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})\|$ in (4.20) satisfies

$$
\|\boldsymbol{h}(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})\| \leq k_{h 1}\|\dot{\tilde{\boldsymbol{q}}}\|+k_{h 2}\|\tanh (\tilde{\boldsymbol{q}})\|
$$

where we have used the fact that

$$
\tanh (\|\tilde{\boldsymbol{q}}\|) \leq\|\boldsymbol{\operatorname { t a n h }}(\tilde{\boldsymbol{q}})\|,
$$

where $\boldsymbol{\operatorname { t a n h }}(\tilde{\boldsymbol{q}})$ is the vectorial tangent hyperbolic function (4.13) and $k_{h 1}$ is assumed to satisfy

$$
\begin{equation*}
k_{C_{1}}\left\|\dot{\boldsymbol{q}}_{d}\right\|_{\mathrm{M}} \leq k_{h 1} \tag{4.25}
\end{equation*}
$$

Thus, Property 4.4 follows.

## Residual Dynamics when $\dot{\boldsymbol{q}}_{\boldsymbol{d}} \equiv \mathbf{0}$

In the situation when $\dot{\boldsymbol{q}}_{d} \equiv \mathbf{0}$, and therefore $\ddot{\boldsymbol{q}}_{d} \equiv \mathbf{0}$, the residual dynamics (4.12) boils down to

$$
\begin{aligned}
\boldsymbol{h}(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}}) & =\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)-\boldsymbol{g}\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right), \\
& =\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)-\boldsymbol{g}(\boldsymbol{q})
\end{aligned}
$$

Notice also that $s_{1}$ and $s_{2}$ in (4.21) and (4.22) respectively, become

$$
\begin{aligned}
& s_{1}=k_{g} \\
& s_{2}=2 k^{\prime}
\end{aligned}
$$

With this information and what we know about $k_{h 1}$ from (4.25) and about $k_{h 2}$ from (4.24), we conclude that these constants

$$
\begin{aligned}
& k_{h 1}=0 \\
& k_{h 2} \geq \frac{2 k^{\prime}}{\tanh \left(\frac{2 k^{\prime}}{k_{g}}\right)}
\end{aligned}
$$

From this last inequality one can show that $k_{h 2}$ satisfies

$$
k_{h 2} \geq k_{g}
$$

Thus, we finally conclude from (4.20) and (4.23) that

$$
\begin{aligned}
\|\boldsymbol{h}(t, \tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})\|=\left\|\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)-\boldsymbol{g}\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)\right\| & \leq k_{h 2} \tanh (\|\tilde{\boldsymbol{q}}\|), \\
& \leq k_{h 2}\left\|\left[\begin{array}{c}
\tanh \left(\tilde{q}_{1}\right) \\
\vdots \\
\tanh \left(\tilde{q}_{n}\right)
\end{array}\right]\right\|,
\end{aligned}
$$

for all $\boldsymbol{q}_{d}, \tilde{\boldsymbol{q}} \in \mathbb{R}^{n}$.

### 4.5 Conclusions

Properties 4.1, 4.2, 4.3 and 4.4 are exhaustively used in the succeeding chapters in the stability analysis of the control schemes that we present. In particular, Property 4.1 is used to construct non-negative functions and occasionally, Lyapunov functions to study stability and convergence properties for equilibria in robot control systems.

To close the chapter we summarize, in Table 4.1, the expressions involved in the computation of the main constants introduced, where $s_{1}$ and $s_{2}$ are given by Equations (4.21) and (4.22), respectively.

Table 4.1. Bounds on the matrices involved in the Lagrangian model

| Bound | Definition |
| :---: | :---: |
| $\beta$ | $n\left(\max _{i, j, q}\left\|M_{i j}(q)\right\|\right)$ |
| $k_{M}$ | $n^{2}\left(\max _{i, j, k, q}\left\|\frac{\partial M_{i j}(q)}{\partial q_{k}}\right\|\right)$ |
| $k_{C_{1}}$ | $n^{2}\left(\max _{i, j, k, q}\left\|C_{k_{i j}}(q)\right\|\right)$ |
| $k_{C_{2}}$ | $n^{3}\left(\max _{i, j, k, l, q}\left\|\frac{\partial C_{k_{i j}}(q)}{\partial q_{l}}\right\|\right)$ |
| $k_{g}$ | $n\left(\max _{i, j, q}\left\|\frac{\partial g_{i}(q)}{\partial q_{j}}\right\|\right)$ |
| $k_{h 1}$ | $k_{c 1}\left\\|\dot{\boldsymbol{q}}_{d}\right\\|_{M}$ |
| $k_{h 2}$ | $\frac{s_{2}}{\tanh \left(\frac{s_{2}}{s_{1}}\right)}$ |
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## Problems

1. Consider the simplified Cartesian mechanical device of Figure 4.4.


Figure 4.4. Problem 1
a) Obtain the dynamic model using Lagrange's equations. Specifically, determine $M(\boldsymbol{q}), C(\boldsymbol{q}, \dot{\boldsymbol{q}})$ and $\boldsymbol{g}(\boldsymbol{q})$.
b) Verify that the matrix $\frac{1}{2} \dot{M}(\boldsymbol{q})-C(\boldsymbol{q}, \dot{\boldsymbol{q}})$ is skew-symmetric.
c) Express the dynamic model in terms of the state vector $\left[\begin{array}{lll}q_{1} & q_{2} & \dot{q}_{1}\end{array}\right.$ $\left.\dot{q}_{2}\right]^{T}$. Under which conditions on the external $\tau_{1}$ and $\tau_{2}$ do there exist equilibria?
2. Is it true that the inertia matrix $M(\boldsymbol{q})$ is constant if and only if $C(\boldsymbol{q}, \dot{\boldsymbol{q}})=$ 0 ? (The matrix $C(\boldsymbol{q}, \dot{\boldsymbol{q}})$ is assumed to be defined upon the Christoffel symbols of the first kind.)
3. Consider the dynamic model (3.33) of robots with (linear) actuators. Suppose that there is no friction (i.e. $\boldsymbol{f}(\dot{\boldsymbol{q}})=\mathbf{0})$. Show that

$$
\frac{1}{2} \dot{M}^{\prime}(\boldsymbol{q})-C(\boldsymbol{q}, \dot{\boldsymbol{q}})=\frac{1}{2} \dot{M}(\boldsymbol{q})-C(\boldsymbol{q}, \dot{\boldsymbol{q}}) .
$$

4. Consider the equation that characterizes the behavior of a pendulum of length $l$ and mass $m$ concentrated at the edge and is submitted to the action of gravity $g$ to which is applied a torque $\tau$ on the axis of rotation,

$$
m l^{2} \ddot{q}+m g l \sin (q)=\tau
$$

where $q$ is the angular position of the pendulum with respect to the vertical.
Show that there exists a constant $\beta$ such that

$$
\int_{0}^{T} \tau(s) \dot{q}(s) d s \geq \beta, \quad \forall T \in \mathbb{R}_{+}
$$

Hint: Using Property 4.3 , show that for any $T \geq 0$,

$$
\int_{0}^{T} \dot{q}(s) \sin (q(s)) d s \geq-K
$$

with $K \geq 0$.

## Case Study: The Pelican Prototype Robot

The purpose of this chapter is twofold: first, to present in detail the model of the experimental robot arm of the Robotics lab. from the CICESE Research Center, Mexico. Second, to review the topics studied in the previous chapters and to discuss, through this case study, the topics of direct kinematics and inverse kinematics, which are fundamental in determining robot models.

For the Pelican, we derive the full dynamic model of the prototype; in particular, we present the numerical values of all the parameters such as mass, inertias, lengths to centers of mass, etc. This is used throughout the rest of the book in numerous examples to illustrate the performance of the controllers that we study. We emphasize that all of these examples contain experimentation results.

Thus, the chapter is organized in the following sections:

- direct kinematics;
- inverse kinematics;
- dynamic model;
- properties of the dynamic model;
- reference trajectories.

For analytical purposes, further on, we refer to Figure 5.2, which represents the prototype schematically. As is obvious from this figure, the prototype is a planar arm with two links connected through revolute joints, i.e. it possesses 2 DOF. The links are driven by two electrical motors located at the "shoulder" (base) and at the "elbow". This is a direct-drive mechanism, i.e. the axes of the motors are connected directly to the links without gears or belts.

The manipulator arm consists of two rigid links of lengths $l_{1}$ and $l_{2}$, masses $m_{1}$ and $m_{2}$ respectively. The robot moves about on the plane $x-y$ as is illustrated in Figure 5.2. The distances from the rotating axes to the centers of mass are denoted by $l_{c 1}$ and $l_{c 2}$ for links 1 and 2 , respectively. Finally, $I_{1}$ and


Figure 5.1. Pelican: experimental robot arm at CICESE, Robotics lab.


Figure 5.2. Diagram of the 2-DOF Pelican prototype robot
$I_{2}$ denote the moments of inertia of the links with respect to the axes that pass through the respective centers of mass and are parallel to the axis $x$. The degrees of freedom are associated with the angle $q_{1}$, which is measured from the vertical position, and $q_{2}$, which is measured relative to the extension of the first link toward the second link, both being positive counterclockwise. The vector of joint positions $\boldsymbol{q}$ is defined as

$$
\boldsymbol{q}=\left[\begin{array}{ll}
q_{1} & q_{2}
\end{array}\right]^{T} .
$$

The meaning of the diverse constant parameters involved as well as their numerical values are summarized in Table 5.1.

Table 5.1. Physical parameters of Pelican robot arm

| Description | Notation | Value | Units |
| :---: | :---: | :---: | :---: |
| Length of Link 1 | $l_{1}$ | 0.26 | m |
| Length of Link 2 | $l_{2}$ | 0.26 | m |
| Distance to the center of mass (Link 1) | $l_{c 1}$ | 0.0983 | m |
| Distance to the center of mass (Link 2) | $l_{c 2}$ | 0.0229 | m |
| Mass of Link 1 | $m_{1}$ | 6.5225 | kg |
| Mass of Link 2 | $m_{2}$ | 2.0458 | kg |
| Inertia rel. to center of mass (Link 1) | $I_{1}$ | 0.1213 | kg m |
| Inertia rel. to center of mass (Link 2) | $I_{2}$ | 0.0116 | kg m |
| Gravity acceleration | $g$ | 9.81 | $\mathrm{~m} / \mathrm{s}^{2}$ |

### 5.1 Direct Kinematics

The problem of direct kinematics for robot manipulators is formulated as follows. Consider a robot manipulator of $n$ degrees-of-freedom placed on a fixed surface. Define a reference frame also fixed at some point on this surface. This reference frame is commonly referred to as 'base reference frame'. The problem of deriving the direct kinematic model of the robot consists in expressing the position and orientation (when the latter makes sense) of a reference frame fixed to the end of the last link of the robot, referred to the base reference frame in terms of the joint coordinates of the robot. The solution to the so-formulated problem from a mathematical viewpoint, reduces to solving a geometrical problem which always has a closed-form solution.

Regarding the Pelican robot, we start by defining the reference frame of base as a Cartesian coordinated system in two dimensions with its origin located exactly on the first joint of the robot, as is illustrated in Figure 5.2. The Cartesian coordinates $x$ and $y$ determine the position of the tip of the second link with respect to the base reference frame. Notice that for the present case study of a 2-DOF system, the orientation of the end-effector of the arm makes no sense. One can clearly appreciate that both Cartesian coordinates, $x$ and
$y$, depend on the joint coordinates $q_{1}$ and $q_{2}$. Precisely it is this correlation that defines the direct kinematic model,

$$
\left[\begin{array}{l}
x \\
y
\end{array}\right]=\boldsymbol{\varphi}\left(q_{1}, q_{2}\right),
$$

where $\varphi: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$.
For the case of this robot with 2 DOF , it is immediate to verify that the direct kinematic model is given by

$$
\begin{aligned}
& x=l_{1} \sin \left(q_{1}\right)+l_{2} \sin \left(q_{1}+q_{2}\right) \\
& y=-l_{1} \cos \left(q_{1}\right)-l_{2} \cos \left(q_{1}+q_{2}\right) .
\end{aligned}
$$

From this model is obtained: the following relation between the velocities

$$
\begin{aligned}
{\left[\begin{array}{c}
\dot{x} \\
\dot{y}
\end{array}\right] } & =\left[\begin{array}{cc}
l_{1} \cos \left(q_{1}\right)+l_{2} \cos \left(q_{1}+q_{2}\right) & l_{2} \cos \left(q_{1}+q_{2}\right) \\
l_{1} \sin \left(q_{1}\right)+l_{2} \sin \left(q_{1}+q_{2}\right) & l_{2} \sin \left(q_{1}+q_{2}\right)
\end{array}\right]\left[\begin{array}{l}
\dot{q}_{1} \\
\dot{q}_{2}
\end{array}\right] \\
& =J(\boldsymbol{q})\left[\begin{array}{l}
\dot{q}_{1} \\
\dot{q}_{2}
\end{array}\right]
\end{aligned}
$$

where $J(\boldsymbol{q})=\frac{\partial \boldsymbol{\varphi}(\boldsymbol{q})}{\partial \boldsymbol{q}} \in \mathbb{R}^{2 \times 2}$ is called the analytical Jacobian matrix or simply, the Jacobian of the robot. Clearly, the following relationship between accelerations also holds,

$$
\left[\begin{array}{l}
\ddot{x} \\
\ddot{y}
\end{array}\right]=\left[\frac{d}{d t} J(\boldsymbol{q})\right]\left[\begin{array}{l}
\dot{q}_{1} \\
\dot{q}_{2}
\end{array}\right]+J(\boldsymbol{q})\left[\begin{array}{l}
\ddot{q}_{1} \\
\ddot{q}_{2}
\end{array}\right] .
$$

The procedure by which one computes the derivatives of the Jacobian and thereby obtains expressions for the velocities in Cartesian coordinates, is called differential kinematics. This topic is not studied in more detail in this textbook since we do not use it for control.

### 5.2 Inverse Kinematics

The inverse kinematic model of robot manipulators is of great importance from a practical viewpoint. This model allows us to obtain the joint positions $\boldsymbol{q}$ in terms of the position and orientation of the end-effector of the last link referred to the base reference frame. For the case of the Pelican prototype robot, the inverse kinematic model has the form

$$
\left[\begin{array}{l}
q_{1} \\
q_{2}
\end{array}\right]=\varphi^{-1}(x, y)
$$

where $\varphi^{-1}: \Theta \rightarrow \mathbb{R}^{2}$ and $\Theta \subseteq \mathbb{R}^{2}$.
The derivation of the inverse kinematic model is in general rather complex and, in contrast to the direct kinematics problem, it may have multiple solutions or no solution at all! The first case is illustrated in Figure 5.3. Notice that for the same position (in Cartesian coordinates $x, y$ ) of the arm tip there exist two possible configurations of the links, i.e. two possible values for $\boldsymbol{q}$.


Figure 5.3. Two solutions to the inverse kinematics problem

So we see that even for this relatively simple robot configuration there exist more than one solution to the inverse kinematics problem.

The practical interest of the inverse kinematic model relies on its utility to define desired joint positions $\boldsymbol{q}_{d}=\left[\begin{array}{ll}q_{d_{1}} & q_{d_{2}}\end{array}\right]^{T}$ from specified desired positions $x_{d}$ and $y_{d}$ for the robot's end-effector. Indeed, note that physically, it is more intuitive to specify a task for a robot in end-effector coordinates so that interest in the inverse kinematics problem increases with the complexity of the manipulator (number of degrees of freedom).

Thus, let us now make our this discussion more precise by analytically computing the solutions $\left[\begin{array}{l}q_{d_{1}} \\ q_{d_{2}}\end{array}\right]=\boldsymbol{\varphi}^{-1}\left(x_{d}, y_{d}\right)$. The desired joint positions $\boldsymbol{q}_{d}$ can be computed using tedious but simple trigonometric manipulations to obtain

$$
\begin{aligned}
& q_{d_{1}}=\tan ^{-1}\left(\frac{x_{d}}{-y_{d}}\right)-\tan ^{-1}\left(\frac{l_{2} \sin \left(q_{d_{2}}\right)}{l_{1}+l_{2} \cos \left(q_{d_{2}}\right)}\right) \\
& q_{d_{2}}=\cos ^{-1}\left(\frac{x_{d}^{2}+y_{d}^{2}-l_{1}^{2}-l_{2}^{2}}{2 l_{1} l_{2}}\right) .
\end{aligned}
$$

The desired joint velocities and accelerations may be obtained via the differential kinematics ${ }^{1}$ and its time derivative. In doing this one must keep in mind that the expressions obtained are valid only as long as the robot does not "fall" into a singular configuration, that is, as long as the Jacobian $J\left(\boldsymbol{q}_{d}\right)$ is square and nonsingular. These expressions are

$$
\begin{aligned}
& {\left[\begin{array}{l}
\dot{q}_{d_{1}} \\
\dot{q}_{d_{2}}
\end{array}\right]=J^{-1}\left(\boldsymbol{q}_{d}\right)\left[\begin{array}{c}
\dot{x}_{d} \\
\dot{y}_{d}
\end{array}\right]} \\
& {\left[\begin{array}{l}
\ddot{q}_{d_{1}} \\
\ddot{q}_{d_{2}}
\end{array}\right]=\underbrace{-J^{-1}\left(\boldsymbol{q}_{d}\right)\left[\frac{d}{d t} J\left(\boldsymbol{q}_{d}\right)\right] J^{-1}\left(\boldsymbol{q}_{d}\right)}_{\frac{d}{d t}\left[J^{-1}\left(\boldsymbol{q}_{d}\right)\right]}\left[\begin{array}{c}
\dot{x}_{d} \\
\dot{y}_{d}
\end{array}\right]+J^{-1}\left(\boldsymbol{q}_{d}\right)\left[\begin{array}{l}
\ddot{x}_{d} \\
\ddot{y}_{d}
\end{array}\right]}
\end{aligned}
$$

where $J^{-1}\left(\boldsymbol{q}_{d}\right)$ and $\frac{d}{d t}\left[J\left(\boldsymbol{q}_{d}\right)\right]$ denote the inverse of the Jacobian matrix and its time derivative respectively, evaluated at $\boldsymbol{q}=\boldsymbol{q}_{d}$. These are given by

$$
J^{-1}\left(\boldsymbol{q}_{d}\right)=\left[\begin{array}{cc}
\frac{\mathrm{S}_{12}}{l_{1} \mathrm{~S}_{2}} & -\frac{\mathrm{C}_{12}}{l_{1} \mathrm{~S}_{2}} \\
\frac{-l_{1} \mathrm{~S}_{1}-l_{2} \mathrm{~S}_{12}}{l_{1} l_{2} \mathrm{~S}_{2}} & \frac{l_{1} \mathrm{C}_{1}+l_{2} \mathrm{C}_{12}}{l_{1} l_{2} \mathrm{~S}_{2}}
\end{array}\right]
$$

and

$$
\frac{d}{d t}\left[J\left(\boldsymbol{q}_{d}\right)\right]=\left[\begin{array}{cc}
-l_{1} \mathrm{~S}_{1} \dot{q}_{d_{1}}-l_{2} \mathrm{~S}_{12}\left(\dot{q}_{d_{1}}+\dot{q}_{d_{2}}\right) & -l_{2} \mathrm{~S}_{12}\left(\dot{q}_{d_{1}}+\dot{q}_{d_{2}}\right) \\
l_{1} \mathrm{C}_{1} \dot{q}_{d_{1}}+l_{2} \mathrm{C}_{12}\left(\dot{q}_{d_{1}}+\dot{q}_{d_{2}}\right) & l_{2} \mathrm{C}_{12}\left(\dot{q}_{d_{1}}+\dot{q}_{d_{2}}\right)
\end{array}\right]
$$

where, for simplicity, we have used the notation $\mathrm{S}_{1}=\sin \left(q_{d_{1}}\right), \mathrm{S}_{2}=\sin \left(q_{d_{2}}\right)$, $\mathrm{C}_{1}=\cos \left(q_{d_{1}}\right), \mathrm{S}_{12}=\sin \left(q_{d_{1}}+q_{d_{2}}\right), \mathrm{C}_{12}=\cos \left(q_{d_{1}}+q_{d_{2}}\right)$.

Notice that the term $S_{2}$ appears in the denominator of all terms in $J(\boldsymbol{q})^{-1}$ hence, $q_{d_{2}}=n \pi$, with $n \in\{0,1,2, \ldots\}$ and any $q_{d_{1}}$ also correspond to singular configurations. Physically, these configurations (for any valid $n$ ) represent the second link being completely extended or bent over the first, as is illustrated in Figure 5.4. Typically, singular configurations are those in which the endeffector of the robot is located at the physical boundary of the workspace (that is, the physical space that the end-effector can reach). For instance, the singular configuration corresponding to being stretched out corresponds to the end-effector being placed anywhere on the circumference of radius $l_{1}+l_{2}$, which is the boundary of the robot's workspace. As for Figure 5.4 the origin of the coordinates frame constitute another point of this boundary.

Having illustrated the inverse kinematics problem through the planar manipulator of Figure 5.2 we stop our study of inverse kinematics since it is
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Figure 5.4. "Bent-over" singular configuration
beyond the scope of this text. However, we stress that what we have seen in the previous paragraphs extends in general.

In summary, we can say that if the control is based on the Cartesian coordinates of the end-effector, when designing the desired task for a manipulator's end-effector one must take special care that the configurations for the latter do not yield singular configurations. Concerning the controllers studied in this textbook, the reader should not worry about singular configurations since the Jacobian is not used at all: the reference trajectories are given in joint coordinates and we measure joint coordinates. This is what is called "control in joint space".

Thus, we leave the topic of kinematics to pass to the stage of modeling that is more relevant for control, from the viewpoint of this textbook, i.e. dynamics.

### 5.3 Dynamic Model

In this section we derive the Lagrangian equations for the CICESE prototype shown in Figure 5.1 and then we present in detail, useful bounds on the matrices of inertia, centrifugal and Coriolis forces, and on the vector of gravitational torques. Certainly, the model that we derive here applies to any planar manipulator following the same convention of coordinates as for our prototype.

### 5.3.1 Lagrangian Equations

Consider the 2-DOF robot manipulator shown in Figure 5.2. As we have learned from Chapter 3, to derive the Lagrangian dynamics we start by writing
the kinetic energy function, $\mathcal{K}(\boldsymbol{q}, \dot{\boldsymbol{q}})$, defined in (3.15). For this manipulator, it may be decomposed into the sum of the two parts:

- the product of half the mass times the square of the speed of the center of mass; plus
- the product of half its moment of inertia (referred to the center of mass) times the square of its angular velocity (referred to the center of mass).

That is, we have $\mathcal{K}(\boldsymbol{q}, \dot{\boldsymbol{q}})=\mathcal{K}_{1}(\boldsymbol{q}, \dot{\boldsymbol{q}})+\mathcal{K}_{2}(\boldsymbol{q}, \dot{\boldsymbol{q}})$ where $\mathcal{K}_{1}(\boldsymbol{q}, \dot{\boldsymbol{q}})$ and $\mathcal{K}_{2}(\boldsymbol{q}, \dot{\boldsymbol{q}})$ are the kinetic energies associated with the masses $m_{1}$ and $m_{2}$ respectively. Let us now develop in more detail, the corresponding mathematical expressions. To that end, we first observe that the coordinates of the center of mass of link 1 , expressed on the plane $x-y$, are

$$
\begin{aligned}
x_{1} & =l_{c 1} \sin \left(q_{1}\right) \\
y_{1} & =-l_{c 1} \cos \left(q_{1}\right) .
\end{aligned}
$$

The velocity vector $\boldsymbol{v}_{1}$ of the center of mass of such a link is then,

$$
\boldsymbol{v}_{1}=\left[\begin{array}{c}
\dot{x}_{1} \\
\dot{y}_{1}
\end{array}\right]=\left[\begin{array}{ll}
l_{c 1} & \cos \left(q_{1}\right) \dot{q}_{1} \\
l_{c 1} & \sin \left(q_{1}\right) \dot{q}_{1}
\end{array}\right] .
$$

Therefore, the speed squared, $\left\|\boldsymbol{v}_{1}\right\|^{2}=\boldsymbol{v}_{1}^{T} \boldsymbol{v}_{1}$, of the center of mass becomes

$$
\boldsymbol{v}_{1}^{T} \boldsymbol{v}_{1}=l_{c 1}^{2} \dot{q}_{1}^{2}
$$

Finally, the kinetic energy corresponding to the motion of link 1 can be obtained as

$$
\begin{align*}
\mathcal{K}_{1}(\boldsymbol{q}, \dot{\boldsymbol{q}}) & =\frac{1}{2} m_{1} \boldsymbol{v}_{1}^{T} \boldsymbol{v}_{1}+\frac{1}{2} I_{1} \dot{q}_{1}^{2} \\
& =\frac{1}{2} m_{1} l_{c 1}^{2} \dot{q}_{1}^{2}+\frac{1}{2} I_{1} \dot{q}_{1}^{2} \tag{5.1}
\end{align*}
$$

On the other hand, the coordinates of the center of mass of link 2, expressed on the plane $x-y$ are

$$
\begin{aligned}
x_{2} & =l_{1} \sin \left(q_{1}\right)+l_{c 2} \sin \left(q_{1}+q_{2}\right) \\
y_{2} & =-l_{1} \cos \left(q_{1}\right)-l_{c 2} \cos \left(q_{1}+q_{2}\right) .
\end{aligned}
$$

Consequently, the velocity vector $\boldsymbol{v}_{2}$ of the center of mass of such a link is

$$
\begin{aligned}
\boldsymbol{v}_{2} & =\left[\begin{array}{c}
\dot{x}_{2} \\
\dot{y}_{2}
\end{array}\right] \\
& =\left[\begin{array}{cc}
l_{1} & \cos \left(q_{1}\right) \dot{q}_{1}+l_{c 2} \\
l_{1} & \cos \left(q_{1}+q_{2}\right)\left[\dot{q}_{1}+\dot{q}_{2}\right] \\
l_{1} & \sin \left(q_{1}\right) \dot{q}_{1}+l_{c 2} \\
\sin \left(q_{1}+q_{2}\right)\left[\dot{q}_{1}+\dot{q}_{2}\right]
\end{array}\right] .
\end{aligned}
$$

Therefore, using the trigonometric identities $\cos (\theta)^{2}+\sin (\theta)^{2}=1$ and $\sin \left(q_{1}\right) \sin \left(q_{1}+q_{2}\right)+\cos \left(q_{1}\right) \cos \left(q_{1}+q_{2}\right)=\cos \left(q_{2}\right)$ we conclude that the speed squared, $\left\|\boldsymbol{v}_{2}\right\|^{2}=\boldsymbol{v}_{2}^{T} \boldsymbol{v}_{2}$, of the center of mass of link 2 satisfies

$$
\boldsymbol{v}_{2}^{T} \boldsymbol{v}_{2}=l_{1}^{2} \dot{q}_{1}^{2}+l_{c 2}^{2}\left[\dot{q}_{1}^{2}+2 \dot{q}_{1} \dot{q}_{2}+\dot{q}_{2}^{2}\right]+2 l_{1} l_{c 2}\left[\dot{q}_{1}^{2}+\dot{q}_{1} \dot{q}_{2}\right] \cos \left(q_{2}\right)
$$

which implies that

$$
\begin{aligned}
\mathcal{K}_{2}(\boldsymbol{q}, \dot{\boldsymbol{q}})= & \frac{1}{2} m_{2} \boldsymbol{v}_{2}^{T} \boldsymbol{v}_{2}+\frac{1}{2} I_{2}\left[\dot{q}_{1}+\dot{q}_{2}\right]^{2} \\
= & \frac{m_{2}}{2} l_{1}^{2} \dot{q}_{1}^{2}+\frac{m_{2}}{2} l_{c 2}^{2}\left[\dot{q}_{1}^{2}+2 \dot{q}_{1} \dot{q}_{2}+\dot{q}_{2}^{2}\right] \\
& +m_{2} l_{1} l_{c 2}\left[\dot{q}_{1}^{2}+\dot{q}_{1} \dot{q}_{2}\right] \cos \left(q_{2}\right) \\
& +\frac{1}{2} I_{2}\left[\dot{q}_{1}+\dot{q}_{2}\right]^{2} .
\end{aligned}
$$

Similarly, the potential energy may be decomposed as the sum of the terms $\mathcal{U}(\boldsymbol{q})=\mathcal{U}_{1}(\boldsymbol{q})+\mathcal{U}_{2}(\boldsymbol{q})$, where $\mathcal{U}_{1}(\boldsymbol{q})$ and $\mathcal{U}_{2}(\boldsymbol{q})$ are the potential energies associated with the masses $m_{1}$ and $m_{2}$ respectively. Thus, assuming that the potential energy is zero at $y=0$, we obtain

$$
\mathcal{U}_{1}(\boldsymbol{q})=-m_{1} l_{c 1} g \cos \left(q_{1}\right)
$$

and

$$
\begin{equation*}
\mathcal{U}_{2}(\boldsymbol{q})=-m_{2} l_{1} g \cos \left(q_{1}\right)-m_{2} l_{c 2} g \cos \left(q_{1}+q_{2}\right) . \tag{5.2}
\end{equation*}
$$

From Equations (5.1)-(5.2) we obtain the Lagrangian as

$$
\begin{aligned}
\mathcal{L}(\boldsymbol{q}, \dot{\boldsymbol{q}})= & \mathcal{K}(\boldsymbol{q}, \dot{\boldsymbol{q}})-\mathcal{U}(\boldsymbol{q}) \\
= & \mathcal{K}_{1}(\boldsymbol{q}, \dot{\boldsymbol{q}})+\mathcal{K}_{2}(\boldsymbol{q}, \dot{\boldsymbol{q}})-\mathcal{U}_{1}(\boldsymbol{q})-\mathcal{U}_{2}(\boldsymbol{q}) \\
= & \frac{1}{2}\left[m_{1} l_{c 1}^{2}+m_{2} l_{1}^{2}\right] \dot{q}_{1}^{2}+\frac{1}{2} m_{2} l_{c 2}^{2}\left[\dot{q}_{1}^{2}+2 \dot{q}_{1} \dot{q}_{2}+\dot{q}_{2}^{2}\right] \\
& +m_{2} l_{1} l_{c 2} \cos \left(q_{2}\right)\left[\dot{q}_{1}^{2}+\dot{q}_{1} \dot{q}_{2}\right] \\
& +\left[m_{1} l_{c 1}+m_{2} l_{1}\right] g \cos \left(q_{1}\right) \\
& +m_{2} g l_{c 2} \cos \left(q_{1}+q_{2}\right) \\
& +\frac{1}{2} I_{1} \dot{q}_{1}^{2}+\frac{1}{2} I_{2}\left[\dot{q}_{1}+\dot{q}_{2}\right]^{2} .
\end{aligned}
$$

From this last equation we obtain the following expression:

$$
\begin{aligned}
\frac{\partial \mathcal{L}}{\partial \dot{q}_{1}}= & {\left[m_{1} l_{c 1}^{2}+m_{2} l_{1}^{2}\right] \dot{q}_{1}+m_{2} l_{c 2}^{2} \dot{q}_{1}+m_{2} l_{c 2}^{2} \dot{q}_{2} } \\
& +2 m_{2} l_{1} l_{c 2} \cos \left(q_{2}\right) \dot{q}_{1}+m_{2} l_{1} l_{c 2} \cos \left(q_{2}\right) \dot{q}_{2} \\
& +I_{1} \dot{q}_{1}+I_{2}\left[\dot{q}_{1}+\dot{q}_{2}\right]
\end{aligned}
$$

$$
\begin{aligned}
& \frac{d}{d t}\left[\frac{\partial \mathcal{L}}{\partial \dot{q}_{1}}\right]= {\left[m_{1} l_{c 1}^{2}+m_{2} l_{1}^{2}+m_{2} l_{c 2}^{2}+2 m_{2} l_{1} l_{c 2} \cos \left(q_{2}\right)\right] \ddot{q}_{1} } \\
&+\left[m_{2} l_{c 2}^{2}+m_{2} l_{1} l_{c 2} \cos \left(q_{2}\right)\right] \ddot{q}_{2} \\
&-2 m_{2} l_{1} l_{c 2} \sin \left(q_{2}\right) \dot{q}_{1} \dot{q}_{2}-m_{2} l_{1} l_{c 2} \sin \left(q_{2}\right) \dot{q}_{2}^{2} \\
&+I_{1} \ddot{q}_{1}+I_{2}\left[\ddot{q}_{1}+\ddot{q}_{2}\right] . \\
& \frac{\partial \mathcal{L}}{\partial q_{1}}=-\left[m_{1} l_{c 1}+m_{2} l_{1}\right] g \sin \left(q_{1}\right)-m_{2} g l_{c 2} \sin \left(q_{1}+q_{2}\right) . \\
& \frac{\partial \mathcal{L}}{\partial \dot{q}_{2}}=m_{2} l_{c 2}^{2} \dot{q}_{1}+m_{2} l_{c 2}^{2} \dot{q}_{2}+m_{2} l_{1} l_{c 2} \cos \left(q_{2}\right) \dot{q}_{1}+I_{2}\left[\dot{q}_{1}+\dot{q}_{2}\right] . \\
& \frac{d}{d t}\left[\frac{\partial \mathcal{L}}{\partial \dot{q}_{2}}\right]= m_{2} l_{c 2}^{2} \ddot{q}_{1}+m_{2} l_{c 2}^{2} \ddot{q}_{2} \\
&+m_{2} l_{1} l_{c 2} \cos \left(q_{2}\right) \ddot{q}_{1}-m_{2} l_{1} l_{c 2} \sin \left(q_{2}\right) \dot{q}_{1} \dot{q}_{2} \\
&+I_{2}\left[\ddot{q}_{1}+\ddot{q}_{2}\right] .
\end{aligned}
$$

The dynamic equations that model the robot arm are obtained by applying Lagrange's Equations (3.4),

$$
\frac{d}{d t}\left[\frac{\partial \mathcal{L}}{\partial \dot{q}_{i}}\right]-\frac{\partial \mathcal{L}}{\partial q_{i}}=\tau_{i} \quad i=1,2
$$

from which we finally get

$$
\begin{align*}
\tau_{1}= & {\left[m_{1} l_{c 1}^{2}+m_{2} l_{1}^{2}+m_{2} l_{c 2}^{2}+2 m_{2} l_{1} l_{c 2} \cos \left(q_{2}\right)+I_{1}+I_{2}\right] \ddot{q}_{1} } \\
& +\left[m_{2} l_{c 2}^{2}+m_{2} l_{1} l_{c 2} \cos \left(q_{2}\right)+I_{2}\right] \ddot{q}_{2} \\
& -2 m_{2} l_{1} l_{c 2} \sin \left(q_{2}\right) \dot{q}_{1} \dot{q}_{2}-m_{2} l_{1} l_{c 2} \sin \left(q_{2}\right) \dot{q}_{2}^{2} \\
& +\left[m_{1} l_{c 1}+m_{2} l_{1}\right] g \sin \left(q_{1}\right) \\
& +m_{2} g l_{c 2} \sin \left(q_{1}+q_{2}\right) \tag{5.3}
\end{align*}
$$

and

$$
\begin{align*}
\tau_{2}=[ & \left.m_{2} l_{c 2}^{2}+m_{2} l_{1} l_{c 2} \cos \left(q_{2}\right)+I_{2}\right] \ddot{q}_{1}+\left[m_{2} l_{c 2}^{2}+I_{2}\right] \ddot{q}_{2} \\
& +m_{2} l_{1} l_{c 2} \sin \left(q_{2}\right) \dot{q}_{1}^{2}+m_{2} g l_{c 2} \sin \left(q_{1}+q_{2}\right), \tag{5.4}
\end{align*}
$$

where $\tau_{1}$ and $\tau_{2}$, are the external torques delivered by the actuators at joints 1 and 2.

Thus, the dynamic equations of the robot (5.3)-(5.4) constitute a set of two nonlinear differential equations of the state variables $\boldsymbol{x}=\left[\boldsymbol{q}^{T} \dot{\boldsymbol{q}}^{T}\right]^{T}$, that is, of the form (3.1) .

### 5.3.2 Model in Compact Form

For control purposes, it is more practical to rewrite the Lagrangian dynamic model of the robot, that is, Equations (5.3) and (5.4), in the compact form (3.18), i.e.

$$
\underbrace{\left[\begin{array}{ll}
M_{11}(\boldsymbol{q}) & M_{12}(\boldsymbol{q}) \\
M_{21}(\boldsymbol{q}) & M_{22}(\boldsymbol{q})
\end{array}\right]}_{M(\boldsymbol{q})} \ddot{\boldsymbol{q}}+\underbrace{\left[\begin{array}{ll}
C_{11}(\boldsymbol{q}, \dot{\boldsymbol{q}}) & C_{12}(\boldsymbol{q}, \dot{\boldsymbol{q}}) \\
C_{21}(\boldsymbol{q}, \dot{\boldsymbol{q}}) & C_{22}(\boldsymbol{q}, \dot{\boldsymbol{q}})
\end{array}\right]}_{C(\boldsymbol{q}, \dot{\boldsymbol{q}})} \dot{\boldsymbol{q}}+\underbrace{\left[\begin{array}{l}
g_{1}(\boldsymbol{q}) \\
g_{2}(\boldsymbol{q})
\end{array}\right]}_{\boldsymbol{g}(\boldsymbol{q})}=\boldsymbol{\tau}
$$

where

$$
\begin{aligned}
M_{11}(\boldsymbol{q}) & =m_{1} l_{c 1}^{2}+m_{2}\left[l_{1}^{2}+l_{c 2}^{2}+2 l_{1} l_{c 2} \cos \left(q_{2}\right)\right]+I_{1}+I_{2} \\
M_{12}(\boldsymbol{q}) & =m_{2}\left[l_{c 2}^{2}+l_{1} l_{c 2} \cos \left(q_{2}\right)\right]+I_{2} \\
M_{21}(\boldsymbol{q}) & =m_{2}\left[l_{c 2}^{2}+l_{1} l_{c 2} \cos \left(q_{2}\right)\right]+I_{2} \\
M_{22}(\boldsymbol{q}) & =m_{2} l_{c 2}^{2}+I_{2} \\
C_{11}(\boldsymbol{q}, \dot{\boldsymbol{q}}) & =-m_{2} l_{1} l_{c 2} \sin \left(q_{2}\right) \dot{q}_{2} \\
C_{12}(\boldsymbol{q}, \dot{\boldsymbol{q}}) & =-m_{2} l_{1} l_{c 2} \sin \left(q_{2}\right)\left[\dot{q}_{1}+\dot{q}_{2}\right] \\
C_{21}(\boldsymbol{q}, \dot{\boldsymbol{q}}) & =m_{2} l_{1} l_{c 2} \sin \left(q_{2}\right) \dot{q}_{1} \\
C_{22}(\boldsymbol{q}, \dot{\boldsymbol{q}}) & =0 \\
g_{1}(\boldsymbol{q}) & =\left[m_{1} l_{c 1}+m_{2} l_{1}\right] g \sin \left(q_{1}\right)+m_{2} l_{c 2} g \sin \left(q_{1}+q_{2}\right) \\
g_{2}(\boldsymbol{q}) & =m_{2} l_{c 2} g \sin \left(q_{1}+q_{2}\right) .
\end{aligned}
$$

We emphasize that the appropriate state variables to describe the dynamic model of the robot are the positions $q_{1}$ and $q_{2}$ and the velocities $\dot{q}_{1}$ and $\dot{q}_{2}$. In terms of these state variables, the dynamic model of the robot may be written as

$$
\frac{d}{d t}\left[\begin{array}{c}
q_{1} \\
q_{2} \\
\dot{q}_{1} \\
\dot{q}_{2}
\end{array}\right]=\left[\begin{array}{c}
\dot{q}_{1} \\
\dot{q}_{2} \\
M(\boldsymbol{q})^{-1}[\boldsymbol{\tau}(t)-C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}-\boldsymbol{g}(\boldsymbol{q})]
\end{array}\right] .
$$

## Properties of the Dynamic Model

We present now the derivation of certain bounds on the inertia matrix, the matrix of centrifugal and Coriolis forces and the vector of gravitational torques. The bounds that we derive are fundamental to properly tune the gains of the controllers studied in the succeeding chapters. We emphasize that, as studied in Chapter 4, some bounds exist for any manipulator with only revolute rigid joints. Here, we show how they can be computed for CICESE's Pelican prototype illustrated in Figure 5.2.

## Derivation of $\lambda_{\min }\{M\}$

We start with the property of positive definiteness of the inertia matrix. For a symmetric $2 \times 2$ matrix

$$
\left[\begin{array}{ll}
M_{11}(\boldsymbol{q}) & M_{21}(\boldsymbol{q}) \\
M_{21}(\boldsymbol{q}) & M_{22}(\boldsymbol{q})
\end{array}\right]
$$

to be positive definite for all $\boldsymbol{q} \in \mathbb{R}^{n}$, it is necessary and sufficient that ${ }^{2}$ $M_{11}(\boldsymbol{q})>0$ and its determinant

$$
M_{11}(\boldsymbol{q}) M_{22}(\boldsymbol{q})-M_{21}(\boldsymbol{q})^{2}
$$

also be positive for all $\boldsymbol{q} \in \mathbb{R}^{n}$.
In the worst-case scenario $M_{11}(\boldsymbol{q})=m_{1} l_{c 1}^{2}+I_{1}+I_{2}+m_{2}\left(l_{1}-l_{c 2}\right)^{2}>0$, we only need to compute the determinant of $M(\boldsymbol{q})$, that is,

$$
\begin{aligned}
\operatorname{det}[M(\boldsymbol{q})]= & I_{1} I_{2}+I_{2}\left[l_{c 1}^{2} m_{1}+l_{1}^{2} m_{2}\right]+l_{c 2}^{2} m_{2} I_{1}+l_{c 1}^{2} l_{c 2}^{2} m_{1} m_{2} \\
& +l_{1}^{2} l_{c 2}^{2} m_{2}^{2}\left[1-\cos ^{2}\left(q_{2}\right)\right] .
\end{aligned}
$$

Notice that only the last term depends on $\boldsymbol{q}$ and is positive or zero. Hence, we conclude that $M(\boldsymbol{q})$ is positive definite for all $q \in \mathbb{R}^{n}$, that is ${ }^{3}$

$$
\begin{equation*}
\boldsymbol{x}^{T} M(\boldsymbol{q}) \boldsymbol{x} \geq \lambda_{\min }\{M\}\|\boldsymbol{x}\|^{2} \tag{5.5}
\end{equation*}
$$

for all $\boldsymbol{q} \in \mathbb{R}^{n}$, where $\lambda_{\text {min }}\{M\}>0$.
Inequality (5.5) constitutes an important property for control purposes since for instance, it guarantees that $M(\boldsymbol{q})^{-1}$ is positive definite and bounded for all $\boldsymbol{q} \in \mathbb{R}^{n}$.

Let us continue with the computation of the constants $\beta, k_{M}, k_{C_{1}}, k_{C_{2}}$ and $k_{g}$ from the properties presented in Chapter 4.

## Derivation of $\lambda_{\text {Max }}\{M\}$

Consider the inertia matrix $M(\boldsymbol{q})$. From its components it may be verified that
${ }^{2}$ Consider the partitioned matrix

$$
\left[\begin{array}{cc}
A & B \\
B^{T} & C
\end{array}\right] .
$$

If $A=A^{T}>0, C=C^{T}>0$ and $C-B^{T} A^{-1} B \geq 0$ (resp. $C-B^{T} A^{-1} B>0$ ), then this matrix is positive semidefinite (resp. positive definite). See Horn R. A., Johnson C. R., 1985, Matrix analysis, p. 473.
${ }^{3}$ See also Remark 2.1 on page 25.

$$
\max _{i, j, \boldsymbol{q}}\left|M_{i j}(\boldsymbol{q})\right|=m_{1} l_{c 1}^{2}+m_{2}\left[l_{1}^{2}+l_{c 2}^{2}+2 l_{1} l_{c 2}\right]+I_{1}+I_{2}
$$

According to Table 4.1, the constant $\beta$ may be obtained as a value larger or equal to $n$ times the previous expression, i.e.

$$
\beta \geq n\left[m_{1} l_{c 1}^{2}+m_{2}\left[l_{1}^{2}+l_{c 2}^{2}+2 l_{1} l_{c 2}\right]+I_{1}+I_{2}\right] .
$$

Hence, defining, $\lambda_{\text {Max }}\{M\}=\beta$ we see that

$$
\boldsymbol{x}^{T} M(\boldsymbol{q}) \boldsymbol{x} \leq \lambda_{\mathrm{Max}}\{M\}\|\boldsymbol{x}\|^{2}
$$

for all $\boldsymbol{q} \in \mathbb{R}^{n}$. Moreover, using the numerical values presented in Table 5.1, we get $\beta=0.7193 \mathrm{~kg} \mathrm{~m}^{2}$, that is, $\lambda_{\operatorname{Max}}\{M\}=0.7193 \mathrm{~kg} \mathrm{~m}^{2}$.

## Derivation of $\boldsymbol{k}_{M}$

Consider the inertia matrix $M(\boldsymbol{q})$. From its components it may be verified that

$$
\begin{array}{ll}
\frac{\partial M_{11}(\boldsymbol{q})}{\partial q_{1}}=0, & \frac{\partial M_{11}(\boldsymbol{q})}{\partial q_{2}}=-2 m_{2} l_{1} l_{c 2} \sin \left(q_{2}\right) \\
\frac{\partial M_{12}(\boldsymbol{q})}{\partial q_{1}}=0, & \frac{\partial M_{12}(\boldsymbol{q})}{\partial q_{2}}=-m_{2} l_{1} l_{c 2} \sin \left(q_{2}\right) \\
\frac{\partial M_{21}(\boldsymbol{q})}{\partial q_{1}}=0, & \frac{\partial M_{21}(\boldsymbol{q})}{\partial q_{2}}=-m_{2} l_{1} l_{c 2} \sin \left(q_{2}\right) \\
\frac{\partial M_{22}(\boldsymbol{q})}{\partial q_{1}}=0, & \frac{\partial M_{22}(\boldsymbol{q})}{\partial q_{2}}=0
\end{array}
$$

According to Table 4.1, the constant $k_{M}$ may be determined as

$$
k_{M} \geq n^{2}\left(\max _{i, j, k, \boldsymbol{q}}\left|\frac{\partial M_{i j}(\boldsymbol{q})}{\partial q_{k}}\right|\right)
$$

hence, this constant may be chosen to satisfy

$$
k_{M} \geq n^{2} 2 m_{2} l_{1} l_{c 2}
$$

Using the numerical values presented in Table 5.1 we get $k_{M}=0.0974 \mathrm{~kg} \mathrm{~m}{ }^{2}$.

## Derivation of $\boldsymbol{k}_{C_{1}}$

Consider the vector of centrifugal and Coriolis forces $C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}$ written as

$$
C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}=\left[\begin{array}{c}
-m_{2} l_{1} l_{c 2} \sin \left(q_{2}\right)\left(2 \dot{q}_{1} \dot{q}_{2}+\dot{q}_{2}^{2}\right) \\
m_{2} l_{1} l_{c 2} \sin \left(q_{2}\right) \dot{q}_{1}^{2}
\end{array}\right]
$$

$$
=\left[\begin{array}{c}
{\left[\begin{array}{c}
\dot{q}_{1} \\
\dot{q}_{2}
\end{array}\right]^{T} \overbrace{\left[\begin{array}{ccc}
0 & -m_{2} l_{1} l_{c 2} \sin \left(q_{2}\right) \\
-m_{2} l_{1} l_{c 2} \sin \left(q_{2}\right) & -m_{2} l_{1} l_{c 2} \sin \left(q_{2}\right)
\end{array}\right]}^{C_{1}(\boldsymbol{q})}\left[\begin{array}{c}
\dot{q}_{1} \\
\dot{q}_{2}
\end{array}\right]}  \tag{5.6}\\
{\left[\begin{array}{c}
\dot{q}_{1} \\
\dot{q}_{2}
\end{array}\right]_{C_{2}(\boldsymbol{q})}^{\left[\begin{array}{cc}
m_{2} l_{1} l_{c 2} \sin \left(q_{2}\right) & 0 \\
0 & 0
\end{array}\right]}\left[\begin{array}{l}
\dot{q}_{1} \\
\dot{q}_{2}
\end{array}\right]}
\end{array}\right] .
$$

According to Table 4.1, the constant $k_{C_{1}}$ may be derived as

$$
k_{C_{1}} \geq n^{2}\left(\max _{i, j, k, \boldsymbol{q}}\left|C_{k_{i j}}(\boldsymbol{q})\right|\right)
$$

hence, this constant may be chosen so that

$$
k_{C_{1}} \geq n^{2} m_{2} l_{1} l_{c 2}
$$

Consequently, in view of the numerical values from Table 5.1 we find that $k_{C_{1}}=0.0487 \mathrm{~kg} \mathrm{~m}^{2}$.

## Derivation of $\boldsymbol{k}_{C_{2}}$

Consider again the vector of centrifugal and Coriolis forces $C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}$ written as in (5.6). From the matrices $C_{1}(\boldsymbol{q})$ and $C_{2}(\boldsymbol{q})$ it may easily be verified that

$$
\begin{aligned}
& \frac{\partial C_{1_{11}}(\boldsymbol{q})}{\partial q_{1}}=0, \frac{\partial C_{1_{11}}(\boldsymbol{q})}{\partial q_{2}}=0 \\
& \frac{\partial C_{1_{12}}(\boldsymbol{q})}{\partial q_{1}}=0, \frac{\partial C_{1_{12}}(\boldsymbol{q})}{\partial q_{2}}=-m_{2} l_{1} l_{c 2} \cos \left(q_{2}\right) \\
& \frac{\partial C_{1_{21}}(\boldsymbol{q})}{\partial q_{1}}=0, \frac{\partial C_{1_{21}}(\boldsymbol{q})}{\partial q_{2}}=-m_{2} l_{1} l_{c 2} \cos \left(q_{2}\right) \\
& \frac{\partial C_{1_{22}}(\boldsymbol{q})}{\partial q_{1}}=0, \frac{\partial C_{1_{22}}(\boldsymbol{q})}{\partial q_{2}}=-m_{2} l_{1} l_{c 2} \cos \left(q_{2}\right) \\
& \frac{\partial C_{2_{11}}(\boldsymbol{q})}{\partial q_{1}}=0, \frac{\partial C_{2_{11}}(\boldsymbol{q})}{\partial q_{2}}=m_{2} l_{1} l_{c 2} \cos \left(q_{2}\right) \\
& \frac{\partial C_{2_{12}}(\boldsymbol{q})}{\partial q_{1}}=0, \frac{\partial C_{2_{12}}(\boldsymbol{q})}{\partial q_{2}}=0 \\
& \frac{\partial C_{2_{21}}(\boldsymbol{q})}{\partial q_{1}}=0, \frac{\partial C_{2_{21}}(\boldsymbol{q})}{\partial q_{2}}=0
\end{aligned}
$$

$$
\frac{\partial C_{2_{22}}(\boldsymbol{q})}{\partial q_{1}}=0, \frac{\partial C_{2_{22}}(\boldsymbol{q})}{\partial q_{2}}=0
$$

Furthermore, according to Table 4.1 the constant $k_{C_{2}}$ may be taken to satisfy

$$
k_{C_{2}} \geq n^{3}\left(\max _{i, j, k, l, \boldsymbol{q}}\left|\frac{\partial C_{k_{i j}}(\boldsymbol{q})}{\partial q_{l}}\right|\right)
$$

Therefore, we may choose $k_{C_{2}}$ as

$$
k_{C_{2}} \geq n^{3} m_{2} l_{1} l_{c 2}
$$

which, in view of the numerical values from Table 5.1, takes the numerical value $k_{C_{2}}=0.0974 \mathrm{~kg} \mathrm{~m}^{2}$ :

## Derivation of $\boldsymbol{k}_{\boldsymbol{g}}$

According to the components of the gravitational torques vector $\boldsymbol{g}(\boldsymbol{q})$ we have

$$
\begin{aligned}
\frac{\partial g_{1}(\boldsymbol{q})}{\partial q_{1}} & =\left(m_{1} l_{c 1}+m_{2} l_{1}\right) g \cos \left(q_{1}\right)+m_{2} l_{c 2} g \cos \left(q_{1}+q_{2}\right) \\
\frac{\partial g_{1}(\boldsymbol{q})}{\partial q_{2}} & =m_{2} l_{c 2} g \cos \left(q_{1}+q_{2}\right) \\
\frac{\partial g_{2}(\boldsymbol{q})}{\partial q_{1}} & =m_{2} l_{c 2} g \cos \left(q_{1}+q_{2}\right) \\
\frac{\partial g_{2}(\boldsymbol{q})}{\partial q_{2}} & =m_{2} l_{c 2} g \cos \left(q_{1}+q_{2}\right) .
\end{aligned}
$$

Notice that the Jacobian matrix $\frac{\partial \boldsymbol{g}(\boldsymbol{q})}{\partial \boldsymbol{q}}$ corresponds in fact, to the Hessian matrix (i.e. the second partial derivative) of the potential energy function $\mathcal{U}(\boldsymbol{q})$, and is a symmetric matrix even though not necessarily positive definite.

The positive constant $k_{g}$ may be derived from the information given in Table 4.1 as

$$
k_{g} \geq n \max _{i, j, q}\left|\frac{\partial g_{i}(\boldsymbol{q})}{\partial q_{j}}\right|
$$

That is,

$$
k_{g} \geq n\left[m_{1} l_{c 1}+m_{2} l_{1}+m_{2} l_{c 2}\right] g
$$

and using the numerical values from Table 5.1 may be given the numerical value $k_{g}=23.94 \mathrm{~kg} \mathrm{~m}^{2} / \mathrm{s}^{2}$.

Table 5.2. Numeric values of the parameters for the CICESE prototype

| Parameter | Value | Units |
| :---: | :---: | :---: |
| $\lambda_{\text {Max }}\{M\}$ | 0.7193 | $\mathrm{~kg} \mathrm{~m}^{2}$ |
| $k_{M}$ | 0.0974 | $\mathrm{~kg} \mathrm{~m}^{2}$ |
| $k_{C_{1}}$ | 0.0487 | $\mathrm{~kg} \mathrm{~m}^{2}$ |
| $k_{C_{2}}$ | 0.0974 | $\mathrm{~kg} \mathrm{~m}^{2}$ |
| $k_{g}$ | 23.94 | $\mathrm{~kg} \mathrm{~m}^{2} / \mathrm{s}^{2}$ |

## Summary

The numerical values of the constants $\lambda_{\operatorname{Max}}\{M\}, k_{M}, k_{C_{1}}, k_{C_{2}}$ and $k_{g}$ obtained above are summarized in Table 5.2.

### 5.4 Desired Reference Trajectories

With the aim of testing in experiments the performance of the controllers presented in this book, on the Pelican robot, we have selected the following reference trajectories in joint space:

$$
\left[\begin{array}{l}
q_{d 1}  \tag{5.7}\\
q_{d 2}
\end{array}\right]=\left[\begin{array}{l}
b_{1}\left[1-e^{-2.0 t^{3}}\right]+c_{1}\left[1-e^{-2.0 t^{3}}\right] \sin \left(\omega_{1} t\right) \\
b_{2}\left[1-e^{-2.0 t^{3}}\right]+c_{2}\left[1-e^{-2.0 t^{3}}\right] \sin \left(\omega_{2} t\right)
\end{array}\right] \quad[\mathrm{rad}]
$$

where $b_{1}=\pi / 4[\mathrm{rad}], c_{1}=\pi / 9[\mathrm{rad}]$ and $\omega_{1}=4 \quad[\mathrm{rad} / \mathrm{s}]$, are parameters for the desired position reference for the first joint and $b_{2}=\pi / 3[\mathrm{rad}], c_{2}=$ $\pi / 6[\mathrm{rad}]$ and $\omega_{2}=3[\mathrm{rad} / \mathrm{s}]$ correspond to parameters that determine the desired position reference for the second joint. Figure 5.5 shows graphs of these reference trajectories against time.

Note the following important features in these reference trajectories:

- the trajectory contains a sinusoidal term to evaluate the performance of the controller following relatively fast periodic motions. This test is significant since such motions excite nonlinearities in the system.
- It also contains a slowly increasing term to bring the robot to the operating point without driving the actuators into saturation.

The module and frequency of the periodic signal must be chosen with care to avoid both torque and speed saturation in the actuators. In other


Figure 5.5. Desired reference trajectories
words, the reference trajectories must be such that the evolution of the robot dynamics along these trajectories gives admissible velocities and torques for the actuators. Otherwise, the desired reference is physically unfeasible.

Using the expressions of the desired position trajectories, (5.7), we may obtain analytically expressions for the desired velocity reference trajectories. These are obtained by direct differentiation, i.e.

$$
\begin{align*}
& \dot{q}_{d 1}=6 b_{1} t^{2} e^{-2.0 t^{3}}+6 c_{1} t^{2} e^{-2.0 t^{3}} \sin \left(\omega_{1} t\right)+\left[c_{1}-c_{1} e^{-2.0 t^{3}}\right] \cos \left(\omega_{1} t\right) \omega_{1} \\
& \dot{q}_{d 2}=6 b_{2} t^{2} e^{-2.0 t^{3}}+6 c_{2} t^{2} e^{-2.0 t^{3}} \sin \left(\omega_{2} t\right)+\left[c_{2}-c_{2} e^{-2.0 t^{3}}\right] \cos \left(\omega_{2} t\right) \omega_{2} \tag{5.8}
\end{align*}
$$

in $[\mathrm{rad} / \mathrm{s}]$. In the same way we may proceed to compute the reference accelerations to obtain

$$
\begin{align*}
\ddot{q}_{d 1}= & 12 b_{1} t e^{-2.0 t^{3}}-36 b_{1} t^{4} e^{-2.0 t^{3}}+12 c_{1} t e^{-2.0 t^{3}} \sin \left(\omega_{1} t\right) \\
& -36 c_{1} t^{4} e^{-2.0 t^{3}} \sin \left(\omega_{1} t\right)+12 c_{1} t^{2} e^{-2.0 t^{3}} \cos \left(\omega_{1} t\right) \omega_{1} \\
& -\left[c_{1}-c_{1} e^{-2.0 t^{3}}\right] \sin \left(\omega_{1} t\right) \omega_{1}^{2} \quad\left[\mathrm{rad} / \mathrm{s}^{2}\right] \\
\ddot{q}_{d 2}= & 12 b_{2} t e^{-2.0 t^{3}}-36 b_{2} t^{4} e^{-2.0 t^{3}}+12 c_{2} t e^{-2.0 t^{3}} \sin \left(\omega_{2} t\right) \\
& -36 c_{2} t^{4} e^{-2.0 t^{3}} \sin \left(\omega_{2} t\right)+12 c_{2} t^{2} e^{-2.0 t^{3}} \cos \left(\omega_{2} t\right) \omega_{2} \\
& -\left[c_{2}-c_{2} e^{-2.0 t^{3}}\right] \sin \left(\omega_{2} t\right) \omega_{2}^{2} \quad\left[\mathrm{rad} / \mathrm{s}^{2}\right] . \tag{5.9}
\end{align*}
$$



Figure 5.6. Norm of the desired positions


Figure 5.7. Norm of the desired velocities vector

Figures 5.6, 5.7 and 5.8 show the evolution in time of the norms corresponding to the desired joint positions, velocities and accelerations respectively. From these figures we deduce the following upper-bounds on the norms

$$
\begin{aligned}
\left\|\boldsymbol{q}_{d}\right\|_{\mathrm{Max}} & \leq 1.92[\mathrm{rad}] \\
\left\|\dot{\boldsymbol{q}}_{d}\right\|_{\mathrm{Max}} & \leq 2.33[\mathrm{rad} / \mathrm{s}] \\
\left\|\ddot{\boldsymbol{q}}_{d}\right\|_{\mathrm{Max}} & \leq 9.52\left[\mathrm{rad} / \mathrm{s}^{2}\right] .
\end{aligned}
$$



Figure 5.8. Norm of the desired accelerations vector
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## Problems

1. Consider the matrices $M(\boldsymbol{q})$ and $C(\boldsymbol{q}, \dot{\boldsymbol{q}})$ from Section 5.3.2. Show that the matrix $\left[\frac{1}{2} \dot{M}(\boldsymbol{q})-C(\boldsymbol{q}, \dot{\boldsymbol{q}})\right]$ is skew-symmetric.
2. According to Property 4.2, the centrifugal and Coriolis forces matrix $C(\boldsymbol{q}, \dot{\boldsymbol{q}})$, of the dynamic model of an $n$-DOF robot is not unique. In Section 5.3.2 we computed the elements of the matrix $C(\boldsymbol{q}, \dot{\boldsymbol{q}})$ of the Pelican

[^16]robot presented in this chapter. Prove also that the matrix $C(\boldsymbol{q}, \dot{\boldsymbol{q}})$ whose elements are given by
\[

$$
\begin{aligned}
& C_{11}(\boldsymbol{q}, \dot{\boldsymbol{q}})=-2 m_{2} l_{1} l_{c 2} \sin \left(q_{2}\right) \dot{q}_{2} \\
& C_{12}(\boldsymbol{q}, \dot{\boldsymbol{q}})=-m_{2} l_{1} l_{c 2} \sin \left(q_{2}\right) \dot{q}_{2} \\
& C_{21}(\boldsymbol{q}, \dot{\boldsymbol{q}})=m_{2} l_{1} l_{c 2} \sin \left(q_{2}\right) \dot{q}_{1} \\
& C_{22}(\boldsymbol{q}, \dot{\boldsymbol{q}})=0
\end{aligned}
$$
\]

characterizes the centrifugal and Coriolis forces, $C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}$. With this definition of $C(\boldsymbol{q}, \dot{\boldsymbol{q}})$, is $\frac{1}{2} \dot{M}(\boldsymbol{q})-C(\boldsymbol{q}, \dot{\boldsymbol{q}})$ skew-symmetric?
Does it hold that $\dot{\boldsymbol{q}}^{T}\left[\frac{1}{2} \dot{M}(\boldsymbol{q})-C(\boldsymbol{q}, \dot{\boldsymbol{q}})\right] \dot{\boldsymbol{q}}=0$ ? Explain.

## Introduction to Part II

Depending on their application, industrial robot manipulators may be classified into two categories: the first is that of robots which move freely in their workspace (i.e. the physical space reachable by the end-effector) thereby undergoing movements without physical contact with their environment; tasks such as spray-painting, laser-cutting and welding may be performed by this type of manipulator. The second category encompasses robots which are designed to interact with their environment, for instance, by applying a complying force; tasks in this category include polishing and precision assembling.

In this textbook we study exclusively motion controllers for robot manipulators that move about freely in their workspace.

For clarity of exposition, we shall consider robot manipulators provided with ideal actuators, that is, actuators with negligible dynamics or in other words, that deliver torques and forces which are proportional to their inputs. This idealization is common in many theoretical works on robot control as well as in most textbooks on robotics. On the other hand, the recent technological developments in the construction of electromechanical actuators allow one to rely on direct-drive servomotors, which may be considered as ideal torque sources over a wide range of operating points. Finally, it is important to mention that even though in this textbook we assume that the actuators are ideal, most studies of controllers that we present in the sequel may be easily extended, by carrying out minor modifications, to the case of linear actuators of the second order; such is the case of DC motors.

Motion controllers that we study are classified into two main parts based on the control goal. In this second part of the book we study position controllers (set-point controllers) and in Part III we study motion controllers (tracking controllers).

Consider the dynamic model of a robot manipulator with $n$ DOF, rigid links, no friction at the joints and with ideal actuators, (3.18), and which we recall below for convenience:

$$
\begin{equation*}
M(\boldsymbol{q}) \ddot{\boldsymbol{q}}+C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}+\boldsymbol{g}(\boldsymbol{q})=\boldsymbol{\tau} \tag{II.1}
\end{equation*}
$$

where $M(\boldsymbol{q}) \in \mathbb{R}^{n \times n}$ is the inertia matrix, $C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}} \in \mathbb{R}^{n}$ is the vector of centrifugal and Coriolis forces, $\boldsymbol{g}(\boldsymbol{q}) \in \mathbb{R}^{n}$ is the vector of gravitational forces and torques and $\boldsymbol{\tau} \in \mathbb{R}^{n}$ is a vector of external forces and torques applied at the joints. The vectors $\boldsymbol{q}, \dot{\boldsymbol{q}}, \ddot{\boldsymbol{q}} \in \mathbb{R}^{n}$ denote the position, velocity and joint acceleration respectively.
In terms of the state vector $\left[\begin{array}{ll}\boldsymbol{q}^{T} & \dot{\boldsymbol{q}}^{T}\end{array}\right]^{T}$ these equations take the form

$$
\frac{d}{d t}\left[\begin{array}{c}
\boldsymbol{q} \\
\dot{\boldsymbol{q}}
\end{array}\right]=\left[\begin{array}{c}
\dot{\boldsymbol{q}} \\
M(\boldsymbol{q})^{-1}[\boldsymbol{\tau}(t)-C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}-\boldsymbol{g}(\boldsymbol{q})]
\end{array}\right] .
$$

The problem of position control of robot manipulators may be formulated in the following terms. Consider the dynamic equation of an $n$-DOF robot, (II.1). Given a desired constant position (set-point reference) $\boldsymbol{q}_{d}$, we wish to find a vectorial function $\boldsymbol{\tau}$ such that the positions $\boldsymbol{q}$ associated with the robot's joint coordinates tend to $\boldsymbol{q}_{d}$ accurately.

In more formal terms, the objective of position control consists in finding $\boldsymbol{\tau}$ such that

$$
\lim _{t \rightarrow \infty} \boldsymbol{q}(t)=\boldsymbol{q}_{d}
$$

where $\boldsymbol{q}_{d} \in \mathbb{R}^{n}$ is a given constant vector which represents the desired joint positions.

The way that we evaluate whether a controller achieves the control objective is by studying the asymptotic stability of the origin of the closed-loop system in the sense of Lyapunov ( $c f$. Chapter 2). For such purposes, it appears convenient to rewrite the position control objective as

$$
\lim _{t \rightarrow \infty} \tilde{\boldsymbol{q}}(t)=\mathbf{0}
$$

where $\tilde{\boldsymbol{q}} \in \mathbb{R}^{n}$ stands for the joint position errors vector or is simply called position error, and is defined by

$$
\tilde{\boldsymbol{q}}(t):=\boldsymbol{q}_{d}-\boldsymbol{q}(t) .
$$

Then, we say that the control objective is achieved, if for instance the origin of the closed-loop system (also referred to as position error dynamics) in terms of the state, i.e. $\left[\tilde{\boldsymbol{q}}^{T} \dot{\boldsymbol{q}}^{T}\right]^{T}=\mathbf{0} \in \mathbb{R}^{\mathbf{2 n}}$, is asymptotically stable.

The computation of the vector $\boldsymbol{\tau}$ involves, in general, a vectorial nonlinear function of $\boldsymbol{q}, \dot{\boldsymbol{q}}$ and $\ddot{\boldsymbol{q}}$. This function is called the "control law" or simply, "controller". It is important to recall that robot manipulators are equipped with sensors to measure position and velocity at each joint, hence, the vectors $\boldsymbol{q}$ and $\dot{\boldsymbol{q}}$ are assumed to be measurable and may be used by the controllers. In general, a control law may be expressed as

$$
\begin{equation*}
\boldsymbol{\tau}=\boldsymbol{\tau}\left(\boldsymbol{q}, \dot{\boldsymbol{q}}, \ddot{\boldsymbol{q}}, \boldsymbol{q}_{d}, M(\boldsymbol{q}), C(\boldsymbol{q}, \dot{\boldsymbol{q}}), \boldsymbol{g}(\boldsymbol{q})\right) \tag{II.2}
\end{equation*}
$$

However, for practical purposes it is desirable that the controller does not depend on the joint acceleration $\ddot{\boldsymbol{q}}$, because measurement of acceleration is unusual and accelerometers are typically highly sensitive to noise.

Figure II. 1 presents the block-diagram of a robot in closed loop with a position controller.


Figure II.1. Position control: closed-loop system

If the controller (II.2) does not depend explicitly on $M(\boldsymbol{q}), C(\boldsymbol{q}, \dot{\boldsymbol{q}})$ and $\boldsymbol{g}(\boldsymbol{q})$, it is said that the controller is not "model-based". This terminology is, however, a little misfortunate since there exist controllers, for example of the PID type ( $c f$. Chapter 9 ), whose design parameters are computed as functions of the model of the particular robot for which the controller is designed. From this viewpoint, these controllers are model-dependent or model-based.

In this second part of the textbook we carry out stability analyses of a group of position controllers for robot manipulators. The methodology to analyze the stability may be summarized in the following steps.

1. Derivation of the closed-loop dynamic equation. This equation is obtained by replacing the control action $\boldsymbol{\tau}(c f$. Equation II. 2 ) in the dynamic model of the manipulator ( $c f$. Equation II.1). In general, the closed-loop equation is a nonautonomous nonlinear ordinary differential equation.
2. Representation of the closed-loop equation in the state-space form, i.e.

$$
\frac{d}{d t}\left[\begin{array}{c}
\boldsymbol{q}_{d}-\boldsymbol{q}  \tag{II.3}\\
\dot{\boldsymbol{q}}
\end{array}\right]=\boldsymbol{f}\left(\boldsymbol{q}, \dot{\boldsymbol{q}}, \boldsymbol{q}_{d}, M(\boldsymbol{q}), C(\boldsymbol{q}, \dot{\boldsymbol{q}}), \boldsymbol{g}(\boldsymbol{q})\right)
$$

This closed-loop equation may be regarded as a dynamic system whose inputs are $\boldsymbol{q}_{d}, \dot{\boldsymbol{q}}_{d}$ and $\ddot{\boldsymbol{q}}_{d}$, and with outputs, the state vectors $\tilde{\boldsymbol{q}}=\boldsymbol{q}_{d}-\boldsymbol{q}$ and $\dot{\boldsymbol{q}}$. Figure II. 2 shows the corresponding block-diagram.
3. Study of the existence and possible unicity of equilibrium for the closedloop equation. For this, we rewrite the closed-loop equation (II.3) in the state-space form choosing as the state, the position error and the velocity.


Figure II.2. Set-point control closed-loop system. Input-output representation.

That is, let $\tilde{\boldsymbol{q}}:=\boldsymbol{q}_{d}-\boldsymbol{q}$ denote the state of the closed-loop equation. Then, (II.3) becomes

$$
\frac{d}{d t}\left[\begin{array}{c}
\tilde{\boldsymbol{q}}  \tag{II.4}\\
\dot{\boldsymbol{q}}
\end{array}\right]=\tilde{\boldsymbol{f}}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})
$$

where $\tilde{\boldsymbol{f}}$ is obtained by replacing $\boldsymbol{q}$ with $\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}$. Note that the closed-loop system equation is autonomous since $\boldsymbol{q}_{d}$ is constant.
Thus, for Equation (II.4) we want to verify that the origin, $\left[\tilde{\boldsymbol{q}}^{T} \dot{\boldsymbol{q}}^{T}\right]^{T}=$ $\mathbf{0} \in \mathbb{R}^{\mathbf{2 n}}$ is an equilibrium and whether it is unique.
4. Proposal of a Lyapunov function candidate to study the stability of the origin for the closed-loop equation, by using the Theorems 2.2, 2.3, 2.4 and 2.7. In particular, verification of the required properties, i.e. positivity and negativity of the time derivative.
5. Alternatively to step 4 , in the case that the proposed Lyapunov function candidate appears to be inappropriate (that is, if it does not satisfy all of the required conditions) to establish the stability properties of the equilibrium under study, we may use Lemma 2.2 by proposing a positive definite function whose characteristics allow one to determine the qualitative behavior of the solutions of the closed-loop equation.

It is important to underline that if Theorems 2.2, 2.3, 2.4, 2.7 and Lemma 2.2 do not apply because one of their conditions does not hold, it does not mean that the control objective cannot be achieved with the controller under analysis but that the latter is inconclusive. In this case, one should look for other possible Lyapunov function candidates such that one of these results holds.

The rest of this second part of the textbook is divided into four chapters. The controllers that we present may be called "conventional" since they are commonly used in industrial robots. These controllers are:

- Proportional control plus velocity feedback and Proportional Derivative (PD) control;
- PD control with gravity compensation;
- PD control with desired gravity compensation;
- Proportional Integral Derivative (PID) control.
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## Proportional Control plus Velocity Feedback and PD Control

Proportional control plus velocity feedback is the simplest closed-loop controller that may be used to control robot manipulators. The conceptual application of this control strategy is common in angular position control of DC motors. In this application, the controller is also known as proportional control with tachometric feedback. The equation of proportional control plus velocity feedback is given by

$$
\begin{equation*}
\boldsymbol{\tau}=K_{p} \tilde{\boldsymbol{q}}-K_{v} \dot{\boldsymbol{q}} \tag{6.1}
\end{equation*}
$$

where $K_{p}, K_{v} \in \mathbb{R}^{n \times n}$ are symmetric positive definite matrices preselected by the practitioner engineer and are commonly referred to as position gain and velocity (or derivative) gain, respectively. The vector $\boldsymbol{q}_{d} \in \mathbb{R}^{n}$ corresponds to the desired joint position, and the vector $\tilde{\boldsymbol{q}}=\boldsymbol{q}_{d}-\boldsymbol{q} \in \mathbb{R}^{n}$ is called position error. Figure 6.1 presents a block-diagram corresponding to the control system formed by the robot under proportional control plus velocity feedback.


Figure 6.1. Block-diagram: Proportional control plus velocity feedback

Proportional Derivative (PD) control is an immediate extension of proportional control plus velocity feedback (6.1). As its name suggests, the control law is not only composed of a proportional term of the position error as in the case of proportional control, but also of another term which is proportional to the derivative of the position, i.e. to its velocity error, $\dot{\tilde{\boldsymbol{q}}}$. The PD control
law is given by

$$
\begin{equation*}
\boldsymbol{\tau}=K_{p} \tilde{\boldsymbol{q}}+K_{v} \dot{\tilde{\boldsymbol{q}}} \tag{6.2}
\end{equation*}
$$

where $K_{p}, K_{v} \in \mathbb{R}^{n \times n}$ are also symmetric positive definite and selected by the designer. In Figure 6.2 we present the block-diagram corresponding to the control system composed of a PD controller and a robot.


Figure 6.2. Block-diagram: PD control

So far no restriction has been imposed on the vector of desired joint positions $\boldsymbol{q}_{d}$ to define the proportional control law plus velocity feedback and the PD control law. This is natural, since the name that we give to a controller must characterize only its structure and should not be reference-dependent.

In spite of the veracity of the statement above, in the literature on robot control one finds that the control laws (6.1) and (6.2) are indistinctly called "PD control". The common argument in favor of this ambiguous terminology is that in the particular case when the vector of desired positions $\boldsymbol{q}_{d}$ is restricted to be constant, then it is clear from the definition of $\tilde{\boldsymbol{q}}$ that $\tilde{\boldsymbol{q}}=-\dot{\boldsymbol{q}}$ and therefore, control laws (6.1) and (6.2) become identical.

With the purpose of avoiding any polemic about these observations, and to observe the use of the common nomenclature from now on, both control laws (6.1) and (6.2), are referred to in the sequel as "PD control".

In real applications, PD control is local in the sense that the torque or force determined by such a controller when applied at a particular joint, depends only on the position and velocity of the joint in question and not on those of the other joints. Mathematically, this is translated by the choice of diagonal design matrices $K_{p}$ and $K_{v}$.

PD control, given by Equation (6.1), requires the measurement of positions $\boldsymbol{q}$ and velocities $\dot{\boldsymbol{q}}$ as well as specification of the desired joint position $\boldsymbol{q}_{d}(c f$. Figure 6.1). Notice that it is not necessary to specify the desired velocity and acceleration, $\dot{\boldsymbol{q}}_{d}$ and $\ddot{\boldsymbol{q}}_{d}$.

We present next an analysis of PD control for $n$-DOF robot manipulators.
The behavior of an $n$-DOF robot in closed-loop with PD control is determined by combining the model Equation (II.1) with the control law (6.1),

$$
\begin{equation*}
M(\boldsymbol{q}) \ddot{q}+C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}+\boldsymbol{g}(\boldsymbol{q})=K_{p} \tilde{\boldsymbol{q}}-K_{v} \dot{\boldsymbol{q}} \tag{6.3}
\end{equation*}
$$

or equivalently, in terms of the state vector $\left[\begin{array}{ll}\tilde{\boldsymbol{q}}^{T} & \dot{\tilde{\boldsymbol{q}}}^{T}\end{array}\right]^{T}$

$$
\frac{d}{d t}\left[\begin{array}{c}
\tilde{\boldsymbol{q}} \\
\dot{\tilde{\boldsymbol{q}}}
\end{array}\right]=\left[\begin{array}{c}
\dot{\tilde{\boldsymbol{q}}} \\
\ddot{\boldsymbol{q}}_{d}-M(\boldsymbol{q})^{-1}\left[K_{p} \tilde{\boldsymbol{q}}-K_{v} \dot{\boldsymbol{q}}-C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}-\boldsymbol{g}(\boldsymbol{q})\right]
\end{array}\right]
$$

which is a nonlinear nonautonomous differential equation. In the rest of this section we assume that the vector of desired joint positions, $\boldsymbol{q}_{d}$, is constant. Under this condition, the closed-loop equation may be rewritten in terms of the new state vector $\left[\begin{array}{ll}\tilde{\boldsymbol{q}}^{T} & \dot{\boldsymbol{q}}^{T}\end{array}\right]^{T}$, as

$$
\frac{d}{d t}\left[\begin{array}{c}
\tilde{\boldsymbol{q}}  \tag{6.4}\\
\dot{\boldsymbol{q}}
\end{array}\right]=\left[\begin{array}{c}
-\dot{\boldsymbol{q}} \\
M(\boldsymbol{q})^{-1}\left[K_{p} \tilde{\boldsymbol{q}}-K_{v} \dot{\boldsymbol{q}}-C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}-\boldsymbol{g}(\boldsymbol{q})\right]
\end{array}\right] .
$$

Note that the closed-loop differential equation is still nonlinear but autonomous. This is because $\boldsymbol{q}_{d}$ is constant. The previous equation however, may have multiple equilibria. If such is the case, they are given by $\left[\begin{array}{ll}\tilde{\boldsymbol{q}}^{T} & \dot{\boldsymbol{q}}^{T}\end{array}\right]^{T}=$ $\left[\begin{array}{ll}\boldsymbol{s}^{T} & \mathbf{0}^{T}\end{array}\right]^{T}$ where $\boldsymbol{s} \in \mathbb{R}^{n}$ is solution of

$$
\begin{equation*}
K_{p} s-\boldsymbol{g}\left(\boldsymbol{q}_{d}-\boldsymbol{s}\right)=\mathbf{0} \tag{6.5}
\end{equation*}
$$

Obviously, if the manipulator model does not include the gravitational torques term $\boldsymbol{g}(\boldsymbol{q})$, then the only equilibrium is the origin of the state space, i.e. $\left[\tilde{\boldsymbol{q}}^{T} \dot{\boldsymbol{q}}^{T}\right]^{T}=0 \in \mathbb{R}^{2 n}$. Also, if $\boldsymbol{g}(\boldsymbol{q})$ is independent of $\boldsymbol{q}$, i.e. if $\boldsymbol{g}(\boldsymbol{q})=\boldsymbol{g}$ constant, then $s=K_{p}^{-1} \boldsymbol{g}$ is the only solution.

Notice that Equation (6.5) is in general nonlinear in $s$ due to the gravitational term $\boldsymbol{g}\left(\boldsymbol{q}_{d}-\boldsymbol{s}\right)$. For this reason, and given the nonlinear nature of $\boldsymbol{g}\left(\boldsymbol{q}_{d}-\boldsymbol{s}\right)$, derivation of the explicit solutions of $\boldsymbol{s}$ is in general relatively complex.

In the future sections we treat separately the cases in which the robot model contains and does not contain the vector of gravitational torques $\boldsymbol{g}(\boldsymbol{q})$.

### 6.1 Robots without Gravity Term

In this section we consider robots whose dynamic model does not contain the gravitational $\boldsymbol{g}(\boldsymbol{q})$, that is

$$
M(\boldsymbol{q}) \ddot{\boldsymbol{q}}+C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}=\boldsymbol{\tau}
$$

Robots that are described by this model are those which move only on the horizontal plane, as well as those which are mechanically designed in a specific convenient way.

Assuming that the desired joint position $\boldsymbol{q}_{d}$ is constant, the closed-loop Equation (6.4) becomes (with $\boldsymbol{g}(\boldsymbol{q})=\mathbf{0}$ ),

$$
\frac{d}{d t}\left[\begin{array}{l}
\tilde{\boldsymbol{q}}  \tag{6.6}\\
\dot{\boldsymbol{q}}
\end{array}\right]=\left[\begin{array}{c}
-\dot{\boldsymbol{q}} \\
M\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)^{-1}\left[K_{p} \tilde{\boldsymbol{q}}-K_{v} \dot{\boldsymbol{q}}-C\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}\right) \dot{\boldsymbol{q}}\right]
\end{array}\right]
$$

which, since $\boldsymbol{q}_{d}$ is constant, represents an autonomous differential equation. Moreover, the origin $\left[\begin{array}{cc}\tilde{\boldsymbol{q}}^{T} & \dot{\boldsymbol{q}}^{T}\end{array}\right]^{T}=\mathbf{0}$ is the only equilibrium of this equation.

To study the stability of the equilibrium we appeal to Lyapunov's direct method, to which the reader has already been introduced in Section 2.3.4 of Chapter 2. Specifically, we use La Salle's Theorem 2.7 to show asymptotic stability of the equilibrium (origin).

Consider the following Lyapunov function candidate

$$
\begin{aligned}
V(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}) & =\frac{1}{2}\left[\begin{array}{l}
\tilde{\boldsymbol{q}} \\
\dot{\boldsymbol{q}}
\end{array}\right]^{T}\left[\begin{array}{cc}
K_{p} & 0 \\
0 & M\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)
\end{array}\right]\left[\begin{array}{l}
\tilde{\boldsymbol{q}} \\
\dot{\boldsymbol{q}}
\end{array}\right] \\
& =\frac{1}{2} \dot{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}}+\frac{1}{2} \tilde{\boldsymbol{q}}^{T} K_{p} \tilde{\boldsymbol{q}} .
\end{aligned}
$$

Notice that this function is positive definite since $M(\boldsymbol{q})$ as well as $K_{p}$ are positive definite matrices.

The total derivative of $V(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})$ yields

$$
\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})=\dot{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \ddot{\boldsymbol{q}}+\frac{1}{2} \dot{\boldsymbol{q}}^{T} \dot{M}(q) \dot{\boldsymbol{q}}+\tilde{\boldsymbol{q}}^{T} K_{p} \dot{\tilde{\boldsymbol{q}}}
$$

Substituting $M(\boldsymbol{q}) \ddot{\boldsymbol{q}}$ from the closed-loop Equation (6.6), we obtain

$$
\begin{aligned}
\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}) & =-\dot{\boldsymbol{q}}^{T} K_{v} \dot{\boldsymbol{q}} \\
& =-\left[\begin{array}{c}
\tilde{\boldsymbol{q}} \\
\dot{\boldsymbol{q}}
\end{array}\right]^{T}\left[\begin{array}{ll}
0 & 0 \\
0 & K_{v}
\end{array}\right]\left[\begin{array}{c}
\tilde{\boldsymbol{q}} \\
\dot{\boldsymbol{q}}
\end{array}\right] \leq 0,
\end{aligned}
$$

where we canceled the term $\dot{\boldsymbol{q}}^{T}\left[\frac{1}{2} \dot{M}-C\right] \dot{\boldsymbol{q}}$ by virtue of Property 4.2 .7 and we used the fact that $\dot{\tilde{\boldsymbol{q}}}=-\dot{\boldsymbol{q}}$ since $\boldsymbol{q}_{d}$ is a constant vector.

From this and the fact that $\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}) \leq 0$ we conclude that the function $V(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})$ is a Lyapunov function. From Theorem 2.3 we also conclude that the origin is stable and, moreover, that the solutions $\tilde{\boldsymbol{q}}(t)$ and $\dot{\boldsymbol{q}}(t)$ are bounded.

Since the closed-loop Equation (6.6) is autonomous, we may try to apply La Salle's theorem (Theorem 2.7) to analyze the global asymptotic stability of the origin.

To that end, notice that here the set $\Omega$ is given by

$$
\begin{aligned}
\Omega & =\left\{\boldsymbol{x} \in \mathbb{R}^{2 n}: \dot{V}(\boldsymbol{x})=0\right\} \\
& =\left\{\boldsymbol{x}=\left[\begin{array}{c}
\tilde{\boldsymbol{q}} \\
\dot{\boldsymbol{q}}
\end{array}\right] \in \mathbb{R}^{2 n}: \dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})=0\right\} \\
& =\left\{\tilde{\boldsymbol{q}} \in \mathbb{R}^{n}, \dot{\boldsymbol{q}}=\mathbf{0} \in \mathbb{R}^{n}\right\} .
\end{aligned}
$$

Observe also that $\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})=0$ if and only if $\dot{\boldsymbol{q}}=\mathbf{0}$. For a solution $\boldsymbol{x}(t)$ to belong to $\Omega$ for all $t \geq 0$, it is necessary and sufficient that $\dot{\boldsymbol{q}}(t)=\mathbf{0}$ for all $t \geq 0$. Therefore, it must also hold that $\ddot{\boldsymbol{q}}(t)=\mathbf{0}$ for all $t \geq 0$. Considering all this, we conclude from the closed-loop equation (6.6), that if $\boldsymbol{x}(t) \in \Omega$ for all $t \geq 0$ then,

$$
\mathbf{0}=M\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}(t)\right)^{-1} K_{p} \tilde{\boldsymbol{q}}(t) .
$$

Since $M\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}(t)\right)^{-1}$ and $K_{p}$ are positive definite their matrix product is nonsingular ${ }^{1}$, this implies that $\tilde{\boldsymbol{q}}(t)=\mathbf{0}$ for all $t \geq 0$ and therefore, $\left[\tilde{\boldsymbol{q}}(0)^{T} \quad \dot{\boldsymbol{q}}(0)^{T}\right]^{T}=\mathbf{0} \in \mathbb{R}^{2 n}$ is the only initial condition in $\Omega$ for which $\boldsymbol{x}(t) \in$ $\Omega$ for all $t \geq 0$. Thus, from La Salle's theorem (Theorem 2.7), this is enough to establish global asymptotic stability of the origin, $\left[\begin{array}{cc}\tilde{\boldsymbol{q}}^{T} & \dot{\boldsymbol{q}}^{T}\end{array}\right]^{T}=\mathbf{0} \in \mathbb{R}^{2 n}$ and consequently,

$$
\begin{aligned}
\lim _{t \rightarrow \infty} \tilde{\boldsymbol{q}}(t) & =\lim _{t \rightarrow \infty}\left[\boldsymbol{q}_{d}-\boldsymbol{q}(t)\right]=\mathbf{0} \\
\lim _{t \rightarrow \infty} \dot{\boldsymbol{q}}(t) & =\mathbf{0}
\end{aligned}
$$

In other words the position control objective is achieved.
It is interesting to emphasize at this point, that the closed-loop equation (6.6) is exactly the same as the one which will be derived for the so-called PD controller with gravity compensation and which we study in Chapter 7. In that chapter we present an alternative analysis for the asymptotic stability of the origin, by use of another Lyapunov function which does not appeal to La Salle's theorem. Certainly, this alternative analysis is also valid for the study of (6.6).
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### 6.2 Robots with Gravity Term

The behavior of the control system under PD control (cf. Equation 6.1) for robots whose models include explicitly the vector of gravitational torques $\boldsymbol{g}(\boldsymbol{q})$ and assuming that $\boldsymbol{q}_{d}$ is constant, is determined by (6.4), which we repeat below, i.e.

$$
\frac{d}{d t}\left[\begin{array}{l}
\tilde{\boldsymbol{q}}  \tag{6.7}\\
\dot{\boldsymbol{q}}
\end{array}\right]=\left[\begin{array}{c}
-\dot{\boldsymbol{q}} \\
M(\boldsymbol{q})^{-1}\left[K_{p} \tilde{\boldsymbol{q}}-K_{v} \dot{\boldsymbol{q}}-C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}-\boldsymbol{g}(\boldsymbol{q})\right]
\end{array}\right] .
$$

The study of this equation is somewhat more complex than that for the case when $\boldsymbol{g}(\boldsymbol{q})=\mathbf{0}$.

In this section we analyze closed-loop Equation (6.7), and specifically, we address the following issues:

- unicity of the equilibrium;
- boundedness of solutions.

The study of this section is limited to robots having only revolute joints.

### 6.2.1 Unicity of the Equilibrium

In general, system (6.7) may have several equilibrium points. This is illustrated by the following example.

Example 6.1. Consider the model of an ideal pendulum, such as the one studied in Example 2.2 (cf. page 30)

$$
J \ddot{q}+m g l \sin (q)=\tau
$$

In this case the expression (6.5) takes the form

$$
\begin{equation*}
k_{p} s-m g l \sin \left(q_{d}-s\right)=0 . \tag{6.8}
\end{equation*}
$$

For the sake of illustration consider the following numerical values

$$
\begin{array}{lc}
J=1 & m g l=1 \\
k_{p}=0.25 & q_{d}=\pi / 2
\end{array}
$$

Either by a graphical method or using numerical algorithms, it may be verified that Equation (6.8) has exactly three solutions in $s$ whose approximate values are: $1.25(\mathrm{rad}),-2.13(\mathrm{rad})$ and -3.59 (rad). This means that the closed-loop system under PD control for the ideal pendulum, has the equilibria

$$
\left[\begin{array}{c}
\tilde{q} \\
\dot{q}
\end{array}\right] \in\left\{\left[\begin{array}{c}
1.25 \\
0
\end{array}\right],\left[\begin{array}{c}
-2.13 \\
0
\end{array}\right],\left[\begin{array}{c}
-3.56 \\
0
\end{array}\right]\right\}
$$

Multiplicity of equilibria certainly poses a problem for the study of (global) asymptotic stability; hence, it is desirable to avoid such a situation. For the case of robots having only revolute joints we show below that, by choosing $K_{p}$ sufficiently large, one may guarantee unicity of the equilibrium of the closedloop Equation (6.7). To that end, we use the contraction mapping theorem presented in this textbook as Theorem 2.1.

The equilibria of the closed-loop Equation (6.7) satisfy

$$
\left[\begin{array}{ll}
\tilde{\boldsymbol{q}}^{T} & \dot{\boldsymbol{q}}^{T}
\end{array}\right]^{T}=\left[\begin{array}{ll}
\boldsymbol{s}^{T} & \mathbf{0}^{T}
\end{array}\right]^{T}
$$

where $s \in \mathbb{R}^{n}$ is solution of

$$
\begin{aligned}
\boldsymbol{s} & =K_{p}^{-1} \boldsymbol{g}\left(\boldsymbol{q}_{d}-\boldsymbol{s}\right) \\
& =\boldsymbol{f}\left(\boldsymbol{s}, \boldsymbol{q}_{d}\right)
\end{aligned}
$$

If the function $\boldsymbol{f}\left(\boldsymbol{s}, \boldsymbol{q}_{d}\right)$ satisfies the condition of the contraction mapping theorem (Theorem 2.1) then the equation $\boldsymbol{s}=\boldsymbol{f}\left(\boldsymbol{s}, \boldsymbol{q}_{d}\right)$ has a unique solution $s^{*}$ and consequently, the unique equilibrium of the closed-loop Equation (6.7) is $\left[\begin{array}{cc}\tilde{\boldsymbol{q}}^{T} & \dot{\boldsymbol{q}}^{T}\end{array}\right]^{T}=\left[\begin{array}{ll}\boldsymbol{s}^{*^{T}} & \mathbf{0}^{T}\end{array}\right]^{T}$.

Now, notice that for all vectors $\boldsymbol{x}, \boldsymbol{y}, \boldsymbol{q}_{d} \in \mathbb{R}^{n}$,

$$
\begin{aligned}
\left\|\boldsymbol{f}\left(\boldsymbol{x}, \boldsymbol{q}_{d}\right)-\boldsymbol{f}\left(\boldsymbol{y}, \boldsymbol{q}_{d}\right)\right\| & =\left\|K_{p}^{-1} \boldsymbol{g}\left(\boldsymbol{q}_{d}-\boldsymbol{x}\right)-K_{p}^{-1} \boldsymbol{g}\left(\boldsymbol{q}_{d}-\boldsymbol{y}\right)\right\| \\
& =\left\|K_{p}^{-1}\left\{\boldsymbol{g}\left(\boldsymbol{q}_{d}-\boldsymbol{x}\right)-\boldsymbol{g}\left(\boldsymbol{q}_{d}-\boldsymbol{y}\right)\right\}\right\| \\
& \leq \lambda_{\mathrm{Max}}\left\{K_{p}^{-1}\right\}\left\|\boldsymbol{g}\left(\boldsymbol{q}_{d}-\boldsymbol{x}\right)-\boldsymbol{g}\left(\boldsymbol{q}_{d}-\boldsymbol{y}\right)\right\| .
\end{aligned}
$$

On the other hand, using the fact that $\lambda_{\operatorname{Max}}\left\{A^{-1}\right\}=1 / \lambda_{\min }\{A\}$ for any symmetric positive definite matrix $A$, and Property 4.3.3 that guarantees the existence of a positive constant $k_{g}$ such that $\|\boldsymbol{g}(\boldsymbol{x})-\boldsymbol{g}(\boldsymbol{y})\| \leq k_{g}\|\boldsymbol{x}-\boldsymbol{y}\|$, we get

$$
\left\|\boldsymbol{f}\left(\boldsymbol{x}, \boldsymbol{q}_{d}\right)-\boldsymbol{f}\left(\boldsymbol{y}, \boldsymbol{q}_{d}\right)\right\| \leq \frac{k_{g}}{\lambda_{\min }\left\{K_{p}\right\}}\|\boldsymbol{x}-\boldsymbol{y}\|
$$

hence, invoking the contraction mapping theorem, a sufficient condition for the unicity of the solution of $\boldsymbol{f}\left(\boldsymbol{s}, \boldsymbol{q}_{d}\right)-\boldsymbol{s}=K_{p}^{-1} \boldsymbol{g}\left(\boldsymbol{q}_{d}-\boldsymbol{s}\right)-\boldsymbol{s}=\mathbf{0}$ and consequently, for the unicity of the equilibrium of the closed-loop equation, is that $K_{p}$ be selected to satisfy $\lambda_{\min }\left\{K_{p}\right\}>k_{g}$.

### 6.2.2 Arbitrarily Bounded Position and Velocity Error

We present next a qualitative study of the behavior of solutions of the closed-loop Equation (6.7) for the case where $K_{p}$ is not restricted to satisfy $\lambda_{\min }\left\{K_{p}\right\}>k_{g}$, but it is enough that $K_{p}$ be positive definite.

For the purposes of the result presented here we make use of Lemma 2.2, which, even though it does not establish any stability statement, enables one to make conclusions about the boundedness of trajectories and eventually about the convergence of some of them to zero. We assume that all joints are revolute.

Define the following non-negative function

$$
V(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})=\mathcal{K}(\boldsymbol{q}, \dot{\boldsymbol{q}})+\mathcal{U}(\boldsymbol{q})-k_{U}+\frac{1}{2} \tilde{\boldsymbol{q}}^{T} K_{p} \tilde{\boldsymbol{q}}
$$

where $\mathcal{K}(\boldsymbol{q}, \dot{\boldsymbol{q}})$ and $\mathcal{U}(\boldsymbol{q})$ denote the kinetic and potential energy functions of the robot, and the constant $k_{U}$ is defined as (cf. Property 4.3)

$$
k_{U}=\min _{\boldsymbol{q}}\{\mathcal{U}(\boldsymbol{q})\} .
$$

The function $V(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})$ may be expressed in the form

$$
\begin{align*}
V(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})= & {\left[\begin{array}{c}
\tilde{\boldsymbol{q}} \\
\dot{\boldsymbol{q}}
\end{array}\right]_{\left[\begin{array}{cc}
\frac{1}{2} K_{p} & 0 \\
0 & \frac{1}{2} M\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)
\end{array}\right]}^{P}\left[\begin{array}{l}
\tilde{\boldsymbol{q}} \\
\dot{\boldsymbol{q}}
\end{array}\right] } \\
& +\underbrace{\mathcal{U}\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)-k_{U}}_{h} \geq 0 . \tag{6.9}
\end{align*}
$$

or equivalently, as

$$
V(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})=\frac{1}{2} \dot{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}}+\frac{1}{2} \tilde{\boldsymbol{q}}^{T} K_{p} \tilde{\boldsymbol{q}}+\mathcal{U}(\boldsymbol{q})-k_{U} \geq 0 .
$$

The derivative of $V(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})$ with respect to time yields

$$
\begin{equation*}
\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})=\dot{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \ddot{\boldsymbol{q}}+\frac{1}{2} \dot{\boldsymbol{q}}^{T} \dot{M}(\boldsymbol{q}) \dot{\boldsymbol{q}}+\tilde{\boldsymbol{q}}^{T} K_{p} \dot{\tilde{\boldsymbol{q}}}+\dot{\boldsymbol{q}}^{T} \boldsymbol{g}(\boldsymbol{q}) \tag{6.10}
\end{equation*}
$$

where we used (3.20), i.e. $\boldsymbol{g}(\boldsymbol{q})=\frac{\partial}{\partial \boldsymbol{q}} \mathcal{U}(\boldsymbol{q})$. Factoring out $M(\boldsymbol{q}) \ddot{\boldsymbol{q}}$ from the closed-loop equation (6.3) and substituting in (6.10),

$$
\begin{equation*}
\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})=\dot{\boldsymbol{q}}^{T} K_{p} \tilde{\boldsymbol{q}}-\dot{\boldsymbol{q}}^{T} K_{v} \dot{\boldsymbol{q}}+\tilde{\boldsymbol{q}}^{T} K_{p} \dot{\tilde{\boldsymbol{q}}}, \tag{6.11}
\end{equation*}
$$

where the term $\dot{\boldsymbol{q}}^{T}\left[\frac{1}{2} \dot{M}-C\right] \dot{\boldsymbol{q}}$ has been canceled by virtue of the Property 4.2. Recalling that the vector $\boldsymbol{q}_{d}$ is constant and that $\tilde{\boldsymbol{q}}=\boldsymbol{q}_{d}-\boldsymbol{q}$, then $\dot{\tilde{\boldsymbol{q}}}=-\dot{\boldsymbol{q}}$. Taking this into account Equation (6.11) boils down to

$$
\begin{align*}
\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}) & =-\dot{\boldsymbol{q}}^{T} \overbrace{K_{v}}^{Q} \dot{\boldsymbol{q}} \\
& =-\left[\begin{array}{c}
\tilde{\boldsymbol{q}} \\
\dot{\boldsymbol{q}}
\end{array}\right]^{T}\left[\begin{array}{ll}
0 & 0 \\
0 & K_{v}
\end{array}\right]\left[\begin{array}{l}
\tilde{\boldsymbol{q}} \\
\dot{\boldsymbol{q}}
\end{array}\right] \leq 0 . \tag{6.12}
\end{align*}
$$

Using $V(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})$ and $\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})$ given in (6.9) and (6.12) respectively and invoking Lemma 2.2, we conclude that $\dot{\boldsymbol{q}}(t)$ and $\tilde{\boldsymbol{q}}(t)$ are bounded for all $t$ and moreover, the velocities vector is square integrable, that is

$$
\begin{equation*}
\int_{0}^{\infty}\|\dot{\boldsymbol{q}}(t)\|^{2} d t<\infty \tag{6.13}
\end{equation*}
$$

Moreover, as we show next, we can determine the explicit bounds for the position and velocity errors, $\tilde{\boldsymbol{q}}$ and $\dot{\boldsymbol{q}}$. Considering that $V(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})$ is a nonnegative function and non-increasing along the trajectories $(\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}) \leq 0)$, we have

$$
0 \leq V(\tilde{\boldsymbol{q}}(t), \dot{\boldsymbol{q}}(t)) \leq V(\tilde{\boldsymbol{q}}(0), \dot{\boldsymbol{q}}(0))
$$

for all $t \geq 0$. Consequently, considering the definition of $V(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})$ it readily follows that

$$
\begin{aligned}
\frac{1}{2} \tilde{\boldsymbol{q}}(t)^{T} K_{p} \tilde{\boldsymbol{q}}(t) & \leq V(\tilde{\boldsymbol{q}}(0), \dot{\boldsymbol{q}}(0)) \\
\frac{1}{2} \dot{\boldsymbol{q}}(t)^{T} M(\boldsymbol{q}(t)) \dot{\boldsymbol{q}}(t) & \leq V(\tilde{\boldsymbol{q}}(0), \dot{\boldsymbol{q}}(0))
\end{aligned}
$$

for all $t \geq 0$, from which we finally conclude that the following bounds:

$$
\begin{align*}
\|\tilde{\boldsymbol{q}}(t)\|^{2} & \leq \frac{2 V(\tilde{\boldsymbol{q}}(0), \dot{\boldsymbol{q}}(0))}{\lambda_{\min }\left\{K_{p}\right\}} \\
& =\frac{\dot{\boldsymbol{q}}(0)^{T} M(\boldsymbol{q}(0)) \dot{\boldsymbol{q}}(0)+\tilde{\boldsymbol{q}}(0)^{T} K_{p} \tilde{\boldsymbol{q}}(0)+2 \mathcal{U}(\boldsymbol{q}(0))-2 k_{U}}{\lambda_{\min }\left\{K_{p}\right\}}  \tag{6.14}\\
\|\dot{\boldsymbol{q}}(t)\|^{2} & \leq \frac{2 V(\tilde{\boldsymbol{q}}(0), \dot{\boldsymbol{q}}(0))}{\lambda_{\min }\{M(\boldsymbol{q})\}} \\
& =\frac{\dot{\boldsymbol{q}}(0)^{T} M(\boldsymbol{q}(0)) \dot{\boldsymbol{q}}(0)+\tilde{\boldsymbol{q}}(0)^{T} K_{p} \tilde{\boldsymbol{q}}(0)+2 \mathcal{U}(\boldsymbol{q}(0))-2 k_{U}}{\lambda_{\min }\{M(\boldsymbol{q})\}} \tag{6.15}
\end{align*}
$$

hold for all $t \geq 0$.
We can also show that actually $\lim _{t \rightarrow \infty} \dot{\boldsymbol{q}}(t)=\mathbf{0}$. To that end, we use (6.3) to obtain

$$
\begin{equation*}
\ddot{\boldsymbol{q}}=M(\boldsymbol{q})^{-1}\left[K_{p} \tilde{\boldsymbol{q}}-K_{v} \dot{\boldsymbol{q}}-C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}-\boldsymbol{g}(\boldsymbol{q})\right] . \tag{6.16}
\end{equation*}
$$

Since $\dot{\boldsymbol{q}}(t)$ and $\tilde{\boldsymbol{q}}(t)$ are bounded functions, then $C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}$ and $\boldsymbol{g}(\boldsymbol{q})$ are also bounded, this in view of Properties 4.2 and 4.3. On the other hand, since $M(\boldsymbol{q})^{-1}$ is bounded (from Property 4.1), we conclude from (6.16) that $\ddot{\boldsymbol{q}}(t)$ is also bounded. This, and (6.13) imply in turn that (by Lemma 2.2),

$$
\lim _{t \rightarrow \infty} \dot{\boldsymbol{q}}(t)=\mathbf{0}
$$

Nevertheless, it is important to underline that the limit above does not guarantee that $\boldsymbol{q}(t) \rightarrow \boldsymbol{q}_{d}$ as $t \rightarrow \infty$ and as a matter of fact, not even that ${ }^{2}$ $\boldsymbol{q}(t) \rightarrow$ constant as $t \rightarrow \infty$.

Example 6.2. Consider again the ideal pendulum from Example 6.1

$$
J \ddot{q}+m g l \sin (q)=\tau
$$

where we clearly identify $M(q)=J$ and $g(q)=m g l \sin (q)$. As was shown in Example 2.2 ( cf. page 30), the potential energy function is

$$
\mathcal{U}(q)=m g l[1-\cos (q)] .
$$

Since $\min _{q}\{\mathcal{U}(q)\}=0$ the constant $k_{U}$ is zero.
Consider next the numerical values from Example 6.1

$$
\begin{array}{ll}
J=1 & m g l=1 \\
k_{p}=0.25 & k_{v}=0.50 \\
q_{d}=\pi / 2 . &
\end{array}
$$

Assume that we apply the PD controller to drive the ideal pendulum from the initial conditions $q(0)=0$ and $\dot{q}(0)=0$.

According to the bounds (6.14) and (6.15) and considering the information above, we get

$$
\begin{align*}
& \tilde{q}^{2}(t) \leq \tilde{q}^{2}(0)=2.46 \mathrm{rad}^{2}  \tag{6.17}\\
& \dot{q}^{2}(t) \leq \frac{k_{p}}{J} \tilde{q}^{2}(0)=0.61 \quad\left(\frac{\mathrm{rad}}{\mathrm{~s}}\right)^{2} \tag{6.18}
\end{align*}
$$

for all $t \geq 0$. Figures 6.3 and 6.4 show graphs of $\tilde{q}(t)^{2}$ and $\dot{q}(t)^{2}$ respectively, obtained in simulations. One can clearly see from these plots that both variables satisfy the inequalities (6.17) and (6.18). Finally, it is interesting to observe from these plots that $\lim _{t \rightarrow \infty} \tilde{q}^{2}(t)=1.56$ and $\lim _{t \rightarrow \infty} \dot{q}^{2}(t)=0$ and therefore,

$$
\lim _{t \rightarrow \infty}\left[\begin{array}{l}
\tilde{q}(t) \\
\dot{q}(t)
\end{array}\right]=\left[\begin{array}{c}
1.25 \\
0
\end{array}\right]
$$

That is, the solutions tend to one of the three equilibria determined in Example 6.1.
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Figure 6.3. Graph of $\tilde{q}(t)^{2}$


Figure 6.4. Graph of $\dot{q}(t)^{2}$

To close this section we present next the results we have obtained in experiments with the Pelican prototype under PD control.

Example 6.3. Consider the 2-DOF prototype robot studied in Chapter 5 . For ease of reference, we rewrite below the vector of gravitational torques $\boldsymbol{g}(\boldsymbol{q})$ from Section 5.3.2, and its elements are

$$
\begin{aligned}
& g_{1}(\boldsymbol{q})=\left(m_{1} l_{c 1}+m_{2} l_{1}\right) g \sin \left(q_{1}\right)+m_{2} g l_{c 2} \sin \left(q_{1}+q_{2}\right) \\
& g_{2}(\boldsymbol{q})=m_{2} g l_{c 2} \sin \left(q_{1}+q_{2}\right) .
\end{aligned}
$$

The control objective consists in making

$$
\lim _{t \rightarrow \infty} \boldsymbol{q}(t)=\boldsymbol{q}_{d}=\left[\begin{array}{l}
\pi / 10 \\
\pi / 30
\end{array}\right] \quad[\mathrm{rad}] .
$$

It may easily be verified that $\boldsymbol{g}\left(\boldsymbol{q}_{d}\right) \neq \mathbf{0}$. Therefore, the origin $\left[\begin{array}{ll}\tilde{\boldsymbol{q}}^{T} & \dot{\boldsymbol{q}}^{T}\end{array}\right]^{T}=\mathbf{0} \in \mathbb{R}^{4}$ of the closed-loop equation with the PD controller, is not an equilibrium. This means that the control objective cannot be achieved using PD control. However, with the purpose of illustrating the behavior of the system we present next some experimental results.

Consider the PD controller

$$
\boldsymbol{\tau}=K_{p} \tilde{\boldsymbol{q}}-K_{v} \dot{\boldsymbol{q}}
$$

with the following numerical values

$$
K_{p}=\left[\begin{array}{cc}
30 & 0 \\
0 & 30
\end{array}\right][\mathrm{Nm} / \mathrm{rad}], \quad K_{v}=\left[\begin{array}{ll}
7 & 0 \\
0 & 3
\end{array}\right][\mathrm{Nms} / \mathrm{rad}] .
$$



Figure 6.5. Graph of the position errors $\tilde{q_{1}}$ and $\tilde{q_{2}}$

The initial conditions are fixed at $\boldsymbol{q}(0)=\mathbf{0}$ and $\dot{\boldsymbol{q}}(0)=\mathbf{0}$. The experimental results are presented in Figure 6.5 where we show the two components of the position error, $\tilde{\boldsymbol{q}}$. One may appreciate that $\lim _{t \rightarrow \infty} \tilde{q}_{1}(t)=0.1309$ and $\lim _{t \rightarrow \infty} \tilde{q}_{2}(t)=0.0174$ therefore, as was expected, the control objective is not achieved. Friction at the joints may also affect the resulting position error.

### 6.3 Conclusions

We may summarize what we have learned in this chapter, in the following ideas. Consider the PD controller of $n$-DOF robots. Assume that the vector of desired positions $\boldsymbol{q}_{d}$ is constant.

- If the vector of gravitational torques $\boldsymbol{g}(\boldsymbol{q})$ is absent in the robot model, then the origin of the closed-loop equation, expressed in terms of the state vector $\left[\begin{array}{cc}\tilde{\boldsymbol{q}}^{T} & \dot{\boldsymbol{q}}^{T}\end{array}\right]^{T}$, is globally asymptotically stable. Consequently, we have $\lim _{t \rightarrow \infty} \tilde{\boldsymbol{q}}(t)=\mathbf{0}$.
- For robots with only revolute joints, if the vector of gravitational torques $\boldsymbol{g}(\boldsymbol{q})$ is present in the robot model, then the origin of the closed-loop equation expressed in terms of the state vector $\left[\begin{array}{ll}\tilde{\boldsymbol{q}}^{T} & \dot{\boldsymbol{q}}^{T}\end{array}\right]^{T}$, is not necessarily an equilibrium. However, the closed-loop equation always has equilibria. In addition, if $\lambda_{\min }\left\{K_{p}\right\}>k_{g}$, then the closed-loop equation has a unique equilibrium. Finally, for any matrix $K_{p}=K_{p}^{T}>0$, it is guaranteed that the position and velocity errors, $\tilde{\boldsymbol{q}}$ and $\dot{\boldsymbol{q}}$, are bounded. Moreover, the vector of joint velocities $\dot{\boldsymbol{q}}$ goes asymptotically to zero.
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## Problems

1. Consider the model of the ideal pendulum studied in Example 6.1

$$
J \ddot{q}+m g l \sin (q)=\tau
$$

with the numerical values

$$
J=1, \quad m g l=1, \quad q_{d}=\pi / 2
$$

and under PD control. In Example 6.1 we established that the closed-loop equation possesses three equilibria for $k_{p}=0.25$.
a) Determine the value of the constant $k_{g}$ ( $c f$. Property 4.3).
b) Determine a value of $k_{p}$ for which there exists a unique equilibrium.
c) Use the value of $k_{p}$ from the previous item and the contraction mapping theorem (Theorem 2.1) to obtain an approximate numerical value of the unique equilibrium.
Hint: The equilibrium is $\left[\begin{array}{cc}\tilde{q} & \dot{q}\end{array}\right]^{T}=\left[\begin{array}{ll}x^{*} & 0\end{array}\right]^{T}$, where $x^{*}=\lim _{n \rightarrow \infty} x(n)$ with

$$
x(n)=\frac{m g l}{k_{p}} \sin \left(q_{d}-x(n-1)\right)
$$

and, for instance $x(-1)=0$.
2. Consider the model of the ideal pendulum studied in the Example 6.1

$$
J \ddot{q}+m g l \sin (q)=\tau
$$

with the following numerical values,

$$
J=1, \quad m g l=1, \quad q_{d}=\pi / 2
$$

Consider the PD control with initial conditions $q(0)=0$ and $\dot{q}(0)=0$. From this, we have $\tilde{q}(0)=\pi / 2$.
a) Obtain $k_{p}$ which guarantees that

$$
|\dot{q}(t)| \leq c_{1} \quad \forall t \geq 0
$$

where $c_{1}>0$. Compute a numerical value for $k_{p}$ with $c_{1}=1$.
Hint: Use (6.15).
3. Consider the PD control of the 2-DOF robot studied in Example 6.3. The experimental results in this example were obtained with $K_{p}=\operatorname{diag}\{30\}$ and the following numerical values

$$
\begin{array}{lll}
l_{1}=0.26 & l_{c 1}=0.0983 & l_{c 2}=0.0229 \\
m_{1}=6.5225 & m_{2}=2.0458 & g=9.81 \\
q_{d 1}=\pi / 10 & q_{d 2}=\pi / 30 &
\end{array}
$$

Figure 6.5 shows that $\lim _{t \rightarrow \infty} \tilde{q}_{1}(t)=0.1309$ and $\lim _{t \rightarrow \infty} \tilde{q}_{2}(t)=0.0174$.
a) Show that $\left[\begin{array}{cc}\tilde{\boldsymbol{q}}^{T} & \dot{\boldsymbol{q}}^{T}\end{array}\right]^{T}=\left[\begin{array}{ll}\tilde{\boldsymbol{q}}^{T} & \mathbf{0}^{T}\end{array}\right]^{T}$ with

$$
\tilde{\boldsymbol{q}}=\left[\begin{array}{l}
\tilde{q}_{1} \\
\tilde{q}_{2}
\end{array}\right]=\left[\begin{array}{l}
0.1309 \\
0.0174
\end{array}\right]
$$

is an equilibrium of the closed-loop equation. Explain.
4. Consider the 2-DOF robot from Chapter 5 and illustrated in Figure 5.2. The vector of gravitational torques $\boldsymbol{g}(\boldsymbol{q})$ for this robot is presented in Section 5.3.2, and its components are

$$
\begin{aligned}
& g_{1}(\boldsymbol{q})=\left(m_{1} l_{c 1}+m_{2} l_{1}\right) g \sin \left(q_{1}\right)+m_{2} g l_{c 2} \sin \left(q_{1}+q_{2}\right) \\
& g_{2}(\boldsymbol{q})=m_{2} g l_{c 2} \sin \left(q_{1}+q_{2}\right) .
\end{aligned}
$$

Consider PD control. In view of the presence of $\boldsymbol{g}(\boldsymbol{q})$, in general the origin $\left[\begin{array}{cc}\tilde{\boldsymbol{q}}^{T} & \dot{\boldsymbol{q}}^{T}\end{array}\right]^{T}=\mathbf{0} \in \mathbb{R}^{4}$ of the closed-loop equation is not an equilibrium. However, for some values of $\boldsymbol{q}_{d}$, the origin happens to be an equilibrium.
a) Determine all possible vectors $\boldsymbol{q}_{d}=\left[\begin{array}{ll}q_{d 1} & q_{d 2}\end{array}\right]^{T}$ for which the origin of the closed-loop equation is an equilibrium.
5. Consider the 3-DOF Cartesian robot from Example 3.4 ( $c f$. page 69) illustrated in Figure 3.5. It dynamic model is given by

$$
\begin{aligned}
\left(m_{1}+m_{2}+m_{3}\right) \ddot{q}_{1}+\left(m_{1}+m_{2}+m_{3}\right) g & =\tau_{1} \\
\left(m_{1}+m_{2}\right) \ddot{q}_{2} & =\tau_{2} \\
m_{1} \ddot{q}_{3} & =\tau_{3} .
\end{aligned}
$$

Consider the PD control law

$$
\boldsymbol{\tau}=K_{p} \tilde{\boldsymbol{q}}-K_{v} \dot{\boldsymbol{q}}
$$

where $\boldsymbol{q}_{d}$ is constant and $K_{p}, K_{v}$ are diagonal positive definite matrices.
a) Obtain $M(\boldsymbol{q}), C(\boldsymbol{q}, \dot{\boldsymbol{q}})$ and $\boldsymbol{g}(\boldsymbol{q})$. Verify that $M(\boldsymbol{q})=M$ is a constant diagonal matrix. Verify that $\boldsymbol{g}(\boldsymbol{q})=\boldsymbol{g}$ is a constant vector.
b) Define $\tilde{\boldsymbol{q}}=\left[\begin{array}{lll}\tilde{q}_{1} & \tilde{q}_{2} & \tilde{q}_{3}\end{array}\right]^{T}$. Obtain the closed-loop equation.
c) Verify that the closed-loop equation has a unique equilibrium at

$$
\left[\begin{array}{c}
\tilde{\boldsymbol{q}} \\
\dot{\boldsymbol{q}}
\end{array}\right]=\left[\begin{array}{c}
K_{p}^{-1} \boldsymbol{g} \\
\mathbf{0}
\end{array}\right] .
$$

d) Define $\boldsymbol{z}=\tilde{\boldsymbol{q}}-K_{p}^{-1} \boldsymbol{g}$. Rewrite the closed-loop equation in terms of the new state $\left[\begin{array}{ll}\boldsymbol{z}^{T} & \dot{\boldsymbol{q}}^{T}\end{array}\right]^{T}$. Verify that the origin is the unique equilibrium. Show that the origin is a stable equilibrium.
Hint: Use the Lyapunov function,

$$
V(\boldsymbol{z}, \dot{\boldsymbol{q}})=\frac{1}{2} \dot{\boldsymbol{q}}^{T} \dot{\boldsymbol{q}}+\frac{1}{2} \boldsymbol{z}^{T} M^{-1} K_{p} \boldsymbol{z} .
$$

e) Use La Salle's theorem (Theorem 2.7) to show that moreover the origin is globally asymptotically stable.
6. Consider the model of elastic-joint robots (3.27) and (3.28), but without the gravitational term $(\boldsymbol{g}(\boldsymbol{q})=\mathbf{0})$, that is,

$$
\begin{aligned}
M(\boldsymbol{q}) \ddot{\boldsymbol{q}}+C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}+K(\boldsymbol{q}-\boldsymbol{\theta}) & =\mathbf{0} \\
J \ddot{\boldsymbol{\theta}}-K(\boldsymbol{q}-\boldsymbol{\theta}) & =\boldsymbol{\tau} .
\end{aligned}
$$

It is assumed that only the positions vector corresponding to the motor shafts $\boldsymbol{\theta}$, is available for measurement as well as its corresponding velocities $\dot{\boldsymbol{\theta}}$. The goal is that $\boldsymbol{q}(t) \rightarrow \boldsymbol{q}_{d}$ as $t \rightarrow \infty$ for any constant $\boldsymbol{q}_{d}$.
The PD controller is in this case,

$$
\boldsymbol{\tau}=K_{p} \tilde{\boldsymbol{\theta}}-K_{v} \dot{\boldsymbol{\theta}}
$$

where $\tilde{\boldsymbol{\theta}}=\boldsymbol{q}_{d}-\boldsymbol{\theta}$ and $K_{p}, K_{v} \in \mathbb{R}^{n \times n}$ are symmetric positive definite matrices.
a) Obtain the closed-loop equation in terms of the state vector $\left[\begin{array}{ll}\tilde{\boldsymbol{q}}^{T} & \tilde{\boldsymbol{\theta}}^{T}\end{array}\right.$ $\left.\dot{\boldsymbol{q}}^{T} \dot{\boldsymbol{\theta}}^{T}\right]^{T}$ where $\tilde{\boldsymbol{q}}=\boldsymbol{q}_{d}-\boldsymbol{q}$. Verify that the origin is the unique equilibrium.
b) Show that the origin is a stable equilibrium.

Hint: Use the following Lyapunov function

$$
\begin{aligned}
V(\tilde{\boldsymbol{q}}, \tilde{\boldsymbol{\theta}}, \dot{\boldsymbol{q}}, \dot{\boldsymbol{\theta}})= & \frac{1}{2} \dot{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}}+\frac{1}{2} \dot{\boldsymbol{\theta}}^{T} J \dot{\boldsymbol{\theta}} \\
& +\frac{1}{2}[\tilde{\boldsymbol{\theta}}-\tilde{\boldsymbol{q}}]^{T} K[\tilde{\boldsymbol{\theta}}-\tilde{\boldsymbol{q}}]+\frac{1}{2} \tilde{\boldsymbol{\theta}}^{T} K_{p} \tilde{\boldsymbol{\theta}}
\end{aligned}
$$

and the skew-symmetry of $\frac{1}{2} \dot{M}-C$.
c) Use La Salle's theorem (Theorem 2.7) to show also that the origin is globally asymptotically stable.

## PD Control with Gravity Compensation

As studied in Chapter 6, the position control objective for robot manipulators may be achieved via PD control, provided that $\boldsymbol{g}(\boldsymbol{q})=\mathbf{0}$ or, for a suitable selection of $\boldsymbol{q}_{d}$. In this case, the tuning - for the purpose of stability - of this controller is trivial since it is sufficient to select the design matrices $K_{p}$ and $K_{v}$ as symmetric positive definite. Nevertheless, PD control does not guarantee the achievement of the position control objective for manipulators whose dynamic models contain the gravitational torques vector $\boldsymbol{g}(\boldsymbol{q})$, unless the desired position $\boldsymbol{q}_{d}$ is such that $\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)=\mathbf{0}$.

In this chapter we study PD control with gravity compensation, which is able to satisfy the position control objective globally for $n$ DOF robots; moreover, its tuning is trivial. The formal study of this controller goes back at least to 1981 and this reference is given at the end of the chapter. The previous knowledge of part of the dynamic robot model to be controlled is required in the control law, but in contrast to the PID controller which, under the tuning procedure proposed in Chapter 9, needs information on $M(\boldsymbol{q})$ and $\boldsymbol{g}(\boldsymbol{q})$, the controller studied here only uses the vector of gravitational torques $\boldsymbol{g}(\boldsymbol{q})$.

The PD control law with gravity compensation is given by

$$
\begin{equation*}
\boldsymbol{\tau}=K_{p} \tilde{\boldsymbol{q}}+K_{v} \dot{\tilde{\boldsymbol{q}}}+\boldsymbol{g}(\boldsymbol{q}) \tag{7.1}
\end{equation*}
$$

where $K_{p}, K_{v} \in \mathbb{R}^{n \times n}$ are symmetric positive definite matrices. Notice that the only difference with respect to the PD control law (6.2) is the added term $\boldsymbol{g}(\boldsymbol{q})$. In contrast to the PD control law, which does not require any knowledge of the structure of the robot model, the controller (7.1) makes explicit use of partial knowledge of the manipulator model, specifically of $\boldsymbol{g}(\boldsymbol{q})$. However, it is important to observe that for a given robot, the vector of gravitational torques, $\boldsymbol{g}(\boldsymbol{q})$, may be obtained with relative ease since one only needs to compute the expression corresponding to the potential energy $\mathcal{U}(\boldsymbol{q})$ of the robot. The vector $\boldsymbol{g}(\boldsymbol{q})$ is obtained from (3.20) and is $\boldsymbol{g}(\boldsymbol{q})=\partial \mathcal{U}(\boldsymbol{q}) / \partial \boldsymbol{q}$.

The control law (7.1) requires information on the desired position $\boldsymbol{q}_{d}(t)$ and on the desired velocity $\dot{\boldsymbol{q}}_{d}(t)$ as well as measurement of the position $\boldsymbol{q}(t)$ and the velocity $\dot{\boldsymbol{q}}(t)$ at each instant. Figure 7.1 shows the block-diagram corresponding to the PD controller with gravity compensation.


Figure 7.1. Block-diagram: PD control with gravity compensation

The equation that describes the behavior in closed loop is obtained by combining Equations (II.1) and (7.1) to obtain

$$
M(\boldsymbol{q}) \ddot{\boldsymbol{q}}+C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}+\boldsymbol{g}(\boldsymbol{q})=K_{p} \tilde{\boldsymbol{q}}+K_{v} \dot{\tilde{\boldsymbol{q}}}+\boldsymbol{g}(\boldsymbol{q}) .
$$

Or, in terms of the state vector $\left[\begin{array}{cc}\tilde{\boldsymbol{q}}^{T} & \dot{\tilde{\boldsymbol{q}}}^{T}\end{array}\right]^{T}$,

$$
\frac{d}{d t}\left[\begin{array}{c}
\tilde{\boldsymbol{q}} \\
\dot{\tilde{\boldsymbol{q}}}
\end{array}\right]=\left[\begin{array}{c}
\dot{\tilde{\boldsymbol{q}}} \\
\ddot{\boldsymbol{q}}_{d}-M(\boldsymbol{q})^{-1}\left[K_{p} \tilde{\boldsymbol{q}}+K_{v} \dot{\tilde{\boldsymbol{q}}}-C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}\right]
\end{array}\right] .
$$

A necessary and sufficient condition for the origin $\left[\begin{array}{cl}\tilde{\boldsymbol{q}}^{T} & \dot{\tilde{\boldsymbol{q}}}^{T}\end{array}\right]^{T}=\mathbf{0} \in \mathbb{R}^{2 n}$, to be an equilibrium of the closed-loop equation is that the desired position $\boldsymbol{q}_{\boldsymbol{d}}(t)$ satisfies

$$
M\left(\boldsymbol{q}_{d}\right) \ddot{\boldsymbol{q}}_{d}+C\left(\boldsymbol{q}_{d}, \dot{\boldsymbol{q}}_{d}\right) \dot{\boldsymbol{q}}_{d}=\mathbf{0}
$$

or equivalently, that $\boldsymbol{q}_{d}(t)$ be a solution of

$$
\frac{d}{d t}\left[\begin{array}{c}
\boldsymbol{q}_{d} \\
\dot{\boldsymbol{q}}_{d}
\end{array}\right]=\left[\begin{array}{c}
\dot{\boldsymbol{q}}_{d} \\
-M\left(\boldsymbol{q}_{d}\right)^{-1} C\left(\boldsymbol{q}_{d}, \dot{\boldsymbol{q}}_{d}\right) \dot{\boldsymbol{q}}_{d}
\end{array}\right]
$$

for any initial condition $\left[\boldsymbol{q}_{d}(0)^{T} \quad \dot{\boldsymbol{q}}_{d}(0)^{T}\right]^{T} \in \mathbb{R}^{2 n}$.

Obviously, in the case that the desired position $\boldsymbol{q}_{d}(t)$ does not satisfy the established condition, then the origin may not be an equilibrium of the closed-loop equation and, therefore, we may not expect to satisfy the control objective. That is, to drive the position error $\tilde{\boldsymbol{q}}(t)$ asymptotically to zero. Nevertheless, we may achieve the condition that the position error $\tilde{\boldsymbol{q}}(t)$ becomes, asymptotically, as small as wished if the matrices $K_{p}$ and $K_{v}$ are chosen sufficiently "large". For the formal proof of this claim, the reader is invited to see the corresponding cited reference at the end of the chapter.

A sufficient condition for the origin $\left[\begin{array}{cc}\tilde{\boldsymbol{q}}^{T} & \dot{\tilde{\boldsymbol{q}}}^{T}\end{array}\right]^{T}=\mathbf{0} \in \mathbb{R}^{2 n}$ to be the unique equilibrium of the closed-loop equation is that the desired joint position $\boldsymbol{q}_{d}$ be a constant vector. In what is left of this chapter we assume that this is the case.

As we show next, this controller achieves the position control objective, that is,

$$
\lim _{t \rightarrow \infty} \boldsymbol{q}(t)=\boldsymbol{q}_{d}
$$

where $\boldsymbol{q}_{d} \in \mathbb{R}^{n}$ is any constant vector.

### 7.1 Global Asymptotic Stability by La Salle's Theorem

Considering the desired position $\boldsymbol{q}_{d}$ as constant, the closed-loop equation may be written in terms of the new state vector $\left[\begin{array}{ll}\tilde{\boldsymbol{q}}^{T} & \dot{\boldsymbol{q}}^{T}\end{array}\right]^{T}$ as

$$
\frac{d}{d t}\left[\begin{array}{l}
\tilde{\boldsymbol{q}}  \tag{7.2}\\
\dot{\boldsymbol{q}}
\end{array}\right]=\left[\begin{array}{c}
-\dot{\boldsymbol{q}} \\
M\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)^{-1}\left[K_{p} \tilde{\boldsymbol{q}}-K_{v} \dot{\boldsymbol{q}}-C\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}\right) \dot{\boldsymbol{q}}\right]
\end{array}\right]
$$

which, in view of the fact that $\boldsymbol{q}_{d}$ is constant, is an autonomous differential equation. The origin $\left[\begin{array}{cc}\tilde{\boldsymbol{q}}^{T} & \dot{\boldsymbol{q}}^{T}\end{array}\right]^{T}=\mathbf{0} \in \mathbb{R}^{2 n}$ is the unique equilibrium of this equation.

The stability analysis that we present next is taken from the literature. The reader may also consult the references cited at the end of the chapter.

To study the stability of the origin as an equilibrium, we use Lyapunov's direct method, which has already been presented in Chapter 2. Specifically, we use Theorem 2.2 to prove stability of the equilibrium (origin).

Consider the following Lyapunov function candidate

$$
V(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})=\mathcal{K}(\boldsymbol{q}, \dot{\boldsymbol{q}})+\frac{1}{2} \tilde{\boldsymbol{q}}^{T} K_{p} \tilde{\boldsymbol{q}}
$$

where $\mathcal{K}(\boldsymbol{q}, \dot{\boldsymbol{q}})$ stands for the kinetic energy function of the robot, i.e. Equation (3.15). The function $V(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})$ is globally positive definite since the kinetic
energy $\mathcal{K}(\boldsymbol{q}, \dot{\boldsymbol{q}})$ is positive definite in $\dot{\boldsymbol{q}}$ and on the other hand, $K_{p}$ is a positive definite matrix. Then, also the quadratic form $\tilde{\boldsymbol{q}}^{T} K_{p} \tilde{\boldsymbol{q}}$ is a positive definite function of $\tilde{\boldsymbol{q}}$.

The Lyapunov function candidate may be written as

$$
\begin{align*}
V(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}) & =\frac{1}{2}\left[\begin{array}{l}
\tilde{\boldsymbol{q}} \\
\dot{\boldsymbol{q}}
\end{array}\right]^{T}\left[\begin{array}{cc}
K_{p} & 0 \\
0 & M\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)
\end{array}\right]\left[\begin{array}{l}
\tilde{\boldsymbol{q}} \\
\dot{\boldsymbol{q}}
\end{array}\right] \\
& =\frac{1}{2} \dot{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}}+\frac{1}{2} \tilde{\boldsymbol{q}}^{T} K_{p} \tilde{\boldsymbol{q}} \tag{7.3}
\end{align*}
$$

and its total derivative with respect to time is

$$
\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})=\dot{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \ddot{\boldsymbol{q}}+\frac{1}{2} \dot{\boldsymbol{q}}^{T} \dot{M}(\boldsymbol{q}) \dot{\boldsymbol{q}}+\tilde{\boldsymbol{q}}^{T} K_{p} \dot{\tilde{\boldsymbol{q}}} .
$$

Substituting $M(\boldsymbol{q}) \ddot{\boldsymbol{q}}$ from the closed-loop Equation (7.2) we get

$$
\begin{align*}
\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}) & =-\dot{\boldsymbol{q}}^{T} K_{v} \dot{\boldsymbol{q}} \\
& =-\left[\begin{array}{l}
\tilde{\boldsymbol{q}} \\
\dot{\boldsymbol{q}}
\end{array}\right]^{T}\left[\begin{array}{ll}
0 & 0 \\
0 & K_{v}
\end{array}\right]\left[\begin{array}{c}
\tilde{\boldsymbol{q}} \\
\dot{\boldsymbol{q}}
\end{array}\right] \leq 0 \tag{7.4}
\end{align*}
$$

where we have eliminated the term $\dot{\boldsymbol{q}}^{T}\left[\frac{1}{2} \dot{M}-C\right] \dot{\boldsymbol{q}}$ by virtue of Property 4.2 and used $\dot{\tilde{\boldsymbol{q}}}=-\dot{\boldsymbol{q}}$ since $\boldsymbol{q}_{d}$ is assumed to be a constant vector.

Therefore, the function $V(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})$ is a Lyapunov function since moreover $\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}) \leq 0$ for all $\tilde{\boldsymbol{q}}$ and $\dot{\boldsymbol{q}}$ and consequently, the origin is stable and all the solutions $\tilde{\boldsymbol{q}}(t)$ and $\dot{\boldsymbol{q}}(t)$ are bounded ( $c f$. Theorem 2.3).

Since the closed-loop Equation (7.2) is independent of time (explicitly) we may explore the use of of La Salle's theorem ( $c f$. Theorem 2.7) to analyze the global asymptotic stability of the origin.

To that end, we first remark that the set $\Omega$ is here given by

$$
\begin{aligned}
\Omega & =\left\{\boldsymbol{x} \in \mathbb{R}^{2 n}: \dot{V}(\boldsymbol{x})=0\right\} \\
& =\left\{\boldsymbol{x}=\left[\begin{array}{c}
\tilde{\boldsymbol{q}} \\
\dot{\boldsymbol{q}}
\end{array}\right] \in \mathbb{R}^{2 n}: \dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})=0\right\} \\
& =\left\{\tilde{\boldsymbol{q}} \in \mathbb{R}^{n}, \dot{\boldsymbol{q}}=\mathbf{0} \in \mathbb{R}^{n}\right\} .
\end{aligned}
$$

Observe that $\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})=0$ if and only if $\dot{\boldsymbol{q}}=\mathbf{0}$. For a solution $\boldsymbol{x}(t)$ to belong to $\Omega$ for all $t \geq 0$, it is necessary and sufficient that $\dot{\boldsymbol{q}}(t)=\mathbf{0}$ for all $t \geq 0$. Therefore it must also hold that $\ddot{\boldsymbol{q}}(t)=\mathbf{0}$ for all $t \geq 0$. Taking this into account, we conclude from the closed-loop Equation (7.2) that if $\boldsymbol{x}(t) \in \Omega$ for all $t \geq 0$ then

$$
\mathbf{0}=M\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}(t)\right)^{-1} K_{p} \tilde{\boldsymbol{q}}(t)
$$

which means that $\tilde{\boldsymbol{q}}(t)=\mathbf{0}$ for all $t \geq 0$. Thus, $\left[\tilde{\boldsymbol{q}}(0)^{T} \quad \dot{\boldsymbol{q}}(0)^{T}\right]^{T}=\mathbf{0} \in \mathbb{R}^{2 n}$ is the only initial condition in $\Omega$ for which $\boldsymbol{x}(t) \in \Omega$ for all $t \geq 0$. Then, according to La Salle's theorem ( $c f$. Theorem 2.7), this is enough to guarantee global asymptotic stability of the origin $\left[\begin{array}{cc}\tilde{\boldsymbol{q}}^{T} & \dot{\boldsymbol{q}}^{T}\end{array}\right]^{T}=\mathbf{0} \in \mathbb{R}^{2 n}$.

As a result we have

$$
\begin{aligned}
& \lim _{t \rightarrow \infty} \tilde{\boldsymbol{q}}(t)=\mathbf{0} \\
& \lim _{t \rightarrow \infty} \dot{\boldsymbol{q}}(t)=\mathbf{0}
\end{aligned}
$$

that is, the position control objective is achieved.
We present next an example with the purpose of showing the performance of PD control with gravity compensation for the Pelican robot.


Figure 7.2. Diagram of the Pelican robot

Example 7.1. Consider the Pelican robot studied in Chapter 5, and shown in Figure 7.2.

The components of the vector of gravitational torques $\boldsymbol{g}(\boldsymbol{q})$ are given by

$$
\begin{aligned}
& g_{1}(\boldsymbol{q})=\left(m_{1} l_{c 1}+m_{2} l_{1}\right) g \sin \left(q_{1}\right)+m_{2} l_{c 2} g \sin \left(q_{1}+q_{2}\right) \\
& g_{2}(\boldsymbol{q})=m_{2} l_{c 2} g \sin \left(q_{1}+q_{2}\right) .
\end{aligned}
$$



Figure 7.3. Graph of the position errors $\tilde{q_{1}}$ and $\tilde{q_{2}}$

Consider the PD control law with gravity compensation for this robot where the design matrices $K_{p}$ and $K_{d}$ are positive definite. In particular, let us pick (arbitrarily)

$$
\begin{aligned}
& K_{p}=\operatorname{diag}\left\{k_{p}\right\}=\operatorname{diag}\{30\} \quad[\mathrm{Nm} / \mathrm{rad}] \\
& K_{v}=\operatorname{diag}\left\{k_{v}\right\}=\operatorname{diag}\{7,3\} \quad[\mathrm{Nm} \mathrm{~s} / \mathrm{rad}]
\end{aligned}
$$

The components of the control input vector $\tau$, are given by

$$
\begin{aligned}
& \tau_{1}=k_{p} \tilde{q}_{1}-k_{v} \dot{q}_{1}+g_{1}(\boldsymbol{q}) \\
& \tau_{2}=k_{p} \tilde{q}_{2}-k_{v} \dot{q}_{2}+g_{2}(\boldsymbol{q}) .
\end{aligned}
$$

The initial conditions corresponding to the positions and velocities are chosen as

$$
\begin{aligned}
& q_{1}(0)=0, q_{2}(0)=0 \\
& \dot{q}_{1}(0)=0, \dot{q}_{2}(0)=0 .
\end{aligned}
$$

The desired joint positions are chosen as

$$
q_{d 1}=\pi / 10, q_{d 2}=\pi / 30 \quad[\mathrm{rad}] .
$$

In terms of the state vector of the closed-loop equation, the initial state is taken to be

$$
\left[\begin{array}{c}
\tilde{\boldsymbol{q}}(0) \\
\dot{\boldsymbol{q}}(0)
\end{array}\right]=\left[\begin{array}{c}
\pi / 10 \\
\pi / 30 \\
0 \\
0
\end{array}\right]=\left[\begin{array}{c}
0.3141 \\
0.1047 \\
0 \\
0
\end{array}\right] .
$$

Figure 7.3 presents the components of the position error $\tilde{\boldsymbol{q}}$ obtained in the experiment. The steady state position errors shown this figure are a product of the friction phenomenon which has not been included in the robot dynamics.

### 7.2 Lyapunov Function for Global Asymptotic Stability

In this section we present an alternative proof for global asymptotic stability without the use of La Salle's theorem. Instead, we use a strict Lyapunov function, i.e. a Lyapunov function whose time derivative is globally negative definite. We consider the case of robots having only revolute joints and where the proportional gain matrix $K_{p}$ is diagonal instead of only symmetric, but of course, positive definite. Some readers may wish to omit this somewhat technical section and continue to Section 7.3.


Figure 7.4. Graph of the tangent hyperbolic function: $\tanh (x)$

Before starting with the stability analysis of the equilibrium $\left[\begin{array}{ll}\tilde{\boldsymbol{q}}^{T} & \dot{\boldsymbol{q}}^{T}\end{array}\right]^{T}$ $=\mathbf{0} \in \mathbb{R}^{2 n}$ of the closed-loop Equation (7.2), it is convenient to cite some properties of the vectorial function ${ }^{1}$

$$
\tanh (\boldsymbol{x})=\left[\begin{array}{llll}
\tanh \left(x_{1}\right) & \tanh \left(x_{2}\right) & \cdots & \tanh \left(x_{n}\right) \tag{7.5}
\end{array}\right]^{T}
$$

where $\tanh (x)$ (see Figure 7.4) denotes the hyperbolic tangent function,

$$
\tanh (x)=\frac{e^{x}-e^{-x}}{e^{x}+e^{-x}}
$$

Note that this function satisfies $|x| \geq|\tanh (x)|$, and $1 \geq|\tanh (x)|$ for all $x \in \mathbb{R}$ therefore, the Euclidean norm of $\tanh (\boldsymbol{x})$ satisfies

$$
\|\tanh (\boldsymbol{x})\| \leq \begin{cases}\|\boldsymbol{x}\| & \forall \boldsymbol{x} \in \mathbb{R}^{n}  \tag{7.6}\\ \sqrt{n} & \forall \boldsymbol{x} \in \mathbb{R}^{n}\end{cases}
$$

[^19]and $\boldsymbol{\operatorname { t a n h }}(\boldsymbol{x})=\mathbf{0}$ if and only if $\boldsymbol{x}=\mathbf{0}$.
One can prove without much difficulty that for a symmetric positive definite matrix $A$ the inequality
$$
\tilde{\boldsymbol{q}}^{T} A \tilde{\boldsymbol{q}} \geq \lambda_{\min }\{A\}\|\tanh (\tilde{\boldsymbol{q}})\|^{2} \quad \forall \tilde{\boldsymbol{q}} \in \mathbb{R}^{n}
$$
holds. If moreover, $A$ is diagonal, then
\[

$$
\begin{equation*}
\boldsymbol{\operatorname { t a n h }}(\tilde{\boldsymbol{q}})^{T} A \tilde{\boldsymbol{q}} \geq \lambda_{\min }\{A\}\|\tanh (\tilde{\boldsymbol{q}})\|^{2} \quad \forall \tilde{\boldsymbol{q}} \in \mathbb{R}^{n} \tag{7.7}
\end{equation*}
$$

\]

We present next our alternative stability analysis. To study the stability properties of the origin $\left[\begin{array}{cc}\tilde{\boldsymbol{q}}^{T} & \dot{\boldsymbol{q}}^{T}\end{array}\right]^{T}=\mathbf{0} \in \mathbb{R}^{2 n}$, of the closed-loop Equation (7.2), consider the Lyapunov function (7.3) with an added term, that is,

$$
\begin{equation*}
V(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})=\frac{1}{2} \dot{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}}+\frac{1}{2} \tilde{\boldsymbol{q}}^{T} K_{p} \tilde{\boldsymbol{q}}-\gamma \tanh (\tilde{\boldsymbol{q}})^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}} \tag{7.8}
\end{equation*}
$$

where $\tanh (\tilde{\boldsymbol{q}})$ was defined in (7.5) and $\gamma>0$ is a constant sufficiently small so as to satisfy simultaneously,

$$
\begin{equation*}
\frac{\lambda_{\min }\left\{K_{p}\right\} \lambda_{\min }\{M\}}{\lambda_{\text {Max }}^{2}\{M\}}>\gamma^{2} \tag{7.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{4 \lambda_{\min }\left\{K_{p}\right\} \lambda_{\min }\left\{K_{v}\right\}}{\lambda_{\text {Max }}^{2}\left\{K_{v}\right\}+4 \lambda_{\min }\left\{K_{p}\right\}\left[\sqrt{n} k_{C_{1}}+\lambda_{\text {Max }}\{M\}\right]}>\gamma \tag{7.10}
\end{equation*}
$$

Since the upper-bounds above are always strictly positive constants, there always exists $\gamma>0$ arbitrarily small and that satisfies both inequalities.

### 7.2.1 Positivity of the Lyapunov Function

In order to show that the Lyapunov function candidate (7.8) is positive definite we first observe that the third term in (7.8) satisfies

$$
\begin{aligned}
\gamma \tanh (\tilde{\boldsymbol{q}})^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}} & \leq \gamma\|\tanh (\tilde{\boldsymbol{q}})\|\|M(\boldsymbol{q}) \dot{\boldsymbol{q}}\| \\
& \leq \gamma \lambda_{\operatorname{Max}}\{M\}\|\tanh (\tilde{\boldsymbol{q}})\|\|\dot{\boldsymbol{q}}\| \\
& \leq \gamma \lambda_{\operatorname{Max}}\{M\}\|\tilde{\boldsymbol{q}}\|\|\dot{\boldsymbol{q}}\|
\end{aligned}
$$

where we have used (7.6) in the last step. Therefore,

$$
-\gamma \boldsymbol{\operatorname { t a n h }}(\tilde{\boldsymbol{q}})^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}} \geq-\gamma \lambda_{\operatorname{Max}}\{M\}\|\tilde{\boldsymbol{q}}\|\|\dot{\boldsymbol{q}}\|
$$

and consequently the Lyapunov function candidate (7.8) satisfies the inequality

$$
V(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}) \geq \frac{1}{2}\left[\begin{array}{l}
\|\tilde{\boldsymbol{q}}\| \\
\|\dot{\boldsymbol{q}}\|
\end{array}\right]^{T}\left[\begin{array}{cc}
\lambda_{\min }\left\{K_{p}\right\} & -\gamma \lambda_{\operatorname{Max}}\{M\} \\
-\gamma \lambda_{\operatorname{Max}}\{M\} & \lambda_{\min }\{M\}
\end{array}\right]\left[\begin{array}{l}
\|\tilde{\boldsymbol{q}}\| \\
\|\dot{\boldsymbol{q}}\|
\end{array}\right]
$$

Since by assumption $K_{p}$ is positive definite $-\lambda_{\min }\left\{K_{p}\right\}>0-$ and $\gamma$ is supposed to satisfy (7.9) it follows that $V(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})$ is a positive definite function and moreover it is radially unbounded.

### 7.2.2 Time Derivative of the Lyapunov Function

The time derivative of the Lyapunov function candidate (7.8) along the trajectories of the closed-loop system (7.2) may be written as

$$
\begin{aligned}
\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})= & \dot{\boldsymbol{q}}^{T}\left[K_{p} \tilde{\boldsymbol{q}}-K_{v} \dot{\boldsymbol{q}}-C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}\right]+\frac{1}{2} \dot{\boldsymbol{q}}^{T} \dot{M}(\boldsymbol{q}) \dot{\boldsymbol{q}} \\
& -\left[K_{p} \tilde{\boldsymbol{q}}\right]^{T} \dot{\boldsymbol{q}}+\gamma \dot{\boldsymbol{q}}^{T} \operatorname{Sech}^{2}(\tilde{\boldsymbol{q}})^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}}-\gamma \tanh (\tilde{\boldsymbol{q}})^{T} \dot{M}(\boldsymbol{q}) \dot{\boldsymbol{q}} \\
& -\gamma \tanh (\tilde{\boldsymbol{q}})^{T}\left[K_{p} \tilde{\boldsymbol{q}}-K_{v} \dot{\boldsymbol{q}}-C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}\right]
\end{aligned}
$$

where we used Equation (4.14) in

$$
\frac{d}{d t}\{\tanh (\tilde{\boldsymbol{q}})\}=-\operatorname{Sech}^{2}(\tilde{\boldsymbol{q}}) \dot{\boldsymbol{q}}
$$

that is, $\operatorname{Sech}^{2}(\tilde{\boldsymbol{q}}):=\operatorname{diag}\left\{\operatorname{sech}^{2}\left(\tilde{q}_{i}\right)\right\}$ where

$$
\operatorname{sech}\left(\tilde{q}_{i}\right):=\frac{1}{e^{\tilde{q}_{i}}+e^{-\tilde{q}_{i}}}
$$

and therefore, $\operatorname{Sech}^{2}(\tilde{\boldsymbol{q}})$ is a diagonal matrix whose elements, $\operatorname{sech}^{2}\left(\tilde{q}_{i}\right)$, are positive and smaller than 1.

Using Property 4.2, which establishes that $\dot{\boldsymbol{q}}^{T}\left[\frac{1}{2} \dot{M}-C\right] \dot{\boldsymbol{q}}=0$ and $\dot{M}(\boldsymbol{q})=$ $C(\boldsymbol{q}, \dot{\boldsymbol{q}})+C(\boldsymbol{q}, \dot{\boldsymbol{q}})^{T}$, the time derivative of the Lyapunov function candidate yields

$$
\begin{align*}
\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})= & -\dot{\boldsymbol{q}}^{T} K_{v} \dot{\boldsymbol{q}}+\gamma \dot{\boldsymbol{q}}^{T} \operatorname{Sech}^{2}(\tilde{\boldsymbol{q}})^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}}-\gamma \tanh (\tilde{\boldsymbol{q}})^{T} K_{p} \tilde{\boldsymbol{q}} \\
& +\gamma \tanh (\tilde{\boldsymbol{q}})^{T} K_{v} \dot{\boldsymbol{q}}-\gamma \tanh (\tilde{\boldsymbol{q}})^{T} C(\boldsymbol{q}, \dot{\boldsymbol{q}})^{T} \dot{\boldsymbol{q}} \tag{7.11}
\end{align*}
$$

We now proceed to upper-bound $\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})$ by a negative definite function of the states $\tilde{\boldsymbol{q}}$ and $\dot{\boldsymbol{q}}$. To that end, it is convenient to find upper-bounds for each term of (7.11).

The first term of (7.11) may be trivially bounded by

$$
-\dot{\boldsymbol{q}}^{T} K_{v} \dot{\boldsymbol{q}} \leq-\lambda_{\min }\left\{K_{v}\right\}\|\dot{\boldsymbol{q}}\|^{2} .
$$

To upper-bound the second term of (7.11) we use $\left|\operatorname{sech}^{2}(x)\right| \leq 1$, so

$$
\left\|\operatorname{Sech}^{2}(\tilde{\boldsymbol{q}}) \dot{\boldsymbol{q}}\right\| \leq\|\dot{\boldsymbol{q}}\|
$$

From this argument we also have

$$
\gamma \dot{\boldsymbol{q}}^{T} \operatorname{Sech}^{2}(\tilde{\boldsymbol{q}})^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}} \leq \gamma \lambda_{\mathrm{Max}}\{M\}\|\dot{\boldsymbol{q}}\|^{2} .
$$

On the other hand, note that in view of (7.7), the following inequality also holds true since $K_{p}$ is a diagonal positive definite matrix,

$$
\gamma \tanh (\tilde{\boldsymbol{q}})^{T} K_{p} \tilde{\boldsymbol{q}} \geq \gamma \lambda_{\min }\left\{K_{p}\right\}\|\tanh (\tilde{\boldsymbol{q}})\|^{2}
$$

which in turn, implies the key inequality

$$
-\gamma \tanh (\tilde{\boldsymbol{q}})^{T} K_{p} \tilde{\boldsymbol{q}} \leq-\gamma \lambda_{\min }\left\{K_{p}\right\}\|\tanh (\tilde{\boldsymbol{q}})\|^{2} .
$$

A bound on $\gamma \boldsymbol{\operatorname { t a n h }}(\tilde{\boldsymbol{q}})^{T} K_{v} \dot{\boldsymbol{q}}$ that is obtained directly is

$$
\gamma \boldsymbol{\operatorname { t a n h }}(\tilde{\boldsymbol{q}})^{T} K_{v} \dot{\boldsymbol{q}} \leq \gamma \lambda_{\operatorname{Max}}\left\{K_{v}\right\}\|\dot{\boldsymbol{q}}\|\|\tanh (\tilde{\boldsymbol{q}})\|
$$

The upper-bound on the term $-\gamma \tanh (\tilde{\boldsymbol{q}})^{T} C(\boldsymbol{q}, \dot{\boldsymbol{q}})^{T} \dot{\boldsymbol{q}}$ must be carefully selected. Notice that

$$
\begin{aligned}
-\gamma \tanh (\tilde{\boldsymbol{q}})^{T} C(\boldsymbol{q}, \dot{\boldsymbol{q}})^{T} \dot{\boldsymbol{q}} & =-\gamma \dot{\boldsymbol{q}}^{T} C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \tanh (\tilde{\boldsymbol{q}}) \\
& \leq \gamma\|\dot{\boldsymbol{q}}\|\|C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \tanh (\tilde{\boldsymbol{q}})\| .
\end{aligned}
$$

Then, considering Property 4.2 but in its variant that establishes the existence of a constant $k_{C_{1}}$ such that $\|C(\boldsymbol{q}, \boldsymbol{x}) \boldsymbol{y}\| \leq k_{C_{1}}\|\boldsymbol{x}\|\|\boldsymbol{y}\|$ for all $\boldsymbol{q}, \boldsymbol{x}, \boldsymbol{y} \in \mathbb{R}^{n}$, we obtain

$$
-\gamma \tanh (\tilde{\boldsymbol{q}})^{T} C(\boldsymbol{q}, \dot{\boldsymbol{q}})^{T} \dot{\boldsymbol{q}} \leq \gamma k_{C_{1}}\|\dot{\boldsymbol{q}}\|^{2}\|\tanh (\tilde{\boldsymbol{q}})\|
$$

Making use of the inequality (7.6) of $\boldsymbol{\operatorname { t a n h }}(\tilde{\boldsymbol{q}})$ which says that $\|\tanh (\tilde{\boldsymbol{q}})\| \leq$ $\sqrt{n}$ for all $\tilde{\boldsymbol{q}} \in \mathbb{R}^{n}$, we obtain

$$
-\gamma \tanh (\tilde{\boldsymbol{q}})^{T} C(\boldsymbol{q}, \dot{\boldsymbol{q}})^{T} \dot{\boldsymbol{q}} \leq \gamma \sqrt{n} k_{C_{1}}\|\dot{\boldsymbol{q}}\|^{2}
$$

The previous bounds yield that the time derivative $\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})$ in (7.11), satisfies

$$
\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}) \leq-\gamma\left[\begin{array}{c}
\|\tanh (\tilde{\boldsymbol{q}})\|  \tag{7.12}\\
\|\dot{\boldsymbol{q}}\|
\end{array}\right]^{T} Q\left[\begin{array}{c}
\|\tanh (\tilde{\boldsymbol{q}})\| \\
\|\dot{\boldsymbol{q}}\|
\end{array}\right]
$$

where

$$
Q=\left[\begin{array}{cc}
\lambda_{\min }\left\{K_{p}\right\} & -\frac{1}{2} \lambda_{\operatorname{Max}}\left\{K_{v}\right\} \\
-\frac{1}{2} \lambda_{\operatorname{Max}}\left\{K_{v}\right\} & \frac{1}{\gamma} \lambda_{\min }\left\{K_{v}\right\}-\sqrt{n} k_{C 1}-\lambda_{\operatorname{Max}}\{M\}
\end{array}\right] .
$$

The two following conditions guarantee that the matrix $Q$ is positive definite, hence, these conditions are sufficient to ensure that $\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})$ is a negative definite function,

$$
\lambda_{\min }\left\{K_{p}\right\}>0
$$

and

$$
\frac{4 \lambda_{\min }\left\{K_{p}\right\} \lambda_{\min }\left\{K_{v}\right\}}{\lambda_{\text {Max }}^{2}\left\{K_{v}\right\}+4 \lambda_{\min }\left\{K_{p}\right\}\left[\sqrt{n} k_{C 1}+\lambda_{\operatorname{Max}}\{M\}\right]}>\gamma
$$

The first condition is trivially satisfied since $K_{p}$ is assumed to be diagonal positive definite. The second condition also holds due to the upper-bound (7.10) imposed on $\gamma$.

According to the arguments above, there always exists a strictly positive constant $\gamma$ such that the function $V(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})$, given by (7.8) is positive definite, while $\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})$ expressed as (7.12), is negative definite. For this reason, $V(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})$ is a strict Lyapunov function.

Finally, Theorem 2.4 allows one to establish global asymptotic stability of the origin. It is important to underline that it is not necessary to know the value of $\gamma$ but only to know that it exists. This has been done to validate the result on global asymptotic stability that was stated.

### 7.3 Conclusions

Let us restate the most important conclusion from the analyses done in this chapter.

Consider the PD control law with gravity compensation for $n$-DOF robots and assume that the desired position $\boldsymbol{q}_{d}$ is constant.

- If the symmetric matrices $K_{p}$ and $K_{v}$ of the PD control law with gravity compensation are positive definite, then the origin of the closed-loop equation, expressed in terms of the state vector $\left[\begin{array}{cc}\tilde{\boldsymbol{q}}^{T} & \dot{\boldsymbol{q}}^{T}\end{array}\right]^{T}$, is a globally asymptotically stable equilibrium. Consequently, for any initial condition $\boldsymbol{q}(0), \dot{\boldsymbol{q}}(0) \in \mathbb{R}^{n}$, we have $\lim _{t \rightarrow \infty} \tilde{\boldsymbol{q}}(t)=\mathbf{0} \in \mathbb{R}^{n}$.
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## Problems

1. Consider the PD control with gravity compensation for robots. Let $\boldsymbol{q}_{d}(t)$ be the desired joint position.
Assume that there exists a constant vector $\boldsymbol{x} \in \mathbb{R}^{n}$ such that

$$
\boldsymbol{x}-K_{p}^{-1}\left[M\left(\boldsymbol{q}_{d}-\boldsymbol{x}\right) \ddot{\boldsymbol{q}}_{d}+C\left(\boldsymbol{q}_{d}-\boldsymbol{x}, \dot{\boldsymbol{q}}_{d}\right) \dot{\boldsymbol{q}}_{d}\right]=\mathbf{0} \in \mathbb{R}^{n} .
$$

a) Show that $\left[\begin{array}{cc}\tilde{\boldsymbol{q}}^{T} & \dot{\tilde{\boldsymbol{q}}}^{T}\end{array}\right]^{T}=\left[\begin{array}{ll}\boldsymbol{x}^{T} & \mathbf{0}^{T}\end{array}\right]^{T} \in \mathbb{R}^{2 n}$ is an equilibrium of the closed-loop equation.
2. Consider the model of an ideal pendulum studied in Example 2.2 (see page 30)

$$
J \ddot{q}+m g l \sin (q)=\tau .
$$

The PD control law with gravity compensation is in this case

$$
\tau=k_{p} \tilde{q}+k_{v} \dot{\tilde{q}}+m g l \sin (q)
$$

where $k_{p}$ and $k_{v}$ are positive constants.
a) Obtain the closed-loop equation in terms of the state vector $\left[\begin{array}{c}\tilde{q} \\ \dot{q}\end{array}\right]^{T}$. Is this equation linear in the state ?
b) Assume that the desired position is $q_{d}(t)=\alpha t$ where $\alpha$ is any real constant. Show that

$$
\lim _{t \rightarrow \infty} \tilde{q}(t)=0
$$

3. Verify the expression of $\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})$ obtained in (7.4).
4. Consider the 3-DOF Cartesian robot studied in Example 3.4 (see page 69) and shown in Figure 3.5. Its dynamic model is given by

$$
\begin{aligned}
\left(m_{1}+m_{2}+m_{3}\right) \ddot{q}_{1}+\left(m_{1}+m_{2}+m_{3}\right) g & =\tau_{1} \\
\left(m_{1}+m_{2}\right) \ddot{q}_{2} & =\tau_{2} \\
m_{1} \ddot{q}_{3} & =\tau_{3} .
\end{aligned}
$$

Assume that the desired position $\boldsymbol{q}_{d}$ is constant. Consider using the PD controller with gravity compensation,

$$
\boldsymbol{\tau}=K_{p} \tilde{\boldsymbol{q}}-K_{v} \dot{\boldsymbol{q}}+\boldsymbol{g}(\boldsymbol{q})
$$

where $K_{p}, K_{v}$ are positive definite matrices.
a) Obtain $\boldsymbol{g}(\boldsymbol{q})$. Verify that $\boldsymbol{g}(\boldsymbol{q})=\boldsymbol{g}$ is a constant vector.
b) Define $\tilde{\boldsymbol{q}}=\left[\begin{array}{ccc}\tilde{q}_{1} & \tilde{q}_{2} & \tilde{q}_{3}\end{array}\right]^{T}$. Obtain the closed-loop equation. Is the closed-loop equation linear in the state?
c) Is the origin the unique equilibrium of the closed-loop equation?
d) Show that the origin is a globally asymptotically stable equilibrium point.
5. Consider the following variant of PD control with gravity compensation ${ }^{2}$

$$
\boldsymbol{\tau}=K_{p} \tilde{\boldsymbol{q}}-M(\boldsymbol{q}) K_{v} \dot{\boldsymbol{q}}+\boldsymbol{g}(\boldsymbol{q})
$$

where $\boldsymbol{q}_{d}$ is constant, $K_{p}$ is a symmetric positive definite matrix and $K_{v}=$ $\operatorname{diag}\left\{k_{v}\right\}$ with $k_{v}>0$.
a) Obtain the closed-loop equation in terms of the state vector $\left[\begin{array}{ll}\tilde{\boldsymbol{q}}^{T} & \dot{\boldsymbol{q}}^{T}\end{array}\right]^{T}$.
b) Verify that the origin is a unique equilibrium.
c) Show that the origin is a globally asymptotically stable equilibrium point.
6. Consider the PD control law with gravity compensation where the matrix $K_{v}$ is a function of time, i.e.

$$
\boldsymbol{\tau}=K_{p} \tilde{\boldsymbol{q}}-K_{v}(t) \dot{\boldsymbol{q}}+\boldsymbol{g}(\boldsymbol{q})
$$

and where $\boldsymbol{q}_{d}$ is constant, $K_{p}$ is a positive definite matrix and $K_{v}(t)$ is also positive definite for all $t \geq 0$.
a) Obtain the closed-loop equation in terms of the state vector $\left[\begin{array}{ll}\tilde{\boldsymbol{q}}^{T} & \dot{\boldsymbol{q}}^{T}\end{array}\right]^{T}$. Is the closed-loop equation autonomous?
b) Verify that the origin is the only equilibrium point.
c) Show that the origin is a stable equilibrium.
7. Is the matrix $\operatorname{Sech}^{2}(\boldsymbol{x})$ positive definite?

[^20]
## 8

## PD Control with Desired Gravity Compensation

We have seen that the position control objective for robot manipulators (whose dynamic model includes the gravitational torques vector $\boldsymbol{g}(\boldsymbol{q})$ ), may be achieved globally by PD control with gravity compensation. The corresponding control law given by Equation (7.1) requires that its design symmetric matrices $K_{p}$ and $K_{v}$ be positive definite. On the other hand, this controller uses explicitly in its control law the gravitational torques vector $\boldsymbol{g}(\boldsymbol{q})$ of the dynamic robot model to be controlled.

Nevertheless, it is worth remarking that even in the scenario of position control, where the desired joint position $\boldsymbol{q}_{d} \in \mathbb{R}^{n}$ is constant, in the implementation of the PD control law with gravity compensation it is necessary to evaluate, on-line, the vector $\boldsymbol{g}(\boldsymbol{q}(t))$. In general, the elements of the vector $\boldsymbol{g}(\boldsymbol{q})$ involve trigonometric functions of the joint positions $\boldsymbol{q}$, whose evaluations, realized mostly by digital equipment (e.g. ordinary personal computers) take a longer time than the evaluation of the 'PD-part' of the control law. In certain applications, the (high) sampling frequency specified may not allow one to evaluate $\boldsymbol{g}(\boldsymbol{q}(t))$ permanently. Naturally, an ad hoc solution to this situation is to implement the control law at two sampling frequencies: a high frequency for the evaluation of the PD-part, and a low frequency for the evaluation of $\boldsymbol{g}(\boldsymbol{q}(t))$. An alternative solution consists in using a variant of this controller, the so-called PD control with desired gravity compensation. The study of this controller is precisely the subject of the present chapter.

The PD control law with desired gravity compensation is given by

$$
\begin{equation*}
\boldsymbol{\tau}=K_{p} \tilde{\boldsymbol{q}}+K_{v} \dot{\tilde{\boldsymbol{q}}}+\boldsymbol{g}\left(\boldsymbol{q}_{d}\right) \tag{8.1}
\end{equation*}
$$

where $K_{p}, K_{v} \in \mathbb{R}^{n \times n}$ are symmetric positive definite matrices chosen by the designer. As is customary, the position error is denoted by $\tilde{\boldsymbol{q}}=\boldsymbol{q}_{d}-\boldsymbol{q} \in \mathbb{R}^{n}$, where $\boldsymbol{q}_{d}$ stands for the desired joint position. Figure 8.1 presents the blockdiagram of the PD control law with desired gravity compensation for robot manipulators. Notice that the only difference with respect to the PD controller
with gravity compensation (7.1) is that the term $\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)$ replaces $\boldsymbol{g}(\boldsymbol{q})$. The practical convenience of this controller is evident when the desired position $\boldsymbol{q}_{d}(t)$ is periodic or constant. Indeed, the vector $\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)$, which depends on $\boldsymbol{q}_{d}$ and not on $\boldsymbol{q}$, may be evaluated off-line once $\boldsymbol{q}_{d}$ has been defined and therefore, it is not necessary to evaluate $\boldsymbol{g}(\boldsymbol{q})$ in real time.


Figure 8.1. Block-diagram: PD control with desired gravity compensation

The closed-loop equation we get by combining the equation of the robot model (II.1) and the equation of the controller (8.1) is

$$
M(\boldsymbol{q}) \ddot{\boldsymbol{q}}+C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}+\boldsymbol{g}(\boldsymbol{q})=K_{p} \tilde{\boldsymbol{q}}+K_{v} \dot{\tilde{\boldsymbol{q}}}+\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)
$$

or equivalently, in terms of the state vector $\left[\begin{array}{cc}\tilde{\boldsymbol{q}}^{T} & \dot{\tilde{\boldsymbol{q}}}^{T}\end{array}\right]^{T}$,

$$
\frac{d}{d t}\left[\begin{array}{c}
\tilde{\boldsymbol{q}} \\
\dot{\tilde{\boldsymbol{q}}}
\end{array}\right]=\left[\begin{array}{c}
\dot{\tilde{\boldsymbol{q}}} \\
\ddot{\boldsymbol{q}}_{d}-M(\boldsymbol{q})^{-1}\left[K_{p} \tilde{\boldsymbol{q}}+K_{v} \dot{\tilde{\boldsymbol{q}}}-C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}+\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)-\boldsymbol{g}(\boldsymbol{q})\right]
\end{array}\right]
$$

which represents a nonautonomous nonlinear differential equation. The necessary and sufficient condition for the origin $\left[\begin{array}{cc}\tilde{\boldsymbol{q}}^{T} & \dot{\tilde{\boldsymbol{q}}}^{T}\end{array}\right]^{T}=\mathbf{0} \in \mathbb{R}^{2 n}$ to be an equilibrium of the closed-loop equation, is that the desired joint position $\boldsymbol{q}_{d}$ satisfies

$$
M\left(\boldsymbol{q}_{d}\right) \ddot{\boldsymbol{q}}_{d}+C\left(\boldsymbol{q}_{d}, \dot{\boldsymbol{q}}_{d}\right) \dot{\boldsymbol{q}}_{d}=\mathbf{0} \in \mathbb{R}^{n}
$$

or equivalently, that $\boldsymbol{q}_{d}(t)$ be a solution of

$$
\frac{d}{d t}\left[\begin{array}{c}
\boldsymbol{q}_{d} \\
\dot{\boldsymbol{q}}_{d}
\end{array}\right]=\left[\begin{array}{c}
\dot{\boldsymbol{q}}_{d} \\
-M\left(\boldsymbol{q}_{d}\right)^{-1}\left[C\left(\boldsymbol{q}_{d}, \dot{\boldsymbol{q}}_{d}\right) \dot{\boldsymbol{q}}_{d}\right]
\end{array}\right]
$$

for any initial condition $\left[\boldsymbol{q}_{d}(0)^{T} \quad \dot{\boldsymbol{q}}_{d}(0)^{T}\right]^{T} \in \mathbb{R}^{2 n}$.
Obviously, in the scenario where the desired position $\boldsymbol{q}_{d}(t)$ does not satisfy the established condition, the origin may not be an equilibrium point of the closed-loop equation and therefore, it may not be expected to satisfy the motion control objective, that is, to drive the position error $\tilde{\boldsymbol{q}}(t)$ asymptotically to zero.

A sufficient condition for the origin $\left[\begin{array}{cl}\tilde{\boldsymbol{q}}^{T} & \dot{\tilde{\boldsymbol{q}}}^{T}\end{array}\right]^{T}=\mathbf{0} \in \mathbb{R}^{2 n}$ to be an equilibrium point of the closed-loop equation is that the desired joint position $\boldsymbol{q}_{d}$ be a constant vector. In what is left of this chapter we assume that this is the case.

As we show below, this controller may verify the position objective globally, that is,

$$
\lim _{t \rightarrow \infty} \boldsymbol{q}(t)=\boldsymbol{q}_{d}
$$

where $\boldsymbol{q}_{d} \in \mathbb{R}^{n}$ is a any constant vector and the robot may start off from any configuration. We emphasize that the controller "may achieve" the position control objective under the condition that $K_{p}$ is chosen sufficiently 'large'. Later on in this chapter, we quantify 'large'.

Considering the desired position $\boldsymbol{q}_{d}$ to be constant, the closed-loop equation may be written in terms of the new state vector $\left[\begin{array}{cc}\tilde{\boldsymbol{q}}^{T} & \dot{\boldsymbol{q}}^{T}\end{array}\right]^{T}$ as

$$
\frac{d}{d t}\left[\begin{array}{l}
\tilde{\boldsymbol{q}}  \tag{8.2}\\
\dot{\boldsymbol{q}}
\end{array}\right]=\left[\begin{array}{c}
-\dot{\boldsymbol{q}} \\
M(\boldsymbol{q})^{-1}\left[K_{p} \tilde{\boldsymbol{q}}-K_{v} \dot{\boldsymbol{q}}-C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}+\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)-\boldsymbol{g}(\boldsymbol{q})\right]
\end{array}\right]
$$

that is, in the form of a nonlinear autonomous differential equation whose origin $\left[\begin{array}{cc}\tilde{\boldsymbol{q}}^{T} & \dot{\boldsymbol{q}}^{T}\end{array}\right]^{T}=\mathbf{0} \in \mathbb{R}^{2 n}$ is an equilibrium point. Nevertheless, besides the origin, there may exist other equilibria. Indeed, there are as many equilibria as solutions in $\tilde{\boldsymbol{q}}$, may have the equation

$$
\begin{equation*}
K_{p} \tilde{\boldsymbol{q}}=\boldsymbol{g}\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)-\boldsymbol{g}\left(\boldsymbol{q}_{d}\right) . \tag{8.3}
\end{equation*}
$$

Naturally, the explicit solutions of (8.3) are hard to obtain. Nevertheless, as we show that later, if $K_{p}$ is taken sufficiently "large", then $\tilde{\boldsymbol{q}}=\mathbf{0} \in \mathbb{R}^{n}$ is the unique solution.

Example 8.1. Consider the model of the ideal pendulum studied in Example 2.2 (see page 30 )

$$
J \ddot{q}+m g l \sin (q)=\tau
$$

where we identify $g(q)=m g l \sin (q)$.
In this case, the expression (8.3) takes the form

$$
\begin{equation*}
k_{p} \tilde{q}=m g l\left[\sin \left(q_{d}-\tilde{q}\right)-\sin \left(q_{d}\right)\right] . \tag{8.4}
\end{equation*}
$$

For the sake of illustration, consider the following numerical values,

$$
\begin{array}{ll}
J=1 & m g l=1 \\
k_{p}=0.25 & q_{d}=\pi / 2
\end{array}
$$

Either via a graphical method or numerical algorithms, one may verify that Equation (8.4) possess exactly three solutions in $\tilde{q}$. The approximated values of these solutions are: $0(\mathrm{rad}),-0.51(\mathrm{rad})$ and -4.57 (rad). This means that the PD control law with desired gravity compensation in closed loop with the model of the ideal pendulum has as equilibria,

$$
\left[\begin{array}{l}
\tilde{q} \\
\dot{q}
\end{array}\right] \in\left\{\left[\begin{array}{l}
0 \\
0
\end{array}\right],\left[\begin{array}{c}
-0.51 \\
0
\end{array}\right],\left[\begin{array}{c}
-4.57 \\
0
\end{array}\right]\right\} .
$$

Consider now a larger value for $k_{p}$ (sufficiently "large"), e.g.

$$
k_{p}=1.25
$$

In this scenario, it may be verified numerically that Equation (8.4) has a unique solution at $\tilde{q}=0(\mathrm{rad})$. This means that the PD control law with desired gravity compensation in closed loop with the model of the ideal pendulum, has the origin as its unique equilibrium, i.e.

$$
\left[\begin{array}{c}
\tilde{q} \\
\dot{q}
\end{array}\right]=\left[\begin{array}{l}
0 \\
0
\end{array}\right] \in \mathbb{R}^{2} .
$$

The rest of the chapter focuses on:

- boundedness of solutions;
- unicity of the equilibrium;
- global asymptotic stability.

The studies presented here are limited to the case of robots whose joints are all revolute.

### 8.1 Boundedness of Position and Velocity Errors, $\tilde{q}$ and $\dot{q}$

Assuming that the design matrices $K_{p}$ and $K_{v}$ are positive definite (without assuming that $K_{p}$ is sufficiently "large"), and of course, for a desired constant position $\boldsymbol{q}_{d}$ to this point, we only know that the closed-loop Equation (8.2) has
an equilibrium at the origin, but there might also be other equilibria. In spite of this, we show by using Lemma 2.2 that both, the position error $\tilde{\boldsymbol{q}}(t)$ and the velocity error $\dot{\boldsymbol{q}}(t)$ remain bounded for all initial conditions $\left[\tilde{\boldsymbol{q}}(0)^{T} \quad \dot{\boldsymbol{q}}(0)^{T}\right]^{T} \in$ $\mathbb{R}^{2 n}$.

Define the function (later on, we show that it is non-negative definite)

$$
\begin{aligned}
V(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})= & \mathcal{K}(\boldsymbol{q}, \dot{\boldsymbol{q}})+\mathcal{U}(\boldsymbol{q})-k_{\mathcal{U}}+\frac{1}{2} \tilde{\boldsymbol{q}}^{T} K_{p} \tilde{\boldsymbol{q}} \\
& +\tilde{\boldsymbol{q}}^{T} \boldsymbol{g}\left(\boldsymbol{q}_{d}\right)+\frac{1}{2} \boldsymbol{g}\left(\boldsymbol{q}_{d}\right)^{T} K_{p}^{-1} \boldsymbol{g}\left(\boldsymbol{q}_{d}\right)
\end{aligned}
$$

where $\mathcal{K}(\boldsymbol{q}, \dot{\boldsymbol{q}})$ and $\mathcal{U}(\boldsymbol{q})$ denote the kinetic and potential energy functions of the robot, and the constant $k_{\mathcal{U}}$ is defined as (see Property 4.3)

$$
k_{\mathcal{U}}=\min _{q}\{\mathcal{U}(\boldsymbol{q})\}
$$

The function $V(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})$ may be written as

$$
\begin{equation*}
V(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})=\dot{\boldsymbol{q}}^{T} P(\tilde{\boldsymbol{q}}) \dot{\boldsymbol{q}}+h(\tilde{\boldsymbol{q}}) \tag{8.5}
\end{equation*}
$$

where

$$
\begin{aligned}
P(\tilde{\boldsymbol{q}}) & :=\frac{1}{2} M\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right) \\
h(\tilde{\boldsymbol{q}}) & :=\mathcal{U}\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)-k_{\mathcal{U}}+\frac{1}{2} \tilde{\boldsymbol{q}}^{T} K_{p} \tilde{\boldsymbol{q}}+\tilde{\boldsymbol{q}}^{T} \boldsymbol{g}\left(\boldsymbol{q}_{d}\right)+\frac{1}{2} \boldsymbol{g}\left(\boldsymbol{q}_{d}\right)^{T} K_{p}^{-1} \boldsymbol{g}\left(\boldsymbol{q}_{d}\right) .
\end{aligned}
$$

Since we assumed that the robot has only revolute joints, $\mathcal{U}(\boldsymbol{q})-k_{\mathcal{U}} \geq 0$ for all $\boldsymbol{q} \in \mathbb{R}^{n}$. On the other hand, we have

$$
\frac{1}{2} \tilde{\boldsymbol{q}}^{T} K_{p} \tilde{\boldsymbol{q}}+\tilde{\boldsymbol{q}}^{T} \boldsymbol{g}\left(\boldsymbol{q}_{d}\right)+\frac{1}{2} \boldsymbol{g}\left(\boldsymbol{q}_{d}\right)^{T} K_{p}^{-1} \boldsymbol{g}\left(\boldsymbol{q}_{d}\right)
$$

may be written as

$$
\frac{1}{2}\left[\begin{array}{c}
\tilde{\boldsymbol{q}} \\
\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)
\end{array}\right]^{T}\left[\begin{array}{cc}
K_{p} & I \\
I & K_{p}^{-1}
\end{array}\right]\left[\begin{array}{c}
\tilde{\boldsymbol{q}} \\
\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)
\end{array}\right]
$$

which is non-negative for all $\tilde{\boldsymbol{q}}, \boldsymbol{q}_{d} \in \mathbb{R}^{n}$. Therefore, the function $h(\tilde{\boldsymbol{q}})$ is also non-negative. Naturally, since the kinetic energy $\frac{1}{2} \dot{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}}$ is a positive definite function of $\dot{\boldsymbol{q}}$, then the function $V(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})$ is non-negative for all $\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}} \in$ $\mathbb{R}^{n}$.

The time derivative of $V(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})$ is

$$
\begin{equation*}
\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})=\dot{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \ddot{\boldsymbol{q}}+\frac{1}{2} \dot{\boldsymbol{q}}^{T} \dot{M}(\boldsymbol{q}) \dot{\boldsymbol{q}}+\dot{\boldsymbol{q}}^{T} \boldsymbol{g}(\boldsymbol{q})+\tilde{\boldsymbol{q}}^{T} K_{p} \dot{\tilde{\boldsymbol{q}}}+\dot{\tilde{\boldsymbol{q}}}^{T} \boldsymbol{g}\left(\boldsymbol{q}_{d}\right) \tag{8.6}
\end{equation*}
$$

where we used (3.20), i.e. $\boldsymbol{g}(\boldsymbol{q})=\frac{\partial}{\partial \boldsymbol{q}} \mathcal{U}(\boldsymbol{q})$. Solving for $M(\boldsymbol{q}) \ddot{\boldsymbol{q}}$ in the closedloop Equation (8.2) and substituting in (8.6) we get

$$
\begin{equation*}
\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})=\dot{\boldsymbol{q}}^{T} K_{p} \tilde{\boldsymbol{q}}-\dot{\boldsymbol{q}}^{T} K_{v} \dot{\boldsymbol{q}}+\dot{\boldsymbol{q}}^{T} \boldsymbol{g}\left(\boldsymbol{q}_{d}\right)+\tilde{\boldsymbol{q}}^{T} K_{p} \dot{\tilde{\boldsymbol{q}}}+\dot{\tilde{\boldsymbol{q}}}^{T} \boldsymbol{g}\left(\boldsymbol{q}_{d}\right) \tag{8.7}
\end{equation*}
$$

where the term $\dot{\boldsymbol{q}}^{T}\left[\frac{1}{2} \dot{M}-C\right] \dot{\boldsymbol{q}}$ was eliminated by virtue of Property 4.2. Recalling that the vector $\boldsymbol{q}_{d}$ is constant and that $\tilde{\boldsymbol{q}}=\boldsymbol{q}_{d}-\boldsymbol{q}$, then $\dot{\tilde{\boldsymbol{q}}}=-\dot{\boldsymbol{q}}$. Incorporating this in Equation (8.7) we obtain

$$
\begin{equation*}
\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})=-\dot{\boldsymbol{q}}^{T} K_{v} \dot{\boldsymbol{q}} \tag{8.8}
\end{equation*}
$$

Using $V(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})$ and $\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})$ given by (8.5) and (8.8) respectively, and invoking Lemma 2.2 ( $c f$. page 52), we conclude that both, $\dot{\boldsymbol{q}}(t)$ and $\tilde{\boldsymbol{q}}(t)$ are also bounded and that the velocities vector $\dot{\boldsymbol{q}}(t)$, is square integrable, i.e.

$$
\begin{equation*}
\int_{0}^{\infty}\|\dot{\boldsymbol{q}}(t)\|^{2} d t<\infty \tag{8.9}
\end{equation*}
$$

As a matter of fact, it may be shown that the velocity $\dot{\boldsymbol{q}}$ is not only bounded, but that it also tends asymptotically to zero. For this, notice from (8.2) that

$$
\begin{equation*}
\ddot{\boldsymbol{q}}=M(\boldsymbol{q})^{-1}\left[K_{p} \tilde{\boldsymbol{q}}-K_{v} \dot{\boldsymbol{q}}+\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)-\boldsymbol{g}(\boldsymbol{q})-C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}\right] . \tag{8.10}
\end{equation*}
$$

Since $\dot{\boldsymbol{q}}(t)$ and $\tilde{\boldsymbol{q}}(t)$ were shown to be bounded then it follows from Properties 4.2 and 4.3 that $C(\boldsymbol{q}(t), \dot{\boldsymbol{q}}(t)) \dot{\boldsymbol{q}}(t)$ and $\boldsymbol{g}(\boldsymbol{q}(t))$ are also bounded. On the other hand, $M(\boldsymbol{q})^{-1}$ is a bounded matrix (from Property 4.1), and finally, from (8.10) we conclude that the accelerations vector $\ddot{\boldsymbol{q}}(t)$ is also bounded and therefore, from (8.9) and Lemma 2.2, we conclude that

$$
\lim _{t \rightarrow \infty} \dot{\tilde{\boldsymbol{q}}}(t)=\lim _{t \rightarrow \infty} \dot{\boldsymbol{q}}(t)=\mathbf{0}
$$

For the sake of completeness we show next how to compute explicit upperbounds on the position and velocity errors. Taking into account that $V(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})$ is a non-negative function that decreases along trajectories (i.e. $\frac{d}{d t} V(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}) \leq 0$ ), we have

$$
0 \leq V(\tilde{\boldsymbol{q}}(t), \dot{\boldsymbol{q}}(t)) \leq V(\tilde{\boldsymbol{q}}(0), \dot{\boldsymbol{q}}(0))
$$

for all $t \geq 0$. Consequently, considering the definition of $V(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})$ we deduce immediately that

$$
\begin{gather*}
\frac{1}{2} \tilde{\boldsymbol{q}}(t)^{T} K_{p} \tilde{\boldsymbol{q}}(t)+\tilde{\boldsymbol{q}}(t)^{T} \boldsymbol{g}\left(\boldsymbol{q}_{d}\right)+\frac{1}{2} \boldsymbol{g}\left(\boldsymbol{q}_{d}\right)^{T} K_{p}^{-1} \boldsymbol{g}\left(\boldsymbol{q}_{d}\right) \leq V(\tilde{\boldsymbol{q}}(0), \dot{\boldsymbol{q}}(0))  \tag{8.11}\\
\frac{1}{2} \dot{\boldsymbol{q}}(t)^{T} M(\boldsymbol{q}(t)) \dot{\boldsymbol{q}}(t) \leq V(\tilde{\boldsymbol{q}}(0), \dot{\boldsymbol{q}}(0)) \tag{8.12}
\end{gather*}
$$

for all $t \geq 0$, and where

$$
\begin{aligned}
V(\tilde{\boldsymbol{q}}(0), \dot{\boldsymbol{q}}(0))= & \frac{1}{2} \dot{\boldsymbol{q}}(0)^{T} M(\boldsymbol{q}(0)) \dot{\boldsymbol{q}}(0)+\mathcal{U}(\boldsymbol{q}(0))-k_{\mathcal{U}} \\
& +\frac{1}{2} \tilde{\boldsymbol{q}}(0)^{T} K_{p} \tilde{\boldsymbol{q}}(0)+\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)^{T} \tilde{\boldsymbol{q}}(0)+\frac{1}{2} \boldsymbol{g}\left(\boldsymbol{q}_{d}\right)^{T} K_{p}^{-1} \boldsymbol{g}\left(\boldsymbol{q}_{d}\right) .
\end{aligned}
$$

The value of $V(\tilde{\boldsymbol{q}}(0), \dot{\boldsymbol{q}}(0))$ may be obtained if we know the inertia matrix $M(\boldsymbol{q})$ and the vector of gravitational torques $\boldsymbol{g}(\boldsymbol{q})$. Naturally, we assume here that the position $\boldsymbol{q}(t)$, the velocity $\dot{\boldsymbol{q}}(t)$ and, in particular at the instant $t=0$, are measured by appropriate instruments physically collocated for this purpose on the robot.

We obtain next, explicit bounds on $\|\tilde{\boldsymbol{q}}\|$ and $\|\dot{\boldsymbol{q}}\|$ as a function of the initial conditions. We first notice that

$$
\frac{\lambda_{\min }\left\{K_{p}\right\}}{2}\|\tilde{\boldsymbol{q}}\|^{2}-\left\|\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)\right\|\|\tilde{\boldsymbol{q}}\| \leq \frac{1}{2} \tilde{\boldsymbol{q}}^{T} K_{p} \tilde{\boldsymbol{q}}+\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)^{T} \tilde{\boldsymbol{q}}+\underbrace{\frac{1}{2} \boldsymbol{g}\left(\boldsymbol{q}_{d}\right)^{T} K_{p}^{-1} \boldsymbol{g}\left(\boldsymbol{q}_{d}\right)}_{c}
$$

where we used the fact that $c \geq 0$ and that for all vectors $\boldsymbol{x}$ and $\boldsymbol{y} \in \mathbb{R}^{n}$ we have $-\boldsymbol{x}^{T} \boldsymbol{y} \leq\left|\boldsymbol{x}^{T} \boldsymbol{y}\right| \leq\|\boldsymbol{x}\|\|\boldsymbol{y}\|$, so $-\|\boldsymbol{x}\|\|\boldsymbol{y}\| \leq \boldsymbol{x}^{T} \boldsymbol{y}$. Taking (8.11) into account, we have

$$
\frac{\lambda_{\min }\left\{K_{p}\right\}}{2}\|\tilde{\boldsymbol{q}}\|^{2}-\left\|\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)\right\|\|\tilde{\boldsymbol{q}}\|-V(\tilde{\boldsymbol{q}}(0), \dot{\boldsymbol{q}}(0)) \leq 0
$$

from which we finally obtain

$$
\begin{equation*}
\|\tilde{\boldsymbol{q}}(t)\| \leq \frac{\left\|\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)\right\|+\sqrt{\left\|\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)\right\|^{2}+2 \lambda_{\min }\left\{K_{p}\right\} V(\tilde{\boldsymbol{q}}(0), \dot{\boldsymbol{q}}(0))}}{\lambda_{\min }\left\{K_{p}\right\}} \tag{8.13}
\end{equation*}
$$

for all $t \geq 0$.
On the other hand, it is clear from (8.12) that

$$
\begin{equation*}
\|\dot{\boldsymbol{q}}(t)\|^{2} \leq \frac{2 V(\tilde{\boldsymbol{q}}(0), \dot{\boldsymbol{q}}(0))}{\lambda_{\min }\{M(\boldsymbol{q})\}} \tag{8.14}
\end{equation*}
$$

for all $t \geq 0$. The expressions (8.13) and (8.14) establish the bounds we were looking for.

Example 8.2. Consider again the model of the ideal pendulum from Example 8.1

$$
J \ddot{q}+m g l \sin (q)=\tau,
$$

where we clearly identify $M(q)=J$ and $g(q)=m g l \sin (q)$. As has been shown before in Example 2.11 (see page 45), the potential energy function is given by

$$
\mathcal{U}(q)=m g l[1-\cos (q)] .
$$

Since $\min _{q}\{\mathcal{U}(q)\}=0$, the constant $k_{\mathcal{U}}$ takes the value of zero. Consider the numerical values used in Example 8.1

$$
\begin{array}{ll}
J=1 & m g l=1 \\
k_{p}=0.25 & k_{v}=0.50 \\
q_{d}=\pi / 2 . &
\end{array}
$$

Assume that we use PD control with desired gravity compensation to control the ideal pendulum from the initial conditions $q(0)=0$ and $\dot{q}(0)=0$.


Figure 8.2. PD control with desired gravity compensation: graph of the position error $\tilde{q}(t)^{2}$

With the previous values it is easy to verify that

$$
\begin{aligned}
g\left(q_{d}\right) & =m g l \sin (\pi / 2)=1 \\
V(\tilde{q}(0), \dot{q}(0)) & =\frac{1}{2} k_{p} \tilde{q}^{2}(0)+m g l \tilde{q}(0)+\frac{1}{2 k_{p}}(m g l)^{2}=3.87 .
\end{aligned}
$$

According to the bounds (8.13) and (8.14) and taking into account the previous information, we get

$$
\begin{align*}
\tilde{q}^{2}(t) & \leq\left[\frac{m g l+\sqrt{\left[m g l+k_{p} \tilde{q}(0)\right]^{2}+(m g l)^{2}}}{k_{p}}\right]^{2} \\
& \leq 117.79\left[\mathrm{rad}^{2}\right]  \tag{8.15}\\
\dot{q}^{2}(t) & \leq \frac{2}{J}\left[\frac{k_{p}}{2} \tilde{q}^{2}(0)+m g l \tilde{q}(0)+\frac{1}{2 k_{p}}(m g l)^{2}\right]
\end{align*}
$$



Figure 8.3. PD control with desired gravity compensation: graph of velocity, $\dot{q}(t)^{2}$

$$
\begin{equation*}
\leq 7.75\left[\frac{\mathrm{rad}}{\mathrm{~s}}\right]^{2} \tag{8.16}
\end{equation*}
$$

for all $t \geq 0$. Figures 8.2 and 8.3 show the plots of $\tilde{q}(t)^{2}$ and $\dot{q}(t)^{2}$ respectively, obtained by simulation. We clearly appreciate from the plots that both variables satisfy the inequalities (8.15) and (8.16). Finally, it is interesting to observe from Figure 8.2 that $\lim _{t \rightarrow \infty} \tilde{q}(t)^{2}=$ 20.88 (evidence from simulation shows that $\lim _{t \rightarrow \infty} \tilde{q}(t)=-4.57$ ) and $\lim _{t \rightarrow \infty} \dot{q}^{2}(t)=0$ and therefore

$$
\lim _{t \rightarrow \infty}\left[\begin{array}{c}
\tilde{q}(t) \\
\dot{q}(t)
\end{array}\right]=\left[\begin{array}{c}
-4.57 \\
0
\end{array}\right] .
$$

This means that the solutions tend precisely to one among the three equilibria computed in Example 8.1, but which do not correspond to the origin. The moral of this example is that PD control with desired gravity compensation may fail to meet the position control objective.

To summarize the developments above we make the following remarks. Consider the PD control law with desired gravity compensation for robots with revolute joints. Assume that the design matrices $K_{p}$ and $K_{v}$ are positive definite. If the desired joint position $\boldsymbol{q}_{d}(t)$ is a constant vector, then:

- the position error $\tilde{\boldsymbol{q}}(t)$ and the velocity $\dot{\boldsymbol{q}}(t)$ are bounded. Maximal bounds on their norms are given by the expressions (8.13) and (8.14) respectively.
- $\lim _{t \rightarrow \infty} \dot{\boldsymbol{q}}(t)=\mathbf{0} \in \mathbb{R}^{n}$.


### 8.2 Unicity of Equilibrium

For robots having only revolute joints, we show that with the choice of $K_{p}$ sufficiently "large", we can guarantee unicity of the equilibrium for the closedloop Equation (8.2). To that end, we use here the contraction mapping theorem ( $c f$. Theorem 2.1 on page 26).

The equilibria of the closed-loop Equation (8.2) satisfy $\left[\begin{array}{cc}\tilde{\boldsymbol{q}}^{T} & \dot{\boldsymbol{q}}^{T}\end{array}\right]^{T}=$ $\left[\begin{array}{ll}\tilde{\boldsymbol{q}}^{T} & \mathbf{0}^{T}\end{array}\right]^{T} \in \mathbb{R}^{2 n}$ where $\tilde{\boldsymbol{q}} \in \mathbb{R}^{n}$ solves (8.3),

$$
\begin{aligned}
\tilde{\boldsymbol{q}} & =K_{p}^{-1}\left[\boldsymbol{g}\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)-\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)\right] \\
& =\boldsymbol{f}\left(\tilde{\boldsymbol{q}}, \boldsymbol{q}_{d}\right)
\end{aligned}
$$

Naturally, $\tilde{\boldsymbol{q}}=\mathbf{0} \in \mathbb{R}^{n}$ is a trivial solution of $\tilde{\boldsymbol{q}}=\boldsymbol{f}\left(\tilde{\boldsymbol{q}}, \boldsymbol{q}_{d}\right)$, but as has been illustrated above in Example 8.1, there may exist other solutions.

If the function $\boldsymbol{f}\left(\tilde{\boldsymbol{q}}, \boldsymbol{q}_{d}\right)$ satisfies the condition of the contraction mapping theorem, that is, if $\boldsymbol{f}\left(\tilde{\boldsymbol{q}}, \boldsymbol{q}_{d}\right)$ is Lipschitz ( $c f$. page 101) with Lipschitz constant strictly smaller than 1 , then the equation $\tilde{\boldsymbol{q}}=\boldsymbol{f}\left(\tilde{\boldsymbol{q}}, \boldsymbol{q}_{d}\right)$ has a unique solution $\tilde{\boldsymbol{q}}^{*}$ and consequently, the unique equilibrium of the closed-loop Equation (8.2) is $\left[\tilde{\boldsymbol{q}}^{T} \dot{\boldsymbol{q}}^{T}\right]^{T}=\left[\begin{array}{ll}\tilde{\boldsymbol{q}}^{*^{T}} & \mathbf{0}^{T}\end{array}\right]^{T} \in \mathbb{R}^{2 n}$.

Now, notice that for all vectors $\boldsymbol{x}, \boldsymbol{y} \in \mathbb{R}^{n}$

$$
\begin{aligned}
\left\|\boldsymbol{f}\left(\boldsymbol{x}, \boldsymbol{q}_{d}\right)-\boldsymbol{f}\left(\boldsymbol{y}, \boldsymbol{q}_{d}\right)\right\| & =\left\|K_{p}^{-1} \boldsymbol{g}\left(\boldsymbol{q}_{d}-\boldsymbol{x}\right)-K_{p}^{-1} \boldsymbol{g}\left(\boldsymbol{q}_{d}-\boldsymbol{y}\right)\right\| \\
& =\left\|K_{p}^{-1}\left\{\boldsymbol{g}\left(\boldsymbol{q}_{d}-\boldsymbol{x}\right)-\boldsymbol{g}\left(\boldsymbol{q}_{d}-\boldsymbol{y}\right)\right\}\right\| \\
& \leq \lambda_{\mathrm{Max}}\left\{K_{p}^{-1}\right\}\left\|\boldsymbol{g}\left(\boldsymbol{q}_{d}-\boldsymbol{x}\right)-\boldsymbol{g}\left(\boldsymbol{q}_{d}-\boldsymbol{y}\right)\right\| .
\end{aligned}
$$

On the other hand, using the fact that $\lambda_{\operatorname{Max}}\left\{A^{-1}\right\}=1 / \lambda_{\min }\{A\}$ for any symmetric positive definite matrix $A$, and Property 4.3 that guarantees the existence of a positive constant $k_{g}$ such that $\|\boldsymbol{g}(\boldsymbol{x})-\boldsymbol{g}(\boldsymbol{y})\| \leq k_{g}\|\boldsymbol{x}-\boldsymbol{y}\|$, we have

$$
\left\|\boldsymbol{f}\left(\boldsymbol{x}, \boldsymbol{q}_{d}\right)-\boldsymbol{f}\left(\boldsymbol{y}, \boldsymbol{q}_{d}\right)\right\| \leq \frac{k_{g}}{\lambda_{\min }\left\{K_{p}\right\}}\|\boldsymbol{x}-\boldsymbol{y}\|,
$$

which, according to the contraction mapping theorem, implies that a sufficient condition for unicity of the solution of $\boldsymbol{f}\left(\tilde{\boldsymbol{q}}, \boldsymbol{q}_{d}\right)-\tilde{\boldsymbol{q}}=\mathbf{0}$ or equivalently of

$$
K_{p}^{-1}\left[\boldsymbol{g}\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)-\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)\right]-\tilde{\boldsymbol{q}}=\mathbf{0}
$$

and consequently, for the unicity of the equilibrium of the closed-loop equation, is that $K_{p}$ be chosen so as to satisfy

$$
\begin{equation*}
\lambda_{\min }\left\{K_{p}\right\}>k_{g} \tag{8.17}
\end{equation*}
$$

Therefore, assuming that $K_{p}$ is chosen so that $\lambda_{\text {min }}\left\{K_{p}\right\}>k_{g}$, then the unique equilibrium of the closed-loop Equation (8.2) is the origin, $\left[\begin{array}{ll}\tilde{\boldsymbol{q}}^{T} & \dot{\boldsymbol{q}}^{T}\end{array}\right]^{T}=$ $\left[\begin{array}{ll}\mathbf{0}^{T} & \mathbf{0}^{T}\end{array}\right]^{T} \in \mathbb{R}^{2 n}$.

### 8.3 Global Asymptotic Stability

The objective of the present section is to show that the assumption that the matrix $K_{p}$ satisfies the condition (8.17) is actually also sufficient to guarantee that the origin is globally asymptotically stable for the closed-loop Equation (8.2). To that end we use as usual, Lyapunov's direct method but complemented with La Salle's theorem. This proof is taken from the works cited at the end of the chapter.

First, we present a lemma on positive definite functions of particular relevance to ultimately propose a Lyapunov function candidate. ${ }^{1}$

Lemma 8.1. Consider the function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ given by

$$
\begin{equation*}
f(\tilde{\boldsymbol{q}})=\mathcal{U}\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)-\mathcal{U}\left(\boldsymbol{q}_{d}\right)+\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)^{T} \tilde{\boldsymbol{q}}+\frac{1}{\varepsilon} \tilde{\boldsymbol{q}}^{T} K_{p} \tilde{\boldsymbol{q}} \tag{8.18}
\end{equation*}
$$

where $K_{p}=K_{p}{ }^{T}>0, \boldsymbol{q}_{d} \in \mathbb{R}^{n}$ is a constant vector, $\varepsilon$ is a real positive constant number and $\mathcal{U}(\boldsymbol{q})$ is the potential energy function of the robot. If

$$
\frac{2}{\varepsilon} K_{p}+\frac{\partial \boldsymbol{g}\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)}{\partial\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)}>0
$$

for all $\boldsymbol{q}_{d}, \tilde{\boldsymbol{q}} \in \mathbb{R}^{n}$, then $f(\tilde{\boldsymbol{q}})$ is a globally positive definite function. The previous condition is satisfied if

$$
\lambda_{\min }\left\{K_{p}\right\}>\frac{\varepsilon}{2} k_{g}
$$

where $k_{g}$ has been defined in Property 4.3, and in turn is such that

$$
k_{g} \geq\left\|\frac{\partial \boldsymbol{g}(\boldsymbol{q})}{\partial \boldsymbol{q}}\right\|
$$

Due to the importance of the above-stated lemma, we present next a detailed proof.
Proof. It consists in establishing that $f(\tilde{\boldsymbol{q}})$ has a global minimum at $\tilde{\boldsymbol{q}}=\mathbf{0} \in$ $\mathbb{R}^{n}$. For this, we use the following result which is well known in optimization techniques. Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a function with continuous partial derivatives up to at least the second order. The function $f(\boldsymbol{x})$ has a global minimum at $\boldsymbol{x}=\mathbf{0} \in \mathbb{R}^{n}$ if

[^21]1. The gradient vector of the function $f(\boldsymbol{x})$, evaluated at $\boldsymbol{x}=\mathbf{0} \in \mathbb{R}^{n}$ is zero, i.e.

$$
\frac{\partial}{\partial \boldsymbol{x}} f(\mathbf{0})=\mathbf{0} \in \mathbb{R}^{n}
$$

2. The Hessian matrix of the function $f(\boldsymbol{x})$, evaluated at each $\boldsymbol{x} \in \mathbb{R}^{n}$, is positive definite, i.e.

$$
H(\boldsymbol{x})=\frac{\partial^{2}}{\partial x_{i} \partial x_{j}} f(\boldsymbol{x})>0
$$

The gradient of $f(\tilde{\boldsymbol{q}})$ with respect to $\tilde{\boldsymbol{q}}$ is

$$
\frac{\partial}{\partial \tilde{\boldsymbol{q}}} f(\tilde{\boldsymbol{q}})=\frac{\partial \mathcal{U}\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)}{\partial \tilde{\boldsymbol{q}}}+\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)+\frac{2}{\varepsilon} K_{p} \tilde{\boldsymbol{q}} .
$$

Recalling from (3.20) that $\boldsymbol{g}(\boldsymbol{q})=\partial U(\boldsymbol{q}) / \partial \boldsymbol{q}$ and that ${ }^{2}$

$$
\frac{\partial}{\partial \tilde{\boldsymbol{q}}} \mathcal{U}\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)=\frac{\partial\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)^{T}}{\partial \tilde{\boldsymbol{q}}} \frac{\partial \mathcal{U}\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)}{\partial\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)}
$$

we finally obtain

$$
\frac{\partial}{\partial \tilde{\boldsymbol{q}}} f(\tilde{\boldsymbol{q}})=-\boldsymbol{g}\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)+\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)+\frac{2}{\varepsilon} K_{p} \tilde{\boldsymbol{q}} .
$$

Clearly the gradient of $f(\tilde{\boldsymbol{q}})$ is zero for $\tilde{\boldsymbol{q}}=\mathbf{0} \in \mathbb{R}^{n}$. Indeed, one can show that if $\lambda_{\min }\left\{K_{p}\right\}>\frac{\varepsilon}{2} k_{g}$ the gradient of $f(\tilde{\boldsymbol{q}})$ is zero only at $\tilde{\boldsymbol{q}}=\mathbf{0} \in \mathbb{R}^{n}$. The proof of this claim is similar to the proof of unicity of the equilibrium in Section 8.2.

The Hessian matrix $H(\tilde{\boldsymbol{q}})$ (which by the way, is symmetric) of $f(\tilde{\boldsymbol{q}})$, defined as

$$
H(\tilde{\boldsymbol{q}})=\frac{\partial}{\partial \tilde{\boldsymbol{q}}}\left[\frac{\partial f(\tilde{\boldsymbol{q}})}{\partial \tilde{\boldsymbol{q}}}\right]=\left[\begin{array}{cccc}
\frac{\partial^{2} f(\tilde{\boldsymbol{q}})}{\partial \tilde{q}_{1} \partial \tilde{q}_{1}} & \frac{\partial^{2} f(\tilde{\boldsymbol{q}})}{\partial \tilde{q}_{1} \partial \tilde{q}_{2}} & \cdots & \frac{\partial^{2} f(\tilde{\boldsymbol{q}})}{\partial \tilde{q}_{1} \partial \tilde{q}_{n}} \\
\frac{\partial^{2} f(\tilde{\boldsymbol{q}})}{\partial \tilde{q}_{2} \partial \tilde{q}_{1}} & \frac{\partial^{2} f(\tilde{\boldsymbol{q}})}{\partial \tilde{q}_{2} \partial \tilde{q}_{2}} & \cdots & \frac{\partial^{2} f(\tilde{\boldsymbol{q}})}{\partial \tilde{q}_{2} \partial \tilde{q}_{n}} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial^{2} f(\tilde{\boldsymbol{q}})}{\partial \tilde{q}_{n} \partial \tilde{q}_{1}} & \frac{\partial^{2} f(\tilde{\boldsymbol{q}})}{\partial \tilde{q}_{n} \partial \tilde{q}_{2}} & \cdots & \frac{\partial^{2} f(\tilde{\boldsymbol{q}})}{\partial \tilde{q}_{n} \partial \tilde{q}_{n}}
\end{array}\right]
$$

$\overline{{ }^{2}}$ Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}, \boldsymbol{g}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}, \boldsymbol{x}, \boldsymbol{y} \in \mathbb{R}^{n}$ and $\boldsymbol{x}=\boldsymbol{g}(\boldsymbol{y})$. Then,

$$
\frac{\partial f(\boldsymbol{x})}{\partial \boldsymbol{y}}=\left[\frac{\partial \boldsymbol{g}(\boldsymbol{y})}{\partial \boldsymbol{y}}\right]^{T} \frac{\partial f(\boldsymbol{x})}{\partial \boldsymbol{x}}
$$

corresponds to ${ }^{3}$

$$
H(\tilde{\boldsymbol{q}})=\frac{\partial \boldsymbol{g}\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)}{\partial\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)}+\frac{2}{\varepsilon} K_{p} .
$$

Hence, $f(\tilde{\boldsymbol{q}})$ has a (global) minimum at $\tilde{\boldsymbol{q}}=\mathbf{0} \in \mathbb{R}^{n}$ if $H(\tilde{\boldsymbol{q}})>0$ for all $\tilde{\boldsymbol{q}} \in \mathbb{R}^{n}$, in other words, if the symmetric matrix

$$
\begin{equation*}
\frac{\partial \boldsymbol{g}(\boldsymbol{q})}{\partial \boldsymbol{q}}+\frac{2}{\varepsilon} K_{p} \tag{8.19}
\end{equation*}
$$

is positive definite for all $\boldsymbol{q} \in \mathbb{R}^{n}$.
Here, we use the following result whose proof is given in Example B. 2 of Appendix B. Let $A, B \in \mathbb{R}^{n \times n}$ be symmetric matrices. Assume also that the matrix $A$ is positive definite but possibly not $B$. If $\lambda_{\min }\{A\}>\|B\|$, then the matrix $A+B$ is positive definite. Defining $A=\frac{2}{\varepsilon} K_{p}, B=\frac{\partial \boldsymbol{g}(\boldsymbol{q})}{\partial \boldsymbol{q}}$, and using the result previously mentioned, we conclude that the matrix (8.19) is positive definite if

$$
\begin{equation*}
\lambda_{\min }\left\{K_{p}\right\}>\frac{\varepsilon}{2}\left\|\frac{\partial \boldsymbol{g}(\boldsymbol{q})}{\partial \boldsymbol{q}}\right\| . \tag{8.20}
\end{equation*}
$$

Since the constant $k_{g}$ satisfies $k_{g} \geq\left\|\frac{\partial \boldsymbol{g}(\boldsymbol{q})}{\partial \boldsymbol{q}}\right\|$, then the condition (8.20) is implied by

$$
\lambda_{\min }\left\{K_{p}\right\}>\frac{\varepsilon}{2} k_{g} .
$$

Therefore, if $\lambda_{\min }\left\{K_{p}\right\}>\frac{\varepsilon}{2} k_{g}$, then $f(\tilde{\boldsymbol{q}})$ has only one global minimum ${ }^{4}$ at $\tilde{\boldsymbol{q}}=\mathbf{0} \in \mathbb{R}^{n}$. Moreover, $f(\mathbf{0})=0 \in \mathbb{R}$, then $f(\tilde{\boldsymbol{q}})$ is a globally positive definite function.

We present next, the stability analysis of the closed-loop Equation (8.2) for which we assume that $K_{p}$ is sufficiently "large" in the sense that its smallest eigenvalue satisfies

$$
\lambda_{\min }\left\{K_{p}\right\}>k_{g}
$$

As has been shown in Section 8.2, with this choice of $K_{p}$, the closed-loop equation has a unique equilibrium at the origin $\left[\begin{array}{cc}\tilde{\boldsymbol{q}}^{T} & \dot{\boldsymbol{q}}^{T}\end{array}\right]^{T}=\mathbf{0} \in \mathbb{R}^{2 n}$.

To study the stability of the latter, we consider the Lyapunov function candidate

$$
\begin{equation*}
V(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})=\frac{1}{2} \dot{\boldsymbol{q}}^{T} M\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right) \dot{\boldsymbol{q}}+f(\tilde{\boldsymbol{q}}) \tag{8.21}
\end{equation*}
$$



$$
\frac{\partial \boldsymbol{f}(\boldsymbol{x})}{\partial \boldsymbol{y}}=\frac{\partial \boldsymbol{f}(\boldsymbol{x})}{\partial \boldsymbol{x}} \frac{\partial \boldsymbol{g}(\boldsymbol{y})}{\partial \boldsymbol{y}}
$$

[^22]where $f(\tilde{\boldsymbol{q}})$ is given in (8.18) with $\varepsilon=2$. In other words, this Lyapunov function candidate may be written as
\[

$$
\begin{aligned}
V(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})= & \frac{1}{2} \dot{\boldsymbol{q}}^{T} M\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right) \dot{\boldsymbol{q}}+\mathcal{U}\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)-\mathcal{U}\left(\boldsymbol{q}_{d}\right) \\
& +\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)^{T} \tilde{\boldsymbol{q}}+\frac{1}{2} \tilde{\boldsymbol{q}}^{T} K_{p} \tilde{\boldsymbol{q}}
\end{aligned}
$$
\]

The previous function is globally positive definite since it is the sum of a globally positive definite term $\dot{\boldsymbol{q}}: \dot{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}}$, and another globally positive definite term of $\tilde{\boldsymbol{q}}: f(\tilde{\boldsymbol{q}})$.

The time derivative of $V(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})$ is given by

$$
\begin{aligned}
\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})= & \dot{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \ddot{\boldsymbol{q}}+\frac{1}{2} \dot{\boldsymbol{q}}^{T} \dot{M}(\boldsymbol{q}) \dot{\boldsymbol{q}} \\
& +\dot{\boldsymbol{q}}^{T} \boldsymbol{g}\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)-\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)^{T} \dot{\boldsymbol{q}}-\tilde{\boldsymbol{q}}^{T} K_{p} \dot{\boldsymbol{q}}
\end{aligned}
$$

where we used $\boldsymbol{g}\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)=\partial \mathcal{U}\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right) / \partial\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)$ and also

$$
\begin{aligned}
\frac{d}{d t} \mathcal{U}\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right) & =\dot{\tilde{\boldsymbol{q}}}^{T} \frac{\partial \mathcal{U}\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)}{\partial \tilde{\boldsymbol{q}}} \\
& =\dot{\tilde{\boldsymbol{q}}}^{T} \frac{\partial\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)^{T}}{\partial \tilde{\boldsymbol{q}}} \frac{\partial \mathcal{U}\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)}{\partial\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)} \\
& =\dot{\dot{\boldsymbol{q}}}^{T}(-I) \boldsymbol{g}\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right) \\
& =\dot{\boldsymbol{q}}^{T} \boldsymbol{g}\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)
\end{aligned}
$$

Solving for $M(\boldsymbol{q}) \ddot{\boldsymbol{q}}$ from the closed-loop Equation (8.2) and substituting its value, we get

$$
\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})=-\dot{\boldsymbol{q}}^{T} K_{v} \dot{\boldsymbol{q}}
$$

where we also used Property 4.2 to eliminate $\dot{\boldsymbol{q}}^{T}\left[\frac{1}{2} \dot{M}-C\right] \dot{\boldsymbol{q}}$. Since $-\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})$ is a positive semidefinite function, the origin is stable ( $c f$. Theorem 2.2).

Since the closed-loop Equation (8.2) is autonomous, we may explore the application of La Salle's Theorem ( $c f$. Theorem 2.7) to analyze the global asymptotic stability of the origin.

To that end, notice that the set $\Omega$ is here given by

$$
\begin{aligned}
\Omega & =\left\{\boldsymbol{x} \in \mathbb{R}^{2 n}: \dot{V}(\boldsymbol{x})=0\right\} \\
& =\left\{\boldsymbol{x}=\left[\begin{array}{c}
\tilde{\boldsymbol{q}} \\
\dot{\boldsymbol{q}}
\end{array}\right] \in \mathbb{R}^{2 n}: \dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})=0\right\} \\
& =\left\{\tilde{\boldsymbol{q}} \in \mathbb{R}^{n}, \dot{\boldsymbol{q}}=\mathbf{0} \in \mathbb{R}^{n}\right\} .
\end{aligned}
$$

Observe that $\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})=0$ if and only if $\dot{\boldsymbol{q}}=\mathbf{0}$. For a solution $\boldsymbol{x}(t)$ to belong to $\Omega$ for all $t \geq 0$, it is necessary and sufficient that $\dot{\boldsymbol{q}}(t)=\mathbf{0}$ for all $t \geq 0$. Therefore, it must also hold that $\ddot{\boldsymbol{q}}(t)=\mathbf{0}$ for all $t \geq 0$. Taking this into account, we conclude from the closed-loop Equation (8.2) that if $\boldsymbol{x}(t) \in \Omega$ for all $t \geq 0$, then

$$
\mathbf{0}=M\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}(t)\right)^{-1}\left[K_{p} \tilde{\boldsymbol{q}}(t)+\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)-\boldsymbol{g}\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}(t)\right] .\right.
$$

Moreover, since $K_{p}$ has been chosen so that $\lambda_{\min }\left\{K_{p}\right\}>k_{g}$ hence, $\tilde{\boldsymbol{q}}(t)=\mathbf{0}$ for all $t \geq 0$ is its unique solution. Therefore, $\left[\tilde{\boldsymbol{q}}(0)^{T} \dot{\boldsymbol{q}}(0)^{T}\right]^{T}=\mathbf{0} \in \mathbb{R}^{2 n}$ is the unique initial condition in $\Omega$ for which $\boldsymbol{x}(t) \in \Omega$ for all $t \geq 0$. Thus, from La Salle's theorem ( $c f$. Theorem 2.7), it follows that the latter is enough to guarantee global asymptotic stability of the origin $\left[\begin{array}{cc}\tilde{\boldsymbol{q}}^{T} & \dot{\boldsymbol{q}}^{T}\end{array}\right]^{T}=\mathbf{0} \in \mathbb{R}^{2 n}$.

In particular, we have

$$
\begin{aligned}
\lim _{t \rightarrow \infty} \tilde{\boldsymbol{q}}(t) & =\mathbf{0} \\
\lim _{t \rightarrow \infty} \dot{\boldsymbol{q}}(t) & =\mathbf{0}
\end{aligned}
$$

that is, the position control objective is achieved.
We present next an example with the purpose of showing the performance achieved under PD control with desired gravity compensation on a 2-DOF robot.

Example 8.3. Consider the 2-DOF prototype robot studied in Chapter 5 and illustrated in Figure 5.2.

The components of the gravitational torques vector $\boldsymbol{g}(\boldsymbol{q})$ are given by

$$
\begin{aligned}
g_{1}(\boldsymbol{q}) & =\left[m_{1} l_{c 1}+m_{2} l_{1}\right] g \sin \left(q_{1}\right)+m_{2} l_{c 2} g \sin \left(q_{1}+q_{2}\right) \\
g_{2}(\boldsymbol{q}) & =m_{2} l_{c 2} g \sin \left(q_{1}+q_{2}\right)
\end{aligned}
$$

According to Property 4.3, the constant $k_{g}$ may be obtained as (see also Example 9.2)

$$
\begin{aligned}
k_{g} & =n\left[\max _{i, j, q}\left|\frac{\partial g_{i}(\boldsymbol{q})}{\partial q_{j}}\right|\right] \\
& =n\left[\left[m_{1} l_{c 1}+m_{2} l_{1}\right] g+m_{2} l_{c 2} g\right] \\
& =23.94 \quad\left[\mathrm{~kg} \mathrm{~m}^{2} / \mathrm{s}^{2}\right]
\end{aligned}
$$

Consider the PD control law with desired gravity compensation of the robot shown in Figure 5.2 for position control, and where the design matrices are taken positive definite and such that

$$
\lambda_{\min }\left\{K_{p}\right\}>k_{g} .
$$

In particular, we pick

$$
\begin{aligned}
& K_{p}=\operatorname{diag}\left\{k_{p}\right\}=\operatorname{diag}\{30\} \quad[\mathrm{Nm} / \mathrm{rad}] \\
& K_{v}=\operatorname{diag}\left\{k_{v}\right\}=\operatorname{diag}\{7,3\} \quad[\mathrm{Nm} \mathrm{~s} / \mathrm{rad}]
\end{aligned}
$$

The components of the control input $\boldsymbol{\tau}$ are given by

$$
\begin{aligned}
& \tau_{1}=k_{p} \tilde{q}_{1}-k_{v} \dot{q}_{1}+g_{1}\left(\boldsymbol{q}_{d}\right), \\
& \tau_{2}=k_{p} \tilde{q}_{2}-k_{v} \dot{q}_{2}+g_{2}\left(\boldsymbol{q}_{d}\right) .
\end{aligned}
$$

The initial conditions corresponding to the positions and velocities, are set to

$$
\begin{array}{ll}
q_{1}(0)=0, & q_{2}(0)=0 \\
\dot{q}_{1}(0)=0, & \dot{q}_{2}(0)=0 .
\end{array}
$$

The desired joint positions are chosen as

$$
q_{d 1}=\pi / 10[\mathrm{rad}] \quad q_{d 2}=\pi / 30[\mathrm{rad}] .
$$

In terms of the state vector of the closed-loop equation, the initial state is set to

$$
\left[\begin{array}{c}
\tilde{\boldsymbol{q}}(0) \\
\dot{\boldsymbol{q}}(0)
\end{array}\right]=\left[\begin{array}{c}
\pi / 10 \\
\pi / 30 \\
0 \\
0
\end{array}\right]=\left[\begin{array}{c}
0.3141 \\
0.1047 \\
0 \\
0
\end{array}\right][\mathrm{rad}] .
$$



Figure 8.4. Graph of the position errors $\tilde{q_{1}}$ and $\tilde{q_{2}}$

Figure 8.4 shows the experimental results. In particular, it shows that the components of the position error vector $\tilde{\boldsymbol{q}}(t)$ tend asymptotically to a small value. They do not vanish due to non-modeled friction effects at the arm joints.

It is interesting to note the little difference between the results shown in Figure 8.4 and those obtained with PD control plus gravity compensation presented in Figure 7.3.

The previous example clearly shows the good performance achieved under PD control with desired gravity compensation for a 2-DOF robot. Certainly, the suggested tuning procedure has been followed carefully, that is, the matrix $K_{p}$ satisfies $\lambda_{\min }\left\{K_{p}\right\}>k_{g}$. Naturally, at this point one may ask the question: What if the tuning procedure ( $\lambda_{\min }\left\{K_{p}\right\} \leq k_{g}$ ) is violated? As was previously shown, if the matrix $K_{p}$ is positive definite (of course, also with $K_{v}$ positive definite) then boundedness of the position and velocity errors $\tilde{\boldsymbol{q}}$ and $\dot{\boldsymbol{q}}$ may be guaranteed. Nevertheless, this situation where $k_{g} \geq \lambda_{\min }\left\{K_{p}\right\}$ yields an interesting dynamic behavior of the closed-loop equation. Phenomena such as bifurcations of equilibria and catastrophic jumps may occur. These types of phenomena appear even in the case of one single link with a revolute joint. We present next an example which illustrates these observations.

Example 8.4. Consider the pendulum model studied in Example 2.2 (see page 30 ),

$$
J \ddot{q}+m g l \sin (q)=\tau
$$

where we identify $g(q)=m g l \sin (q)$.
The PD control law with desired gravity compensation applied in the position control problem ( $q_{d}$ constant) is in this case given by

$$
\tau=k_{p} \tilde{q}-k_{v} \dot{q}+m g l \sin \left(q_{d}\right)
$$

where $k_{v}>0$ and we consider here that $k_{p}$ is a real number not necessarily positive and not larger than $k_{g}=m g l$.

The equation that governs the behavior of the control system in closed loop may be described by

$$
\frac{d}{d t}\left[\begin{array}{c}
\tilde{q} \\
\dot{q}
\end{array}\right]=\left[\begin{array}{c}
-\dot{q} \\
\frac{1}{J}\left[k_{p} \tilde{q}-k_{v} \dot{q}+m g l\left[\sin \left(q_{d}\right)-\sin \left(q_{d}-\tilde{q}\right)\right]\right]
\end{array}\right]
$$

which is an autonomous differential equation and whose origin $\left[\begin{array}{cc}\tilde{q} & \dot{q}\end{array}\right]^{T}=$ $\mathbf{0} \in \mathbb{R}^{2}$ is an equilibrium regardless of the values of $k_{p}, k_{v}$ and $q_{d}$. Moreover, given $q_{d}$ (constant) and defining the set $\Omega_{q_{d}}$ as

$$
\Omega_{q_{d}}=\left\{\tilde{q} \in \mathbb{R}: k_{p} \tilde{q}+m g l\left[\sin \left(q_{d}\right)-\sin \left(q_{d}-\tilde{q}\right)\right]=0 \quad \forall k_{p}\right\}
$$

any vector $\left[\begin{array}{cc}\tilde{q}^{*} & 0\end{array}\right]^{T} \in \mathbb{R}^{2}$ is also an equilibrium as long as $\tilde{q}^{*} \in \Omega_{q_{d}}$.
In the rest of this example we consider the innocuous case when $q_{d}=0$, that is when the control objective is to drive the pendulum to


Figure 8.5. Bifurcation diagram
the vertical downward position. In this scenario the set $\Omega_{q_{d}}=\Omega_{0}$ is given by

$$
\Omega_{0}=\left\{\tilde{q} \in \mathbb{R}: \tilde{q}=\operatorname{sinc}^{-1}\left(-\frac{k_{p}}{m g l}\right)\right\}
$$

where the function $\operatorname{sinc}(x)=\frac{\sin (x)}{x}$. Figure 8.5 shows the diagram of equilibria in terms of $k_{p}$. Notice that with $k_{p}=0$ there are an infinite number of equilibria. In particular, for $k_{p}=-m g l$ the origin $\left[\begin{array}{cc}\tilde{q} & \dot{q}\end{array}\right]^{T}=\mathbf{0} \in \mathbb{R}^{2}$ is the unique equilibrium. As a matter of fact, we say that the closed-loop equation has a bifurcation of equilibria for $k_{p}=-m g l$ since for slightly smaller values than $-m g l$ there exists a unique equilibrium while for values of $k_{p}$ slightly larger than $-m g l$ there exist three equilibria.

Even though we do not show it here, for values of $k_{p}$ slightly smaller than $-m g l$, the origin (which is the unique equilibrium) is unstable, while for values slightly larger than - $m g l$ the origin is actually asymptotically stable and the two other equilibria are unstable. This type of phenomenon is called pitchfork bifurcation. Figure 8.6 presents several trajectories of the closed-loop equation for $k_{p}=-11,-4,3$, where we considered $J=1, m g l=9.8$ and $k_{v}=0.1$

Besides the pitchfork bifurcation at $k_{p}=-m g l$, there also exists another type of bifurcation for this control system in closed loop: saddle-node bifurcation. In this case, for some values of $k_{p}$ there exists an isolated equilibrium, and for slightly smaller (resp. larger) values there exist two equilibria, one of which is asymptotically stable and the other unstable, while for values of $k_{p}$ slightly larger (resp. smaller) there does not exist any equilibrium in the vicinity of the one which exists for the original value of $k_{p}$. As a matter of fact, for the closedloop control system considered here (with $q_{d}=0$ ), the diagram of


Figure 8.6. Simulation with $k_{p}=-11,-4,3$
equilibria shown in Figure 8.5 suggests the possible existence of an infinite number of saddle-node bifurcations.


Figure 8.7. Catastrophic jump 1

The closed-loop equation also exhibits another interesting type of phenomenon: catastrophic jumps. This situation may show up when the parameter $k_{p}$ varies "slowly" passing through values that correspond to saddle-node bifurcations. Briefly, a catastrophic jump occurs when for a small variation (and which moreover is slow with respect to the dynamics determined by the differential equation in question) of $k_{p}$, the solution of the closed-loop equation whose tendency is to converge towards a region of the state space, changes abruptly its behavior to go instead towards another region "far away" in the state space. Figures 8.7 and 8.8 show such phenomenon; here we took

$$
k_{p}(t)=0.01 t+1.8
$$



Figure 8.8. Catastrophic jump 2
and we considered again the numerical values: $J=1, m g l=9.8$ and $k_{v}=0.1$, with the initial conditions $q(0)=4[\mathrm{rad}]$ and $\dot{q}(0)=0[\mathrm{rad} / \mathrm{s}]$. When the value of $k_{p}$ is increased passing through 2.1288, the asymptotically stable equilibrium at $\left[\begin{array}{cc}\tilde{q} & \dot{q}\end{array}\right]^{T}=\left[\begin{array}{lll}1.43030 \pi & 0\end{array}\right]^{T}$, disappears and the system solution "jumps" to the unique (globally) asymptotically stable equilibrium: the origin $\left[\begin{array}{cc}\tilde{q} & \dot{q}\end{array}\right]^{T}=\mathbf{0} \in \mathbb{R}^{2}$.

### 8.4 Lyapunov Function for Global Asymptotic Stability

A Lyapunov function which allows one to show directly global asymptotic stability without using La Salle's theorem is studied in this subsection. The reference corresponding to this topic is given at the end of the chapter. We present next this analysis for which we consider the case of robots having only revolute joints. The reader may, if wished, omit this section and continue his/her reading with the following section.

Consider again the closed-loop Equation (8.2),

$$
\frac{d}{d t}\left[\begin{array}{c}
\tilde{\boldsymbol{q}}  \tag{8.22}\\
\dot{\boldsymbol{q}}
\end{array}\right]=\left[\begin{array}{c}
-\dot{\boldsymbol{q}} \\
M(q)^{-1}\left[K_{p} \tilde{\boldsymbol{q}}-K_{v} \dot{\boldsymbol{q}}-C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}+\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)-\boldsymbol{g}(\boldsymbol{q})\right]
\end{array}\right] .
$$

As a design hypothesis, we assume here, as in Section 8.3, that the gain position matrix $K_{p}$ has been chosen to satisfy

$$
\lambda_{\min }\left\{K_{p}\right\}>k_{g}
$$

This selection of $K_{p}$ satisfies the sufficiency condition obtained in Section 8.2 to guarantee that the origin is the unique equilibrium of the closed-loop Equation (8.22).

To study the stability properties of the origin, consider now the following Lyapunov function candidate, which as a matter of fact, may be regarded as a generalization of the function (8.21),

$$
\begin{align*}
V(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})= & \frac{1}{2}\left[\begin{array}{c}
\tilde{\boldsymbol{q}} \\
\dot{\boldsymbol{q}}
\end{array}\right]^{T} \overbrace{\left[\begin{array}{cc}
\frac{2}{\varepsilon_{2}} K_{p} & -\frac{\varepsilon_{0}}{1+\|\tilde{\boldsymbol{q}}\|} M(\boldsymbol{q}) \\
-\frac{\varepsilon_{0}}{1+\|\tilde{\boldsymbol{q}}\|} M(\boldsymbol{q}) & M(\boldsymbol{q})
\end{array}\right]}^{P}\left[\begin{array}{c}
\tilde{\boldsymbol{q}} \\
\dot{\boldsymbol{q}}
\end{array}\right] \\
& +\underbrace{\mathcal{U}(\boldsymbol{q})-\mathcal{U}\left(\boldsymbol{q}_{d}\right)+\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)^{T} \tilde{\boldsymbol{q}}+\frac{1}{\varepsilon_{1}} \tilde{\boldsymbol{q}}^{T} K_{p} \tilde{\boldsymbol{q}}}_{f(\tilde{\boldsymbol{q}})} \\
= & \frac{1}{2} \dot{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}}+\mathcal{U}(\boldsymbol{q})-\mathcal{U}\left(\boldsymbol{q}_{d}\right)+\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)^{T} \tilde{\boldsymbol{q}} \\
& +\left[\frac{1}{\varepsilon_{1}}+\frac{1}{\varepsilon_{2}}\right] \tilde{\boldsymbol{q}}^{T} K_{p} \tilde{\boldsymbol{q}}-\frac{\varepsilon_{0}}{1+\|\tilde{\boldsymbol{q}}\|} \tilde{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}} \tag{8.23}
\end{align*}
$$

where $f(\tilde{\boldsymbol{q}})$ was defined in (8.18) and the constants $\varepsilon_{0}>0, \varepsilon_{1}>2$ and $\varepsilon_{2}>2$ are chosen so that

$$
\begin{gather*}
\frac{2 \lambda_{\min }\left\{K_{p}\right\}}{k_{g}}>\varepsilon_{1}>2  \tag{8.24}\\
\varepsilon_{2}=\frac{2 \varepsilon_{1}}{\varepsilon_{1}-2}>2  \tag{8.25}\\
\sqrt{\frac{2 \lambda_{\min }\left\{K_{p}\right\}}{\varepsilon_{2} \beta}}>\varepsilon_{0}>0 \tag{8.26}
\end{gather*}
$$

where $\beta$ ( $\left.\geq \lambda_{\operatorname{Max}}\{M(\boldsymbol{q})\}\right)$ was defined in Property 4.1. The condition (8.24) guarantees that $f(\tilde{\boldsymbol{q}})$ is a positive definite function (see Lemma 8.1), while (8.26) ensures that $P$ is a positive definite matrix. Finally (8.25) implies that $\frac{1}{\varepsilon_{1}}+\frac{1}{\varepsilon_{2}}=\frac{1}{2}$.

Alternatively, to show that the Lyapunov function candidate $V(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})$ is positive definite, first define $\varepsilon$ as

$$
\begin{equation*}
\varepsilon=\varepsilon(\|\tilde{\boldsymbol{q}}\|)=\frac{\varepsilon_{0}}{1+\|\tilde{\boldsymbol{q}}\|} . \tag{8.27}
\end{equation*}
$$

Consequently, Inequality (8.26) implies that the matrix

$$
\frac{2}{\varepsilon_{2}} K_{p}-\left[\frac{\varepsilon_{0}}{1+\|\tilde{\boldsymbol{q}}\|}\right]^{2} M(\boldsymbol{q})=\frac{2}{\varepsilon_{2}} K_{p}-\varepsilon^{2} M(\boldsymbol{q})
$$

is positive definite.
On the other hand, the Lyapunov function candidate (8.23) may be rewritten as

$$
\begin{aligned}
V(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})= & \frac{1}{2}[-\dot{\boldsymbol{q}}+\varepsilon \tilde{\boldsymbol{q}}]^{T} M(\boldsymbol{q})[-\dot{\boldsymbol{q}}+\varepsilon \tilde{\boldsymbol{q}}]+\frac{1}{2} \tilde{\boldsymbol{q}}^{T}\left[\frac{2}{\varepsilon_{2}} K_{p}-\varepsilon^{2} M(\boldsymbol{q})\right] \tilde{\boldsymbol{q}} \\
& +\underbrace{\mathcal{U}(\boldsymbol{q})-\mathcal{U}\left(\boldsymbol{q}_{d}\right)+\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)^{T} \tilde{\boldsymbol{q}}+\frac{1}{\varepsilon_{1}} \tilde{\boldsymbol{q}}^{T} K_{p} \tilde{\boldsymbol{q}}}_{f(\tilde{\boldsymbol{q}})}
\end{aligned}
$$

which is clearly positive definite since the matrices $M(\boldsymbol{q})$ and $\frac{2}{\varepsilon_{2}} K_{p}-\varepsilon^{2} M(\boldsymbol{q})$ are positive definite and $f(\tilde{\boldsymbol{q}})$ is also a positive definite function (due to $\lambda_{\text {min }}\left\{K_{p}\right\}>k_{g}$ and Lemma 8.1).

The time derivative of the Lyapunov function candidate (8.23) along the trajectories of the closed-loop Equation (8.22) takes the form

$$
\begin{aligned}
\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})= & \dot{\boldsymbol{q}}^{T}\left[K_{p} \tilde{\boldsymbol{q}}-K_{v} \dot{\boldsymbol{q}}-C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}+\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)-\boldsymbol{g}(\boldsymbol{q})\right]+\frac{1}{2} \dot{\boldsymbol{q}}^{T} \dot{M}(\boldsymbol{q}) \dot{\boldsymbol{q}} \\
& +\boldsymbol{g}(\boldsymbol{q})^{T} \dot{\boldsymbol{q}}-\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)^{T} \dot{\boldsymbol{q}}-\tilde{\boldsymbol{q}}^{T} K_{p} \dot{\boldsymbol{q}}+\varepsilon \dot{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}}-\varepsilon \tilde{\boldsymbol{q}}^{T} \dot{M}(\boldsymbol{q}) \dot{\boldsymbol{q}} \\
& -\varepsilon \tilde{\boldsymbol{q}}^{T}\left[K_{p} \tilde{\boldsymbol{q}}-K_{v} \dot{\boldsymbol{q}}-C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}+\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)-\boldsymbol{g}(\boldsymbol{q})\right] \\
& -\dot{\varepsilon} \tilde{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}},
\end{aligned}
$$

where we used $\boldsymbol{g}(\boldsymbol{q})=\frac{\partial \mathcal{U}(\boldsymbol{q})}{\partial \boldsymbol{q}}$. After some simplifications, the time derivative $\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})$ may be written as

$$
\begin{aligned}
\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})= & -\dot{\boldsymbol{q}}^{T} K_{v} \dot{\boldsymbol{q}}+\dot{\boldsymbol{q}}^{T}\left[\frac{1}{2} \dot{M}(\boldsymbol{q})-C(\boldsymbol{q}, \dot{\boldsymbol{q}})\right] \dot{\boldsymbol{q}}+\varepsilon \dot{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}} \\
& -\varepsilon \tilde{\boldsymbol{q}}^{T}[\dot{M}(\boldsymbol{q})-C(\boldsymbol{q}, \dot{\boldsymbol{q}})] \dot{\boldsymbol{q}}-\varepsilon \tilde{\boldsymbol{q}}^{T}\left[K_{p} \tilde{\boldsymbol{q}}-K_{v} \dot{\boldsymbol{q}}\right] \\
& -\varepsilon \tilde{\boldsymbol{q}}^{T}\left[\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)-\boldsymbol{g}(\boldsymbol{q})\right]-\dot{\varepsilon} \tilde{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}} .
\end{aligned}
$$

Finally, considering Property 4.2 , i.e. that the matrix $\frac{1}{2} \dot{M}(\boldsymbol{q})-C(\boldsymbol{q}, \dot{\boldsymbol{q}})$ is skew-symmetric and that $\dot{M}(\boldsymbol{q})=C(\boldsymbol{q}, \dot{\boldsymbol{q}})+C(\boldsymbol{q}, \dot{\boldsymbol{q}})^{T}$, we get

$$
\begin{align*}
\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})= & -\dot{\boldsymbol{q}}^{T} K_{v} \dot{\boldsymbol{q}}+\varepsilon \dot{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}}-\varepsilon \tilde{\boldsymbol{q}}^{T} K_{p} \tilde{\boldsymbol{q}}+\varepsilon \tilde{\boldsymbol{q}}^{T} K_{v} \dot{\boldsymbol{q}} \\
& -\varepsilon \dot{\boldsymbol{q}}^{T} C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \tilde{\boldsymbol{q}}-\varepsilon \tilde{\boldsymbol{q}}^{T}\left[\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)-\boldsymbol{g}(\boldsymbol{q})\right]-\dot{\varepsilon} \tilde{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}} . \tag{8.28}
\end{align*}
$$

As is well known, to conclude global asymptotic stability by Lyapunov's direct method, it is sufficient to prove that $\dot{V}(\mathbf{0}, \mathbf{0})=0$ and $\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})<0$ for all vectors $\left[\begin{array}{cc}\tilde{\boldsymbol{q}}^{T} & \dot{\boldsymbol{q}}^{T}\end{array}\right]^{T} \neq \mathbf{0} \in \mathbb{R}^{2 n}$. These conditions are verified if $\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})$ is a negative definite function. Observe that it is very difficult to ensure from (8.28), that $\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})$ is negative definite. With the aim of finding additional conditions on $\varepsilon_{0}$ such that $\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})$ is negative definite, we present now the upper-bounds on the following three terms:

- $\quad-\varepsilon \dot{\boldsymbol{q}}^{T} C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \tilde{\boldsymbol{q}}$
- $-\varepsilon \tilde{\boldsymbol{q}}^{T}\left[\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)-\boldsymbol{g}(\boldsymbol{q})\right]$
- $\quad-\dot{\varepsilon} \tilde{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}}$.

First, concerning $-\varepsilon \dot{\boldsymbol{q}}^{T} C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \tilde{\boldsymbol{q}}$, we have

$$
\begin{align*}
-\varepsilon \dot{\boldsymbol{q}}^{T} C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \tilde{\boldsymbol{q}} & \leq\left|-\varepsilon \dot{\boldsymbol{q}}^{T} C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \tilde{\boldsymbol{q}}\right| \\
& \leq \varepsilon\|\dot{\boldsymbol{q}}\|\|C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \tilde{\boldsymbol{q}}\| \\
& \leq \varepsilon k_{C_{1}}\|\dot{\boldsymbol{q}}\|\|\dot{\boldsymbol{q}}\|\|\tilde{\boldsymbol{q}}\| \\
& \leq \varepsilon_{0} k_{C_{1}}\|\dot{\boldsymbol{q}}\|^{2} \tag{8.29}
\end{align*}
$$

where we took into account Property 4.2, i.e. $\|C(\boldsymbol{q}, \boldsymbol{x}) \boldsymbol{y}\| \leq k_{C_{1}}\|\boldsymbol{x}\|\|\boldsymbol{y}\|$, and the definition of $\varepsilon$ in (8.27).

Next, concerning the term $-\varepsilon \tilde{\boldsymbol{q}}^{T}\left[\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)-\boldsymbol{g}(\boldsymbol{q})\right]$ we have

$$
\begin{align*}
-\varepsilon \tilde{\boldsymbol{q}}^{T}\left[\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)-\boldsymbol{g}(\boldsymbol{q})\right] & \leq\left|-\varepsilon \tilde{\boldsymbol{q}}^{T}\left[\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)-\boldsymbol{g}(\boldsymbol{q})\right]\right| \\
& \leq \varepsilon\|\tilde{\boldsymbol{q}}\|\left\|\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)-\boldsymbol{g}(\boldsymbol{q})\right\| \\
& \leq \varepsilon k_{g}\|\tilde{\boldsymbol{q}}\|^{2} \tag{8.30}
\end{align*}
$$

where we used Property 4.3 , i.e. $\|\boldsymbol{g}(\boldsymbol{x})-\boldsymbol{g}(\boldsymbol{y})\| \leq k_{g}\|\boldsymbol{x}-\boldsymbol{y}\|$.
Finally, for the term $-\dot{\varepsilon} \tilde{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}}$, we have

$$
\begin{align*}
-\dot{\varepsilon} \tilde{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}} & \leq\left|-\dot{\varepsilon} \tilde{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}}\right| \\
& =\left|\frac{\varepsilon_{0}}{\|\tilde{\boldsymbol{q}}\|[1+\|\tilde{\boldsymbol{q}}\|]^{2}} \tilde{\boldsymbol{q}}^{T} \dot{\boldsymbol{q}} \tilde{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}}\right| \\
& \leq \frac{\varepsilon_{0}}{\|\tilde{\boldsymbol{q}}\|[1+\|\tilde{\boldsymbol{q}}\|]^{2}}\|\tilde{\boldsymbol{q}}\|\|\dot{\boldsymbol{q}}\|\|\tilde{\boldsymbol{q}}\|\|M(\boldsymbol{q}) \dot{\boldsymbol{q}}\| \\
& \leq \frac{\varepsilon_{0}}{1+\|\tilde{\boldsymbol{q}}\|}\|\dot{\boldsymbol{q}}\|^{2} \lambda_{\operatorname{Max}}\{M(\boldsymbol{q}\}) \\
& \leq \varepsilon_{0} \beta\|\dot{\boldsymbol{q}}\|^{2} \tag{8.31}
\end{align*}
$$

where we used again the definition of $\varepsilon$ in (8.27) and Property 4.1, i.e. $\beta\|\dot{\boldsymbol{q}}\| \geq$ $\lambda_{\text {Max }}\{M(\boldsymbol{q})\}\|\dot{\boldsymbol{q}}\| \geq\|M(\boldsymbol{q}) \dot{\boldsymbol{q}}\|$.

From the inequalities (8.29), (8.30) and (8.31), the time derivative $\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})$ in (8.28) reduces to

$$
\begin{aligned}
\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}) \leq & -\dot{\boldsymbol{q}}^{T} K_{v} \dot{\boldsymbol{q}}+\varepsilon \dot{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}}-\varepsilon \tilde{\boldsymbol{q}}^{T} K_{p} \tilde{\boldsymbol{q}}+\varepsilon \tilde{\boldsymbol{q}}^{T} K_{v} \dot{\boldsymbol{q}} \\
& +\varepsilon_{0} k_{C_{1}}\|\dot{\boldsymbol{q}}\|^{2}+\varepsilon k_{g}\|\tilde{\boldsymbol{q}}\|^{2}+\varepsilon_{0} \beta\|\dot{\boldsymbol{q}}\|^{2},
\end{aligned}
$$

which in turn may be written as

$$
\begin{align*}
\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}) \leq & -\left[\begin{array}{c}
\tilde{\boldsymbol{q}} \\
\dot{\boldsymbol{q}}
\end{array}\right]^{T}\left[\begin{array}{cc}
\varepsilon K_{p} & -\frac{\varepsilon}{2} K_{v} \\
-\frac{\varepsilon}{2} K_{v} & \frac{1}{2} K_{v}
\end{array}\right]\left[\begin{array}{l}
\tilde{\boldsymbol{q}} \\
\dot{\boldsymbol{q}}
\end{array}\right]+\varepsilon k_{g}\|\tilde{\boldsymbol{q}}\|^{2} \\
& -\frac{1}{2}\left[\lambda_{\min }\left\{K_{v}\right\}-2 \varepsilon_{0}\left(k_{C_{1}}+2 \beta\right)\right]\|\dot{\boldsymbol{q}}\|^{2}, \tag{8.32}
\end{align*}
$$

where we used

$$
-\dot{\boldsymbol{q}}^{T} K_{v} \dot{\boldsymbol{q}} \leq-\frac{1}{2} \dot{\boldsymbol{q}}^{T} K_{v} \dot{\boldsymbol{q}}-\frac{\lambda_{\min }\left\{K_{v}\right\}}{2}\|\dot{\boldsymbol{q}}\|^{2}
$$

and $\varepsilon \dot{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}} \leq \varepsilon_{0} \beta\|\dot{\boldsymbol{q}}\|^{2}$.
Finally, from (8.32) we get

$$
\begin{align*}
\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}) \leq & -\varepsilon\left[\begin{array}{c}
\|\tilde{\boldsymbol{q}}\| \\
\|\dot{\boldsymbol{q}}\|
\end{array}\right]^{T} \overbrace{\left[\begin{array}{cc}
\lambda_{\min }\left\{K_{p}\right\}-k_{g} & -\frac{1}{2} \lambda_{\operatorname{Max}}\left\{K_{v}\right\} \\
-\frac{1}{2} \lambda_{\operatorname{Max}}\left\{K_{v}\right\} & \frac{1}{2 \varepsilon_{0}} \lambda_{\min }\left\{K_{v}\right\}
\end{array}\right]}^{Q}\left[\begin{array}{l}
\|\tilde{\boldsymbol{q}}\| \\
\|\dot{\boldsymbol{q}}\|
\end{array}\right] \\
& -\frac{1}{2} \underbrace{\left[\lambda_{\min }\left\{K_{v}\right\}-2 \varepsilon_{0}\left(k_{C_{1}}+2 \beta\right)\right]}_{\delta}\|\dot{\boldsymbol{q}}\|^{2} \tag{8.33}
\end{align*}
$$

Next, from the latter inequality we find immediately the conditions on $\varepsilon_{0}$ for $\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})$ to be negative definite. To that end, we first require to guarantee that the matrix $Q$ is positive definite and that $\delta>0$. The matrix $Q$ is positive definite if it holds that

$$
\begin{align*}
& \lambda_{\min }\left\{K_{p}\right\}>k_{g},  \tag{8.34}\\
& \frac{2 \lambda_{\min }\left\{K_{v}\right\}\left(\lambda_{\min }\left\{K_{p}\right\}-k_{g}\right)}{\lambda_{\operatorname{Max}}^{2}\left\{K_{v}\right\}}>\varepsilon_{0}, \tag{8.35}
\end{align*}
$$

and we have $\delta>0$ if

$$
\begin{equation*}
\frac{\lambda_{\min }\left\{K_{v}\right\}}{2\left[k_{C_{1}}+2 \beta\right]}>\varepsilon_{0} . \tag{8.36}
\end{equation*}
$$

Observe that (8.34) is verified since $K_{p}$ was assumed to be picked so as to satisfy $\lambda_{\min }\left\{K_{p}\right\}>\frac{\varepsilon_{1}}{2} k_{g}$ with $\varepsilon_{1}>2$. It is important to stress that the
constant $\varepsilon_{0}$ is only needed for the purposes of stability analysis and it is not required to know its actual numerical value. Choosing $\varepsilon_{0}$ so as to satisfy simultaneously (8.35) and (8.36), we have $\lambda_{\min }\{Q\}>0$. Under this scenario, we get from (8.33) that

$$
\begin{aligned}
\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}) & \leq-\frac{\varepsilon_{0}}{1+\|\tilde{\boldsymbol{q}}\|} \lambda_{\min }\{Q\}\left[\|\tilde{\boldsymbol{q}}\|^{2}+\|\dot{\boldsymbol{q}}\|^{2}\right]-\frac{\delta}{2}\|\dot{\boldsymbol{q}}\|^{2} \\
& \leq-\varepsilon_{0} \lambda_{\min }\{Q\} \frac{\|\tilde{\boldsymbol{q}}\|^{2}}{1+\|\tilde{\boldsymbol{q}}\|}-\frac{\delta}{2}\|\dot{\boldsymbol{q}}\|^{2}
\end{aligned}
$$

which is a negative definite function. Finally, using Lyapunov's direct method (cf. Theorem 2.4), we conclude that the origin $\left[\begin{array}{c}\tilde{\boldsymbol{q}}^{T} \\ \dot{\boldsymbol{q}}^{T}\end{array}\right]^{T}=\mathbf{0} \in \mathbb{R}^{2 n}$ is a globally asymptotically stable equilibrium of the closed-loop equation.

### 8.5 Conclusions

The conclusions drawn from the analysis presented in this chapter can be summarized as follows.

Consider PD control with desired gravity compensation for $n$-DOF robots. Assume that the desired position $\boldsymbol{q}_{d}$ is constant.

- If the symmetric matrices $K_{p}$ and $K_{v}$ of the PD control law with desired gravity compensation are positive definite and moreover $\lambda_{\min }\left\{K_{p}\right\}>k_{g}$, then the origin of the closed-loop equation, expressed in terms of the state vector $\left[\begin{array}{ll}\tilde{\boldsymbol{q}}^{T} & \dot{\boldsymbol{q}}^{T}\end{array}\right]^{T}$, is globally asymptotically stable. Consequently, for any initial condition $\boldsymbol{q}(0), \dot{\boldsymbol{q}}(0) \in \mathbb{R}^{n}$ we have $\lim _{t \rightarrow \infty} \tilde{\boldsymbol{q}}(t)=\mathbf{0} \in \mathbb{R}^{n}$.
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## Problems

1. Consider the model of the ideal pendulum studied in Example 8.2

$$
J \ddot{q}+m g l \sin (q)=\tau
$$

with the following numerical values

$$
J=1, \quad m g l=1, \quad q_{d}=\pi / 2
$$

Consider the use of PD control with desired gravity compensation and suppose the following initial conditions: $q(0)=0$ and $\dot{q}(0)=0$. From this, we have $\tilde{q}(0)=\pi / 2$. Assume that $k_{p}=4 / \pi$.
a) Obtain an upper-bound on $\dot{q}(t)^{2}$.

Hint: Use (8.16).
2. Consider the PD control law with desired gravity compensation for the pendulum described by the equation

$$
J \ddot{q}+m g l \sin (q)=\tau
$$

The equilibria of the closed-loop equation are $\left[\begin{array}{cc}\tilde{q} & \dot{q}\end{array}\right]^{T}=\left[\begin{array}{ll}s & 0\end{array}\right]^{T}$ where $s$ is the solution of

$$
k_{p} s+m g l\left[\sin \left(q_{d}\right)-\sin \left(q_{d}-s\right)\right]=0 .
$$

a) Show that $s$ satisfies

$$
|s| \leq \frac{2 m g l}{k_{p}}
$$

b) Simulate the system in closed loop with the following numerical values: $J=1, m=l=1, g=10, k_{p}=1 / 4, k_{v}=1$ and with initial conditions: $q(0)=\pi / 8$ and $\dot{q}(0)=0$. For the desired angular position $q_{d}=\pi / 2$, verify by simulation that $\lim _{t \rightarrow \infty} q(t) \neq q_{d}$.
c) Obtain by simulation the approximate value of $\lim _{t \rightarrow \infty} q(t)$. Verify that $\lim _{t \rightarrow \infty}\left|q_{d}-q(t)\right| \leq \frac{2 m g l}{k_{p}}$.
3. Consider the model of the ideal pendulum studied in Example 8.1

$$
J \ddot{q}+m g l \sin (q)=\tau
$$

with the following numerical values:

$$
J=1, \quad m g l=1, \quad q_{d}=\pi / 2
$$

Consider the use of PD control with desired gravity compensation.
a) Obtain the closed-loop equation in terms of the state vector $\left[\begin{array}{cc}\tilde{q} & \dot{q}\end{array}\right]^{T}$.
b) Compute the value of the constant $k_{g}$ (see Property 4.3).
c) In Example 8.1 we showed that the closed-loop equation had three equilibria for $k_{p}=0.25$. Compute a value for $k_{p}$ that guarantees that the origin $\left[\begin{array}{c}\tilde{q} \\ \dot{q}\end{array}\right]^{T}=\mathbf{0} \in \mathbb{R}^{2}$ is the unique equilibrium point of the closed-loop equation.
d) Consider the previously obtained value for $k_{p}$. Show that the origin is a stable equilibrium point.
Hint: Show that

$$
\begin{aligned}
f(\tilde{q})= & -m g l \cos \left(q_{d}-\tilde{q}\right)+m g l \cos \left(q_{d}\right) \\
& +m g l \sin \left(q_{d}\right) \tilde{q}+\frac{1}{2} k_{p} \tilde{q}^{2}
\end{aligned}
$$

is a positive definite function. Use the Lyapunov function candidate

$$
V(\tilde{q}, \dot{q})=\frac{1}{2} J \dot{q}^{2}+f(\tilde{q})
$$

e) Use La Salle's theorem ( $c f$. Theorem 2.7) to show that the origin is globally asymptotically stable.
4. Verify the expression for $\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})$ given in Equation (8.7).
5. Consider the model of robots with elastic joints, (3.27) and (3.28), but with an additional term for friction at the links $\boldsymbol{f}(\dot{\boldsymbol{q}})$ that satisfies $\dot{\boldsymbol{q}}^{T} \boldsymbol{f}(\dot{\boldsymbol{q}})>$ $0 \quad \forall \dot{\boldsymbol{q}} \neq \mathbf{0}$ and $\boldsymbol{f}(\mathbf{0})=\mathbf{0}$, i.e.

$$
\begin{aligned}
M(\boldsymbol{q}) \ddot{\boldsymbol{q}}+C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}+\boldsymbol{g}(\boldsymbol{q})+\boldsymbol{f}(\dot{\boldsymbol{q}})+K(\boldsymbol{q}-\boldsymbol{\theta}) & =\mathbf{0}, \\
J \ddot{\boldsymbol{\theta}}-K(\boldsymbol{q}-\boldsymbol{\theta}) & =\boldsymbol{\tau} .
\end{aligned}
$$

It is assumed that only the vector of positions $\boldsymbol{\theta}$ of the motors axes, and the corresponding velocities $\dot{\boldsymbol{\theta}}$, are available from measurement. The control objective is that $\boldsymbol{q}(t) \rightarrow \boldsymbol{q}_{d}$ as $t \rightarrow \infty$ where $\boldsymbol{q}_{d}$ is constant.
A variant of the PD control with desired gravity compensation is ${ }^{5}$

$$
\boldsymbol{\tau}=K_{p} \tilde{\boldsymbol{\theta}}-K_{v} \dot{\boldsymbol{\theta}}+\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)
$$

where

$$
\begin{aligned}
& \tilde{\boldsymbol{\theta}}=\boldsymbol{q}_{d}-\boldsymbol{\theta}+K^{-1} \boldsymbol{g}\left(\boldsymbol{q}_{d}\right), \\
& \tilde{\boldsymbol{q}}=\boldsymbol{q}_{d}-\boldsymbol{q},
\end{aligned}
$$

and $K_{p}, K_{v} \in \mathbb{R}^{n \times n}$ are symmetric positive definite matrices. The matrix of elasticity $K$, is diagonal and positive definite.
a) Verify that the closed-loop equation in terms of the state vector $\left[\begin{array}{llll}\tilde{\boldsymbol{q}}^{T} & \tilde{\boldsymbol{\theta}}^{T} & \dot{\boldsymbol{q}}^{T} & \dot{\boldsymbol{\theta}}^{T}\end{array}\right]^{T}$, may be written as
$\frac{d}{d t}\left[\begin{array}{c}\tilde{\boldsymbol{q}} \\ \tilde{\boldsymbol{\theta}} \\ \dot{\boldsymbol{q}} \\ \dot{\boldsymbol{\theta}}\end{array}\right]=\left[\begin{array}{c}-\dot{\boldsymbol{q}} \\ -\dot{\boldsymbol{\theta}} \\ M(\boldsymbol{q})^{-1}\left[-K(\tilde{\boldsymbol{\theta}}-\tilde{\boldsymbol{q}})+\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)-C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}-\boldsymbol{g}(\boldsymbol{q})-\boldsymbol{f}(\dot{\boldsymbol{q}})\right] \\ J^{-1}\left[K_{p} \tilde{\boldsymbol{\theta}}-K_{v} \dot{\boldsymbol{\theta}}+K(\tilde{\boldsymbol{\theta}}-\tilde{\boldsymbol{q}})\right]\end{array}\right]$.
b) Verify that the origin is an equilibrium of the closed-loop equation.
c) Show that if $\lambda_{\min }\left\{K_{p}\right\}>k_{g}$ and $\lambda_{\min }\{K\}>k_{g}$, then the origin is a stable equilibrium point.
Hint: Use the following Lyapunov function:

$$
V(\tilde{\boldsymbol{q}}, \tilde{\boldsymbol{\theta}}, \dot{\boldsymbol{q}}, \dot{\boldsymbol{\theta}})=V_{1}(\tilde{\boldsymbol{q}}, \tilde{\boldsymbol{\theta}}, \dot{\boldsymbol{q}}, \dot{\boldsymbol{\theta}})+\frac{1}{2} \tilde{\boldsymbol{q}}^{T} K \tilde{\boldsymbol{q}}+V_{2}(\tilde{\boldsymbol{q}})
$$

[^23]where
\[

$$
\begin{aligned}
V_{1}(\tilde{\boldsymbol{q}}, \tilde{\boldsymbol{\theta}}, \dot{\boldsymbol{q}}, \dot{\boldsymbol{\theta}})= & \frac{1}{2} \dot{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}}+\frac{1}{2} \dot{\boldsymbol{\theta}}^{T} J \dot{\boldsymbol{\theta}}+\frac{1}{2} \tilde{\boldsymbol{\theta}}^{T} K_{p} \tilde{\boldsymbol{\theta}} \\
& +\frac{1}{2} \tilde{\boldsymbol{\theta}}^{T} K \tilde{\boldsymbol{\theta}}-\tilde{\boldsymbol{\theta}}^{T} K \tilde{\boldsymbol{q}} \\
V_{2}(\tilde{\boldsymbol{q}})= & \mathcal{U}\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)-\mathcal{U}\left(\boldsymbol{q}_{d}\right)+\tilde{\boldsymbol{q}}^{T} \boldsymbol{g}\left(\boldsymbol{q}_{d}\right),
\end{aligned}
$$
\]

and verify that

$$
\dot{V}(\tilde{\boldsymbol{q}}, \tilde{\boldsymbol{\theta}}, \dot{\boldsymbol{q}}, \dot{\boldsymbol{\theta}})=-\dot{\boldsymbol{\theta}}^{T} K_{v} \dot{\boldsymbol{\theta}}-\dot{\boldsymbol{q}}^{T} \boldsymbol{f}(\dot{\boldsymbol{q}})
$$

## 9

## PID Control

With PD control we are able to achieve the position control objective for robots whose models do not contain the gravitational term (i.e. $\boldsymbol{g}(\boldsymbol{q})=\mathbf{0}$ ). In this case, the tuning procedure ${ }^{1}$ for PD control is trivial since it is enough to select the design matrices $K_{p}$ and $K_{v}$ to be symmetric and positive definite (see Chapter 6).

In the case where the robot model contains the vector of gravitational torques (i.e. $\boldsymbol{g}(\boldsymbol{q}) \neq \mathbf{0}$ ) and if in particular, $\boldsymbol{g}\left(\boldsymbol{q}_{d}\right) \neq \mathbf{0}$, where $\boldsymbol{q}_{d}$ is the joint desired position, then the position control objective cannot be achieved by means of a simple PD control law. As a matter of fact it may happen that the position error $\tilde{\boldsymbol{q}}$ tends to a constant vector but which is always different from the vector $\mathbf{0} \in \mathbb{R}^{n}$. Then, from an automatic control viewpoint and with the aim of satisfying the position control objective, in this case it seems natural to introduce an Integral component to the PD control to drive the position error to zero. This reasoning justifies the application of Proportional Integral Derivative (PID) control to robot manipulators.

The PID control law is given by

$$
\begin{equation*}
\boldsymbol{\tau}=K_{p} \tilde{\boldsymbol{q}}+K_{v} \dot{\tilde{\boldsymbol{q}}}+K_{i} \int_{0}^{t} \tilde{\boldsymbol{q}}(\sigma) d \sigma \tag{9.1}
\end{equation*}
$$

where the design matrices $K_{p}, K_{v}, K_{i} \in \mathbb{R}^{n \times n}$, which are respectively called "position, velocity and integral gains", are symmetric positive definite and suitably selected. Figure 9.1 shows the block-diagram of the PID control for robot manipulators.

Nowadays, most industrial robot manipulators are controlled by PID controllers. The wide use of robot manipulators in everyday applications, is testament to the performance that can be achieved in a large variety of applications

[^24]

Figure 9.1. Block-diagram: PID control
when using PID control. However, in contrast to PD control, the tuning procedure for PID controllers, that is, the procedure to choose appropriate positive definite matrices $K_{p}, K_{v}$ and $K_{i}$, is far from trivial.

In practice, the tuning of PID controllers is easier for robots whose transmission system includes reduction mechanisms such as gears or bands. The use of these reductions effectively increases the torque or force produced by the actuators, and therefore, these are able to drive links of considerably large masses. In principle, this has the consequence that large accelerations may be reached for 'light' links. Nevertheless, the presence of reduction mechanisms, such as gears and bands, may introduce undesired physical phenomena that hamper the performance of the robot in its required task. Among these phenomena we cite vibrations due to backlash among the teeth of the gears, positioning errors and energy waste caused by friction in the gears, positioning errors caused by vibrations and elasticity of the bands and by gear torsions. In spite of all these the use of reduction mechanisms is common in most robot manipulators. This has a positive impact on the tuning task of controllers, and more particularly of PID controllers. Indeed, as has been shown in Chapter 3 the complete dynamic of the robot with high-reduction-ratio transmissions is basically characterized by the model of the actuators themselves, which are often modeled by linear differential equations. Thus, in this scenario the differential equation that governs the behavior of the closed-loop system becomes linear and therefore, the tuning of the controller becomes relatively simple. This last topic is not treated here since it is well documented in the literature; the interested reader is invited to see the texts cited at the end of the chapter. Here, we consider the more general nonlinear case.

In the introduction to Part II we assumed that the considered robot actuators were ideal sources of torques and forces. Under this condition, the dynamic model of a robot of $n$ DOF is given by (3.18), i.e.

$$
\begin{equation*}
M(\boldsymbol{q}) \ddot{\boldsymbol{q}}+C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}+\boldsymbol{g}(\boldsymbol{q})=\boldsymbol{\tau} \tag{9.2}
\end{equation*}
$$

where the vector of gravitational torques $\boldsymbol{g}(\boldsymbol{q})$ is clearly present. In this chapter, we assume that the joints of the robot are all revolute.

We study the control system formed by the PID controller given by Equation (9.1) and the robot model (9.2). This study is slightly more complex than that for the PID control of robots with high-reduction actuators. Specifically, we obtain a tuning procedure for PID control that guarantees achievement of the position control objective, locally. In other words, for the desired constant position $\boldsymbol{q}_{d}$, tuning ensures that $\lim _{t \rightarrow \infty} \tilde{\boldsymbol{q}}(t)=\mathbf{0}$, as long as the initial position $\operatorname{error} \tilde{\boldsymbol{q}}(0)$ and the initial velocity error $\dot{\boldsymbol{q}}(0)$ are sufficiently "small". From an analytic viewpoint this is done by proving local asymptotic stability of the origin of the equation that describes the behavior of the closed-loop system. For this analysis, we use the following information drawn from Properties 4.1, 4.2 , and 4.3:

- The matrix $\frac{1}{2} \dot{M}(\boldsymbol{q})-C(\boldsymbol{q}, \dot{\boldsymbol{q}})$ is skew-symmetric.
- There exists a non-negative constant $k_{C_{1}}$ such that for all $\boldsymbol{x}, \boldsymbol{y}, \boldsymbol{z} \in \mathbb{R}^{n}$, we have

$$
\|C(\boldsymbol{x}, \boldsymbol{y}) \boldsymbol{z}\| \leq k_{C_{1}}\|\boldsymbol{y}\|\|\boldsymbol{z}\|
$$

- There exists a non-negative constant $k_{g}$ such that for all $\boldsymbol{x}, \boldsymbol{y} \in \mathbb{R}^{n}$, we have

$$
\|\boldsymbol{g}(\boldsymbol{x})-\boldsymbol{g}(\boldsymbol{y})\| \leq k_{g}\|\boldsymbol{x}-\boldsymbol{y}\|,
$$

where $k_{g} \geq\left\|\frac{\partial \boldsymbol{g}(\boldsymbol{q})}{\partial \boldsymbol{q}}\right\|$ for all $\boldsymbol{q} \in \mathbb{R}^{n}$.
The integral action of the PID control law (9.1) introduces an additional state variable that is denoted here by $\boldsymbol{\xi}$, and whose time derivative is $\dot{\boldsymbol{\xi}}=\tilde{\boldsymbol{q}}$.

The PID control law may be expressed via the two following equations:

$$
\begin{align*}
\boldsymbol{\tau} & =K_{p} \tilde{\boldsymbol{q}}+K_{v} \dot{\tilde{\boldsymbol{q}}}+K_{i} \boldsymbol{\xi}  \tag{9.3}\\
\dot{\boldsymbol{\xi}} & =\tilde{\boldsymbol{q}} . \tag{9.4}
\end{align*}
$$

The closed-loop equation is obtained by substituting the control action $\tau$ from (9.3) in the robot model (9.2), i.e.

$$
\begin{gathered}
M(\boldsymbol{q}) \ddot{\boldsymbol{q}}+C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}+\boldsymbol{g}(\boldsymbol{q})=K_{p} \tilde{\boldsymbol{q}}+K_{v} \dot{\tilde{\boldsymbol{q}}}+K_{i} \boldsymbol{\xi} \\
\dot{\boldsymbol{\xi}}=\tilde{\boldsymbol{q}},
\end{gathered}
$$

which may be written in terms of the state vector $\left[\begin{array}{lll}\boldsymbol{\xi}^{T} & \tilde{\boldsymbol{q}}^{T} & \dot{\tilde{\boldsymbol{q}}}^{T}\end{array}\right]^{T}$, as

$$
\frac{d}{d t}\left[\begin{array}{l}
\boldsymbol{\xi}  \tag{9.5}\\
\tilde{\boldsymbol{q}} \\
\dot{\tilde{\boldsymbol{q}}}
\end{array}\right]=\left[\begin{array}{c}
\tilde{\boldsymbol{q}} \\
\dot{\tilde{\boldsymbol{q}}} \\
\ddot{\boldsymbol{q}}_{d}-M(\boldsymbol{q})^{-1}\left[K_{p} \tilde{\boldsymbol{q}}+K_{v} \dot{\tilde{\boldsymbol{q}}}+K_{i} \boldsymbol{\xi}-C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}-\boldsymbol{g}(\boldsymbol{q})\right]
\end{array}\right]
$$

The equilibria of the equation above, if any, have the form $\left[\begin{array}{lll}\boldsymbol{\xi}^{T} & \tilde{\boldsymbol{q}}^{T} & \dot{\tilde{\boldsymbol{q}}}^{T}\end{array}\right]^{T}=$ $\left[\begin{array}{lll}\boldsymbol{\xi}^{* T} & \mathbf{0}^{T} & \mathbf{0}^{T}\end{array}\right]^{T}$ where

$$
\boldsymbol{\xi}^{*}=K_{i}^{-1}\left[M\left(\boldsymbol{q}_{d}\right) \ddot{\boldsymbol{q}}_{d}+C\left(\boldsymbol{q}_{d}, \dot{\boldsymbol{q}}_{d}\right) \dot{\boldsymbol{q}}_{d}+\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)\right]
$$

must be a constant vector. Certainly, for $\boldsymbol{\xi}^{*}$ to be a constant vector, if the desired joint position $\boldsymbol{q}_{d}$ is time-varying, it may not be arbitrary but should have a very particular form. One way to obtain a $\boldsymbol{q}_{d}$ for which $\boldsymbol{\xi}^{*}$ is constant, is by solving the differential equations

$$
\frac{d}{d t}\left[\begin{array}{l}
\boldsymbol{q}_{d}  \tag{9.6}\\
\dot{\boldsymbol{q}}_{d}
\end{array}\right]=\left[\begin{array}{c}
\dot{\boldsymbol{q}}_{d} \\
M\left(\boldsymbol{q}_{d}\right)^{-1}\left[\boldsymbol{\tau}_{0}-C\left(\boldsymbol{q}_{d}, \dot{\boldsymbol{q}}_{d}\right) \dot{\boldsymbol{q}}_{d}-\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)\right]
\end{array}\right], \quad\left[\begin{array}{c}
\boldsymbol{q}_{d}(0) \\
\dot{\boldsymbol{q}}_{d}(0)
\end{array}\right] \in \mathbb{R}^{2 n}
$$

where $\boldsymbol{\tau}_{0} \in \mathbb{R}^{n}$ is a constant vector. This way $\boldsymbol{\xi}^{*}=K_{i}^{-1} \boldsymbol{\tau}_{0}$. In particular, if $\boldsymbol{\tau}_{0}=\mathbf{0} \in \mathbb{R}^{n}$ then the origin of the closed-loop Equation (9.5), is an equilibrium. Notice that the solution of (9.6) is simply the position $\boldsymbol{q}$ and velocity $\dot{\boldsymbol{q}}$ when one applies a constant torque $\boldsymbol{\tau}=\boldsymbol{\tau}_{0}$ to the robot in question. In general, it is not possible to obtain an expression in closed form for $\boldsymbol{q}_{d}$, so Equation (9.6) must be solved numerically. Nevertheless, the resulting desired position $\boldsymbol{q}_{d}$, may have a capricious form and therefore be of little utility. This is illustrated in the following example.

[^25]In the case where the desired joint position $\boldsymbol{q}_{d}$ is an arbitrary function of time, and does not tend to a constant vector value, then the closed-loop equation has no equilibrium. In such cases, we cannot study the stability in the sense of Lyapunov and in particular, one may not expect that the position error $\tilde{\boldsymbol{q}}$ tend to zero. In the best case scenario, and under the hypothesis that the initial position and velocity errors $\tilde{\boldsymbol{q}}(0)$ and $\dot{\boldsymbol{q}}(0)$ are small, the position error $\tilde{\boldsymbol{q}}$ remains bounded. The formal proof of these claims is established in the works cited at the end of the chapter.

Let us come back to our discussion on the determination of an equilibrium for the closed-loop system. We said that a sufficient condition for the existence


Figure 9.2. Desired joint positions
and unicity of the equilibrium for the closed-loop Equation (9.5) is that the desired position $\boldsymbol{q}_{d}(t)$ be constant. Denoting by $\boldsymbol{q}_{d}$ such a constant vector the equilibrium is

$$
\left[\begin{array}{c}
\boldsymbol{\xi} \\
\tilde{\boldsymbol{q}} \\
\dot{\tilde{\boldsymbol{q}}}
\end{array}\right]=\left[\begin{array}{c}
K_{i}^{-1} \boldsymbol{g}\left(\boldsymbol{q}_{d}\right) \\
\mathbf{0} \\
\mathbf{0}
\end{array}\right] \in \mathbb{R}^{3 n}
$$

This equilibrium may of course, be translated to the origin via a suitable change of variable, e.g. defining

$$
\boldsymbol{z}=\boldsymbol{\xi}-K_{i}^{-1} \boldsymbol{g}\left(\boldsymbol{q}_{d}\right)
$$

Then, the corresponding closed-loop equation may be expressed in terms of the state vector $\left[\begin{array}{lll}\boldsymbol{z}^{T} & \tilde{\boldsymbol{q}}^{T} & \dot{\boldsymbol{q}}^{T}\end{array}\right]^{T}$ as

$$
\frac{d}{d t}\left[\begin{array}{c}
\boldsymbol{z}  \tag{9.7}\\
\tilde{\boldsymbol{q}} \\
\dot{\boldsymbol{q}}
\end{array}\right]=\left[\begin{array}{c}
\tilde{\boldsymbol{q}} \\
-\dot{\boldsymbol{q}} \\
M(\boldsymbol{q})^{-1}\left[K_{p} \tilde{\boldsymbol{q}}-K_{v} \dot{\boldsymbol{q}}+K_{i} \boldsymbol{z}+\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)-C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}-\boldsymbol{g}(\boldsymbol{q})\right]
\end{array}\right]
$$

Notice that the previous equation is autonomous and its unique equilibrium is the origin $\left[\begin{array}{ll}\boldsymbol{z}^{T} & \tilde{\boldsymbol{q}}^{T}\end{array} \dot{\boldsymbol{q}}^{T}\right]^{T}=\mathbf{0} \in \mathbb{R}^{3 n}$.

For the sequel, we find it convenient to adopt the following global change of variables,

$$
\left[\begin{array}{c}
\boldsymbol{w}  \tag{9.8}\\
\tilde{\boldsymbol{q}} \\
\dot{\boldsymbol{q}}
\end{array}\right]=\left[\begin{array}{ccc}
\alpha I & I & 0 \\
0 & I & 0 \\
0 & 0 & I
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{z} \\
\tilde{\boldsymbol{q}} \\
\dot{\boldsymbol{q}}
\end{array}\right]
$$

with $\alpha>0$.
The closed-loop Equation (9.7) may be expressed as a function of the new variables as

$$
\frac{d}{d t}\left[\begin{array}{l}
\boldsymbol{w} \\
\tilde{\boldsymbol{q}} \\
\dot{\boldsymbol{q}}
\end{array}\right]=
$$

$$
\left[\begin{array}{c}
\alpha \tilde{\boldsymbol{q}}-\dot{\boldsymbol{q}}  \tag{9.9}\\
-\dot{\boldsymbol{q}} \\
M(\boldsymbol{q})^{-1}\left[\left[K_{p}-\frac{1}{\alpha} K_{i}\right] \tilde{\boldsymbol{q}}-K_{v} \dot{\boldsymbol{q}}+\frac{1}{\alpha} K_{i} \boldsymbol{w}+\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)-C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}-\boldsymbol{g}(\boldsymbol{q})\right]
\end{array}\right]
$$

These equations are autonomous and the origin of the state space, $\left[\begin{array}{ll}\boldsymbol{w}^{T} & \tilde{\boldsymbol{q}}^{T}\end{array}\right.$ $\left.\dot{\boldsymbol{q}}^{T}\right]^{T}=\mathbf{0} \in \mathbb{R}^{3 n}$ is the unique equilibrium of the closed-loop system. Moreover, due to the globality of the change of variable (9.8), the stability features of this equilibrium correspond to those for the equilibrium $\left[\begin{array}{lll}\boldsymbol{z}^{T} & \tilde{\boldsymbol{q}}^{T} & \dot{\boldsymbol{q}}^{T}\end{array}\right]^{T}=\mathbf{0} \in \mathbb{R}^{3 n}$ of Equation (9.7).

If we can find conditions on the matrices $K_{p}, K_{v}$ and $K_{i}$ of the PID controller such that the origin of the closed-loop Equation (9.9) is asymptotically stable, i.e. such that the origin is stable and at least for sufficiently small values of the initial states $\boldsymbol{z}(0), \tilde{\boldsymbol{q}}(0)$ and $\dot{\boldsymbol{q}}(0)$, the state - particularly $\tilde{\boldsymbol{q}}(t)$ - tend asymptotically to zero, then we are able to conclude that the position control objective is achieved (at least locally). Therefore, based on this argument we use Lyapunov's direct method via La Salle's theorem to establish conditions under which the choice of design matrices for the PID controller guarantee asymptotic stability of the origin of the closed-loop Equation (9.9).

Thus, let us study the stability of the origin of the equation closed-loop (9.9). This equation governs the behavior of $n$-DOF robot manipulators under PID control in the case of a constant desired position $\boldsymbol{q}_{d}$. Specifically, we shall see that if the matrices $K_{p}$ and $K_{v}$ are sufficiently "large" and the integral gain matrix $K_{i}$ sufficiently "small" in the following sense

$$
\begin{equation*}
\frac{\lambda_{\min }\{M\} \lambda_{\min }\left\{K_{v}\right\}}{\lambda_{\operatorname{Max}}^{2}\{M\}}>\frac{\lambda_{\operatorname{Max}}\left\{K_{i}\right\}}{\lambda_{\min }\left\{K_{p}\right\}-k_{g}}, \tag{9.10}
\end{equation*}
$$

and moreover

$$
\begin{equation*}
\lambda_{\min }\left\{K_{p}\right\}>k_{g} \tag{9.11}
\end{equation*}
$$

then, we can guarantee that the position control objective is achieved locally. As a matter of fact, the larger the margin with which the inequality (9.10) holds, the larger the domain of attraction ${ }^{2}$ of the equilibrium will be. The property of asymptotic stability with domain of attraction arbitrarily large is commonly referred to as semiglobal asymptotic stability.

### 9.1 Lyapunov Function Candidate

To study the stability of the origin of the state space, we use Lyapunov's direct method by proposing the following Lyapunov function candidate

$$
\begin{align*}
V(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}, \boldsymbol{w})= & \frac{1}{2}\left[\begin{array}{c}
\boldsymbol{w} \\
\tilde{\boldsymbol{q}} \\
\dot{\boldsymbol{q}}
\end{array}\right]^{T}\left[\begin{array}{ccc}
\frac{1}{\alpha} K_{i} & 0 & 0 \\
0 & \alpha K_{v} & -\alpha M(\boldsymbol{q}) \\
0 & -\alpha M(\boldsymbol{q}) & M(\boldsymbol{q})
\end{array}\right]\left[\begin{array}{l}
\boldsymbol{w} \\
\tilde{\boldsymbol{q}} \\
\dot{\boldsymbol{q}}
\end{array}\right] \\
& +\frac{1}{2} \tilde{\boldsymbol{q}}^{T}\left[K_{p}-\frac{1}{\alpha} K_{i}\right] \tilde{\boldsymbol{q}}+\mathcal{U}\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)-\mathcal{U}\left(\boldsymbol{q}_{d}\right)+\tilde{\boldsymbol{q}}^{T} \boldsymbol{g}\left(\boldsymbol{q}_{d}\right) \tag{9.12}
\end{align*}
$$

where $\mathcal{U}(\boldsymbol{q})$ denotes as usual, the robot's potential energy and $\alpha$ is the positive constant used in the definition of the variable transformation (9.8). For the sequel we assume that this number satisfies

$$
\begin{equation*}
\frac{\lambda_{\min }\{M\} \lambda_{\min }\left\{K_{v}\right\}}{\lambda_{\operatorname{Max}}^{2}\{M\}}>\alpha>\frac{\lambda_{\operatorname{Max}}\left\{K_{i}\right\}}{\lambda_{\min }\left\{K_{p}\right\}-k_{g}} . \tag{9.13}
\end{equation*}
$$

Following the tuning guide given by (9.10), there always exists $\alpha$ that satisfies the above.

For the Lyapunov function candidate (9.12) to be a Lyapunov function we must verify first that it is positive definite. For this, consider the following terms from this function,

$$
\frac{1}{2} \tilde{\boldsymbol{q}}^{T}\left[K_{p}-\frac{1}{\alpha} K_{i}\right] \tilde{\boldsymbol{q}}+\mathcal{U}\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)-\mathcal{U}\left(\boldsymbol{q}_{d}\right)+\tilde{\boldsymbol{q}}^{T} \boldsymbol{g}\left(\boldsymbol{q}_{d}\right) .
$$

According to Example B. 2 of Appendix B and taking $\varepsilon=2$, we conclude that the function defined as the sum of these terms is positive definite, globally for all $\tilde{\boldsymbol{q}}$ if

[^26]$$
\lambda_{\min }\left\{K_{p}-\frac{1}{\alpha} K_{i}\right\}>k_{g} .
$$

In its turn, this inequality is implied by ${ }^{3}$

$$
\lambda_{\min }\left\{K_{p}\right\}-\frac{1}{\alpha} \lambda_{\operatorname{Max}}\left\{K_{i}\right\}>k_{g}
$$

which holds due to the lower-bound condition imposed on $\alpha$, in accordance with (9.13). Therefore, we may claim that the Lyapunov function candidate (9.12) satisfies

$$
V(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}, \boldsymbol{w}) \geq \frac{1}{2}\left[\begin{array}{c}
\boldsymbol{w} \\
\tilde{\boldsymbol{q}} \\
\dot{\boldsymbol{q}}
\end{array}\right]^{T}\left[\begin{array}{ccc}
\frac{1}{\alpha} K_{i} & 0 & 0 \\
0 & \alpha K_{v} & -\alpha M(\boldsymbol{q}) \\
0 & -\alpha M(\boldsymbol{q}) & M(\boldsymbol{q})
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{w} \\
\tilde{\boldsymbol{q}} \\
\dot{\boldsymbol{q}}
\end{array}\right]
$$

On the other hand using the inequalities

$$
\begin{aligned}
\frac{1}{\alpha} \boldsymbol{w}^{T} K_{i} \boldsymbol{w} & \geq \frac{1}{\alpha} \lambda_{\min }\left\{K_{i}\right\}\|\boldsymbol{w}\|^{2}, \\
\alpha \tilde{\boldsymbol{q}}^{T} K_{v} \tilde{\boldsymbol{q}} & \geq \alpha \lambda_{\min }\left\{K_{v}\right\}\|\tilde{\boldsymbol{q}}\|^{2}, \\
\dot{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}} & \geq \lambda_{\min }\{M\}\|\dot{\boldsymbol{q}}\|^{2}, \\
-\alpha \tilde{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}} & \geq-\alpha \lambda_{\operatorname{Max}}\{M\}\|\tilde{\boldsymbol{q}}\|\|\dot{\boldsymbol{q}}\|,
\end{aligned}
$$

we come to the following lower-bound for the Lyapunov function candidate,
$V(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}, \boldsymbol{w}) \geq \frac{\alpha}{2}\left[\begin{array}{l}\|\boldsymbol{w}\| \\ \|\tilde{\boldsymbol{q}}\| \\ \|\dot{\boldsymbol{q}}\|\end{array}\right]^{T}\left[\begin{array}{ccc}\frac{1}{\alpha^{2}} \lambda_{\min }\left\{K_{i}\right\} & 0 & 0 \\ 0 & \lambda_{\min }\left\{K_{v}\right\} & -\lambda_{\operatorname{Max}}\{M\} \\ 0 & -\lambda_{\operatorname{Max}}\{M\} & \frac{1}{\alpha} \lambda_{\min }\{M\}\end{array}\right]\left[\begin{array}{l}\|\boldsymbol{w}\| \\ \|\tilde{\boldsymbol{q}}\| \\ \|\dot{\boldsymbol{q}}\|\end{array}\right]$.
This shows that $V(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}, \boldsymbol{w})$ is globally positive definite, since $\alpha$ is supposed to satisfy (9.13), in particular because
${ }^{3}$ Theorem of Weyl (R. A. Horn and C. R. Johnson, 1985, "Matrix Analysis", Cambridge University Press, pp. 181.). For matrices $A$ and $B$ symmetric it holds that

$$
\lambda_{\min }\{A+B\} \geq \lambda_{\min }\{A\}+\lambda_{\min }\{B\}
$$

On the other hand, since $\lambda_{\min }\{A\}=-\lambda_{\operatorname{Max}}\{-A\}$, we have

$$
\lambda_{\min }\{A-B\} \geq \lambda_{\min }\{A\}-\lambda_{\operatorname{Max}}\{B\}
$$

$$
\frac{\lambda_{\min }\{M\} \lambda_{\min }\left\{K_{v}\right\}}{\lambda_{\operatorname{Max}}^{2}\{M\}}>\alpha,
$$

which implies that the determinant of the 'southeastern' $2 \times 2$ sub-block in the matrix above is positive for all $\boldsymbol{q}$.

### 9.2 Time Derivative of the Lyapunov Function Candidate

Once we have established the conditions under which the Lyapunov function candidate is (globally) positive definite, we may proceed to compute its time derivative. After some straightforward algebraic computations which involve the use of the skew-symmetry of the matrix $\frac{1}{2} \dot{M}(\boldsymbol{q})-C(\boldsymbol{q}, \dot{\boldsymbol{q}})$ and the equality $\dot{M}(\boldsymbol{q})=C(\boldsymbol{q}, \dot{\boldsymbol{q}})+C(\boldsymbol{q}, \dot{\boldsymbol{q}})^{T}$ established in Property 4.2, the time derivative of the Lyapunov function candidate (9.12) along the solutions of the closed-loop Equation (9.9), may be written as

$$
\begin{align*}
\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}, \boldsymbol{w})= & -\dot{\boldsymbol{q}}^{T}\left[K_{v}-\alpha M(\boldsymbol{q})\right] \dot{\boldsymbol{q}}-\tilde{\boldsymbol{q}}^{T}\left[\alpha K_{p}-K_{i}\right] \tilde{\boldsymbol{q}} \\
& -\alpha \tilde{\boldsymbol{q}}^{T} C(\boldsymbol{q}, \dot{\boldsymbol{q}})^{T} \dot{\boldsymbol{q}}-\alpha \tilde{\boldsymbol{q}}^{T}\left[\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)-\boldsymbol{g}(\boldsymbol{q})\right] \tag{9.14}
\end{align*}
$$

where we also used (3.20), i.e. $\boldsymbol{g}(\boldsymbol{q})=\partial \mathcal{U}(\boldsymbol{q}) / \partial \boldsymbol{q}$.
From standard properties of symmetric positive definite matrices we conclude also that the first two terms of the derivative of the Lyapunov function candidate above, satisfy the following inequalities:

$$
-\dot{\boldsymbol{q}}^{T}\left[K_{v}-\alpha M(\boldsymbol{q})\right] \dot{\boldsymbol{q}} \leq-\left[\lambda_{\min }\left\{K_{v}\right\}-\alpha \lambda_{\operatorname{Max}}\{M\}\right]\|\dot{\boldsymbol{q}}\|^{2}
$$

and

$$
-\tilde{\boldsymbol{q}}^{T}\left[\alpha K_{p}-K_{i}\right] \tilde{\boldsymbol{q}} \leq-\left[\alpha \lambda_{\min }\left\{K_{p}\right\}-\lambda_{\operatorname{Max}}\left\{K_{i}\right\}\right]\|\tilde{\boldsymbol{q}}\|^{2}
$$

respectively.
On the other hand, from Properties 4.2 and 4.3 and using:

- $\|C(\boldsymbol{x}, \boldsymbol{y}) \boldsymbol{z}\| \leq k_{C_{1}}\|\boldsymbol{y}\|\|\boldsymbol{z}\|$,
- $\|\boldsymbol{g}(\boldsymbol{x})-\boldsymbol{g}(\boldsymbol{y})\| \leq k_{g}\|\boldsymbol{x}-\boldsymbol{y}\|$,
we may show that the last two terms in the expression of the derivative of the Lyapunov function candidate satisfy

$$
-\alpha \tilde{\boldsymbol{q}}^{T} C(\boldsymbol{q}, \dot{\boldsymbol{q}})^{T} \dot{\boldsymbol{q}} \leq \alpha k_{C_{1}}\|\tilde{\boldsymbol{q}}\|\|\dot{\boldsymbol{q}}\|^{2}
$$

and

$$
-\alpha \tilde{\boldsymbol{q}}^{T}\left[\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)-\boldsymbol{g}(\boldsymbol{q})\right] \leq \alpha k_{g}\|\tilde{\boldsymbol{q}}\|^{2}
$$

Consequently, it also holds that

$$
\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}, \boldsymbol{w}) \leq-\left[\begin{array}{l}
\|\tilde{\boldsymbol{q}}\|  \tag{9.15}\\
\|\dot{\boldsymbol{q}}\|
\end{array}\right]^{T}\left[\begin{array}{cc}
Q_{11} & 0 \\
0 & Q_{22}(\tilde{\boldsymbol{q}})
\end{array}\right]\left[\begin{array}{l}
\|\tilde{\boldsymbol{q}}\| \\
\|\dot{\boldsymbol{q}}\|
\end{array}\right]
$$

where

$$
\begin{aligned}
Q_{11} & =\alpha\left[\lambda_{\min }\left\{K_{p}\right\}-k_{g}\right]-\lambda_{\operatorname{Max}}\left\{K_{i}\right\}, \\
Q_{22}(\tilde{\boldsymbol{q}}) & =\lambda_{\min }\left\{K_{v}\right\}-\alpha\left[\lambda_{\operatorname{Max}}\{M\}+k_{C_{1}}\|\tilde{\boldsymbol{q}}\|\right] .
\end{aligned}
$$

We show next that there exists a ball $\mathcal{D}$ of radius $\eta>0$ centered at the origin of the state space, that is,

$$
\mathcal{D}:=\left\{\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}, \boldsymbol{w} \in \mathbb{R}^{n}:\left\|\begin{array}{l}
\boldsymbol{w} \\
\tilde{\boldsymbol{q}} \\
\dot{\boldsymbol{q}}
\end{array}\right\|<\eta\right\}
$$

on which $\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}, \boldsymbol{w})$ is negative semidefinite.
With this goal in mind, notice that we have from the condition (9.13) imposed on $\alpha$ that

$$
\frac{\lambda_{\min }\{M\} \lambda_{\min }\left\{K_{v}\right\}\left[\lambda_{\min }\left\{K_{p}\right\}-k_{g}\right]}{\lambda_{\operatorname{Max}}\left\{K_{i}\right\}}>\lambda_{\operatorname{Max}}^{2}\{M\}
$$

Since obviously $\lambda_{\text {Max }}\{M\} \geq \lambda_{\text {min }}\{M\}$, then

$$
\frac{\lambda_{\min }\left\{K_{v}\right\}\left[\lambda_{\min }\left\{K_{p}\right\}-k_{g}\right]}{\lambda_{\operatorname{Max}}\left\{K_{i}\right\}}>\lambda_{\operatorname{Max}}\{M\}
$$

and knowing that $k_{C_{1}} \geq 0$, it readily follows that

$$
\begin{equation*}
\frac{1}{k_{C_{1}}}\left[\frac{\lambda_{\min }\left\{K_{v}\right\}\left[\lambda_{\min }\left\{K_{p}\right\}-k_{g}\right]}{\lambda_{\operatorname{Max}}\left\{K_{i}\right\}}-\lambda_{\operatorname{Max}}\{M\}\right] \geq 0 \tag{9.16}
\end{equation*}
$$

It is now convenient to define the radius $\eta$ of the ball $\mathcal{D}$ centered at the origin of the state space to be exactly the term on the left-hand side of the inequality (9.16), that is

$$
\begin{equation*}
\eta:=\frac{1}{k_{C_{1}}}\left[\frac{\lambda_{\min }\left\{K_{v}\right\}\left[\lambda_{\min }\left\{K_{p}\right\}-k_{g}\right]}{\lambda_{\operatorname{Max}}\left\{K_{i}\right\}}-\lambda_{\operatorname{Max}}\{M\}\right] . \tag{9.17}
\end{equation*}
$$

It is important to observe that the radius $\eta$ is not only positive but it increases as $\lambda_{\text {min }}\left\{K_{p}\right\}$ and $\lambda_{\text {min }}\left\{K_{v}\right\}$ increase and as $\lambda_{\operatorname{Max}}\left\{K_{i}\right\}$ decreases, while always satisfying the condition (9.13) on $\alpha$.

We now show that $\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}, \boldsymbol{w})$ is negative semidefinite on the ball $\mathcal{D}$. On this region of the state space we have

$$
\|\tilde{\boldsymbol{q}}\|<\eta
$$

Incorporating the definition (9.17) of $\eta$ we get

$$
\|\tilde{\boldsymbol{q}}\|<\frac{1}{k_{C_{1}}}\left[\frac{\lambda_{\min }\left\{K_{v}\right\}\left[\lambda_{\min }\left\{K_{p}\right\}-k_{g}\right]}{\lambda_{\mathrm{Max}}\left\{K_{i}\right\}}-\lambda_{\operatorname{Max}}\{M\}\right]
$$

which, after some simple manipulations, yields the inequality

$$
\frac{\lambda_{\min }\left\{K_{v}\right\}}{\lambda_{\operatorname{Max}}\{M\}+k_{C_{1}}\|\tilde{\boldsymbol{q}}\|}>\frac{\lambda_{\operatorname{Max}}\left\{K_{i}\right\}}{\lambda_{\min }\left\{K_{p}\right\}-k_{g}}
$$

which is valid on the region $\mathcal{D}$.
Since $\alpha$ is any real number that satisfies the condition (9.13) and in particular it satisfies

$$
\alpha>\frac{\lambda_{\operatorname{Max}}\left\{K_{i}\right\}}{\lambda_{\min }\left\{K_{p}\right\}-k_{g}},
$$

it can always be picked to satisfy also,

$$
\frac{\lambda_{\min }\left\{K_{v}\right\}}{\lambda_{\operatorname{Max}}\{M\}+k_{C_{1}}\|\tilde{\boldsymbol{q}}\|}>\alpha>\frac{\lambda_{\operatorname{Max}}\left\{K_{i}\right\}}{\lambda_{\min }\left\{K_{p}\right\}-k_{g}}
$$

on the region $\mathcal{D}$. It is precisely these inequalities that captures the conditions on $\alpha$ such that the scalars $Q_{11}$ and $Q_{22}(\tilde{\boldsymbol{q}})$ in the derivative (9.15) of the Lyapunov function candidate are strictly positive. This implies that $\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}, \boldsymbol{w})$ is negative semidefinite on the ball $\mathcal{D}$ with radius $\eta$ defined by (9.17).

### 9.3 Asymptotic Stability

Summarizing, so far we have shown that if the matrices $K_{p}, K_{v}$ and $K_{i}$ of the PID control law satisfy the conditions (9.10) and (9.11), then $V(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}, \boldsymbol{w})$ is a globally positive definite function while $\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}, \boldsymbol{w})$ is negative semidefinite - locally, though the domain of validity may be arbitrarily enlarged by an appropriate choice of the control gains. Therefore, according to Theorem 2.2, the origin of the closed-loop Equation (9.9), is a stable equilibrium. Since $\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}, \boldsymbol{w})$ is not negative definite but only negative semidefinite, Theorem 2.4 cannot be invoked to prove asymptotic stability. Yet, since the closed-loop Equation (9.9) is autonomous, we may use a local version of La Salle's theorem (i.e. a local version of Theorem 2.7).

Since the function $\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}, \boldsymbol{w})$ obtained in (9.15) is negative semidefinite but only locally, Theorem 2.7 may not be invoked directly. Even though we do not show this here ${ }^{4}$, it is also true that if in the statement of Theorem 2.7 we

[^27]replace " $\dot{V}(\boldsymbol{x}) \leq 0$ for all $\boldsymbol{x} \in \mathbb{R}^{n "}$, by " $\dot{V}(\boldsymbol{x}) \leq 0$ for all $\boldsymbol{x} \in \mathbb{R}^{n}$ sufficiently small in norm" then, one can guarantee local asymptotic stability. We may proceed to claim that in this case the set $\Omega$ is given by
\[

$$
\begin{aligned}
\Omega & =\left\{\boldsymbol{x} \in \mathbb{R}^{3 n}: \dot{V}(\boldsymbol{x})=0\right\} \\
& =\left\{\boldsymbol{x}=\left[\begin{array}{c}
\boldsymbol{w} \\
\tilde{\boldsymbol{q}} \\
\dot{\boldsymbol{q}}
\end{array}\right] \in \mathbb{R}^{3 n}: \dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}, \boldsymbol{w})=0\right\} \\
& =\left\{\boldsymbol{w} \in \mathbb{R}^{n}, \tilde{\boldsymbol{q}}=\mathbf{0} \in \mathbb{R}^{n}, \dot{\boldsymbol{q}}=\mathbf{0} \in \mathbb{R}^{n}\right\}
\end{aligned}
$$
\]

Observe that from (9.14) and with the restrictions imposed on the choice of $\alpha$, it follows that $\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}, \boldsymbol{w})=0$ if and only if $\tilde{\boldsymbol{q}}=\mathbf{0}$ and $\dot{\boldsymbol{q}}=\mathbf{0}$. For a solution $\boldsymbol{x}(t)$ to belong to $\Omega$ for all $t \geq 0$, it is necessary and sufficient that $\tilde{\boldsymbol{q}}=\mathbf{0}$ and $\dot{\boldsymbol{q}}(t)=\mathbf{0}$ for all $t \geq 0$. Therefore it must also hold that $\ddot{\boldsymbol{q}}(t)=\mathbf{0}$ for all $t \geq 0$. Taking this into consideration, we conclude from the closed-loop Equation (9.9) that if $\boldsymbol{x}(t) \in \Omega$ for all $t \geq 0$, then

$$
\begin{aligned}
\dot{\boldsymbol{w}}(t) & =\mathbf{0} \\
\mathbf{0} & =\frac{1}{\alpha} M\left(\boldsymbol{q}_{d}\right)^{-1} K_{i} \boldsymbol{w}(t),
\end{aligned}
$$

which, since $M\left(\boldsymbol{q}_{d}\right)$ is positive definite, implies that $\boldsymbol{w}(t)=\mathbf{0}$ for all $t \geq 0$. Therefore, $\left[\boldsymbol{w}(0)^{T} \quad \tilde{\boldsymbol{q}}(0)^{T} \quad \dot{\boldsymbol{q}}(0)^{T}\right]^{T}=\mathbf{0} \in \mathbb{R}^{3 n}$ is the only initial condition in $\Omega$ for which $\boldsymbol{x}(t) \in \Omega$ for all $t \geq 0$. Finally, we conclude from all this that the origin of the closed-loop Equation (9.9) is locally asymptotically stable. It is worth emphasizing that in the particular situation of robots for which $k_{C_{1}}=0$, e.g. a pendulum, some Cartesian robots or with transmission by levers, the function $\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}, \boldsymbol{w})$ obtained in (9.15), is globally negative semidefinite. In this situation, the asymptotic stability of the origin is also global.

The analysis developed so far applies to the classic PID control law given by (9.3) and (9.4). We have also assumed that the joint desired position $\boldsymbol{q}_{d}$ is constant. In the practical implementation of the PID controller on ordinary personal computers, the desired position $\boldsymbol{q}_{d}$ may be a piecewise constant function, being constant in between two sampling times. Therefore, before and after the sampling times, the desired position $\boldsymbol{q}_{d}$ takes constant values which are usually different, and at the sampling instant there occurs an abrupt change of magnitude. For this reason, the position error $\tilde{\boldsymbol{q}}=\boldsymbol{q}_{d}-\boldsymbol{q}$, and the control action $\boldsymbol{\tau}=K_{p} \tilde{\boldsymbol{q}}-K_{v} \dot{\boldsymbol{q}}+K_{i} \boldsymbol{\xi}$ also vary abruptly at the sampling times. Consequently, the control action $\boldsymbol{\tau}$ demands instantaneous variations to the actuators; in this situation the latter may be damaged or, simply, we may obtain unacceptable performance in some tasks.

With the aim of conserving the advantages of PID control but avoiding this undesirable phenomenon, several modifications to the classical PID control have been proposed in the literature. An interesting modification is

$$
\boldsymbol{\tau}=-K_{p} \boldsymbol{q}-K_{v} \dot{\boldsymbol{q}}+K_{i} \boldsymbol{\xi}
$$

where

$$
\boldsymbol{\xi}(t)=\int_{0}^{t} \tilde{\boldsymbol{q}}(\sigma) d \sigma+\boldsymbol{\xi}(0)
$$

This modified PID control preserves exactly the same closed-loop Equation (9.7) that the classical PID control, but with $\boldsymbol{z}$ defined by

$$
\boldsymbol{z}=\boldsymbol{\xi}-K_{i}^{-1}\left[\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)+K_{p} \boldsymbol{q}_{d}\right] .
$$

Therefore, the analysis and conclusions established above also apply to this modified PID control.

### 9.4 Tuning Procedure

From the stability analysis presented in the previous subsections we can draw a tuning procedure which is fairly simple for PID control. This method yields symmetric matrices $K_{p}, K_{v}$ and $K_{i}$ that guarantee achievement of the position control objective, locally.

The procedure stems from (9.11) and from the condition (9.13) imposed on $\alpha$ and may be summarized in terms of the eigenvalues of the gain matrices as follows:

- $\lambda_{\text {Max }}\left\{K_{i}\right\} \geq \lambda_{\text {min }}\left\{K_{i}\right\}>0$;
- $\lambda_{\text {Max }}\left\{K_{p}\right\} \geq \lambda_{\text {min }}\left\{K_{p}\right\}>k_{g}$;
- $\lambda_{\operatorname{Max}}\left\{K_{v}\right\} \geq \lambda_{\min }\left\{K_{v}\right\}>\frac{\lambda_{\mathrm{Max}}\left\{K_{i}\right\}}{\lambda_{\min }\left\{K_{p}\right\}-k_{g}} \cdot \frac{\lambda_{\operatorname{Max}}{ }^{2}\{M\}}{\lambda_{\min }\{M\}}$.

It is important to underline that this tuning procedure requires knowledge of the structure of the inertia matrix $M(\boldsymbol{q})$ and of the vector of gravitational torques $\boldsymbol{g}(\boldsymbol{q})$ of the robot in question. This, is necessary to compute $\lambda_{\min }\{M(\boldsymbol{q})\}, \lambda_{\mathrm{Max}}\{M(\boldsymbol{q})\}$ and $k_{g}$ respectively. Nonetheless, since it is sufficient to have upper-bounds on $\lambda_{\operatorname{Max}}\{M(\boldsymbol{q})\}$ and $k_{g}$, and a lower-bound for $\lambda_{\min }\{M(\boldsymbol{q})\}$ to use the tuning procedure, it is not necessary to know the exact values of the dynamic parameters of the robot, e.g. masses and inertias, but only the bounds.

Next, we present an example in order to show an application of the ideas discussed above.

Example 9.2. Consider the 2-DOF Pelican robot shown in Figure 9.3.
The elements of the inertia matrix $M(\boldsymbol{q})$ are


Figure 9.3. Diagram of the Pelican prototype robot

$$
\begin{aligned}
& M_{11}(\boldsymbol{q})=m_{1} l_{c 1}^{2}+m_{2}\left[l_{1}^{2}+l_{c 2}^{2}+2 l_{1} l_{c 2} \cos \left(q_{2}\right)\right]+I_{1}+I_{2} \\
& M_{12}(\boldsymbol{q})=m_{2}\left[l_{c 2}^{2}+l_{1} l_{c 2} \cos \left(q_{2}\right)\right]+I_{2} \\
& M_{21}(\boldsymbol{q})=m_{2}\left[l_{c 2}^{2}+l_{1} l_{c 2} \cos \left(q_{2}\right)\right]+I_{2} \\
& M_{22}(\boldsymbol{q})=m_{2} l_{c 2}^{2}+I_{2}
\end{aligned}
$$

The components of the gravitational torques vector $\boldsymbol{g}(\boldsymbol{q})$, are given by

$$
\begin{aligned}
& g_{1}(\boldsymbol{q})=\left(m_{1} l_{c 1}+m_{2} l_{1}\right) g \sin \left(q_{1}\right)+m_{2} l_{c 2} g \sin \left(q_{1}+q_{2}\right) \\
& g_{2}(\boldsymbol{q})=m_{2} l_{c 2} g \sin \left(q_{1}+q_{2}\right) .
\end{aligned}
$$

The purpose of this example is to use the tuning procedure presented above in order to determine suitable gain matrices $K_{p}, K_{v}$ and $K_{i}$. First, we compute the value of $k_{g}$ and then that of the eigenvalues $\lambda_{\text {min }}\{M(\boldsymbol{q})\}$ and $\lambda_{\text {Max }}\{M(\boldsymbol{q})\}$.

Using Property 4.3, as well as the elements of the vector of gravitational torques $\boldsymbol{g}(\boldsymbol{q})$, we obtain

$$
\begin{aligned}
k_{g} & =n\left(\operatorname{Max}_{i, j, q}\left|\frac{\partial g_{i}(\boldsymbol{q})}{\partial q_{j}}\right|\right) \\
& =n\left(m_{1} l_{c 1}+m_{2} l_{1}+m_{2} l_{c 2}\right) g \\
& =23.94 \quad\left[\mathrm{~kg} \mathrm{~m}^{2} / \mathrm{s}^{2}\right]
\end{aligned}
$$

where we also used the numerical values of the robot parameters listed in Table 5.1 on page 115.

We proceed next to compute $\lambda_{\min }\{M(\boldsymbol{q})\}$ and $\lambda_{\operatorname{Max}}\{M(\boldsymbol{q})\}$, which for this robot depend only on $q_{2}$; we do this by evaluating the matrix $M(\boldsymbol{q})$ for a set of values of $q_{2}$ between 0 and $2 \pi$, and extracting the corresponding eigenvalues. The values obtained are

$$
\begin{aligned}
\lambda_{\min }\{M(\boldsymbol{q})\} & =0.011 \quad\left[\mathrm{~kg} \mathrm{~m}^{2}\right] \\
\lambda_{\operatorname{Max}}\{M(\boldsymbol{q})\} & =0.361, \quad\left[\mathrm{~kg} \mathrm{~m}^{2}\right]
\end{aligned}
$$

which correspond to $q_{2}=0$.
With the numerical values of $\lambda_{\min }\{M(\boldsymbol{q})\}, \lambda_{\operatorname{Max}}\{M(\boldsymbol{q})\}$ and $k_{g}$, and following the tuning procedure, we finally determine the following matrices:

$$
\begin{aligned}
K_{i} & =\operatorname{diag}\{1.5\} \quad[\mathrm{Nm} /(\mathrm{rad} \mathrm{~s})] \\
K_{p} & =\operatorname{diag}\{30\} \quad[\mathrm{Nm} / \mathrm{rad}] \\
K_{v} & =\operatorname{diag}\{7,3\} \quad[\mathrm{Nm} \mathrm{~s} / \mathrm{rad}]
\end{aligned}
$$



Figure 9.4. Graphs of position errors $\tilde{q}_{1}$ and $\tilde{q}_{2}$

Figure 9.4 depicts the position errors against time; notice that the scale on the ordinates axis spans up to 50 s which is longer than the intervals used elsewhere. We may conclude from this, that the transient response is slower than those obtained with PD control with gravity compensation (see Figure 7.3) and PD control with desired gravity compensation (see Figure 8.4). This is due to the fact that the control gains of the PID control law were chosen according with the tuning procedure exposed in this chapter, which limits the maximal eigenvalue of $K_{i}$ by a relatively small upper-bound.

However, as may be appreciated from Figure 9.5, if the tuning procedure is violated the performance of PID control improves to parallel


Figure 9.5. Graphs of position errors $\tilde{q_{1}}$ and $\tilde{q_{2}}$
the respective performances of PD control with gravity compensation and PD control with desired gravity compensation. The latter experimental results have been obtained with the following gains:

$$
\begin{aligned}
K_{p} & =\left[\begin{array}{cc}
30 & 0 \\
0 & 30
\end{array}\right] \quad[\mathrm{Nm} / \mathrm{rad}] \\
K_{v} & =\left[\begin{array}{ll}
7 & 0 \\
0 & 3
\end{array}\right] \quad[\mathrm{Nm} \mathrm{~s} / \mathrm{rad}] \\
K_{i} & =\left[\begin{array}{cc}
70 & 0 \\
0 & 100
\end{array}\right][\mathrm{Nm} /(\mathrm{rad} \mathrm{~s})]
\end{aligned}
$$

that is, $K_{p}$ and $K_{v}$ have the same values than in the cases of the PD-based control laws.

### 9.5 Conclusions

We may summarize the ideas of this chapter as follows. Consider PID control for $n$-DOF robots and assume that the desired position $\boldsymbol{q}_{d}$ is constant.

- If the symmetric matrices $K_{p}, K_{v}$ and $K_{i}$ of the PID control law satisfy
(i) $\lambda_{\operatorname{Max}}\left\{K_{i}\right\} \geq \lambda_{\min }\left\{K_{i}\right\}>0$
(ii) $\lambda_{\text {Max }}\left\{K_{p}\right\} \geq \lambda_{\text {min }}\left\{K_{p}\right\}>k_{g}$
(iii) $\lambda_{\operatorname{Max}}\left\{K_{v}\right\} \geq \lambda_{\min }\left\{K_{v}\right\}>\frac{\lambda_{\operatorname{Max}}\left\{K_{i}\right\}}{\lambda_{\min }\left\{K_{p}\right\}-k_{g}} \cdot \frac{\lambda_{\operatorname{Max}}{ }^{2}\{M\}}{\lambda_{\min }\{M\}}$
then the origin of the closed-loop equation, expressed in terms of the state vector $\left[\begin{array}{lll}\boldsymbol{w}^{T} & \tilde{\boldsymbol{q}}^{T} & \dot{\boldsymbol{q}}^{T}\end{array}\right]^{T}$ is locally asymptotically stable. Consequently, if the initial conditions are "sufficiently small", we have $\lim _{t \rightarrow \infty} \tilde{\boldsymbol{q}}(t)=\mathbf{0}$. Nevertheless, this conclusion holds also for "large" initial conditions as long as $\lambda_{\min }\left\{K_{p}\right\}$ and $\lambda_{\min }\left\{K_{v}\right\}$ also are "large" and $\lambda_{\text {Max }}\left\{K_{i}\right\}$ are "small".
If the terms of centrifugal and Coriolis forces, $C(\boldsymbol{q}, \dot{\boldsymbol{q}})$ do not appear in the robot dynamic model then, the asymptotic stability is global.
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## Problems

1. Consider the model of an ideal pendulum studied in Example 2.2 (see page 30)

$$
J \ddot{q}+m g l \sin (q)=\tau .
$$

Assume that the PID control

$$
\tau=k_{p} \tilde{q}+k_{v} \dot{\tilde{q}}+k_{i} \int_{0}^{t} \tilde{q}(\sigma) d \sigma
$$

is used to drive the position $q$ to a desired constant position $q_{d}$.
a) Obtain the closed-loop equation in terms of the state vector $\left[\begin{array}{lll}w & \tilde{q} & \dot{q}\end{array}\right]^{T}$, where

$$
w=\alpha \int_{0}^{t} \tilde{q}(\sigma) d \sigma-\alpha \frac{m g l}{k_{i}} \sin \left(q_{d}\right)+\tilde{q}
$$

with $\alpha>0$.
b) Show, by means of a candidate Lyapunov function that if

- $k_{i}>0$,
- $k_{p}>m g l$,
- $k_{v}>\frac{k_{i} J}{k_{p}-m g l}$,
then the origin of the closed-loop equation is globally asymptotically stable.
c) Does this imply that $\lim _{t \rightarrow \infty} \tilde{q}(t)=0$ for all $\tilde{q}(0) \in \mathbb{R}$ ?

2. Verify the expression of $\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}, \boldsymbol{z})$ given in Equation (9.14).
3. Consider the PID control law with gravity compensation for the position control problem (i.e. with constant desired position, $\boldsymbol{q}_{d}$ ) for $n$-DOF robots and whose control law is

$$
\begin{aligned}
\boldsymbol{\tau} & =K_{p} \tilde{\boldsymbol{q}}+K_{v} \dot{\tilde{\boldsymbol{q}}}+K_{i} \boldsymbol{\xi}+\boldsymbol{g}(\boldsymbol{q}) \\
\dot{\boldsymbol{\xi}} & =\tilde{\boldsymbol{q}}
\end{aligned}
$$

a) Obtain the closed-loop equation in terms of the state vector $\left[\begin{array}{lll}\boldsymbol{\xi}^{T} & \tilde{\boldsymbol{q}}^{T}\end{array}\right.$ $\left.\dot{\boldsymbol{q}}^{T}\right]^{T}$. Verify that the origin is an equilibrium of the closed-loop equation.
b) Explain why the following tuning policy guarantees local asymptotic stability of the origin.

- $\lambda_{\operatorname{Max}}\left\{K_{i}\right\} \geq \lambda_{\min }\left\{K_{i}\right\}>0$,
- $\lambda_{\operatorname{Max}}\left\{K_{p}\right\} \geq \lambda_{\min }\left\{K_{p}\right\}>0$,
- $\lambda_{\operatorname{Max}}\left\{K_{v}\right\} \geq \lambda_{\min }\left\{K_{v}\right\}>\frac{\lambda_{\operatorname{Max}}\left\{K_{i}\right\}}{\lambda_{\min }\left\{K_{p}\right\}} \cdot \frac{\lambda_{\operatorname{Max}}{ }^{2}\{M\}}{\lambda_{\min }\{M\}}$.

Hint: The only difference with the tuning procedure established above is the absence of $k_{g}$ in the expressions for $K_{p}$ and $K_{v}$.
4. Consider the PID control law given by (9.1). Show that this is equivalent to

$$
\boldsymbol{\tau}=K_{p}^{\prime} \tilde{\boldsymbol{q}}-K_{v} \dot{\boldsymbol{q}}+K_{i}^{\prime} \int_{0}^{t}[\alpha \tilde{\boldsymbol{q}}(\sigma)+\dot{\tilde{\boldsymbol{q}}}(\sigma)] d \sigma
$$

where

$$
\begin{gathered}
K_{p}^{\prime}=K_{p}-\frac{1}{\alpha} K_{i} \\
K_{i}^{\prime}=\frac{1}{\alpha} K_{i}
\end{gathered}
$$

for all $\alpha \neq 0$.
5. Consider the linear multivariable system described by the equation:

$$
M \ddot{\boldsymbol{x}}+C \dot{\boldsymbol{x}}+\boldsymbol{g}=\boldsymbol{u}
$$

where $\boldsymbol{x} \in \mathbb{R}^{n}$ is part of the state and at the same time, the output of the system, $\boldsymbol{u} \in \mathbb{R}^{n}$ is the input, $M, C \in \mathbb{R}^{n \times n}$ are symmetric positive definite constant matrices and $\boldsymbol{g} \in \mathbb{R}^{n}$ is constant as well.
Consider the application of PID control to drive the state trajectories $\boldsymbol{x}(t)$ to a constant vector $\boldsymbol{x}_{d} \in \mathbb{R}^{n}$, i.e.

$$
\begin{aligned}
\boldsymbol{u} & =K_{p} \tilde{\boldsymbol{x}}-K_{v} \dot{\boldsymbol{x}}+K_{i} \boldsymbol{\xi} \\
\dot{\boldsymbol{\xi}} & =\tilde{\boldsymbol{x}}
\end{aligned}
$$

where $\tilde{\boldsymbol{x}}=\boldsymbol{x}_{d}-\boldsymbol{x}$.
a) Obtain the closed-loop equation expressed in terms of the state $\left[\begin{array}{lll}\boldsymbol{\xi}^{T} & \tilde{\boldsymbol{x}}^{T} & \dot{\boldsymbol{x}}^{T}\end{array}\right]^{T}$.
b) Verify that the point

$$
\left[\begin{array}{c}
\boldsymbol{\xi} \\
\tilde{\boldsymbol{x}} \\
\dot{\boldsymbol{x}}
\end{array}\right]=\left[\begin{array}{c}
K_{i}^{-1} g \\
0 \\
0
\end{array}\right] \in \mathbb{R}^{3 n}
$$

of the closed-loop equation is the unique equilibrium.
c) Use the tuning procedure presented in this chapter to suggest a policy of tuning that guarantees asymptotic stability of the equilibrium for the closed-loop equation. Can it be shown that the asymptotic stability is actually global?

## Introduction to Part III

Consider the dynamic model of a robot manipulator with $n$ degrees of freedom, rigid links, no friction at the joints and with ideal actuators, (3.18), which we repeat here for ease of reference:

$$
\begin{equation*}
M(\boldsymbol{q}) \ddot{\boldsymbol{q}}+C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}+\boldsymbol{g}(\boldsymbol{q})=\boldsymbol{\tau} \tag{III.1}
\end{equation*}
$$

In terms of the state vector $\left[\begin{array}{ll}\boldsymbol{q}^{T} & \dot{\boldsymbol{q}}^{T}\end{array}\right]^{T}$ these equations are rewritten as

$$
\frac{d}{d t}\left[\begin{array}{l}
\boldsymbol{q} \\
\dot{\boldsymbol{q}}
\end{array}\right]=\left[\begin{array}{c}
\dot{\boldsymbol{q}} \\
M(\boldsymbol{q})^{-1}[\boldsymbol{\tau}(t)-C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}-\boldsymbol{g}(\boldsymbol{q})]
\end{array}\right]
$$

where $M(\boldsymbol{q}) \in \mathbb{R}^{n \times n}$ is the inertia matrix, $C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}} \in \mathbb{R}^{n}$ is the vector of centrifugal and Coriolis forces, $\boldsymbol{g}(\boldsymbol{q}) \in \mathbb{R}^{n}$ is the vector of gravitational torques and $\boldsymbol{\tau} \in \mathbb{R}^{n}$ is a vector of external forces and torques applied at the joints. The vectors $\boldsymbol{q}, \dot{\boldsymbol{q}}, \ddot{\boldsymbol{q}} \in \mathbb{R}^{n}$ denote the position, velocity and joint acceleration respectively.

The problem of motion control, tracking control, for robot manipulators may be formulated in the following terms. Consider the dynamic model of an $n$-DOF robot (III.1). Given a set of vectorial bounded functions $\boldsymbol{q}_{d}, \dot{\boldsymbol{q}}_{d}$ and $\ddot{\boldsymbol{q}}_{d}$ referred to as desired joint positions, velocities and accelerations we wish to find a vectorial function $\boldsymbol{\tau}$ such that the positions $\boldsymbol{q}$, associated to the robot's joint coordinates follow $\boldsymbol{q}_{d}$ accurately.

In more formal terms, the objective of motion control consists in finding $\boldsymbol{\tau}$ such that

$$
\lim _{t \rightarrow \infty} \tilde{\boldsymbol{q}}(t)=\mathbf{0}
$$

where $\tilde{\boldsymbol{q}} \in \mathbb{R}^{n}$ stands for the joint position errors vector or is simply called position error, and is defined by

$$
\tilde{\boldsymbol{q}}(t):=\boldsymbol{q}_{d}(t)-\boldsymbol{q}(t) .
$$

Considering the previous definition, the vector $\dot{\tilde{\boldsymbol{q}}}(t)=\dot{\boldsymbol{q}}_{d}(t)-\dot{\boldsymbol{q}}(t)$ stands for the velocity error. The control objective is achieved if the manipulator's joint variables follow asymptotically the trajectory of the desired motion.

The computation of the vector $\boldsymbol{\tau}$ involves in general, a vectorial nonlinear function of $\boldsymbol{q}, \dot{\boldsymbol{q}}$ and $\ddot{\boldsymbol{q}}$. This function is called "control law" or simply, "controller". It is important to recall that robot manipulators are equipped with sensors to measure position and velocity at each joint henceforth, the vectors $\boldsymbol{q}$ and $\dot{\boldsymbol{q}}$ are measurable and may be used by the controllers. In some robots, only measurement of joint position is available and joint velocities may be estimated. In general, a motion control law may be expressed as

$$
\boldsymbol{\tau}=\boldsymbol{\tau}\left(\boldsymbol{q}, \dot{\boldsymbol{q}}, \ddot{\boldsymbol{q}}, \boldsymbol{q}_{d}, \dot{\boldsymbol{q}}_{d}, \ddot{\boldsymbol{q}}_{d}, M(\boldsymbol{q}), C(\boldsymbol{q}, \dot{\boldsymbol{q}}), \boldsymbol{g}(\boldsymbol{q})\right)
$$

However, for practical purposes it is desirable that the controller does not depend on the joint acceleration $\ddot{\boldsymbol{q}}$ since accelerometers are usually highly sensitive to noise.

Figure III. 1 presents the block-diagram of a robot in closed loop with a motion controller.


Figure III.1. Motion control: closed-loop system

In this third part of the textbook we carry out the stability analysis of a group of motion controllers for robot manipulators. As for the position control problem, the methodology to analyze the stability may be summarized in the following steps.

1. Derivation of the closed-loop dynamic equation. Such an equation is obtained by replacing the control action control $\boldsymbol{\tau}$ in the dynamic model of the manipulator. In general, the closed-loop equation is a nonautonomous nonlinear ordinary differential equation since $\boldsymbol{q}_{d}=\boldsymbol{q}_{d}(t)$.
2. Representation of the closed-loop equation in the state-space form,

$$
\frac{d}{d t}\left[\begin{array}{c}
\boldsymbol{q}_{d}-\boldsymbol{q} \\
\dot{\boldsymbol{q}}_{d}-\dot{\boldsymbol{q}}
\end{array}\right]=\boldsymbol{f}\left(\boldsymbol{q}, \dot{\boldsymbol{q}}, \boldsymbol{q}_{d}, \dot{\boldsymbol{q}}_{d}, \ddot{\boldsymbol{q}}_{d}, M(\boldsymbol{q}), C(\boldsymbol{q}, \dot{\boldsymbol{q}}), \boldsymbol{g}(\boldsymbol{q})\right)
$$

This closed-loop equation may be regarded as a dynamic system whose inputs are $\boldsymbol{q}_{d}, \dot{\boldsymbol{q}}_{d}$ and $\ddot{\boldsymbol{q}}_{d}$, and whose outputs are the state vectors $\tilde{\boldsymbol{q}}=$ $\boldsymbol{q}_{d}-\boldsymbol{q}$ and $\dot{\tilde{\boldsymbol{q}}}=\dot{\boldsymbol{q}}_{d}-\dot{\boldsymbol{q}}$. Figure III. 2 shows the corresponding block-diagram.


Figure III.2. Motion control closed-loop system in its input-output representation
3. Study of the existence and possible unicity of the equilibrium for the closed-loop equation

$$
\frac{d}{d t}\left[\begin{array}{c}
\tilde{\boldsymbol{q}}  \tag{III.2}\\
\dot{\tilde{\boldsymbol{q}}}
\end{array}\right]=\tilde{\boldsymbol{f}}(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})
$$

where $\tilde{\boldsymbol{f}}$ is obtained by replacing $\boldsymbol{q}$ with $\boldsymbol{q}_{d}(t)-\tilde{\boldsymbol{q}}$ and $\dot{\boldsymbol{q}}$ with $\dot{\boldsymbol{q}}_{d}(t)-\dot{\tilde{\boldsymbol{q}}}$. Whence the dependence of $\tilde{f}$ on $t$. That is, the closed-loop system equation is nonautonomous.
Thus, for Equation (III.2) we want to verify that the origin, $\left[\tilde{\boldsymbol{q}}^{T}, \dot{\tilde{\boldsymbol{q}}}^{T}\right]^{T}=\mathbf{0}$ $\in \mathbb{R}^{2 n}$ is an equilibrium and whether it is unique.
4. Proposal of a Lyapunov function candidate to study the stability of any equilibrium of interest for the closed-loop equation, by using the Theorems $2.2,2.3$ and 2.4. In particular, verification of the required properties, i.e. positivity and, negativity of the time derivative. Notice that in this case, we cannot use La Salle's theorem ( $c f$. Theorem 2.7) since the closed-loop system is described, in general, by a nonautonomous differential equation.
5. Alternatively to step 4 , in the case that the proposed Lyapunov function candidate appears to be inappropriate (that is, if it does not satisfy all of the required conditions) to establish the stability properties of the equilibrium under study, we may use Lemma 2.2 by proposing a positive definite function whose characteristics allow one to determine the qualitative behavior of the solutions of the closed-loop equation. In particular, the convergence of part of the state.

The rest of this third part is divided in three chapters. The controllers that we consider are, in order,

- Computed torque control and computed torque+ control.
- PD control with compensation and PD+ control.
- Feedforward control and PD plus feedforward control.

For references regarding the problem of motion control of robot manipulators see the Introduction of Part II on page 139.

## Computed-torque Control and Computed-torque+ Control

In this chapter we study the motion controllers:

- Computed-torque control and
- Computed-torque+ control.

Computed-torque control allows one to obtain a linear closed-loop equation in terms of the state variables. This fact has no precedent in the study of the controllers studied in this text so far. On the other hand, computed-torque+ control is characterized for being a dynamic controller, that is, its complete control law includes additional state variables. Finally, it is worth anticipating that both of these controllers satisfy the motion control objective with a trivial choice of their design parameters.

The contents of this chapter have been taken from the references cited at the end. The reader interested in going deeper into the material presented here is invited to consult these and the references therein.

### 10.1 Computed-torque Control

The dynamic model (III.1) that characterizes the behavior of robot manipulators is in general, composed of nonlinear functions of the state variables (joint positions and velocities). This feature of the dynamic model might lead us to believe that given any controller, the differential equation that models the control system in closed loop should also be composed of nonlinear functions of the corresponding state variables. This intuition is confirmed for the case of all the control laws studied in previous chapters. Nevertheless, there exists a controller which is also nonlinear in the state variables but which leads to a closed-loop control system which is described by a linear differential equation. This controller is capable of fulfilling the motion control objective, globally
and moreover with a trivial selection of its design parameters. It receives the name computed-torque control.

The computed-torque control law is given by

$$
\begin{equation*}
\boldsymbol{\tau}=M(\boldsymbol{q})\left[\ddot{\boldsymbol{q}}_{d}+K_{v} \dot{\tilde{\boldsymbol{q}}}+K_{p} \tilde{\boldsymbol{q}}\right]+C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}+\boldsymbol{g}(\boldsymbol{q}) \tag{10.1}
\end{equation*}
$$

where $K_{v}$ and $K_{p}$ are symmetric positive definite design matrices and $\tilde{\boldsymbol{q}}=$ $\boldsymbol{q}_{d}-\boldsymbol{q}$ denotes as usual, the position error.

Notice that the control law (10.1) contains the terms $K_{p} \tilde{\boldsymbol{q}}+K_{v} \dot{\tilde{\boldsymbol{q}}}$ which are of the PD type. However, these terms are actually premultiplied by the inertia matrix $M\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)$. Therefore this is not a linear controller as the PD , since the position and velocity gains are not constant but they depend explicitly on the position error $\tilde{\boldsymbol{q}}$. This may be clearly seen when expressing the computed-torque control law given by (10.1) as

$$
\boldsymbol{\tau}=M\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right) K_{p} \tilde{\boldsymbol{q}}+M\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right) K_{v} \dot{\tilde{\boldsymbol{q}}}+M(\boldsymbol{q}) \ddot{\boldsymbol{q}}_{d}+C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}+\boldsymbol{g}(\boldsymbol{q}) .
$$

Computed-torque control was one of the first model-based motion control approaches created for manipulators, that is, in which one makes explicit use of the knowledge of the matrices $M(\boldsymbol{q}), C(\boldsymbol{q}, \dot{\boldsymbol{q}})$ and of the vector $\boldsymbol{g}(\boldsymbol{q})$. Furthermore, observe that the desired trajectory of motion $\boldsymbol{q}_{d}(t)$, and its derivatives $\dot{\boldsymbol{q}}_{d}(t)$ and $\ddot{\boldsymbol{q}}_{d}(t)$, as well as the position and velocity measurements $\boldsymbol{q}(t)$ and $\dot{\boldsymbol{q}}(t)$, are used to compute the control action (10.1).

The block-diagram that corresponds to computed-torque control of robot manipulators is presented in Figure 10.1.


Figure 10.1. Block-diagram: computed-torque control

The closed-loop equation is obtained by substituting the control action $\tau$ from (10.1) in the equation of the robot model (III.1) to obtain

$$
\begin{equation*}
M(\boldsymbol{q}) \ddot{\boldsymbol{q}}=M(\boldsymbol{q})\left[\ddot{\boldsymbol{q}}_{d}+K_{v} \dot{\tilde{\boldsymbol{q}}}+K_{p} \tilde{\boldsymbol{q}}\right] \tag{10.2}
\end{equation*}
$$

Since $M(\boldsymbol{q})$ is a positive definite matrix (Property 4.1) and therefore it is also invertible, Equation (10.2) reduces to

$$
\ddot{\tilde{\boldsymbol{q}}}+K_{v} \dot{\tilde{\boldsymbol{q}}}+K_{p} \tilde{\boldsymbol{q}}=\mathbf{0}
$$

which in turn, may be expressed in terms of the state vector $\left[\begin{array}{ll}\tilde{\boldsymbol{q}}^{T} & \dot{\boldsymbol{q}}^{T}\end{array}\right]^{T}$ as

$$
\begin{align*}
\frac{d}{d t}\left[\begin{array}{c}
\tilde{\boldsymbol{q}} \\
\dot{\tilde{\boldsymbol{q}}}
\end{array}\right] & =\left[\begin{array}{c}
\dot{\tilde{\boldsymbol{q}}} \\
-K_{p} \tilde{\boldsymbol{q}}-K_{v} \dot{\tilde{\boldsymbol{q}}}
\end{array}\right] \\
& =\left[\begin{array}{cc}
0 & I \\
-K_{p} & -K_{v}
\end{array}\right]\left[\begin{array}{c}
\tilde{\boldsymbol{q}} \\
\dot{\tilde{\boldsymbol{q}}}
\end{array}\right] \tag{10.3}
\end{align*}
$$

where $I$ is the identity matrix of dimension $n$.
It is important to remark that the closed-loop Equation (10.3) is represented by a linear autonomous differential equation, whose unique equilibrium point is given by $\left[\begin{array}{ll}\tilde{\boldsymbol{q}}^{T} & \dot{\tilde{\boldsymbol{q}}}^{T}\end{array}\right]^{T}=\mathbf{0} \in \mathbb{R}^{2 n}$. The unicity of the equilibrium follows from the fact that the matrix $K_{p}$ is designed to be positive definite and therefore nonsingular.

Since the closed-loop Equation (10.3) is linear and autonomous, its solutions may be obtained in closed form and be used to conclude about the stability of the origin. Nevertheless, for pedagogical purposes we proceed to analyze the stability of the origin as an equilibrium point of the closed-loop equation. We do this using Lyapunov's direct method.

To that end, we start by introducing the constant $\varepsilon$ satisfying

$$
\lambda_{\min }\left\{K_{v}\right\}>\varepsilon>0
$$

Multiplying by $\boldsymbol{x}^{T} \boldsymbol{x}$ where $\boldsymbol{x} \in \mathbb{R}^{n}$ is any nonzero vector, we obtain $\lambda_{\min }\left\{K_{v}\right\} \boldsymbol{x}^{T} \boldsymbol{x}>\varepsilon \boldsymbol{x}^{T} \boldsymbol{x}$. Since $K_{v}$ is by design, a symmetric matrix then $\boldsymbol{x}^{T} K_{v} \boldsymbol{x} \geq \lambda_{\min }\left\{K_{v}\right\} \boldsymbol{x}^{T} \boldsymbol{x}$ and therefore,

$$
\boldsymbol{x}^{T}\left[K_{v}-\varepsilon I\right] \boldsymbol{x}>0 \quad \forall \boldsymbol{x} \neq \mathbf{0} \in \mathbb{R}^{n}
$$

This means that the matrix $K_{v}-\varepsilon I$ is positive definite, i.e.

$$
\begin{equation*}
K_{v}-\varepsilon I>0 . \tag{10.4}
\end{equation*}
$$

Considering all this, the positivity of the matrix $K_{p}$ and that of the constant $\varepsilon$ we conclude that

$$
\begin{equation*}
K_{p}+\varepsilon K_{v}-\varepsilon^{2} I>0 \tag{10.5}
\end{equation*}
$$

Consider next the Lyapunov function candidate

$$
\begin{align*}
V(\tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}}) & =\frac{1}{2}\left[\begin{array}{c}
\tilde{\boldsymbol{q}} \\
\dot{\tilde{\boldsymbol{q}}}
\end{array}\right]^{T}\left[\begin{array}{cc}
K_{p}+\varepsilon K_{v} & \varepsilon I \\
\varepsilon I & I
\end{array}\right]\left[\begin{array}{c}
\tilde{\boldsymbol{q}} \\
\dot{\tilde{\boldsymbol{q}}}
\end{array}\right] \\
& =\frac{1}{2}[\dot{\tilde{\boldsymbol{q}}}+\varepsilon \tilde{\boldsymbol{q}}]^{T}[\dot{\tilde{\boldsymbol{q}}}+\varepsilon \tilde{\boldsymbol{q}}]+\frac{1}{2} \tilde{\boldsymbol{q}}^{T}\left[K_{p}+\varepsilon K_{v}-\varepsilon^{2} I\right] \tilde{\boldsymbol{q}} \tag{10.6}
\end{align*}
$$

where the constant $\varepsilon$ satisfies (10.4) and of course, also (10.5). From this, it follows that the function (10.6) is globally positive definite. This may be more clear if we rewrite the Lyapunov function candidate $V(\tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})$ in $(10.6)$ as

$$
V(\tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})=\frac{1}{2} \dot{\tilde{\boldsymbol{q}}}^{T} \dot{\tilde{\boldsymbol{q}}}+\frac{1}{2} \tilde{\boldsymbol{q}}^{T}\left[K_{p}+\varepsilon K_{v}\right] \tilde{q}+\varepsilon \tilde{\boldsymbol{q}}^{T} \dot{\tilde{\boldsymbol{q}}} .
$$

Evaluating the total time derivative of $V(\tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})$ we get

$$
\dot{V}(\tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})=\ddot{\tilde{\boldsymbol{q}}}^{T} \dot{\tilde{\boldsymbol{q}}}+\tilde{\boldsymbol{q}}^{T}\left[K_{p}+\varepsilon K_{v}\right] \dot{\tilde{\boldsymbol{q}}}+\varepsilon \dot{\tilde{\boldsymbol{q}}}^{T} \dot{\tilde{\boldsymbol{q}}}+\varepsilon \tilde{\boldsymbol{q}}^{T} \ddot{\tilde{\boldsymbol{q}}} .
$$

Substituting $\ddot{\tilde{\boldsymbol{q}}}$ from the closed-loop Equation (10.3) in the previous expression and making some simplifications we obtain

$$
\begin{align*}
\dot{V}(\tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}}) & =-\dot{\tilde{\boldsymbol{q}}}^{T}\left[K_{v}-\varepsilon I\right] \dot{\tilde{\boldsymbol{q}}}-\varepsilon \tilde{\boldsymbol{q}}^{T} K_{p} \tilde{\boldsymbol{q}} \\
& =-\left[\begin{array}{c}
\tilde{\boldsymbol{q}} \\
\dot{\tilde{\boldsymbol{q}}}
\end{array}\right]^{T}\left[\begin{array}{cc}
\varepsilon K_{p} & 0 \\
0 & K_{v}-\varepsilon I
\end{array}\right]\left[\begin{array}{c}
\tilde{\boldsymbol{q}} \\
\dot{\tilde{\boldsymbol{q}}}
\end{array}\right] . \tag{10.7}
\end{align*}
$$

Now, since $\varepsilon$ is chosen so that $K_{v}-\varepsilon I>0$, and since $K_{p}$ is by design positive definite, the function $\dot{V}(\tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})$ in (10.7) is globally negative definite. In view of Theorem 2.4, we conclude that the origin $\left[\begin{array}{ll}\tilde{\boldsymbol{q}}^{T} & \dot{\tilde{\boldsymbol{q}}}^{T}\end{array}\right]^{T}=\mathbf{0} \in \mathbb{R}^{2 n}$ of the closed-loop equation is globally uniformly asymptotically stable and therefore

$$
\begin{aligned}
\lim _{t \rightarrow \infty} \dot{\tilde{\boldsymbol{q}}}(t) & =\mathbf{0} \\
\lim _{t \rightarrow \infty} \tilde{\boldsymbol{q}}(t) & =\mathbf{0}
\end{aligned}
$$

from which it follows that the motion control objective is achieved. As a matter of fact, since Equation (10.3) is linear and autonomous this is equivalent to global exponential stability of the origin.

For practical purposes, the design matrices $K_{p}$ and $K_{v}$ may be chosen diagonal. This means that the closed-loop Equation (10.3) represents a decoupled multivariable linear system that is, the dynamic behavior of the errors of each joint position is governed by second-order linear differential equations which are independent of each other. In this scenario the selection of the matrices $K_{p}$ and $K_{v}$ may be made specifically as

$$
\begin{aligned}
& K_{p}=\operatorname{diag}\left\{\omega_{1}^{2}, \cdots, \omega_{n}^{2}\right\} \\
& K_{v}=\operatorname{diag}\left\{2 \omega_{1}, \cdots, 2 \omega_{n}\right\} .
\end{aligned}
$$

With this choice, each joint responds as a critically damped linear system with bandwidth $\omega_{i}$. The bandwidth $\omega_{i}$ defines the velocity of the joint in question and consequently, the decay exponential rate of the errors $\tilde{\boldsymbol{q}}(t)$ and $\dot{\tilde{\boldsymbol{q}}}(t)$. Therefore, in view of these expressions we may not only guarantee the control objective but we may also govern the performance of the closed-loop control system.

Example 10.1. Consider the equation of a pendulum of length $l$ and mass $m$ concentrated at its tip, subject to the action of gravity $g$ and to which is applied a torque $\tau$ at the axis of rotation that is,

$$
m l^{2} \ddot{q}+m g l \sin (q)=\tau
$$

where $q$ is the angular position with respect to the vertical. For this example we have $M(q)=m l^{2}, C(q, \dot{q})=0$ and $g(q)=m g l \sin (q)$. The computed-torque control law (10.1), is given by

$$
\tau=m l^{2}\left[\ddot{q}_{d}+k_{v} \dot{\tilde{q}}+k_{p} \tilde{q}\right]+m g l \sin (q)
$$

with $k_{v}>0, k_{p}>0$. With this control strategy it is guaranteed that the motion control objective is achieved globally.

Next, we present the experimental results obtained for the Pelican prototype presented in Chapter 5 under computed-torque control.

Example 10.2. Consider the Pelican prototype robot studied in Chapter 5, and shown in Figure 5.2. Consider the computed-torque control law (10.1) on this robot for motion control.

The desired reference trajectory, $\boldsymbol{q}_{d}(t)$, is given by Equation (5.7). The desired velocities and accelerations $\dot{\boldsymbol{q}}_{d}(t)$ and $\ddot{\boldsymbol{q}}_{d}(t)$, were analytically found, and they correspond to Equations (5.8) and (5.9), respectively.

The symmetric positive definite matrices $K_{p}$ and $K_{v}$ are chosen as

$$
\begin{aligned}
& K_{p}=\operatorname{diag}\left\{\omega_{1}^{2}, \omega_{2}^{2}\right\}=\operatorname{diag}\{1500,14000\} \quad[1 / \mathrm{s}] \\
& K_{v}=\operatorname{diag}\left\{2 \omega_{1}, 2 \omega_{2}\right\}=\operatorname{diag}\{77.46,236.64\} \quad\left[1 / \mathrm{s}^{2}\right]
\end{aligned}
$$

where we used $\omega_{1}=38.7[\mathrm{rad} / \mathrm{s}]$ and $\omega_{2}=118.3[\mathrm{rad} / \mathrm{s}]$.


Figure 10.2. Graph of position errors against time

The initial conditions which correspond to the positions and velocities, are chosen as

$$
\begin{array}{ll}
q_{1}(0)=0, & q_{2}(0)=0 \\
\dot{q}_{1}(0)=0, & \dot{q}_{2}(0)=0
\end{array}
$$

Figure 10.2 shows the experimental position errors. The steadystate position errors are not zero due to the friction effects of the actual robot which nevertheless, are neglected in the analysis.

### 10.2 Computed-torque + Control

Most of the controllers analyzed so far in this textbook, both for position as well as for motion control, have the common structural feature that they use static state feedback (of joint positions and velocities). The exception to this rule are the PID control and the controllers that do not require measurement of velocities, studied in Chapter 13.

In this section ${ }^{1}$ we study a motion controller which uses dynamic state feedback. As we show next, this controller basically consists in one part that

[^28]is exactly equal to the computed-torque control law given by the expression (10.1), and a second part that includes dynamic terms. Due to this characteristic, this controller was originally called computed-torque control with compensation, however, in the sequel we refer to it simply as computed-torque+.

The reason to include the computed-torque+ control as subject of study in this text is twofold. First, the motion controllers analyzed previously use static state feedback; hence, it is interesting to study a motion controller whose structure uses dynamic state feedback. Secondly, computed-torque+ control may be easily generalized to consider an adaptive version of it, which allows one to deal with uncertainties in the model ( $c f$. Part IV).

The equation corresponding to the computed-torque+ controller is given by

$$
\begin{equation*}
\boldsymbol{\tau}=M(\boldsymbol{q})\left[\ddot{\boldsymbol{q}}_{d}+K_{v} \dot{\tilde{\boldsymbol{q}}}+K_{p} \tilde{\boldsymbol{q}}\right]+C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}+\boldsymbol{g}(\boldsymbol{q})-C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \boldsymbol{\nu} \tag{10.8}
\end{equation*}
$$

where $K_{v}$ and $K_{p}$ are symmetric positive definite design matrices, the vector $\tilde{\boldsymbol{q}}=\boldsymbol{q}_{d}-\boldsymbol{q}$ denotes as usual, the position error and the vector $\boldsymbol{\nu} \in \mathbb{R}^{n}$ is obtained by filtering the errors of position $\tilde{\boldsymbol{q}}$ and velocity $\dot{\tilde{\boldsymbol{q}}}$, that is,

$$
\begin{equation*}
\boldsymbol{\nu}=-\frac{b p}{p+\lambda} \dot{\tilde{\boldsymbol{q}}}-\frac{b}{p+\lambda}\left[K_{v} \dot{\tilde{\boldsymbol{q}}}+K_{p} \tilde{\boldsymbol{q}}\right], \tag{10.9}
\end{equation*}
$$

where $p$ is the differential operator (i.e. $p:=\frac{d}{d t}$ ) and $\lambda, b$ are positive design constants. For simplicity, and with no loss of generality, we take $b=1$.

Notice that the difference between the computed-torque and computedtorque+ control laws given by (10.1) and (10.8) respectively, resides exclusively in that the latter contains the additional term $C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \boldsymbol{\nu}$.

The implementation of computed-torque+ control expressed by (10.8) and (10.9) requires knowledge of the matrices $M(\boldsymbol{q}), C(\boldsymbol{q}, \dot{\boldsymbol{q}})$ and of the vector $\boldsymbol{g}(\boldsymbol{q})$ as well as of the desired motion trajectory $\boldsymbol{q}_{d}(t), \dot{\boldsymbol{q}}_{d}(t)$ and $\ddot{\boldsymbol{q}}_{d}(t)$ and measurement of the positions $\boldsymbol{q}(t)$ and of the velocities $\dot{\boldsymbol{q}}(t)$. It is assumed that $C(\boldsymbol{q}, \dot{\boldsymbol{q}})$ in the control law (10.8) was obtained by using the Christoffel symbols ( $c f$. Equation 3.21). The block-diagram corresponding to computedtorque + control is presented in Figure 10.3.

Due to the presence of the vector $\boldsymbol{\nu}$ in (10.8) the computed-torque+ control law is dynamic, that is, the control action $\boldsymbol{\tau}$ depends not only on the actual values of the state vector formed by $\boldsymbol{q}$ and $\dot{\boldsymbol{q}}$, but also on its past values. This fact has as a consequence that we need additional state variables to completely characterize the control law. Indeed, the expression (10.9) in the state space form is a linear autonomous system given by

$$
\frac{d}{d t}\left[\begin{array}{l}
\boldsymbol{\xi}_{1}  \tag{10.10}\\
\boldsymbol{\xi}_{2}
\end{array}\right]=\left[\begin{array}{cc}
-\lambda I & 0 \\
0 & -\lambda I
\end{array}\right]\left[\begin{array}{l}
\boldsymbol{\xi}_{1} \\
\boldsymbol{\xi}_{2}
\end{array}\right]+\left[\begin{array}{cc}
K_{p} & K_{v} \\
0 & -\lambda I
\end{array}\right]\left[\begin{array}{c}
\tilde{\boldsymbol{q}} \\
\dot{\tilde{\boldsymbol{q}}}
\end{array}\right]
$$



Figure 10.3. Computed-torque+ control

$$
\boldsymbol{\nu}=\left[\begin{array}{ll}
-I & -I
\end{array}\right]\left[\begin{array}{l}
\boldsymbol{\xi}_{1}  \tag{10.11}\\
\boldsymbol{\xi}_{2}
\end{array}\right]-\left[\begin{array}{ll}
0 & I
\end{array}\right]\left[\begin{array}{c}
\tilde{\boldsymbol{q}} \\
\dot{\tilde{\boldsymbol{q}}}
\end{array}\right]
$$

where $\boldsymbol{\xi}_{1}, \boldsymbol{\xi}_{2} \in \mathbb{R}^{n}$ are the new state variables.
To derive the closed-loop equation we combine first the dynamic equation of the robot (III.1) with that of the controller (10.8) to obtain the expression

$$
\begin{equation*}
M(\boldsymbol{q})\left[\ddot{\tilde{\boldsymbol{q}}}+K_{v} \dot{\tilde{\boldsymbol{q}}}+K_{p} \tilde{\boldsymbol{q}}\right]-C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \boldsymbol{\nu}=\mathbf{0} \tag{10.12}
\end{equation*}
$$

In terms of the state vector $\left[\begin{array}{llll}\tilde{\boldsymbol{q}}^{T} & \dot{\tilde{\boldsymbol{q}}}^{T} & \boldsymbol{\xi}_{1}^{T} & \boldsymbol{\xi}_{2}^{T}\end{array}\right]^{T}$, the equations (10.12), (10.10) and (10.11) allow one to obtain the closed-loop equation

$$
\frac{d}{d t}\left[\begin{array}{c}
\tilde{\boldsymbol{q}}  \tag{10.13}\\
\dot{\tilde{\boldsymbol{q}}} \\
\boldsymbol{\xi}_{1} \\
\boldsymbol{\xi}_{2}
\end{array}\right]=\left[\begin{array}{c}
\dot{\tilde{\boldsymbol{q}}} \\
-M(\boldsymbol{q})^{-1} C(\boldsymbol{q}, \dot{\boldsymbol{q}})\left[\boldsymbol{\xi}_{1}+\boldsymbol{\xi}_{2}+\dot{\tilde{\boldsymbol{q}}}\right]-K_{v} \dot{\tilde{\boldsymbol{q}}}-K_{p} \tilde{\boldsymbol{q}} \\
-\lambda \boldsymbol{\xi}_{1}+K_{p} \tilde{\boldsymbol{q}}+K_{v} \dot{\tilde{\boldsymbol{q}}} \\
-\lambda \boldsymbol{\xi}_{2}-\lambda \dot{\tilde{\boldsymbol{q}}}
\end{array}\right],
$$

of which the origin $\left[\begin{array}{cccc}\tilde{\boldsymbol{q}}^{T} & \dot{\tilde{\boldsymbol{q}}}^{T} & \boldsymbol{\xi}_{1}^{T} & \boldsymbol{\xi}_{2}^{T}\end{array}\right]^{T}=\mathbf{0} \in \mathbb{R}^{4 n}$ is an equilibrium point.

The study of global asymptotic stability of the origin of the closed-loop Equation (10.13) is actually an open problem in the robot control academic community. Nevertheless we can show that the functions $\tilde{\boldsymbol{q}}(t), \dot{\tilde{\boldsymbol{q}}}(t)$ and $\boldsymbol{\nu}(t)$ are bounded and, using Lemma 2.2, that the motion control objective is verified.

To analyze the control system we first proceed to write it in a different but equivalent form. For this, notice that the expression for $\boldsymbol{\nu}$ given in (10.9) allows one to derive

$$
\begin{equation*}
\dot{\boldsymbol{\nu}}+\lambda \boldsymbol{\nu}=-\left[\ddot{\tilde{\boldsymbol{q}}}+K_{v} \dot{\tilde{\boldsymbol{q}}}+K_{p} \tilde{\boldsymbol{q}}\right] \tag{10.14}
\end{equation*}
$$

Incorporating (10.14) in (10.12) we get

$$
\begin{equation*}
M(\boldsymbol{q})[\dot{\boldsymbol{\nu}}+\lambda \boldsymbol{\nu}]+C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \boldsymbol{\nu}=\mathbf{0} \tag{10.15}
\end{equation*}
$$

The previous equation is the starting point in the analysis that we present next. Consider now the following non-negative function

$$
V(t, \boldsymbol{\nu}, \tilde{\boldsymbol{q}})=\frac{1}{2} \boldsymbol{\nu}^{T} M\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right) \boldsymbol{\nu} \geq 0
$$

which, even though it does not satisfy the conditions to be a Lyapunov function candidate for the closed-loop Equation (10.13), it is useful in the proofs that we present below. Specifically, $V(\boldsymbol{\nu}, \tilde{\boldsymbol{q}})$ may not be a Lyapunov function candidate for the closed-loop Equation (10.13) since it is not a positive definite function of the whole state, that is, considering all the state variables $\tilde{\boldsymbol{q}}$, $\dot{\tilde{\boldsymbol{q}}}, \boldsymbol{\xi}_{1}$ and $\boldsymbol{\xi}_{2}$. Notice that it does not even depend on all the state variables.

The derivative with respect to time of $V(\boldsymbol{\nu}, \tilde{\boldsymbol{q}})$ is given by

$$
\dot{V}(\boldsymbol{\nu}, \tilde{\boldsymbol{q}})=\boldsymbol{\nu}^{T} M(\boldsymbol{q}) \dot{\boldsymbol{\nu}}+\frac{1}{2} \boldsymbol{\nu}^{T} \dot{M}(\boldsymbol{q}) \boldsymbol{\nu} .
$$

Solving for $M(\boldsymbol{q}) \dot{\boldsymbol{\nu}}$ in Equation (10.15) and substituting in the previous equation we obtain

$$
\begin{equation*}
\dot{V}(\boldsymbol{\nu}, \tilde{\boldsymbol{q}})=-\boldsymbol{\nu}^{T} \lambda M(\boldsymbol{q}) \boldsymbol{\nu} \leq 0 \tag{10.16}
\end{equation*}
$$

where the term $\boldsymbol{\nu}^{T}\left[\frac{1}{2} \dot{M}-C\right] \boldsymbol{\nu}$ was canceled by virtue of Property 4.2. Now, considering $V(\boldsymbol{\nu}, \tilde{\boldsymbol{q}})$ and (10.16) we see that

$$
\dot{V}(\boldsymbol{\nu}, \tilde{\boldsymbol{q}})=-2 \lambda V(\boldsymbol{\nu}, \tilde{\boldsymbol{q}})
$$

which in turn implies that

$$
V(\boldsymbol{\nu}(t), \tilde{\boldsymbol{q}}(t))=V(\boldsymbol{\nu}(0), \tilde{\boldsymbol{q}}(0)) e^{-2 \lambda t}
$$

Invoking Property 4.1 that there exists a constant $\alpha>0$ such that $M(\boldsymbol{q}) \geq \alpha I$, we obtain

$$
\alpha \boldsymbol{\nu}(t)^{T} \boldsymbol{\nu}(t) \leq \boldsymbol{\nu}(t)^{T} M(\boldsymbol{q}(t)) \boldsymbol{\nu}(t)=2 V(\boldsymbol{\nu}(t), \tilde{\boldsymbol{q}}(t))
$$

from which we finally get

$$
\begin{equation*}
\underbrace{\boldsymbol{\nu}(t)^{T} \boldsymbol{\nu}(t)}_{\|\boldsymbol{\nu}(t)\|^{2}} \leq \frac{2 V(\boldsymbol{\nu}(0), \tilde{\boldsymbol{q}}(0))}{\alpha} e^{-2 \lambda t} \tag{10.17}
\end{equation*}
$$

This means that that $\boldsymbol{\nu}(t) \rightarrow \mathbf{0}$ exponentially.
On the other hand, the Equation (10.14) may also be written as

$$
(p+\lambda) \boldsymbol{\nu}=-\left[p^{2} I+p K_{v}+K_{p}\right] \tilde{\boldsymbol{q}}
$$

or in equivalent form as

$$
\begin{equation*}
\tilde{\boldsymbol{q}}=-(p+\lambda)\left[p^{2} I+p K_{v}+K_{p}\right]^{-1} \boldsymbol{\nu} . \tag{10.18}
\end{equation*}
$$

Since $\lambda>0$, while $K_{v}$ and $K_{p}$ are positive definite symmetric matrices, Equation (10.14) written in the form above defines a linear dynamic system which is exponentially stable and strictly proper (i.e. where the degree of the denominator is strictly larger than that of the numerator). The input to this system is $\boldsymbol{\nu}$ which tends to zero exponentially fast, and its output $\tilde{\boldsymbol{q}}$. So we invoke the fact that a stable strictly proper filter with an exponentially decaying input produces an exponentially decaying output ${ }^{2}$, that is,

$$
\lim _{t \rightarrow \infty} \tilde{\boldsymbol{q}}(t)=\mathbf{0}
$$

which means that the motion control objective is verified.
It is interesting to remark that the equation of the computed-torque+ controller (10.8), reduces to the computed-torque controller given by (10.1) in the particular case of manipulators that do not have the centrifugal and forces matrix $C(\boldsymbol{q}, \dot{\boldsymbol{q}})$. Such is the case for example, of Cartesian manipulators.

Next, we present the experimentation results obtained for the computedtorque+ control on the Pelican robot.

Example 10.3. Consider the 2-DOF prototype robot studied in Chapter 5, and shown in Figure 5.2.

Consider the computed-torque + control law given by (10.8), (10.10) and (10.11) applied to this robot.

The desired trajectories are those used in the previous examples, that is, the robot must track the position, velocity and acceleration trajectories $\boldsymbol{q}_{d}(t), \dot{\boldsymbol{q}}_{d}(t)$ and $\ddot{\boldsymbol{q}}_{d}(t)$ given by Equations (5.7)-(5.9).
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Figure 10.4. Graph of position errors against time

The symmetric positive definite matrices $K_{p}$ and $K_{v}$, and the constant $\lambda$ are taken as

$$
\begin{aligned}
K_{p} & =\operatorname{diag}\left\{\omega_{1}^{2}, \omega_{2}^{2}\right\}=\operatorname{diag}\{1500,14000\} \quad[1 / \mathrm{s}] \\
K_{v} & =\operatorname{diag}\left\{2 \omega_{1}, 2 \omega_{2}\right\}=\operatorname{diag}\{77.46,236.64\} \quad\left[1 / \mathrm{s}^{2}\right] \\
\lambda & =60
\end{aligned}
$$

The initial conditions of the controller state variables are fixed at

$$
\boldsymbol{\xi}_{1}(0)=0, \quad \boldsymbol{\xi}_{2}(0)=0 .
$$

The initial conditions corresponding to the actual positions and velocities are set to

$$
\begin{array}{ll}
q_{1}(0)=0, & q_{2}(0)=0 \\
\dot{q}_{1}(0)=0, & \dot{q}_{2}(0)=0
\end{array}
$$

Figure 10.4 shows the experimental tracking position errors. It is interesting to remark that the plots presented in Figure 10.2 obtained with the computed-torque control law, present a considerable similarity to those of Figure 10.4.

### 10.3 Conclusions

The conclusions drawn from the analysis presented in this chapter may be summarized as follows.

- For any choice of the symmetric positive definite matrices $K_{p}$ and $K_{v}$, the origin of the closed-loop equation by computed-torque control expressed in terms of the state vector $\left[\begin{array}{cc}\tilde{\boldsymbol{q}}^{T} & \dot{\tilde{\boldsymbol{q}}}^{T}\end{array}\right]^{T}$, is globally uniformly asymptotically stable. Therefore, computed-torque control satisfies the motion control objective, globally. Consequently, for any initial position error $\tilde{\boldsymbol{q}}(0) \in \mathbb{R}^{n}$ velocity error $\dot{\tilde{\boldsymbol{q}}}(0) \in \mathbb{R}^{n}$, we have $\lim _{t \rightarrow \infty} \tilde{\boldsymbol{q}}(t)=\mathbf{0}$.
- For any selection of the symmetric positive definite matrices $K_{p}$ and $K_{v}$, and any positive constant $\lambda$, computed-torque+ control satisfies the motion control objective, globally. Consequently, for any initial position error $\tilde{\boldsymbol{q}}(0) \in \mathbb{R}^{n}$ and velocity error $\dot{\tilde{\boldsymbol{q}}}(0) \in \mathbb{R}^{n}$, and for any initial condition of the controller $\boldsymbol{\xi}_{1}(0) \in \mathbb{R}^{n}, \boldsymbol{\xi}_{2}(0) \in \mathbb{R}^{n}$, we have $\lim _{t \rightarrow \infty} \tilde{\boldsymbol{q}}(t)=\mathbf{0}$.
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## Problems

1. Consider the Cartesian robot 2-DOF shown in Figure 10.5.


Figure 10.5. Problem 1. Cartesian 2-DOF robot.
a) Obtain the dynamic model and specifically determine explicitly $M(\boldsymbol{q})$, $C(\boldsymbol{q}, \dot{\boldsymbol{q}})$ and $\boldsymbol{g}(\boldsymbol{q})$.
b) Write the computed-torque control law and give explicitly $\tau_{1}$ and $\tau_{2}$.
2. Consider the model of an ideal pendulum with mass $m$ concentrated at the tip, at length $l$ from its axis of rotation, under the control action of a torque $\tau$ and a constant external additional torque $\tau_{e}$,

$$
m l^{2} \ddot{q}+m g l \sin (q)=\tau-\tau_{e} .
$$

To control the motion of this device we use a computed-torque controller that is,

$$
\tau=m l^{2}\left[\ddot{q}_{d}+k_{v} \dot{\tilde{q}}+k_{p} \tilde{q}\right]+m g l \sin (q),
$$

where $k_{p}>0$ and $k_{v}>0$. Show that

$$
\lim _{t \rightarrow \infty} \tilde{q}(t)=\frac{\tau_{e}}{k_{p} m l^{2}}
$$

Hint: Obtain the closed-loop equation in terms of the state vector

$$
\left[\begin{array}{c}
\tilde{q}-\frac{\tau_{e}}{k_{p} m l^{2}} \\
\dot{\tilde{q}}
\end{array}\right]^{T}
$$

and show that the origin is globally asymptotically stable.
3. Consider the model of an ideal pendulum as described in the previous problem to which is applied a control torque $\tau$, and an external torque $\tau_{e}$ from torsional spring of constant $k_{e}>0\left(\tau_{e}=k_{e} q\right)$,

$$
m l^{2} \ddot{q}+m g l \sin (q)=\tau-k_{e} q
$$

To control the motion of such a device we use the computed-torque controller

$$
\tau=m l^{2}\left[\ddot{q}_{d}+k_{v} \dot{\tilde{q}}+k_{p} \tilde{q}\right]+m g l \sin (q)
$$

where $k_{p}>0$ and $k_{v}>0$. Assume that $q_{d}$ is constant. Show that

$$
\lim _{t \rightarrow \infty} \tilde{q}(t)=\frac{k_{e}}{k_{p} m l^{2}+k_{e}} q_{d} .
$$

Hint: Obtain the closed-loop equation in terms of the state vector

$$
\left[\begin{array}{c}
\tilde{q}-\frac{k_{e}}{k_{p} m l^{2}+k_{e}} q_{d} \\
\dot{q}
\end{array}\right]
$$

and show that the origin is a globally asymptotically stable equilibrium.
4. Consider the model of an ideal pendulum described in Problem 2 under the control action of a torque $\tau$, i.e.

$$
m l^{2} \ddot{q}+m g l \sin (q)=\tau .
$$

Assume that the values of the parameters $l$ and $g$ are exactly known, but for the mass $m$ only an approximate value $m_{0}$ is known. To control the motion of this device we use computed-torque control where $m$ has been substituted by $m_{0}$ since the value of $m$ is assumed unknown, that is,

$$
\tau=m_{0} l^{2}\left[\ddot{q}_{d}+k_{v} \dot{\tilde{q}}+k_{p} \tilde{q}\right]+m_{0} g l \sin (q)
$$

where $k_{p}>0$ and $k_{v}>0$.
a) Obtain the closed-loop equation in terms of the state vector $\left[\begin{array}{cc}\tilde{q} & \dot{\tilde{q}}\end{array}\right]^{T}$.
b) Verify that independently of the value of $m$ and $m_{0}$ (but with $m \neq 0$ ), the origin $\left[\begin{array}{cc}\tilde{q} & \dot{\tilde{q}}\end{array}\right]^{T}=\mathbf{0} \in \mathbb{R}^{2}$ is an equilibrium of the closed-loop equation if the desired position $q_{d}(t)$ satisfies

$$
\ddot{q}_{d}(t)+\frac{g}{l} \sin \left(q_{d}(t)\right)=0 \quad \forall t \geq 0 .
$$

5. Consider the closed-loop equation obtained with the computed-torque + controller given by Equation (10.13) and whose origin $\left[\begin{array}{clll}\tilde{\boldsymbol{q}}^{T} & \dot{\tilde{\boldsymbol{q}}}^{T} & \boldsymbol{\xi}_{1}^{T} & \boldsymbol{\xi}_{2}^{T}\end{array}\right]^{T}$ $=\mathbf{0}$ is an equilibrium. Regarding the variable $\boldsymbol{\nu}$ we shown in (10.17) that

$$
\underbrace{\boldsymbol{\nu}(t)^{T} \boldsymbol{\nu}(t)}_{\|\boldsymbol{\nu}(t)\|^{2}} \leq \frac{2 V(\boldsymbol{\nu}(0), \tilde{\boldsymbol{q}}(0))}{\alpha} e^{-2 \lambda t} .
$$

On the other hand we have from (10.10) and (10.18)

$$
\begin{aligned}
\boldsymbol{\xi}_{1} & =\frac{1}{p+\lambda}\left[K_{p} \tilde{\boldsymbol{q}}+K_{v} \dot{\tilde{\boldsymbol{q}}}\right] \\
\boldsymbol{\xi}_{2} & =-\frac{\lambda}{p+\lambda} \dot{\tilde{\boldsymbol{q}}} \\
\tilde{\boldsymbol{q}} & =-(p+\lambda)\left[p^{2} I+p K_{v}+K_{p}\right]^{-1} \boldsymbol{\nu}
\end{aligned}
$$

where $K_{p}$ and $K_{v}$ are symmetric positive definite matrices. Assume that the robot has only revolute joints.
a) May we also conclude that $\tilde{\boldsymbol{q}}(t), \dot{\tilde{\boldsymbol{q}}}(t), \boldsymbol{\xi}_{1}(t)$ and $\boldsymbol{\xi}_{2}(t)$ tend exponentially to zero?
b) Would the latter imply that the origin is globally exponentially stable?
6. In this chapter it was shown that the origin of the robot system in closed loop with the computed-torque controller is globally uniformly asymptotically stable. Since the closed-loop system is linear autonomous, it was observed that this is equivalent to global exponential stability. Verify this claim using Theorem 2.5.

## 11

## PD + Control and PD Control with Compensation

As we have seen in Chapter 10 the motion control objective for robot manipulators may be achieved globally by means of computed-torque control. Computed-torque control belongs to the so-called class of feedback linearizing controllers. Roughly, the technique of feedback linearization in its simplest form consists in applying a control law such that the closed-loop equations are linear. Historically, the motivation to develop feedback-linearization based controllers is that the stability theory of linear systems is far more developed than that of nonlinear systems. In particular, the tuning of the gains of such controllers is trivial since the resulting system is described by linear differential equation.

While computed-torque control was one of the first model-based controllers for robot manipulators, and rapidly gained popularity it has the disadvantages of other feedback-linearizing controllers: first, it requires a considerable computing load since the torque has to be computed on-line so that the closed-loop system equations become linear and autonomous, and second, it relies on a very accurate knowledge of the system. This second feature may be of significant importance since the computed-torque control law contains the vector, of centrifugal and Coriolis forces vector, $C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}$, which contains quadratic terms of the components of the joint velocities. The consequence of this is that high order nonlinearities appear in the control law and therefore, in the case of model uncertainty, the control law introduces undesirable high order nonlinearities in the equations of the closed-loop system. Moreover, even in the case that the model is accurately known, the control law increases proportionally to the square of certain components of the vector of joint velocities hence, these demanded large control actions may drive the actuators into saturation.

In this chapter we present two controllers whose control laws are based on the dynamic equations of the system but which also involve certain nonlinearities that are evaluated along the desired trajectories, i.e. the desired motion. These control systems are presented in increasing order of complexity with respect to their stability analyses. They are:

- PD control with compensation and
- PD+ control.

These controllers have been thoroughly studied in the literature and, as for the other chapters, the corresponding references are given at the end. For clarity of exposition each of these controllers is treated in separate sections.

### 11.1 PD Control with Compensation

In 1987 an adaptive controller to solve the motion control problem of robot manipulators was reported in the literature. This controller, which over the years has become increasingly popular within the academic environment, is often referred to by the names of its creators: 'Slotine and Li controller'. The related references are presented at the end of the chapter. While this controller is the subject of inquiry in Chapter 16 its 'non-adaptive' version is studied in this first section of the present chapter in its non-adaptive version. From a purely structural viewpoint, the control law of this controller is formed by a 'PD' term plus a 'compensation' term hence, one could also call it "PD plus compensation control".

The material of this section has been taken from the references cited at the end of the text. The PD control law with compensation may be written as

$$
\begin{equation*}
\boldsymbol{\tau}=K_{p} \tilde{\boldsymbol{q}}+K_{v} \dot{\tilde{\boldsymbol{q}}}+M(\boldsymbol{q})\left[\ddot{\boldsymbol{q}}_{d}+\Lambda \dot{\tilde{\boldsymbol{q}}}\right]+C(\boldsymbol{q}, \dot{\boldsymbol{q}})\left[\dot{\boldsymbol{q}}_{d}+\Lambda \tilde{\boldsymbol{q}}\right]+\boldsymbol{g}(\boldsymbol{q}) \tag{11.1}
\end{equation*}
$$

where $K_{p}, K_{v} \in \mathbb{R}^{n \times n}$ are symmetric positive definite design matrices, $\tilde{\boldsymbol{q}}=$ $\boldsymbol{q}_{d}-\boldsymbol{q}$ denotes the position error and $\Lambda$ is defined as

$$
\Lambda=K_{v}^{-1} K_{p}
$$

Notice that $\Lambda$ is the product of two symmetric positive definite matrices. Even though in general this matrix may or may not be symmetric or positive definite, it is always nonsingular. This characteristic of $\Lambda$ will be of utility later on. It is assumed that the centrifugal and Coriolis matrix $C(\boldsymbol{q}, \dot{\boldsymbol{q}})$ is built using the Christoffel symbols ( $c f$. Equation 3.21).

Observe that the first two terms on the right-hand side of the control law (11.1) correspond to the PD control law. PD control with compensation is model-based, that is, the control law explicitly uses the terms from the model of the robot (III.1), $M(\boldsymbol{q}), C(\boldsymbol{q}, \dot{\boldsymbol{q}})$ and $\boldsymbol{g}(\boldsymbol{q})$. Figure 11.1 presents the block-diagram that corresponds to the PD control law with compensation.

The closed-loop equation is obtained by substituting the control action $\boldsymbol{\tau}$ from the control law (11.1) in the equation of the robot model (III.1), to obtain


Figure 11.1. Block-diagram: PD control with compensation

$$
M(\boldsymbol{q})[\ddot{\tilde{\boldsymbol{q}}}+\Lambda \dot{\tilde{\boldsymbol{q}}}]+C(\boldsymbol{q}, \dot{\boldsymbol{q}})[\dot{\tilde{\boldsymbol{q}}}+\Lambda \tilde{\boldsymbol{q}}]=-K_{p} \tilde{\boldsymbol{q}}-K_{v} \dot{\tilde{\boldsymbol{q}}}
$$

which may be expressed in terms of the state vector $\left[\begin{array}{cl}\tilde{\boldsymbol{q}}^{T} & \dot{\tilde{\boldsymbol{q}}}^{T}\end{array}\right]^{T}$ as

$$
\frac{d}{d t}\left[\begin{array}{c}
\tilde{\boldsymbol{q}}  \tag{11.2}\\
\dot{\tilde{\boldsymbol{q}}}
\end{array}\right]=\left[\begin{array}{c}
\dot{\tilde{\boldsymbol{q}}} \\
M(\boldsymbol{q})^{-1}\left[-K_{p} \tilde{\boldsymbol{q}}-K_{v} \dot{\tilde{\boldsymbol{q}}}-C(\boldsymbol{q}, \dot{\boldsymbol{q}})[\dot{\tilde{\boldsymbol{q}}}+\Lambda \tilde{\boldsymbol{q}}]\right]-\Lambda \dot{\tilde{\boldsymbol{q}}}
\end{array}\right]
$$

that is, this differential equation is nonautonomous and has the origin $\left[\begin{array}{ll}\tilde{\boldsymbol{q}}^{T} & \dot{\tilde{\boldsymbol{q}}}^{T}\end{array}\right]^{T}=$ $\mathbf{0} \in \mathbb{R}^{2 n}$ as an equilibrium point.

The stability analysis of the origin of the closed-loop equation may be carried out by considering the Lyapunov function candidate

$$
V(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})=\frac{1}{2}\left[\begin{array}{c}
\tilde{\boldsymbol{q}} \\
\dot{\dot{\boldsymbol{q}}}
\end{array}\right]^{T}\left[\begin{array}{cc}
2 K_{p}+\Lambda^{T} M\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right) \Lambda & \Lambda^{T} M\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right) \\
M\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right) \Lambda & M\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)
\end{array}\right]\left[\begin{array}{c}
\tilde{\boldsymbol{q}} \\
\dot{\dot{\boldsymbol{q}}}
\end{array}\right]
$$

At first sight it may not appear evident that this Lyapunov function candidate is positive definite but it may help that we rewrite it in the following form:

$$
\begin{equation*}
V(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})=\frac{1}{2}[\dot{\tilde{\boldsymbol{q}}}+\Lambda \tilde{\boldsymbol{q}}]^{T} M(\boldsymbol{q})[\dot{\tilde{\boldsymbol{q}}}+\Lambda \tilde{\boldsymbol{q}}]+\tilde{\boldsymbol{q}}^{T} K_{p} \tilde{\boldsymbol{q}} \tag{11.3}
\end{equation*}
$$

which is equivalent to

$$
V(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})=\frac{1}{2}\left[\begin{array}{c}
\dot{\tilde{\boldsymbol{q}}}  \tag{11.4}\\
\tilde{\boldsymbol{q}}
\end{array}\right]^{T} \underbrace{\left[\begin{array}{cc}
I & \Lambda^{T} \\
0 & I
\end{array}\right]\left[\begin{array}{cc}
2 K_{p} & 0 \\
0 & M(\boldsymbol{q})
\end{array}\right]\left[\begin{array}{ll}
I & 0 \\
\Lambda & I
\end{array}\right]}_{B^{T} A B}\left[\begin{array}{l}
\dot{\tilde{\boldsymbol{q}}} \\
\tilde{\boldsymbol{q}}
\end{array}\right]
$$

And we see from Lemma 2.1 ( $c f$. page 24) that the matrix product $B^{T} A B$, above, is positive definite since $K_{p}$ and $M(\boldsymbol{q})$ are positive definite ${ }^{1}$.

Also, it is apparent from (11.4) that $V(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})$ satisfies

$$
V(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}}) \geq \frac{1}{2} \lambda_{\min }\left\{B^{T} A B\right\}\left[\|\dot{\tilde{\boldsymbol{q}}}\|^{2}+\|\tilde{\boldsymbol{q}}\|^{2}\right]
$$

so it is also radially unbounded. Correspondingly, since the inertia matrix is bounded uniformly in $\boldsymbol{q}$, from (11.3), we have

$$
V(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}}) \leq \frac{1}{2} \lambda_{\operatorname{Max}}\{M\}\|\dot{\tilde{\boldsymbol{q}}}+\Lambda \tilde{\boldsymbol{q}}\|^{2}+\lambda_{\operatorname{Max}}\left\{K_{p}\right\}\|\tilde{\boldsymbol{q}}\|^{2}
$$

hence, $V(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})$ is also decrescent.
It is interesting to mention that the function (11.3) may be regarded as an extension of the Lyapunov function (11.9) used in the study of the PD+ control. Indeed, both functions are the same if, as well as in the control laws, $\Lambda$ is set to zero.

The time derivative of the Lyapunov function candidate (11.3) is

$$
\begin{align*}
\dot{V}(\tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})= & {[\dot{\tilde{\boldsymbol{q}}}+\Lambda \tilde{\boldsymbol{q}}]^{T} M(\boldsymbol{q})[\ddot{\tilde{\boldsymbol{q}}}+\Lambda \dot{\tilde{\boldsymbol{q}}}]+\frac{1}{2}[\dot{\tilde{\boldsymbol{q}}}+\Lambda \tilde{\boldsymbol{q}}]^{T} \dot{M}(\boldsymbol{q})[\dot{\tilde{\boldsymbol{q}}}+\Lambda \tilde{\boldsymbol{q}}] } \\
& +2 \tilde{\boldsymbol{q}}^{T} K_{p} \dot{\tilde{\boldsymbol{q}}} \tag{11.5}
\end{align*}
$$

Solving for $M(\boldsymbol{q}) \ddot{\tilde{\boldsymbol{q}}}$ in the closed-loop Equation (11.2) and substituting in the previous equation, we obtain

$$
\dot{V}(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})=-[\dot{\tilde{\boldsymbol{q}}}+\Lambda \tilde{\boldsymbol{q}}]^{T} K_{v}[\dot{\tilde{\boldsymbol{q}}}+\Lambda \tilde{\boldsymbol{q}}]+2 \tilde{\boldsymbol{q}}^{T} K_{p} \dot{\tilde{\boldsymbol{q}}}
$$

where we canceled the term

$$
[\dot{\tilde{\boldsymbol{q}}}+\Lambda \tilde{\boldsymbol{q}}]^{T}\left[\frac{1}{2} \dot{M}(\boldsymbol{q})-C(\boldsymbol{q}, \dot{\boldsymbol{q}})\right][\dot{\tilde{\boldsymbol{q}}}+\Lambda \tilde{\boldsymbol{q}}]
$$

by virtue of Property 4.2. Now, using $K_{p}=K_{v} \Lambda$, the equation of $\dot{V}(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})$ reduces finally to

$$
\begin{align*}
\dot{V}(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}}) & =-\dot{\tilde{\boldsymbol{q}}}^{T} K_{v} \dot{\tilde{\boldsymbol{q}}}-\tilde{\boldsymbol{q}}^{T} \Lambda^{T} K_{v} \Lambda \tilde{\boldsymbol{q}} \\
& =-\left[\begin{array}{c}
\tilde{\boldsymbol{q}} \\
\dot{\tilde{\boldsymbol{q}}}
\end{array}\right]^{T}\left[\begin{array}{cc}
\Lambda^{T} K_{v} \Lambda & 0 \\
0 & K_{v}
\end{array}\right]\left[\begin{array}{c}
\tilde{\boldsymbol{q}} \\
\dot{\tilde{\boldsymbol{q}}}
\end{array}\right] . \tag{11.6}
\end{align*}
$$

Recalling again Lemma 2.1, since $K_{v}$ is symmetric positive definite and $\Lambda$ is nonsingular, we conclude that $\Lambda^{T} K_{v} \Lambda$ is positive definite. Consequently,

[^30]$\dot{V}(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})$ given by (11.6) is indeed a globally negative definite function. Since moreover the Lyapunov function candidate (11.3) is globally positive definite, from Theorem 2.4 we conclude immediately global uniform asymptotic stability of the equilibrium $\left[\begin{array}{cc}\tilde{\boldsymbol{q}}^{T} & \dot{\tilde{\boldsymbol{q}}}^{T}\end{array}\right]^{T}=\mathbf{0} \in \mathbb{R}^{2 n}$. Consequently, for any initial position and velocity error we have

$$
\begin{aligned}
& \lim _{t \rightarrow \infty} \dot{\tilde{\boldsymbol{q}}}(t)=\lim _{t \rightarrow \infty}\left(\dot{\boldsymbol{q}}_{d}(t)-\dot{\boldsymbol{q}}(t)\right)=\mathbf{0} \\
& \lim _{t \rightarrow \infty} \tilde{\boldsymbol{q}}(t)=\lim _{t \rightarrow \infty}\left(\boldsymbol{q}_{d}(t)-\boldsymbol{q}(t)\right)=\mathbf{0}
\end{aligned}
$$

thus, the motion control objective is verified.
Next, we present some experimental results for the PD control with compensation on the Pelican robot.


Figure 11.2. Diagram of the Pelican robot

Example 11.1. Consider the Pelican robot presented in Chapter 5, and shown in Figure 11.2. The numerical values of its parameters are listed in Table 5.1.

Consider this robot under PD control with compensation (11.1). It is desired that the robot tracks the trajectories $\boldsymbol{q}_{d}(t), \dot{\boldsymbol{q}}_{d}(t)$ and $\ddot{\boldsymbol{q}}_{d}(t)$ represented by Equations (5.7)-(5.9).

The symmetric positive definite matrices $K_{p}$ and $K_{v}$ are chosen so that

$$
\begin{aligned}
& K_{p}=\operatorname{diag}\{200,150\} \quad[\mathrm{Nm} / \mathrm{rad}] \\
& K_{v}=\operatorname{diag}\{3\} \quad[\mathrm{Nms} / \mathrm{rad}]
\end{aligned}
$$

and therefore $\Lambda=K_{v}^{-1} K_{p}=\operatorname{diag}\{66.6,50\}[1 / \mathrm{s}]$.
The initial conditions corresponding to the positions and velocities are

$$
\begin{array}{ll}
q_{1}(0)=0, & q_{2}(0)=0 \\
\dot{q}_{1}(0)=0, & \dot{q}_{2}(0)=0
\end{array}
$$



Figure 11.3. Graph of position errors against time

Figure 11.3 shows that the experimental tracking position errors $\tilde{\boldsymbol{q}}(t)$ remain acceptably small. Although in view of the stability analysis of the control system we could expect that the tracking errors vanish, a number of practical aspects - neglected in the theoretical analysis - are responsible for the resulting behavior; for instance, the fact of digitally implementing the robot control system, the sampling period, the fact of estimating (and not measuring) velocities and, most importantly, in the case of the Pelican, friction at the joints.

### 11.2 PD+ Control

PD+ control is without doubt one of the simplest control laws that may be used in the control of robot manipulators with a formal guarantee of the achievement of the motion control objective, globally. The PD+ control law is given by

$$
\begin{equation*}
\boldsymbol{\tau}=K_{p} \tilde{\boldsymbol{q}}+K_{v} \dot{\tilde{\boldsymbol{q}}}+M(\boldsymbol{q}) \ddot{\boldsymbol{q}}_{d}+C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}_{d}+\boldsymbol{g}(\boldsymbol{q}) \tag{11.7}
\end{equation*}
$$

where $K_{p}, K_{v} \in \mathbb{R}^{n \times n}$ are symmetric positive definite matrices chosen by the designer and as is customary, $\tilde{\boldsymbol{q}}=\boldsymbol{q}_{d}-\boldsymbol{q}$ denotes the position error. The centrifugal and Coriolis matrix $C(\boldsymbol{q}, \dot{\boldsymbol{q}})$ is assumed to be chosen by using the Christoffel symbols ( $c f$. Equation 3.21). This ensures that the matrix $\frac{1}{2} \dot{M}(\boldsymbol{q})-C(\boldsymbol{q}, \dot{\boldsymbol{q}})$ is skew-symmetric; a feature that will be useful in the stability analysis.

The practical implementation of $\mathrm{PD}+$ control requires the exact knowledge of the model of the manipulator, that is, of $M(\boldsymbol{q}), C(\boldsymbol{q}, \dot{\boldsymbol{q}})$ and $\boldsymbol{g}(\boldsymbol{q})$. In addition, it is necessary to know the desired trajectories $\boldsymbol{q}_{d}(t), \dot{\boldsymbol{q}}_{d}(t)$ and $\ddot{\boldsymbol{q}}_{d}(t)$ as well as to have the measurements $\boldsymbol{q}(t)$ and $\dot{\boldsymbol{q}}(t)$. Figure 11.4 depicts the corresponding block-diagram of the PD+ control for robot manipulators.


Figure 11.4. Block-diagram: $\mathrm{PD}+$ control

Notice that in the particular case of position control, that is, when $\dot{\boldsymbol{q}}_{d}=$ $\ddot{\boldsymbol{q}}_{d}=\mathbf{0} \in \mathbb{R}^{n}, \mathrm{PD}+$ control described by (11.7) is equivalent to PD control with gravity compensation, (7.1).

The equation which governs the behavior in closed loop is obtained by substituting the control action $\boldsymbol{\tau}$ of the control law (11.7) in the equation of the robot model (III.1) to get

$$
M(\boldsymbol{q}) \ddot{\tilde{\boldsymbol{q}}}+C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\tilde{\boldsymbol{q}}}=-K_{p} \tilde{\boldsymbol{q}}-K_{v} \dot{\tilde{\boldsymbol{q}}} .
$$

Notice that the closed-loop equation may be written in terms of the state $\left[\begin{array}{ll}\tilde{\boldsymbol{q}}^{T} & \dot{\tilde{\boldsymbol{q}}}^{T}\end{array}\right]^{T}$ as

$$
\frac{d}{d t}\left[\begin{array}{c}
\tilde{\boldsymbol{q}}  \tag{11.8}\\
\dot{\tilde{\boldsymbol{q}}}
\end{array}\right]=\left[\begin{array}{c}
\dot{\tilde{\boldsymbol{q}}} \\
M\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)^{-1}\left[-K_{p} \tilde{\boldsymbol{q}}-K_{v} \dot{\tilde{\boldsymbol{q}}}-C\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}_{d}-\dot{\tilde{\boldsymbol{q}}}\right) \dot{\tilde{\boldsymbol{q}}}\right]
\end{array}\right],
$$

which is a nonlinear differential equation - in general, nonautonomous. The latter is due to the fact that this equation depends explicitly on the functions of time: $\boldsymbol{q}_{d}(t)$ and $\dot{\boldsymbol{q}}_{d}(t)$.

Moreover, it is immediate to see the only equilibrium point of the closedloop equation is the origin $\left[\begin{array}{ll}\tilde{\boldsymbol{q}}^{T} & \dot{\tilde{\boldsymbol{q}}}^{T}\end{array}\right]^{T}=\mathbf{0} \in \mathbb{R}^{2 n}$. Therefore, if $\boldsymbol{q}(0)=\boldsymbol{q}_{d}(0)$ and $\dot{\boldsymbol{q}}(0)=\dot{\boldsymbol{q}}_{d}(0)$, then $\boldsymbol{q}(t)=\boldsymbol{q}_{d}(t)$ and $\dot{\boldsymbol{q}}(t)=\dot{\boldsymbol{q}}_{d}(t)$ for all $t \geq 0$. Notice that the latter follows simply from the concept of equilibrium without needing to invoke any other argument. However, to draw conclusions for the case when $\boldsymbol{q}(0) \neq \boldsymbol{q}_{d}(0)$ or $\dot{\boldsymbol{q}}(0) \neq \dot{\boldsymbol{q}}_{d}(0)$ it is necessary to proceed to the stability analysis of the equilibrium.

To analyze the stability of the origin consider now the following Lyapunov function candidate

$$
\begin{align*}
V(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}}) & =\frac{1}{2}\left[\begin{array}{c}
\tilde{\boldsymbol{q}} \\
\dot{\tilde{\boldsymbol{q}}}
\end{array}\right]^{T}\left[\begin{array}{cc}
K_{p} & 0 \\
0 & M\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)
\end{array}\right]\left[\begin{array}{c}
\tilde{\boldsymbol{q}} \\
\dot{\tilde{\boldsymbol{q}}}
\end{array}\right] \\
& =\frac{1}{2} \dot{\tilde{\boldsymbol{q}}}^{T} M(\boldsymbol{q}) \dot{\tilde{\boldsymbol{q}}}+\frac{1}{2} \tilde{\boldsymbol{q}}^{T} K_{p} \tilde{\boldsymbol{q}} \tag{11.9}
\end{align*}
$$

which is positive definite since both the inertia matrix $M(\boldsymbol{q})$ and the matrix of position (or proportional) gains, $K_{p}$, are positive definite.

Taking the time derivative of (11.9) we obtain

$$
\dot{V}(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})=\dot{\tilde{\boldsymbol{q}}}^{T} M(\boldsymbol{q}) \ddot{\tilde{\boldsymbol{q}}}+\frac{1}{2} \dot{\tilde{\boldsymbol{q}}}^{T} \dot{M}(\boldsymbol{q}) \dot{\tilde{\boldsymbol{q}}}+\tilde{\boldsymbol{q}}^{T} K_{p} \dot{\tilde{\boldsymbol{q}}} .
$$

Solving for $M(\boldsymbol{q}) \ddot{\tilde{\boldsymbol{q}}}$ of the closed-loop Equation (11.8) and substituting in the previous equation,

$$
\begin{align*}
\dot{V}(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}}) & =-\dot{\tilde{\boldsymbol{q}}}^{T} K_{v} \dot{\tilde{\boldsymbol{q}}} \\
& =-\left[\begin{array}{c}
\tilde{\boldsymbol{q}} \\
\dot{\tilde{\boldsymbol{q}}}
\end{array}\right]^{T}\left[\begin{array}{ll}
0 & 0 \\
0 & K_{v}
\end{array}\right]\left[\begin{array}{c}
\tilde{\boldsymbol{q}} \\
\dot{\tilde{\boldsymbol{q}}}
\end{array}\right] \leq 0 \tag{11.10}
\end{align*}
$$

where the term $\dot{\tilde{\boldsymbol{q}}}^{T}\left[\frac{1}{2} \dot{M}-C\right] \dot{\tilde{\boldsymbol{q}}}$ has been canceled by virtue of Property 4.2. From Theorem 2.3 we immediately conclude stability of the origin $\left[\tilde{\boldsymbol{q}}^{T} \dot{\tilde{\boldsymbol{q}}}^{T}\right]^{T}=\mathbf{0} \in \mathbb{R}^{2 n}$ and, by Theorem 2.3, the state remains bounded.

Notice that the expression (11.10) is similar to that obtained for the Lyapunov function used to analyze the stability of the robot in closed loop with PD control with gravity compensation ( $c f$. Inequality 7.4). For that controller we used La Salle's theorem to conclude global asymptotic stability. With this under consideration one might also be tempted to conclude global asymptotic stability for the origin of the closed-loop system with the PD+ controller that
is, for the origin of (11.8). Nevertheless, this procedure would be incorrect since we remind the reader that the closed-loop Equation (11.8) is nonautonomous due to the presence of $\boldsymbol{q}_{d}=\boldsymbol{q}_{d}(t)$. Hence, Theorem (2.7) cannot be used.

Alternatively, we may use Lemma 2.2 to conclude that the position and velocity errors are bounded and the velocity error is square-integrable, i.e. it satisfies:

$$
\begin{equation*}
\int_{0}^{\infty}\|\dot{\tilde{\boldsymbol{q}}}(t)\|^{2} d t<\infty \tag{11.11}
\end{equation*}
$$

Taking into account these observations, we show next that the velocity error $\dot{\tilde{\boldsymbol{q}}}$ tends asymptotically to zero. For this, notice from the closed-loop Equation (11.8) that

$$
\begin{equation*}
\ddot{\tilde{\boldsymbol{q}}}=M(\boldsymbol{q})^{-1}\left[-K_{p} \tilde{\boldsymbol{q}}-K_{v} \dot{\tilde{\boldsymbol{q}}}-C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\tilde{\boldsymbol{q}}}\right] \tag{11.12}
\end{equation*}
$$

where the terms on the right-hand side are bounded due to the following. We know that $\tilde{\boldsymbol{q}}(t)$ and $\dot{\tilde{\boldsymbol{q}}}(t)$ are bounded and that $M(\boldsymbol{q})$ and $C(\boldsymbol{q}, \dot{\boldsymbol{q}})$ are bounded matrices provided that their arguments are also bounded. Now, due to the boundedness of $\tilde{\boldsymbol{q}}$ and $\dot{\tilde{\boldsymbol{q}}}$, we have $\boldsymbol{q}(t)=-\tilde{\boldsymbol{q}}(t)+\boldsymbol{q}_{d}(t)$, and $\dot{\boldsymbol{q}}(t)=-\dot{\tilde{\boldsymbol{q}}}(t)+\dot{\boldsymbol{q}}_{d}(t)$ are also bounded since the desired position and velocity $\boldsymbol{q}_{d}$ and $\dot{\boldsymbol{q}}_{d}$ are bounded vector functions. Under these conditions, the acceleration error $\ddot{\tilde{\boldsymbol{q}}}(t)$ in (11.12) is a bounded vector function of time. The latter, together with (11.11) and Lemma 2.2, imply that

$$
\lim _{t \rightarrow \infty} \dot{\tilde{\boldsymbol{q}}}(t)=\lim _{t \rightarrow \infty}\left(\dot{\boldsymbol{q}}_{d}(t)-\dot{\boldsymbol{q}}(t)\right)=\mathbf{0} \in \mathbb{R}^{n}
$$

Unfortunately, from the study sketched above, it is not possible to draw any immediate conclusion about the asymptotic behavior of the position error $\tilde{\boldsymbol{q}}$. For this, we need to show not only stability of the origin, as has already been done, but we also need to prove asymptotic stability. As mentioned above, La Salle's theorem ( $c f$. Theorem 2.7) cannot be used to study global asymptotic stability since the closed-loop Equation (11.8) is nonautonomous. However, we stress that one may show that the origin of (11.8) is global uniform asymptotic stability by other means. For instance, invoking the socalled Matrosov's theorem which applies nonautonomous differential equations specifically in the case that the derivative of the Lyapunov function is only negative semidefinite. The study of this theorem is beyond the scope of this text, hence reader is invited to see the references cited at the end of the chapter for more details on this subject.

Yet for the sake of completeness, we present in the next subsection an alternative analysis of global uniform asymptotic stability by means of a Lyapunov function which has a negative definite derivative.

Example 11.2. Consider the model of an ideal pendulum of length $l$ with mass $m$ concentrated at its tip, subject to the action of gravity $g$
and to which a torque $\tau$ is applied at the axis of rotation (see Example 2.2) that is,

$$
m l^{2} \ddot{q}+m g l \sin (q)=\tau
$$

where we identify $M(q)=m l^{2}, C(q, \dot{q})=0$ and $g(q)=m g l \sin (q)$. For this example, the PD+ control law given by (11.7) becomes

$$
\tau=k_{p} \tilde{q}+k_{v} \dot{\tilde{q}}+m l^{2} \ddot{q}_{d}+m g l \sin (q)
$$

where $k_{p}$ and $k_{v}$ are real positive numbers. The closed-loop equation is

$$
m l^{2} \ddot{\tilde{q}}+k_{v} \dot{\tilde{q}}+k_{p} \tilde{q}=0
$$

which constitutes a linear autonomous differential equation whose unique equilibrium $\left[\begin{array}{cc}\tilde{q} & \dot{\tilde{q}}\end{array}\right]^{T}=\mathbf{0} \in \mathbb{R}^{2}$, as can easily be shown, is globally exponentially stable.

Next, we present experimental results obtained for the Pelican 2-DOF robot under PD + control.

Example 11.3. Consider the 2-DOF prototype robot studied in Chapter 5, and shown in Figure 11.2.

Consider the application of PD control+(11.7) to this robot. The joint desired trajectories of position, velocity and acceleration, $\boldsymbol{q}_{d}(t)$, $\dot{\boldsymbol{q}}_{d}(t)$ and $\ddot{\boldsymbol{q}}_{d}(t)$, are given by Equations (5.7)-(5.9) on page 128.

The symmetric positive definite matrices $K_{p}$ and $K_{v}$ are chosen as

$$
\begin{aligned}
& K_{p}=\operatorname{diag}\{200,150\} \quad[\mathrm{Nm} / \mathrm{rad}] \\
& K_{v}=\operatorname{diag}\{3\} \quad[\mathrm{Nms} / \mathrm{rad}]
\end{aligned}
$$

The initial conditions corresponding to the positions and velocities, are fixed at

$$
\begin{array}{ll}
q_{1}(0)=0, & q_{2}(0)=0 \\
\dot{q}_{1}(0)=0, & \dot{q}_{2}(0)=0
\end{array}
$$

Figure 11.5 presents the experimental steady state tracking position errors $\tilde{\boldsymbol{q}}(t)$, which, in view of the practical aspects mentioned in Example 11.1 (mainly friction phenomena), do not vanish.

Comparing the experimental results in Figures 11.5 and 11.3, we see that PD control with compensation behaves better than PD+ control, in the sense that the tracking error $\left|\tilde{q}_{1}\right|$ satisfies a smaller bound.


Figure 11.5. Graph of the position errors against time

### 11.2.1 Lyapunov Function for Asymptotic Stability

We present next an alternative stability analysis for the origin of the closedloop Equation (11.8). This study has been taken from the literature and its reference is cited at the end of the chapter. The advantage of the study we present in this section is that we use a Lyapunov function that allows one to conclude directly global uniform asymptotic stability.

In the particular case that all the joints of the robot manipulator are revolute, it may be shown that the origin $\left[\begin{array}{cc}\tilde{\boldsymbol{q}}^{T} & \dot{\tilde{\boldsymbol{q}}}^{T}\end{array}\right]^{T}=\mathbf{0} \in \mathbb{R}^{2 n}$ is globally uniformly asymptotically stable. This can be done by using a Lyapunov function somewhat more complex than the one proposed in (11.9) and exploiting the properties presented in Chapter 4.

As stated in Property 4.1, the fact that a robot manipulator has only revolute joints, implies that the largest eigenvalue $\lambda_{\operatorname{Max}}\{M(\boldsymbol{q})\}$ of the inertia matrix is bounded. On the other hand, in this study we assume that the desired joint velocity $\dot{\boldsymbol{q}}_{d}(t)$ is a bounded vector, but the bound does not need to be known.

We present now the formal stability analysis. To study the stability properties of the origin $\left[\begin{array}{ll}\tilde{\boldsymbol{q}}^{T} & \dot{\tilde{\boldsymbol{q}}}^{T}\end{array}\right]^{T}=\mathbf{0} \in \mathbb{R}^{2 n}$ of the closed-loop Equation (11.8), consider the following Lyapunov function candidate:

$$
V(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})=\frac{1}{2}\left[\begin{array}{c}
\tilde{\boldsymbol{q}}  \tag{11.13}\\
\dot{\tilde{\boldsymbol{q}}}
\end{array}\right]^{T}\left[\begin{array}{cc}
K_{p} & \frac{\varepsilon_{0}}{1+\|\tilde{\boldsymbol{q}}\|} M(\boldsymbol{q}) \\
\frac{\varepsilon_{0}}{1+\|\tilde{\boldsymbol{q}}\|} M(\boldsymbol{q}) & M(\boldsymbol{q})
\end{array}\right]\left[\begin{array}{c}
\tilde{\boldsymbol{q}} \\
\dot{\tilde{\boldsymbol{q}}}
\end{array}\right]
$$

$$
=W(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})+\underbrace{\frac{\varepsilon_{0}}{1+\|\tilde{\boldsymbol{q}}\|}}_{\varepsilon(\tilde{\boldsymbol{q}})} \tilde{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\tilde{\boldsymbol{q}}}
$$

where $W(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})$ is the Lyapunov function (11.9). The positive constant $\varepsilon_{0}$ is chosen so as to satisfy simultaneously the three inequalities:

- $\sqrt{\frac{\lambda_{\min }\left\{K_{p}\right\}}{\lambda_{\operatorname{Max}}\{M(\boldsymbol{q})\}}}>\varepsilon_{0}>0$;
- $\frac{\lambda_{\min }\left\{K_{v}\right\}}{2\left(k_{C_{1}}+2 \lambda_{\operatorname{Max}}\{M(\boldsymbol{q})\}\right)}>\varepsilon_{0}>0$;
- $\frac{2 \lambda_{\min }\left\{K_{p}\right\} \lambda_{\min }\left\{K_{v}\right\}}{\left(\lambda_{\operatorname{Max}}\left\{K_{v}\right\}+k_{C_{1}}\left\|\dot{\boldsymbol{q}}_{d}\right\|_{\mathrm{Max}}\right)^{2}}>\varepsilon_{0}>0 ;$
where $k_{C_{1}}>0$ is a constant such that $\|C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \tilde{\boldsymbol{q}}\| \leq k_{C_{1}}\|\dot{\boldsymbol{q}}\|\|\tilde{\boldsymbol{q}}\|$ for all $\boldsymbol{q} \in \mathbb{R}^{n}$ (by Property 4.2) and $\left\|\dot{\boldsymbol{q}}_{d}\right\|_{\text {Max }}$ is the largest value of $\left\|\dot{\boldsymbol{q}}_{d}(t)\right\|$. It is important to underline that in the study presented here, it is only required to guarantee the existence of $\varepsilon_{0}>0$ and it is not necessary to know its actual numerical value. In particular, it is not necessary to know $\left\|\dot{\boldsymbol{q}}_{d}\right\|_{\text {Max }}$. Fortunately, the existence of $\varepsilon_{0}>0$ is guaranteed since in the inequalities above, upper-bounds on $\varepsilon_{0}$ exist (that is, they are finite) and are strictly positive.

Next, we show that the Lyapunov function candidate (11.13) is positive definite provided that

$$
\begin{equation*}
\sqrt{\frac{\lambda_{\min }\left\{K_{p}\right\}}{\lambda_{\operatorname{Max}}\{M(\boldsymbol{q})\}}}>\varepsilon_{0}>0 \quad \forall \boldsymbol{q} \in \mathbb{R}^{n} \tag{11.14}
\end{equation*}
$$

To show that under the previous condition the function (11.13) is positive definite, we proceed in two steps. First, notice that since $\varepsilon_{0}^{2} \geq \varepsilon^{2}$ where $\varepsilon=$ $\varepsilon_{0} /(1+\|\tilde{\boldsymbol{q}}\|)$, Inequality (11.14) implies that

$$
\frac{\lambda_{\min }\left\{K_{p}\right\}}{\lambda_{\operatorname{Max}}\{M(\boldsymbol{q})\}}>\varepsilon^{2}>0 \quad \forall \boldsymbol{q} \in \mathbb{R}^{n}
$$

This in turn, implies that the matrix $K_{p}-\varepsilon^{2} M(\boldsymbol{q})$ is positive definite, i.e.

$$
K_{p}-\varepsilon^{2} M(\boldsymbol{q})>0
$$

On the other hand, the function (11.13) may be rewritten as

$$
V(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})=\frac{1}{2}[\dot{\tilde{\boldsymbol{q}}}+\varepsilon \tilde{\boldsymbol{q}}]^{T} M(\boldsymbol{q})[\dot{\tilde{\boldsymbol{q}}}+\varepsilon \tilde{\boldsymbol{q}}]+\frac{1}{2} \tilde{\boldsymbol{q}}^{T}\left[K_{p}-\varepsilon^{2} M(\boldsymbol{q})\right] \tilde{\boldsymbol{q}}
$$

which is positive definite since so are $M(\boldsymbol{q})$ and $K_{p}-\varepsilon^{2} M(\boldsymbol{q})$.

To show that the function defined in (11.13) is also decrescent, notice that $V(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})$ satisfies

$$
V(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}}) \leq \frac{1}{2}\left[\begin{array}{c}
\|\tilde{\boldsymbol{q}}\|  \tag{11.15}\\
\|\dot{\boldsymbol{q}}\|
\end{array}\right]^{T}\left[\begin{array}{cc}
\lambda_{\operatorname{Max}}\left\{K_{p}\right\} & \varepsilon_{0} \lambda_{\operatorname{Max}}\{M\} \\
\varepsilon_{0} \lambda_{\operatorname{Max}}\{M\} & \lambda_{\operatorname{Max}}\{M\}
\end{array}\right]\left[\begin{array}{c}
\|\tilde{\boldsymbol{q}}\| \\
\|\dot{\tilde{\boldsymbol{q}}}\|
\end{array}\right],
$$

for which we have used the fact that

$$
\left|\frac{\varepsilon_{0}}{1+\|\tilde{\boldsymbol{q}}\|}\right|\|\tilde{\boldsymbol{q}}\| \leq \varepsilon_{0}\|\tilde{\boldsymbol{q}}\|
$$

The matrix on the right-hand side of inequality (11.15) is positive definite in view of the condition on $\varepsilon_{0}$,

$$
\sqrt{\frac{\lambda_{\operatorname{Max}}\left\{K_{p}\right\}}{\lambda_{\operatorname{Max}}\{M(q)\}}}>\varepsilon_{0}>0 \quad \forall \boldsymbol{q} \in \mathbb{R}^{n}
$$

which implies that the determinant of this matrix is positive, and which trivially holds under hypothesis (11.14). Thus, the function (11.13) is positive definite, radially unbounded and decrescent.

It is interesting to remark that the Lyapunov function candidate (11.13) is very similar to that used for the study of the PD control law with gravity compensation (7.8). On the other hand, the function (11.13) may be considered as a more general version of the previous Lyapunov function (11.9) which corresponds to the case $\varepsilon_{0}=0$.

Following the study of stability, the time derivative of the Lyapunov function candidate (11.13) is given by

$$
\begin{align*}
\dot{V}(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})= & \dot{W}(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})+\varepsilon(\tilde{\boldsymbol{q}}) \dot{\tilde{\boldsymbol{q}}}^{T} M(\boldsymbol{q}) \dot{\tilde{\boldsymbol{q}}}+\varepsilon(\tilde{\boldsymbol{q}}) \tilde{\boldsymbol{q}}^{T} \dot{M}(\boldsymbol{q}) \dot{\tilde{\boldsymbol{q}}} \\
& +\varepsilon(\tilde{\boldsymbol{q}}) \tilde{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \ddot{\tilde{\boldsymbol{q}}}+\dot{\varepsilon}(\tilde{\boldsymbol{q}}) \tilde{q}^{T} M(\boldsymbol{q}) \dot{\tilde{\boldsymbol{q}}} \tag{11.16}
\end{align*}
$$

where $\dot{W}(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})$ corresponds to the right-hand side of (11.10), that is

$$
\dot{W}(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})=-\dot{\tilde{\boldsymbol{q}}}^{T} K_{v} \dot{\tilde{\boldsymbol{q}}} .
$$

Taking into account the previous expression, substituting $M(\boldsymbol{q}) \ddot{\tilde{\boldsymbol{q}}}$ from the closed-loop Equation (11.8) and rearranging terms, Equation (11.16) becomes

$$
\begin{align*}
\dot{V}(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})= & -\dot{\tilde{\boldsymbol{q}}}^{T} K_{v} \dot{\tilde{\boldsymbol{q}}}+\varepsilon(\tilde{\boldsymbol{q}}) \dot{\tilde{\boldsymbol{q}}}^{T} M(\boldsymbol{q}) \dot{\tilde{\boldsymbol{q}}}+\varepsilon(\tilde{\boldsymbol{q}}) \tilde{\boldsymbol{q}}^{T}[\dot{M}(\boldsymbol{q})-C(\boldsymbol{q}, \dot{\boldsymbol{q}})] \dot{\tilde{\boldsymbol{q}}} \\
& -\varepsilon(\tilde{\boldsymbol{q}}) \tilde{\boldsymbol{q}}^{T}\left[K_{p} \tilde{\boldsymbol{q}}+K_{v} \dot{\tilde{\boldsymbol{q}}}\right]+\dot{\varepsilon}(\tilde{\boldsymbol{q}}) \tilde{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\tilde{\boldsymbol{q}}} \tag{11.17}
\end{align*}
$$

Now, considering Property 4.2 which establishes $\dot{M}(\boldsymbol{q})=C(\boldsymbol{q}, \dot{\boldsymbol{q}})+$ $C(\boldsymbol{q}, \dot{\boldsymbol{q}})^{T}$, Equation (11.17) becomes

$$
\begin{align*}
\dot{V}(\tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})= & -\dot{\tilde{\boldsymbol{q}}}^{T} K_{v} \dot{\tilde{\boldsymbol{q}}}+\varepsilon(\tilde{\boldsymbol{q}}) \dot{\tilde{\boldsymbol{q}}}^{T} M(\boldsymbol{q}) \dot{\tilde{\boldsymbol{q}}}+\underbrace{\varepsilon(\tilde{\boldsymbol{q}}) \dot{\tilde{\boldsymbol{q}}}^{T} C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \tilde{\boldsymbol{q}}}_{a(\tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})} \\
& -\varepsilon(\tilde{\boldsymbol{q}}) \tilde{\boldsymbol{q}}^{T}\left[K_{p} \tilde{\boldsymbol{q}}+K_{v} \dot{\tilde{\boldsymbol{q}}}\right]+\underbrace{\dot{\varepsilon}(\tilde{\boldsymbol{q}}) \tilde{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\tilde{\boldsymbol{q}}}}_{b(\tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})} . \tag{11.18}
\end{align*}
$$

Next, we proceed to obtain upper-bounds on the terms $a(\tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})$ and $b(\tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})$. Regarding the term $a(\tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})$ we have

$$
\begin{aligned}
a(\tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}}) & \leq|a(\tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})|=\left|\varepsilon \dot{\tilde{\boldsymbol{q}}}^{T} C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \tilde{\boldsymbol{q}}\right| \\
& \leq \varepsilon\|\dot{\tilde{\boldsymbol{q}}}\|\|C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \tilde{\boldsymbol{q}}\| \\
& \leq \varepsilon k_{C_{1}}\|\dot{\tilde{\boldsymbol{q}}}\|\|\dot{\boldsymbol{q}}\|\|\tilde{\boldsymbol{q}}\| \\
& \leq \varepsilon k_{C_{1}}\|\dot{\tilde{\boldsymbol{q}}}\|\left(\|\dot{\tilde{\boldsymbol{q}}}\|+\left\|\dot{\boldsymbol{q}}_{d}\right\|\right)\|\tilde{\boldsymbol{q}}\| \\
& =\frac{\varepsilon_{0}}{1+\|\tilde{\boldsymbol{q}}\|} k_{C_{1}}\|\tilde{\boldsymbol{q}}\|\|\dot{\tilde{\boldsymbol{q}}}\|^{2}+\varepsilon k_{C_{1}}\|\tilde{\boldsymbol{q}}\|\|\dot{\tilde{\boldsymbol{q}}}\|\left\|\dot{\boldsymbol{q}}_{d}\right\| \\
& \leq \varepsilon_{0} k_{C_{1}}\|\dot{\tilde{\boldsymbol{q}}}\|^{2}+\varepsilon k_{C_{1}}\|\tilde{\boldsymbol{q}}\|\|\dot{\tilde{\boldsymbol{q}}}\|\left\|\dot{\boldsymbol{q}}_{d}\right\|
\end{aligned}
$$

where once again, we used Property 4.2 (i.e. that $\|C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \tilde{\boldsymbol{q}}\| \leq k_{C_{1}}\|\dot{\boldsymbol{q}}\|\|\tilde{\boldsymbol{q}}\|$ for all $\boldsymbol{q} \in \mathbb{R}^{n}$ ).

Next, regarding the term $b(\tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})$, first notice that

$$
\dot{\varepsilon}(\tilde{\boldsymbol{q}})=-\frac{\varepsilon_{0}}{\|\tilde{\boldsymbol{q}}\|[1+\|\tilde{\boldsymbol{q}}\|]^{2}} \tilde{\boldsymbol{q}}^{T} \dot{\tilde{\boldsymbol{q}}} .
$$

Taking this into account we obtain

$$
\begin{aligned}
b(\tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}}) & \leq|b(\tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})|=\left|\dot{\varepsilon}(\tilde{\boldsymbol{q}}) \tilde{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\tilde{\boldsymbol{q}}}\right| \\
& \leq \frac{\varepsilon_{0}}{\|\tilde{\boldsymbol{q}}\|[1+\|\tilde{\boldsymbol{q}}\|]^{2}}\left|\tilde{\boldsymbol{q}}^{T} \dot{\tilde{\boldsymbol{q}}}\right|\left|\tilde{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\tilde{\boldsymbol{q}}}\right| \\
& \leq \frac{\varepsilon_{0}}{\|\tilde{\boldsymbol{q}}\|[1+\|\tilde{\boldsymbol{q}}\|]^{2}}\| \| \tilde{\boldsymbol{q}}\| \| \dot{\tilde{\boldsymbol{q}}} \|\left|\tilde{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\tilde{\boldsymbol{q}}}\right| \\
& \leq \frac{\varepsilon_{0}}{\|\tilde{\boldsymbol{q}}\|[1+\|\tilde{\boldsymbol{q}}\|]^{2}}\|\tilde{\boldsymbol{q}}\|\|\dot{\tilde{\boldsymbol{q}}}\|\|\tilde{\boldsymbol{q}}\|\|M(\boldsymbol{q}) \dot{\tilde{\boldsymbol{q}}}\| \\
& \leq \frac{\varepsilon_{0}}{\|\tilde{\boldsymbol{q}}\|[1+\|\tilde{\boldsymbol{q}}\|]^{2}}\|\tilde{\boldsymbol{q}}\|\|\dot{\tilde{\boldsymbol{q}}}\|\|\tilde{\boldsymbol{q}}\| \sqrt{\lambda_{\operatorname{Max}}\left\{M(\boldsymbol{q})^{T} M(\boldsymbol{q})\right\}}\|\dot{\tilde{\boldsymbol{q}}}\| \\
& \leq \underbrace{\frac{\varepsilon_{0}}{1+\|\tilde{\boldsymbol{q}}\|}}_{\varepsilon(\tilde{\boldsymbol{q}})}\|\dot{\tilde{\boldsymbol{q}}}\|^{2} \lambda_{\operatorname{Max}}\{M(\boldsymbol{q})\}
\end{aligned}
$$

where $\lambda_{\operatorname{Max}}\{M\}=\sqrt{\lambda_{\operatorname{Max}}\left\{M^{T} M\right\}}$, since $M(\boldsymbol{q})$ is a symmetric positive definite matrix function.

Keeping in mind the upper-bounds on $a(\tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})$ and $b(\tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})$, the derivative $\dot{V}(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})$ of the Lyapunov function given by Equation (11.18), may be upperbounded as

$$
\begin{align*}
\dot{V}(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}}) \leq & -\dot{\tilde{\boldsymbol{q}}}^{T} K_{v} \dot{\tilde{\boldsymbol{q}}}+\varepsilon \dot{\tilde{\boldsymbol{q}}}^{T} M \dot{\tilde{\boldsymbol{q}}}+\varepsilon_{0} k_{C_{1}}\|\dot{\tilde{\boldsymbol{q}}}\|^{2}+\varepsilon k_{C_{1}}\|\tilde{\boldsymbol{q}}\|\|\dot{\tilde{\boldsymbol{q}}}\|\left\|\dot{\boldsymbol{q}}_{d}\right\| \\
& -\varepsilon \tilde{\boldsymbol{q}}^{T}\left[K_{p} \tilde{\boldsymbol{q}}+K_{v} \dot{\tilde{\boldsymbol{q}}}\right]+\varepsilon \lambda_{\mathrm{Max}}\{M\}\|\dot{\tilde{\boldsymbol{q}}}\|^{2} \tag{11.19}
\end{align*}
$$

where for simplicity in the notation we omitted the arguments of $\varepsilon(\tilde{\boldsymbol{q}})$ and $M(\boldsymbol{q})$. Using the inequalities

- $\quad-\dot{\tilde{\boldsymbol{q}}}^{T} K_{v} \dot{\tilde{\boldsymbol{q}}} \leq-\frac{1}{2} \dot{\tilde{\boldsymbol{q}}}^{T} K_{v} \dot{\tilde{\boldsymbol{q}}}-\frac{\lambda_{\min }\left\{K_{v}\right\}}{2}\|\dot{\tilde{\boldsymbol{q}}}\|^{2}$
- $\varepsilon \lambda_{\operatorname{Max}}\{M\}\|\dot{\tilde{\boldsymbol{q}}}\|^{2} \leq \varepsilon_{0} \lambda_{\operatorname{Max}}\{M\}\|\dot{\tilde{\boldsymbol{q}}}\|^{2}$
- $\varepsilon \dot{\tilde{\boldsymbol{q}}}^{T} M(\boldsymbol{q}) \dot{\tilde{\boldsymbol{q}}} \leq \varepsilon \lambda_{\operatorname{Max}}\{M\}\|\dot{\tilde{\boldsymbol{q}}}\|^{2} \leq \varepsilon_{0} \lambda_{\operatorname{Max}}\{M\}\|\dot{\tilde{\boldsymbol{q}}}\|^{2}$,
we see that Inequality (11.19) may be rewritten in the form

$$
\begin{aligned}
\dot{V}(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}}) \leq & -\left[\begin{array}{c}
\tilde{\boldsymbol{q}} \\
\dot{\tilde{\boldsymbol{q}}}
\end{array}\right]^{T}\left[\begin{array}{ll}
\varepsilon K_{p} & \frac{\varepsilon}{2} K_{v} \\
\frac{\varepsilon}{2} K_{v} & \frac{1}{2} K_{v}
\end{array}\right]\left[\begin{array}{c}
\tilde{\boldsymbol{q}} \\
\dot{\tilde{\boldsymbol{q}}}
\end{array}\right]+\varepsilon k_{C_{1}}\|\tilde{\boldsymbol{q}}\|\|\dot{\tilde{\boldsymbol{q}}}\|\left\|\dot{\boldsymbol{q}}_{d}\right\| \\
& -\frac{1}{2}\left[\lambda_{\min }\left\{K_{v}\right\}-2 \varepsilon_{0}\left(k_{C_{1}}+2 \lambda_{\operatorname{Max}}\{M\}\right)\right]\|\dot{\tilde{\boldsymbol{q}}}\|^{2} .
\end{aligned}
$$

Notice that in addition $\dot{V}(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})$ may be upper-bounded in the following manner:

$$
\begin{align*}
\dot{V}(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}}) \leq & -\varepsilon \underbrace{\left[\begin{array}{l}
\|\tilde{\boldsymbol{q}}\| \\
\|\dot{\tilde{\boldsymbol{q}}}\|
\end{array}\right]^{T} Q\left[\begin{array}{l}
\|\tilde{\boldsymbol{q}}\| \\
\|\dot{\tilde{\boldsymbol{q}}}\|
\end{array}\right]}_{h(\|\tilde{\boldsymbol{q}}\|,\|\dot{\tilde{\boldsymbol{q}}}\|)} \\
& -\frac{1}{2} \underbrace{\left[\lambda_{\min }\left\{K_{v}\right\}-2 \varepsilon_{0}\left(k_{C_{1}}+2 \lambda_{\mathrm{Max}}\{M\}\right)\right]}_{\delta}\|\dot{\tilde{\boldsymbol{q}}}\|^{2}, \tag{11.20}
\end{align*}
$$

where the symmetric matrix $Q$ is given by

$$
Q=\left[\begin{array}{cc}
\lambda_{\min }\left\{K_{p}\right\} & -\frac{1}{2}\left(\lambda_{\operatorname{Max}}\left\{K_{v}\right\}+k_{C_{1}}\left\|\dot{\boldsymbol{q}}_{d}\right\|\right) \\
-\frac{1}{2}\left(\lambda_{\mathrm{Max}}\left\{K_{v}\right\}+k_{C_{1}}\left\|\dot{\boldsymbol{q}}_{d}\right\|\right) & \frac{1}{2 \varepsilon_{0}} \lambda_{\min }\left\{K_{v}\right\}
\end{array}\right]
$$

and where we used

- $\quad-\frac{\varepsilon}{2} \tilde{\boldsymbol{q}}^{T} K_{v} \dot{\tilde{\boldsymbol{q}}} \leq \frac{\varepsilon}{2}\left|\tilde{\boldsymbol{q}}^{T} K_{v} \dot{\tilde{\boldsymbol{q}}}\right| \leq \frac{\varepsilon}{2}\|\tilde{\boldsymbol{q}}\|\left\|K_{v} \dot{\tilde{\boldsymbol{q}}}\right\| \leq \frac{\varepsilon}{2}\|\tilde{\boldsymbol{q}}\| \sqrt{\lambda_{\operatorname{Max}}\left\{K_{v}^{T} K_{v}\right\}}\|\dot{\tilde{\boldsymbol{q}}}\|$
- $-\frac{1}{2 \varepsilon} \lambda_{\text {min }}\left\{K_{v}\right\}\|\dot{\tilde{\boldsymbol{q}}}\|^{2}=-\frac{1+\|\tilde{\boldsymbol{q}}\|}{2 \varepsilon_{0}} \lambda_{\text {min }}\left\{K_{v}\right\}\|\dot{\tilde{\boldsymbol{q}}}\|^{2} \leq-\frac{1}{2 \varepsilon_{0}} \lambda_{\min }\left\{K_{v}\right\}\|\dot{\tilde{\boldsymbol{q}}}\|^{2}$.

To guarantee that $\dot{V}(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})$ is a negative definite function, it is necessary to pick $\varepsilon_{0}$ appropriately. On one hand, it is required that $\delta>0$, that is

$$
\frac{\lambda_{\min }\left\{K_{v}\right\}}{2\left(k_{C_{1}}+2 \lambda_{\mathrm{Max}}\{M\}\right)}>\varepsilon_{0}
$$

On the other hand, it is also required that the matrix $Q$ be positive definite. The latter is guaranteed if

$$
\frac{2 \lambda_{\min }\left\{K_{p}\right\} \lambda_{\min }\left\{K_{v}\right\}}{\left(\lambda_{\operatorname{Max}}\left\{K_{v}\right\}+k_{C_{1}}\left\|\dot{\boldsymbol{q}}_{d}\right\|_{\operatorname{Max}}\right)^{2}}>\varepsilon_{0}
$$

where $\left\|\dot{\boldsymbol{q}}_{d}\right\|_{\text {Max }} \geq\left\|\dot{\boldsymbol{q}}_{d}(t)\right\|$ for all $t \geq 0$, since the previous inequality implies that

$$
\frac{1}{2 \varepsilon_{0}} \lambda_{\min }\left\{K_{p}\right\} \lambda_{\min }\left\{K_{v}\right\}-\frac{1}{4}\left(\lambda_{\operatorname{Max}}\left\{K_{v}\right\}+k_{C_{1}}\left\|\dot{\boldsymbol{q}}_{d}\right\|\right)^{2}>0
$$

which actually corresponds to the determinant of $Q$.
To summarize, the inequality in (11.20) involving $\dot{V}(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})$, may be written as

$$
\dot{V}(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}}) \leq-\varepsilon(\tilde{\boldsymbol{q}}) h(\|\tilde{\boldsymbol{q}}\|,\|\dot{\tilde{\boldsymbol{q}}}\|)-c\|\dot{\tilde{\boldsymbol{q}}}\|^{2}
$$

where, with the choice we made for $\varepsilon_{0}$, it follows that $h(\|\tilde{\boldsymbol{q}}\|,\|\dot{\tilde{\boldsymbol{q}}}\|)$ is a positive definite function and $c>0$. The function $\dot{V}(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})$ is negative definite since $\varepsilon(\tilde{\boldsymbol{q}}) h(\|\tilde{\boldsymbol{q}}\|,\|\dot{\tilde{\boldsymbol{q}}}\|)-c \mid \dot{\tilde{\boldsymbol{q}}} \|^{2}$ is a positive definite function of $\boldsymbol{q}$ and $\dot{\boldsymbol{q}}$. In particular,

- $\dot{V}(t, \mathbf{0}, \mathbf{0})=0$
- $\dot{V}(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})<0 \quad \forall\left[\begin{array}{c}\|\tilde{\boldsymbol{q}}\| \\ \|\dot{\tilde{\boldsymbol{q}}}\|\end{array}\right] \neq \mathbf{0}$
- $\dot{V}(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}}) \rightarrow-\infty \quad$ when $\quad\|\tilde{\boldsymbol{q}}\|^{2}+\|\dot{\tilde{\boldsymbol{q}}}\|^{2} \rightarrow \infty$.

Thus, using Theorem 2.4 we conclude that the origin $\left[\tilde{\boldsymbol{q}}^{T} \dot{\tilde{\boldsymbol{q}}}^{T}\right]^{T}=\mathbf{0} \in \mathbb{R}^{2 n}$ is globally uniformly asymptotically stable.

### 11.3 Conclusions

We may summarize the ideas exposed in this chapter as follows:

- For any selection of the symmetric positive definite matrices $K_{p}$ and $K_{v}$, the origin of the closed-loop equation of robots with the PD control law with compensation, expressed in terms of the state vector $\left[\begin{array}{ll}\tilde{\boldsymbol{q}}^{T} & \dot{\tilde{\boldsymbol{q}}}^{T}\end{array}\right]^{T}$, is globally uniformly asymptotically stable. Therefore, the PD control law with compensation satisfies the motion control objective, globally. This implies in particular, that for any initial position error $\tilde{\boldsymbol{q}}(0) \in \mathbb{R}^{n}$ and any velocity error $\dot{\tilde{\boldsymbol{q}}}(0) \in \mathbb{R}^{n}$, we have $\lim _{t \rightarrow \infty} \tilde{\boldsymbol{q}}(t)=\mathbf{0}$.
- For any choice of the symmetric positive definite matrices $K_{p}$ and $K_{v}$, the origin of the closed-loop equation of a robot with the PD+ control law, expressed in terms of the state vector $\left[\begin{array}{cc}\tilde{\boldsymbol{q}}^{T} & \dot{\tilde{\boldsymbol{q}}}^{T}\end{array}\right]^{T}$, is globally uniformly asymptotically stable. Therefore, PD+ control satisfies the motion control objective, globally. In particular, for any initial position error $\tilde{\boldsymbol{q}}(0) \in \mathbb{R}^{n}$ and velocity error $\dot{\tilde{\boldsymbol{q}}}(0) \in \mathbb{R}^{n}$, we have $\lim _{t \rightarrow \infty} \tilde{\boldsymbol{q}}(t)=\mathbf{0}$.
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## Problems

1. Consider the model of an ideal pendulum studied in Example 2.2 (see page 30)

$$
J \ddot{q}+m g l \sin (q)=\tau .
$$

Assume that we apply the PD controller with compensation

$$
\tau=k_{p} \tilde{q}+k_{v} \dot{\tilde{q}}+J\left[\ddot{q}_{d}+\lambda \dot{\tilde{q}}\right]+m g l \sin (q)
$$

where $\lambda=k_{p} / k_{v}, k_{p}$ and $k_{v}$ are positive numbers.
a) Obtain the closed-loop equation in terms of the state vector $\left[\begin{array}{c}\tilde{q} \\ \dot{q}\end{array}\right]^{T}$. Verify that the origin is its unique equilibrium point.
b) Show that the origin $\left[\begin{array}{cc}\tilde{q} & \dot{\tilde{q}}\end{array}\right]^{T}=\mathbf{0} \in \mathbb{R}^{2}$ is globally asymptotically stable.
Hint: Use the Lyapunov function candidate

$$
V(\tilde{q}, \dot{\tilde{q}})=\frac{1}{2} J[\dot{\tilde{q}}+\lambda \tilde{q}]^{2}+k_{p} \tilde{q}^{2}
$$

2. Consider PD+ control for the ideal pendulum presented in Example 11.2. Propose a Lyapunov function candidate to show that the origin $\left[\begin{array}{cc}\tilde{q} & \dot{\tilde{q}}\end{array}\right]=$ $\left[\begin{array}{cc}0 & 0\end{array}\right]^{T}=\mathbf{0} \in \mathbb{R}^{2}$ of the closed-loop equation

$$
m l^{2} \ddot{\tilde{q}}+k_{v} \dot{\tilde{q}}+k_{p} \tilde{q}=0
$$

is a globally asymptotically stable equilibrium point.
${ }^{2}$ This, together with PD control with compensation were the first controls with rigorous proofs of global uniform asymptotic stability proposed for the motion control problem.
3. Consider the model of the pendulum from Example 3.8 and illustrated in Figure 3.13,

$$
\left(J_{m}+\frac{J_{L}}{r^{2}}\right) \ddot{q}+\left(f_{m}+\frac{f_{L}}{r^{2}}+\frac{K_{a} K_{b}}{R_{a}}\right) \dot{q}+\frac{k_{L}}{r^{2}} \sin (q)=\frac{K_{a}}{r R_{a}} v
$$

where

- $\quad v$ is the armature voltage (input)
- $q$ is the angular position of the pendulum with respect to the vertical (output),
and the rest of the parameters are constants related to the electrical and mechanical parts of the system and which are positive and known.
It is desired to drive the angular position $q(t)$ to a constant value $q_{d}$. For this, we propose to use the following control law of type $\mathrm{PD}+{ }^{3}$,

$$
v=\frac{r R_{a}}{K_{a}}\left(k_{p} \tilde{q}-k_{v} \dot{q}+\frac{k_{L}}{r^{2}} \sin (q)\right)
$$

with $k_{p}$ and $k_{v}$ positive design constants and $\tilde{q}(t)=q_{d}-q(t)$.
a) Obtain the closed-loop equation in terms of the state $\left[\begin{array}{c}\tilde{q} \\ \dot{q}\end{array}\right]^{T}$.
b) Verify that the origin is an equilibrium and propose a Lyapunov function to demonstrate its stability.
c) Could it be possible to show as well that the origin is actually globally asymptotically stable?
4. Consider the control law

$$
\boldsymbol{\tau}=K_{p} \tilde{\boldsymbol{q}}+K_{v} \dot{\tilde{\boldsymbol{q}}}+M(\boldsymbol{q}) \ddot{\boldsymbol{q}}_{d}+C\left(\boldsymbol{q}, \dot{\boldsymbol{q}}_{d}\right) \dot{\boldsymbol{q}}+\boldsymbol{g}(\boldsymbol{q}) .
$$

a) Point out the difference with respect to the $\mathrm{PD}+$ control law given by Equation (11.7)
b) Show that in reality, the previous controller is equivalent to the $\mathrm{PD}+$ controller.
Hint: Use Property 4.2.
5. Verify Equation (11.6) by use of (11.5) .

[^31]
## Feedforward Control and PD Control plus Feedforward

The practical implementation of controllers for robot manipulators is typically carried out using digital technology. The way these control systems operate consists basically of the following stages:

- sampling of the joint position $\boldsymbol{q}$ (and of the velocity $\dot{\boldsymbol{q}}$ );
- computation of the control action $\boldsymbol{\tau}$ from the control law;
- the 'order' to apply this control action is sent to the actuators.

In certain applications where it is required that the robot realize repetitive tasks at high velocity, the previous stages must be executed at a high cadence. The bottleneck in time-consumption terms, is the computation of the control action $\boldsymbol{\tau}$. Naturally, a reduction in the time for computation of $\boldsymbol{\tau}$ has the advantage of a higher processing frequency and hence a larger potential for the execution of 'fast' tasks. This is the main reason for the interest in controllers that require "little" computing power. In particular, this is the case for controllers that use information based on the desired positions, velocities, and accelerations $\boldsymbol{q}_{d}(t), \dot{\boldsymbol{q}}_{d}(t)$, and $\ddot{\boldsymbol{q}}_{d}(t)$ respectively. Indeed, in repetitive tasks the desired position $\boldsymbol{q}_{d}(t)$ and its time derivatives happen to be vectorial periodic functions of time and moreover they are known once the task has been specified. Once the processing frequency has been established, the terms in the control law that depend exclusively on the form of these functions, may be computed and stored in memory, in a look-up table. During computation of the control action, these precomputed terms are simply collected out of memory, thereby reducing the computational burden.

In this chapter we consider two control strategies which have been suggested in the literature and which make wide use of precomputed terms in their respective control laws:

- feedforward control;
- PD control plus feedforward.

Each of these controllers is the subject of a section in the present chapter.

### 12.1 Feedforward Control

Among the conceptually simplest control strategies that may be used to control a dynamic system we find the so-called open-loop control, where the controller is simply the inverse dynamics model of the system evaluated along the desired reference trajectories.

For the case of linear dynamic systems, this control technique may be roughly sketched as follows. Consider the linear system described by

$$
\dot{\boldsymbol{x}}=A \boldsymbol{x}+\boldsymbol{u}
$$

where $\boldsymbol{x} \in \mathbb{R}^{n}$ is the state vector and at same time the output of the system, $A \in \mathbb{R}^{n \times n}$ is a matrix whose eigenvalues $\lambda_{i}\{A\}$ have negative real part, and $\boldsymbol{u} \in \mathbb{R}^{n}$ is the input to the system. Assume that we specify a vectorial function $\boldsymbol{x}_{d}$ as well as its time derivative $\dot{\boldsymbol{x}}_{d}$ to be bounded. The control goal is that $\boldsymbol{x}(t) \rightarrow \boldsymbol{x}_{d}(t)$ when $t \rightarrow \infty$. In other words, defining the errors vector $\tilde{\boldsymbol{x}}=\boldsymbol{x}_{d}-\boldsymbol{x}$, the control problem consists in designing a controller that allows one to determine the input $\boldsymbol{u}$ to the system so that $\lim _{t \rightarrow \infty} \tilde{\boldsymbol{x}}(t)=\mathbf{0}$. The solution to this control problem using the inverse dynamic model approach consists basically in substituting $\boldsymbol{x}$ and $\dot{\boldsymbol{x}}$ with $\boldsymbol{x}_{d}$ and $\dot{\boldsymbol{x}}_{d}$ in the equation of the system to control, and then solving for $\boldsymbol{u}$, i.e.

$$
\boldsymbol{u}=\dot{\boldsymbol{x}}_{d}-A \boldsymbol{x}_{d} .
$$

In this manner, the system formed by the linear system to control and the previous controller satisfies

$$
\dot{\tilde{\boldsymbol{x}}}=A \tilde{\boldsymbol{x}}
$$

which in turn is a linear system of the new state vector $\tilde{\boldsymbol{x}}$ and moreover we know from linear systems theory that since the eigenvalues of the matrix $A$ have negative real parts, then $\lim _{t \rightarrow \infty} \tilde{\boldsymbol{x}}(t)=\mathbf{0}$ for all $\tilde{\boldsymbol{x}}(0) \in \mathbb{R}^{n}$.

In robot control, this strategy provides the supporting arguments to the following argument. If we apply a torque $\boldsymbol{\tau}$ at the input of the robot, the behavior of its outputs $\boldsymbol{q}$ and $\dot{\boldsymbol{q}}$ is governed by (III.1), i.e.

$$
\frac{d}{d t}\left[\begin{array}{c}
\boldsymbol{q}  \tag{12.1}\\
\dot{\boldsymbol{q}}
\end{array}\right]=\left[\begin{array}{c}
\dot{\boldsymbol{q}} \\
M(\boldsymbol{q})^{-1}[\boldsymbol{\tau}-C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}-\boldsymbol{g}(\boldsymbol{q})]
\end{array}\right]
$$

If we wish that the behavior of the outputs $\boldsymbol{q}$ and $\dot{\boldsymbol{q}}$ be equal to that specified by $\boldsymbol{q}_{d}$ and $\dot{\boldsymbol{q}}_{d}$ respectively, it seems reasonable to replace $\boldsymbol{q}, \dot{\boldsymbol{q}}$ and $\ddot{\boldsymbol{q}}$ by $\boldsymbol{q}_{d}, \dot{\boldsymbol{q}}_{d}$, and $\ddot{\boldsymbol{q}}_{d}$ in the Equation (12.1) and to solve for $\boldsymbol{\tau}$. This reasoning leads to the equation of the feedforward controller, given by

$$
\begin{equation*}
\boldsymbol{\tau}=M\left(\boldsymbol{q}_{d}\right) \ddot{\boldsymbol{q}}_{d}+C\left(\boldsymbol{q}_{d}, \dot{\boldsymbol{q}}_{d}\right) \dot{\boldsymbol{q}}_{d}+\boldsymbol{g}\left(\boldsymbol{q}_{d}\right) . \tag{12.2}
\end{equation*}
$$

Notice that the control action $\boldsymbol{\tau}$ does not depend on $\boldsymbol{q}$ nor on $\dot{\boldsymbol{q}}$, that is, it is an open loop control. Moreover, such a controller does not possess any design parameter. As with any other open-loop control strategy, this approach needs the precise knowledge of the dynamic system to be controlled, that is, of the dynamic model of the manipulator and specifically, of the structure of the matrices $M(\boldsymbol{q}), C(\boldsymbol{q}, \dot{\boldsymbol{q}})$ and of the vector $\boldsymbol{g}(\boldsymbol{q})$ as well as knowledge of their parameters (masses, inertias etc.). For this reason it is said that the feedforward control is (robot-) 'model-based'. The interest in a controller of this type resides in the advantages that it offers in implementation. Indeed, having determined $\boldsymbol{q}_{d}, \dot{\boldsymbol{q}}_{d}$ and $\ddot{\boldsymbol{q}}_{d}$ (in particular for repetitive tasks), one may determine the terms $M\left(\boldsymbol{q}_{d}\right), C\left(\boldsymbol{q}_{d}, \dot{\boldsymbol{q}}_{d}\right)$ and $\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)$ off-line and easily compute the control action $\boldsymbol{\tau}$ according to Equation (12.2). This motivates the qualifier "feedforward" in the name of this controller.

Nonetheless, one should not forget that a controller of this type has the intrinsic disadvantages of open-loop control systems, e.g. lack of robustness with respect to parametric and structural uncertainties, performance degradation in the presence of external perturbations, etc. In Figure 12.1 we present the block-diagram corresponding to a robot under feedforward control.


Figure 12.1. Block-diagram: feedforward control

The behavior of the control system is described by an equation obtained by substituting the equation of the controller (12.2) in the model of the robot (III.1), that is

$$
\begin{equation*}
M(\boldsymbol{q}) \ddot{\boldsymbol{q}}+C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}+\boldsymbol{g}(\boldsymbol{q})=M\left(\boldsymbol{q}_{d}\right) \ddot{\boldsymbol{q}}_{d}+C\left(\boldsymbol{q}_{d}, \dot{\boldsymbol{q}}_{d}\right) \dot{\boldsymbol{q}}_{d}+\boldsymbol{g}\left(\boldsymbol{q}_{d}\right) . \tag{12.3}
\end{equation*}
$$

To avoid cumbersome notation in this chapter we use from now on and whenever it appears, the following notation

$$
\begin{aligned}
M & =M(\boldsymbol{q}) \\
M_{d} & =M\left(\boldsymbol{q}_{d}\right) \\
C & =C(\boldsymbol{q}, \dot{\boldsymbol{q}})
\end{aligned}
$$

$$
\begin{aligned}
C_{d} & =C\left(\boldsymbol{q}_{d}, \dot{\boldsymbol{q}}_{d}\right) \\
\boldsymbol{g} & =\boldsymbol{g}(\boldsymbol{q}) \\
\boldsymbol{g}_{d} & =\boldsymbol{g}\left(\boldsymbol{q}_{d}\right) .
\end{aligned}
$$

Equation (12.3) may be written in terms of the state vector $\left[\begin{array}{ll}\tilde{\boldsymbol{q}}^{T} & \dot{\tilde{\boldsymbol{q}}}^{T}\end{array}\right]^{T}$ as

$$
\frac{d}{d t}\left[\begin{array}{c}
\tilde{\boldsymbol{q}} \\
\dot{\tilde{\boldsymbol{q}}}
\end{array}\right]=\left[\begin{array}{c}
\dot{\tilde{\boldsymbol{q}}} \\
-M^{-1}\left[\left(M_{d}-M\right) \ddot{\boldsymbol{q}}_{d}+C_{d} \dot{\boldsymbol{q}}_{d}-C \dot{\boldsymbol{q}}+\boldsymbol{g}_{d}-\boldsymbol{g}\right]
\end{array}\right]
$$

which represents an ordinary nonlinear nonautonomous differential equation. The origin $\left[\begin{array}{cc}\tilde{\boldsymbol{q}}^{T} & \dot{\tilde{\boldsymbol{q}}}^{T}\end{array}\right]^{T}=\mathbf{0} \in \mathbb{R}^{2 n}$ is an equilibrium point of the previous equation but in general, it is not the only one. This is illustrated in the following examples.

Example 12.1. Consider the model of an ideal pendulum of length $l$ with mass $m$ concentrated at the tip and subject to the action of gravity $g$. Assume that a torque $\tau$ is applied at the rotating axis

$$
m l^{2} \ddot{q}+m g l \sin (q)=\tau
$$

where we identify $M(q)=m l^{2}, C(q, \dot{q})=0$ and $g(q)=m g l \sin (q)$. The feedforward controller (12.2), reduces to

$$
\tau=m l^{2} \ddot{q}_{d}+m g l \sin \left(q_{d}\right)
$$

The behavior of the system is characterized by Equation (12.3),

$$
m l^{2} \ddot{q}+m g l \sin (q)=m l^{2} \ddot{q}_{d}+m g l \sin \left(q_{d}\right)
$$

or, in terms of the state $\left[\begin{array}{cc}\tilde{q} & \dot{\tilde{q}}\end{array}\right]^{T}$, by

$$
\frac{d}{d t}\left[\begin{array}{c}
\tilde{q} \\
\dot{\tilde{q}}
\end{array}\right]=\left[\begin{array}{c}
\dot{\tilde{q}} \\
-\frac{g}{l}\left[\sin \left(q_{d}\right)-\sin \left(q_{d}-\tilde{q}\right)\right]
\end{array}\right]
$$

Clearly the origin $\left[\begin{array}{cc}\tilde{q} & \dot{\tilde{q}}\end{array}\right]^{T}=\mathbf{0} \in \mathbb{R}^{2}$ is an equilibrium but so are the points $\left[\begin{array}{cc}\tilde{q} & \dot{\tilde{q}}\end{array}\right]^{T}=\left[\begin{array}{ll}2 n \pi & 0\end{array}\right]^{T}$ for any integer value that $n$ takes. $\diamond$

The following example presents the study of the feedforward control of a 3DOF Cartesian robot. The dynamic model of this manipulator is an innocuous linear system.

Example 12.2. Consider the 3-DOF Cartesian robot studied in Example 3.4 (see page 69) and shown in Figure 3.5. Its dynamic model is given by

$$
\begin{aligned}
{\left[m_{1}+m_{2}+m_{3}\right] \ddot{q}_{1}+\left[m_{1}+m_{2}+m_{3}\right] g } & =\tau_{1} \\
{\left[m_{1}+m_{2}\right] \ddot{q}_{2} } & =\tau_{2} \\
m_{1} \ddot{q}_{3} & =\tau_{3},
\end{aligned}
$$

where we identify

$$
\begin{aligned}
M(\boldsymbol{q}) & =\left[\begin{array}{ccc}
m_{1}+m_{2}+m_{3} & 0 & 0 \\
0 & m_{1}+m_{2} & 0 \\
0 & 0 & m_{1}
\end{array}\right] \\
C(\boldsymbol{q}, \dot{\boldsymbol{q}}) & =0 \\
\boldsymbol{g}(\boldsymbol{q}) & =\left[\begin{array}{c}
{\left[m_{1}+m_{2}+m_{3}\right] g} \\
0 \\
0
\end{array}\right] .
\end{aligned}
$$

Notice that the dynamic model is characterized by a linear differential equation. The "closed-loop" equation ${ }^{1}$ obtained with feedforward control is given by

$$
\frac{d}{d t}\left[\begin{array}{c}
\tilde{\boldsymbol{q}} \\
\dot{\tilde{\boldsymbol{q}}}
\end{array}\right]=\left[\begin{array}{ll}
0 & I \\
0 & 0
\end{array}\right]\left[\begin{array}{c}
\tilde{\boldsymbol{q}} \\
\dot{\tilde{\boldsymbol{q}}}
\end{array}\right]
$$

which has an infinite number of non-isolated equilibria given by

$$
\left[\begin{array}{ll}
\tilde{\boldsymbol{q}}^{T} & \dot{\tilde{\boldsymbol{q}}}^{T}
\end{array}\right]^{T}=\left[\begin{array}{ll}
\tilde{\boldsymbol{q}}^{T} & \mathbf{0}^{T}
\end{array}\right]^{T} \in \mathbb{R}^{2 n}
$$

where $\tilde{\boldsymbol{q}}$ is any vector in $\mathbb{R}^{n}$. Naturally, the origin is an equilibrium but it is not isolated. Consequently, this equilibrium (and actually any other) may not be asymptotically stable even locally. Moreover, due to the linear nature of the equation that characterizes the control system, it may be shown that in this case any equilibrium point is unstable (see problem 12.2).

The previous examples makes it clear that multiple equilibria may coexist for the differential equation that characterizes the behavior of the control system. Moreover, due to the lack of design parameters in the controller, it is impossible to modify either the location or the number of equilibria, and even

[^32]less, their stability properties, which are determined only by the dynamics of the manipulator. Obviously, a controller whose behavior in robot control has these features is of little utility in real applications. As a matter of fact, its use may yield catastrophic results in certain applications as we show in the following example.


Figure 12.2. Diagram of the Pelican prototype

Example 12.3. Consider the 2-DOF prototype robot studied in Chapter 5, and shown in Figure 12.2.

Consider the feedforward control law (12.2) on this robot. The desired trajectory in joint space is given by $\boldsymbol{q}_{d}(t)$ which is defined in (5.7) and whose graph is depicted in Figure 5.5 (cf. page 129).

The initial conditions for positions and velocities are chosen as

$$
\begin{array}{ll}
q_{1}(0)=0, & q_{2}(0)=0 \\
\dot{q}_{1}(0)=0, & \dot{q}_{2}(0)=0
\end{array}
$$

Figure 12.3 presents experimental results; it shows the components of position error $\tilde{\boldsymbol{q}}(t)$, which tend to a largely oscillatory behavior. Naturally, this behavior is far from satisfactory.


Figure 12.3. Graphs of position errors $\tilde{q}_{1}$ and $\tilde{q}_{2}$

So far, we have presented a series of examples that show negative features of the feedforward control given by (12.2). Naturally, these examples might discourage a formal study of stability of the origin as an equilibrium of the differential equation which models the behavior of this control system.

Moreover, a rigorous generic analysis of stability or instability seems to be an impossible task. While we presented in Example 12.2 the case when the origin of the equation which characterizes the control system is unstable, Problem 12.1 addresses the case in which the origin is a stable equilibrium.

The previous observations make it evident that feedforward control, given by (12.2), even with exact knowledge of the model of the robot, may be inadequate to achieve the motion control objective and even that of position control. Therefore, we may conclude that, in spite of the practical motivation to use feedforward control (12.2) should not be applied in robot control.

Feedforward control (12.2) may be modified by the addition, for example, of a feedback Proportional-Derivative (PD) term

$$
\begin{equation*}
\boldsymbol{\tau}=M\left(\boldsymbol{q}_{d}\right) \ddot{\boldsymbol{q}}_{d}+C\left(\boldsymbol{q}_{d}, \dot{\boldsymbol{q}}_{d}\right) \dot{\boldsymbol{q}}_{d}+\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)+K_{p} \tilde{\boldsymbol{q}}+K_{v} \dot{\tilde{\boldsymbol{q}}} \tag{12.4}
\end{equation*}
$$

where $K_{p}$ and $K_{v}$ are the gain matrices $(n \times n)$ of position and velocity respectively. The controller (12.4) is now a closed-loop controller in view of the explicit feedback of $\boldsymbol{q}$ and $\dot{\boldsymbol{q}}$ used to compute $\tilde{\boldsymbol{q}}$ and $\dot{\tilde{\boldsymbol{q}}}$ respectively. The controller (12.4) is studied in the following section.

### 12.2 PD Control plus Feedforward

The wide practical interest in incorporating the smallest number of computations in real time to implement a robot controller has been the main motivation for the PD plus feedforward control law, given by

$$
\begin{equation*}
\boldsymbol{\tau}=K_{p} \tilde{\boldsymbol{q}}+K_{v} \dot{\tilde{\boldsymbol{q}}}+M\left(\boldsymbol{q}_{d}\right) \ddot{\boldsymbol{q}}_{d}+C\left(\boldsymbol{q}_{d}, \dot{\boldsymbol{q}}_{d}\right) \dot{\boldsymbol{q}}_{d}+\boldsymbol{g}\left(\boldsymbol{q}_{d}\right) \tag{12.5}
\end{equation*}
$$

where $K_{p}, K_{v} \in \mathbb{R}^{n \times n}$ are symmetric positive definite matrices, called gains of position and velocity respectively. As is customary in this textbook, $\tilde{\boldsymbol{q}}=$ $\boldsymbol{q}_{d}-\boldsymbol{q}$ stands for the position error. The term 'feedforward' in the name of the controller results from the fact that the control law uses the dynamics of the robot evaluated explicitly at the desired motion trajectory. In the control law (12.5), the centrifugal and Coriolis forces matrix, $C(\boldsymbol{q}, \dot{\boldsymbol{q}})$, is assumed to be computed via the Christoffel symbols ( $c f$. Equation 3.21). This allows one to ensure that the matrix $\frac{1}{2} \dot{M}(\boldsymbol{q})-C(\boldsymbol{q}, \dot{\boldsymbol{q}})$ is skew-symmetric, a property which is fundamental to the stability analysis of the closed-loop control system.

It is assumed that the manipulator has only revolute joints and that the upper-bounds on the norms of desired velocities and accelerations, denoted as $\left\|\dot{\boldsymbol{q}}_{d}\right\|_{\mathrm{M}}$ and $\left\|\ddot{\boldsymbol{q}}_{d}\right\|_{\mathrm{M}}$, are known.

The PD control law plus feedforward given by (12.5) may be regarded as a generalization of the PD control law with gravity precompensation (8.1). Figure 12.4 shows the block-diagram corresponding to the PD control law plus feedforward.


Figure 12.4. Block-diagram: PD control plus feedforward

Reported experiences in the literature of robot motion control using the control law (12.5) detail an excellent performance actually comparable with the performance of the popular computed-torque control law, which is presented in Chapter 10. Nevertheless, these comparison results may be misleading since good performance is not only due to the controller structure, but also to appropriate tuning of the controller gains.

The dynamics in closed loop is obtained by substituting the control action $\boldsymbol{\tau}$ from (12.5) in the equation of the robot model (III.1) to get

$$
\begin{equation*}
M(\boldsymbol{q}) \ddot{\boldsymbol{q}}+C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}+\boldsymbol{g}(\boldsymbol{q})=K_{p} \tilde{\boldsymbol{q}}+K_{v} \dot{\tilde{\boldsymbol{q}}}+M\left(\boldsymbol{q}_{d}\right) \ddot{\boldsymbol{q}}_{d}+C\left(\boldsymbol{q}_{d}, \dot{\boldsymbol{q}}_{d}\right) \dot{\boldsymbol{q}}_{d}+\boldsymbol{g}\left(\boldsymbol{q}_{d}\right) . \tag{12.6}
\end{equation*}
$$

The closed-loop Equation (12.6) may be written in terms of the state vector $\left[\begin{array}{cc}\tilde{\boldsymbol{q}}^{T} & \dot{\tilde{\boldsymbol{q}}}^{T}\end{array}\right]^{T}$ as

$$
\frac{d}{d t}\left[\begin{array}{c}
\tilde{\boldsymbol{q}}  \tag{12.7}\\
\dot{\tilde{\boldsymbol{q}}}
\end{array}\right]=\left[\begin{array}{c}
\dot{\tilde{\boldsymbol{q}}} \\
M(\boldsymbol{q})^{-1}\left[-K_{p} \tilde{\boldsymbol{q}}-K_{v} \dot{\tilde{\boldsymbol{q}}}-C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\tilde{\boldsymbol{q}}}-\boldsymbol{h}(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})\right]
\end{array}\right]
$$

where we remind the reader that $\boldsymbol{h}(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})$ is the so-called residual dynamics, given by

$$
\boldsymbol{h}(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})=\left[M\left(\boldsymbol{q}_{d}\right)-M(\boldsymbol{q})\right] \ddot{\boldsymbol{q}}_{d}+\left[C\left(\boldsymbol{q}_{d}, \dot{\boldsymbol{q}}_{d}\right)-C(\boldsymbol{q}, \dot{\boldsymbol{q}})\right] \dot{\boldsymbol{q}}_{d}+\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)-\boldsymbol{g}(\boldsymbol{q})
$$

See (4.12).
It is simple to prove that the origin $\left[\begin{array}{cc}\widetilde{\boldsymbol{q}}^{T} & \dot{\boldsymbol{q}}^{T}\end{array}\right]^{T}=\mathbf{0} \in \mathbb{R}^{2 n}$ of the state space is an equilibrium, independently of the gain matrices $K_{p}$ and $K_{v}$. However, the number of equilibria of the system in closed loop, i.e.(12.7), depends on the proportional gain $K_{p}$. This is formally studied in the following section.

### 12.2.1 Unicity of the Equilibrium

We present sufficient conditions on $K_{p}$ that guarantee the existence of a unique equilibrium (the origin) for the closed-loop Equation (12.7).

For the case of robots having only revolute joints and with a sufficiently "large" choice of $K_{p}$, we can show that the origin $\left[\begin{array}{cc}\tilde{\boldsymbol{q}}^{T} & \dot{\tilde{\boldsymbol{q}}}^{T}\end{array}\right]^{T}=\mathbf{0} \in \mathbb{R}^{2 n}$ is the unique equilibrium of the closed-loop Equation (12.7). Indeed, the equilibria are the constant vectors $\left[\begin{array}{cc}\widetilde{\boldsymbol{q}}^{T} & \dot{\tilde{\boldsymbol{q}}}^{T}\end{array}\right]^{T}=\left[\begin{array}{cc}\tilde{\boldsymbol{q}}^{* T} & \mathbf{0}^{T}\end{array}\right]^{T} \in \mathbb{R}^{2 n}$, where $\tilde{\boldsymbol{q}}^{*} \in \mathbb{R}^{n}$ is a solution of

$$
\begin{equation*}
K_{p} \tilde{\boldsymbol{q}}^{*}+\boldsymbol{h}\left(t, \tilde{\boldsymbol{q}}^{*}, \mathbf{0}\right)=\mathbf{0} \tag{12.8}
\end{equation*}
$$

The previous equation is always satisfied by the trivial solution $\tilde{\boldsymbol{q}}^{*}=\mathbf{0} \in$ $\mathbb{R}^{n}$, but this does not exclude other vectors $\tilde{\boldsymbol{q}}^{*}$ from being solutions, depending of course, on the value of the proportional gain $K_{p}$. Explicit conditions on the proportional gain to ensure unicity of the equilibrium are presented next. To that end define

$$
\boldsymbol{k}\left(\tilde{\boldsymbol{q}}^{*}\right)=K_{p}^{-1} \boldsymbol{h}\left(t, \tilde{\boldsymbol{q}}^{*}, \mathbf{0}\right) .
$$

The idea is to note that any fixed point $\tilde{\boldsymbol{q}}^{*} \in \mathbb{R}^{n}$ of $\boldsymbol{k}\left(\tilde{\boldsymbol{q}}^{*}\right)$ is a solution of (12.8). Hence, we wish to find conditions on $K_{p}$ so that $\boldsymbol{k}\left(\tilde{\boldsymbol{q}}^{*}\right)$ has a unique fixed point. Given that $\tilde{\boldsymbol{q}}^{*}=\mathbf{0}$ is always a fixed point, then this shall be unique.

Notice that for all vectors $\boldsymbol{x}, \boldsymbol{y} \in \mathbb{R}^{n}$, we have

$$
\begin{aligned}
\|\boldsymbol{k}(\boldsymbol{x})-\boldsymbol{k}(\boldsymbol{y})\| & \leq\left\|K_{p}^{-1}[\boldsymbol{h}(t, \boldsymbol{x}, \mathbf{0})-\boldsymbol{h}(t, \boldsymbol{y}, \mathbf{0})]\right\| \\
& \leq \lambda_{\operatorname{Max}}\left\{K_{p}^{-1}\right\}\|\boldsymbol{h}(t, \boldsymbol{x}, \mathbf{0})-\boldsymbol{h}(t, \boldsymbol{y}, \mathbf{0})\|
\end{aligned}
$$

On the other hand, using the definition of the residual dynamics (4.12), we have

$$
\begin{aligned}
\|\boldsymbol{h}(t, \boldsymbol{x}, \mathbf{0})-\boldsymbol{h}(t, \boldsymbol{y}, \mathbf{0})\| \leq & \left\|\left[M\left(\boldsymbol{q}_{d}-\boldsymbol{y}\right)-M\left(\boldsymbol{q}_{d}-\boldsymbol{x}\right)\right] \ddot{\boldsymbol{q}}_{d}\right\| \\
& +\left\|\left[C\left(\boldsymbol{q}_{d}-\boldsymbol{y}, \dot{\boldsymbol{q}}_{d}\right)-C\left(\boldsymbol{q}_{d}-\boldsymbol{x}, \dot{\boldsymbol{q}}_{d}\right)\right] \dot{\boldsymbol{q}}_{d}\right\| \\
& +\left\|\boldsymbol{g}\left(\boldsymbol{q}_{d}-\boldsymbol{y}\right)-\boldsymbol{g}\left(\boldsymbol{q}_{d}-\boldsymbol{x}\right)\right\| .
\end{aligned}
$$

From Properties 4.1 to 4.3 we guarantee the existence of constants $k_{M}, k_{C_{1}}$, $k_{C_{2}}$ and $k_{g}$, associated to the inertia matrix $M(\boldsymbol{q})$, to the matrix of centrifugal and Coriolis forces $C(\boldsymbol{q}, \dot{\boldsymbol{q}})$, and to the vector of gravitational torques $\boldsymbol{g}(\boldsymbol{q})$ respectively, such that

$$
\begin{aligned}
\|M(\boldsymbol{x}) \boldsymbol{z}-M(\boldsymbol{y}) \boldsymbol{z}\| \leq & k_{M}\|\boldsymbol{x}-\boldsymbol{y}\|\|\boldsymbol{z}\| \\
\|C(\boldsymbol{x}, \boldsymbol{z}) \boldsymbol{w}-C(\boldsymbol{y}, \boldsymbol{v}) \boldsymbol{w}\| \leq & k_{C 1}\|\boldsymbol{z}-\boldsymbol{v}\|\|\boldsymbol{w}\| \\
& +k_{C 2}\|\boldsymbol{z}\|\|\boldsymbol{x}-\boldsymbol{y}\|\|\boldsymbol{w}\| \\
\|\boldsymbol{g}(\boldsymbol{x})-\boldsymbol{g}(\boldsymbol{y})\| \leq & k_{g}\|\boldsymbol{x}-\boldsymbol{y}\|
\end{aligned}
$$

for all $\boldsymbol{v}, \boldsymbol{w}, \boldsymbol{x}, \boldsymbol{y}, \boldsymbol{z} \in \mathbb{R}^{n}$. Taking into account this fact we obtain

$$
\|\boldsymbol{h}(t, \boldsymbol{x}, \mathbf{0})-\boldsymbol{h}(t, \boldsymbol{y}, \mathbf{0})\| \leq\left[k_{g}+k_{M}\left\|\ddot{\boldsymbol{q}}_{d}\right\|_{\mathrm{M}}+k_{C_{2}}\left\|\dot{\boldsymbol{q}}_{d}\right\|_{\mathrm{M}}^{2}\right]\|\boldsymbol{x}-\boldsymbol{y}\|
$$

From this and using $\lambda_{\text {Max }}\left\{K_{p}^{-1}\right\}=1 / \lambda_{\min }\left\{K_{p}\right\}$, since $K_{p}$ is a symmetric positive definite matrix, we get

$$
\|\boldsymbol{k}(\boldsymbol{x})-\boldsymbol{k}(\boldsymbol{y})\| \leq \frac{1}{\lambda_{\min }\left\{K_{p}\right\}}\left[k_{g}+k_{M}\left\|\ddot{\boldsymbol{q}}_{d}\right\|_{\mathrm{M}}+k_{C_{2}}\left\|\dot{\boldsymbol{q}}_{d}\right\|_{\mathrm{M}}^{2}\right]\|\boldsymbol{x}-\boldsymbol{y}\|
$$

Finally, invoking the contraction mapping theorem (cf. Theorem 2.1 on page 26), we conclude that

$$
\begin{equation*}
\lambda_{\min }\left\{K_{p}\right\}>k_{g}+k_{M}\left\|\ddot{\boldsymbol{q}}_{d}\right\|_{\mathrm{M}}+k_{C_{2}}\left\|\dot{\boldsymbol{q}}_{d}\right\|_{\mathrm{M}}^{2} \tag{12.9}
\end{equation*}
$$

is a sufficient condition for $\boldsymbol{k}\left(\tilde{\boldsymbol{q}}^{*}\right)$ to have a unique fixed point, and therefore, for the origin of the state space to be the unique equilibrium of the closed-loop system, i.e. Equation (12.7).

As has been shown before, the PD control law plus feedforward, (12.5), reduces to control with desired gravity compensation (8.1) in the case when the desired position $\boldsymbol{q}_{d}$ is constant. For this last controller, we shown in Section 8.2 that the corresponding closed-loop equation had a unique equilibrium if $\lambda_{\text {min }}\left\{K_{p}\right\}>k_{g}$. It is interesting to remark that when $\boldsymbol{q}_{d}$ is constant we recover from (12.9), the previous condition for unicity.

Example 12.4. Consider the model of an ideal pendulum of length $l$ with mass $m$ concentrated at its tip and subject to the action of gravity $g$. Assume that a torque $\tau$ is applied at the axis of rotation, that is

$$
m l^{2} \ddot{q}+m g l \sin (q)=\tau
$$

The PD control law plus feedforward, (12.5), is in this case

$$
\tau=k_{p} \tilde{q}+k_{v} \dot{\tilde{q}}+m l^{2} \ddot{q}_{d}+m g l \sin \left(q_{d}\right)
$$

where $k_{p}$ and $k_{v}$ are positive design constants. The closed-loop equation is

$$
\frac{d}{d t}\left[\begin{array}{c}
\tilde{q} \\
\dot{\tilde{q}}
\end{array}\right]=\left[\begin{array}{c}
\dot{\tilde{q}} \\
-\frac{1}{m l^{2}}\left[k_{p} \tilde{q}+k_{v} \dot{\tilde{q}}+m g l\left[\sin \left(q_{d}\right)-\sin \left(q_{d}-\tilde{q}\right)\right]\right]
\end{array}\right]
$$

which has an equilibrium at the origin $\left[\begin{array}{cc}\tilde{q} & \dot{\tilde{q}}\end{array}\right]^{T}=\mathbf{0} \in \mathbb{R}^{2}$. If $q_{d}(t)$ is constant, there may exist additional equilibria $\left[\begin{array}{cc}\tilde{q} & \dot{\tilde{q}}\end{array}\right]^{T}=\left[\begin{array}{ll}\tilde{q}^{*} & 0\end{array}\right]^{T} \in \mathbb{R}^{2}$ where $\tilde{q}^{*}$ is a solution of

$$
k_{p} \tilde{q}^{*}+m g l\left[\sin \left(q_{d}\right)-\sin \left(q_{d}-\tilde{q}^{*}\right)\right]=0 .
$$

Example 8.1 shows the case when the previous equation has three solutions. For the same example, if $k_{p}$ is sufficiently large, it was shown that $\tilde{q}^{*}=0$ is the unique solution.

We stress that according to Theorem 2.6, if there exist more than one equilibrium, then none of them may be globally uniformly asymptotically stable.

### 12.2.2 Global Uniform Asymptotic Stability

In this section we present the analysis of the closed-loop Equation (12.6) or equivalently, of (12.7). In this analysis we establish conditions on the design matrices $K_{p}$ and $K_{v}$ that guarantee global uniform asymptotic stability of the origin of the state space corresponding to the closed-loop equation. We assume that the symmetric positive definite matrix $K_{p}$ is also diagonal.

Before studying the stability of the origin $\left[\begin{array}{cc}\tilde{\boldsymbol{q}}^{T} & \dot{\tilde{\boldsymbol{q}}}^{T}\end{array}\right]^{T}=\mathbf{0} \in \mathbb{R}^{2 n}$ of the closed-loop Equation (12.6) or (12.7), it is worth recalling Definition 4.1 of the vectorial tangent hyperbolic function which has the form given in (4.13), i.e.

$$
\tanh (\boldsymbol{x})=\left[\begin{array}{c}
\tanh \left(x_{1}\right)  \tag{12.10}\\
\vdots \\
\tanh \left(x_{n}\right)
\end{array}\right]
$$

with $\boldsymbol{x} \in \mathbb{R}^{n}$. As stated in Definition 4.1, this function satisfies the following properties for all $\boldsymbol{x}, \dot{\boldsymbol{x}} \in \mathbb{R}^{n}$

- $\|\tanh (\boldsymbol{x})\| \leq \alpha_{1}\|\boldsymbol{x}\|$
- $\|\tanh (\boldsymbol{x})\| \leq \alpha_{2}$
- $\|\tanh (\boldsymbol{x})\|^{2} \leq \alpha_{3} \tanh (\boldsymbol{x})^{T} \boldsymbol{x}$
- $\left\|\operatorname{Sech}^{2}(\boldsymbol{x}) \dot{\boldsymbol{x}}\right\| \leq \alpha_{4}\|\dot{\boldsymbol{x}}\|$
with $\alpha_{1}, \cdots, \alpha_{4}>0$. For $\boldsymbol{\operatorname { t a n h }}(\boldsymbol{x})$ defined as in (4.13), the constants involved are taken as $\alpha_{1}=1, \alpha_{2}=\sqrt{n}, \alpha_{3}=1, \alpha_{4}=1$.

In the sequel we assume that given a constant $\gamma>0$, the matrix $K_{v}$ is chosen sufficiently "large" in the sense that

$$
\begin{equation*}
\lambda_{\operatorname{Max}}\left\{K_{v}\right\} \geq \lambda_{\min }\left\{K_{v}\right\}>k_{h 1}+\gamma b \tag{12.11}
\end{equation*}
$$

and so is $K_{p}$ but in the sense that

$$
\begin{equation*}
\lambda_{\operatorname{Max}}\left\{K_{p}\right\} \geq \lambda_{\min }\left\{K_{p}\right\}>\alpha_{3}\left[\frac{\left[2 \gamma a+k_{h 2}\right]^{2}}{4 \gamma\left[\lambda_{\min }\left\{K_{v}\right\}-k_{h 1}-\gamma b\right]}+k_{h 2}\right] \tag{12.12}
\end{equation*}
$$

so that

$$
\begin{equation*}
\lambda_{\operatorname{Max}}\left\{K_{p}\right\} \geq \lambda_{\min }\left\{K_{p}\right\}>\gamma^{2} \frac{\alpha_{1}^{2} \lambda_{\operatorname{Max}}^{2}\{M\}}{\lambda_{\min }\{M\}} \tag{12.13}
\end{equation*}
$$

where $k_{h 1}$ and $k_{h 2}$ are defined in (4.25) and (4.24), while the constants $a$ and $b$ are given by

$$
\begin{aligned}
a & =\frac{1}{2}\left[\lambda_{\mathrm{Max}}\left\{K_{v}\right\}+k_{C_{1}}\left\|\dot{\boldsymbol{q}}_{d}\right\|_{\mathrm{M}}+k_{h 1}\right], \\
b & =\alpha_{4} \lambda_{\mathrm{Max}}\{M\}+\alpha_{2} k_{C_{1}}
\end{aligned}
$$

## Lyapunov Function Candidate

Consider the Lyapunov function candidate ${ }^{2}$ (7.3),

$$
\begin{equation*}
V(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})=\frac{1}{2} \dot{\tilde{\boldsymbol{q}}}^{T} M(\boldsymbol{q}) \dot{\tilde{\boldsymbol{q}}}+\frac{1}{2} \tilde{\boldsymbol{q}}^{T} K_{p} \tilde{\boldsymbol{q}}+\gamma \tanh (\tilde{\boldsymbol{q}})^{T} M(\boldsymbol{q}) \dot{\tilde{\boldsymbol{q}}} \tag{12.14}
\end{equation*}
$$

[^33]where $\boldsymbol{\operatorname { t a n h }}(\tilde{\boldsymbol{q}})$ is the vectorial tangent hyperbolic function (12.10) and $\gamma>0$ is a given constant.

To show that the Lyapunov function candidate (12.14) is positive definite and radially unbounded, we first observe that the third term in (12.14) satisfies

$$
\begin{aligned}
\gamma \tanh (\tilde{\boldsymbol{q}})^{T} M(\boldsymbol{q}) \dot{\tilde{\boldsymbol{q}}} & \leq \gamma\|\boldsymbol{\operatorname { t a n h }}(\tilde{\boldsymbol{q}})\|\|M(\boldsymbol{q}) \dot{\tilde{\boldsymbol{q}}}\| \\
& \leq \gamma \lambda_{\operatorname{Max}}\{M\}\|\tanh (\tilde{\boldsymbol{q}})\|\|\dot{\tilde{\boldsymbol{q}}}\| \\
& \leq \gamma \alpha_{1} \lambda_{\operatorname{Max}}\{M\}\|\tilde{\boldsymbol{q}}\|\|\tilde{\tilde{\boldsymbol{q}}}\|
\end{aligned}
$$

where we used $\|\boldsymbol{\operatorname { t a n h }}(\tilde{\boldsymbol{q}})\| \leq \alpha_{1}\|\tilde{\boldsymbol{q}}\|$ in the last step. From this we obtain

$$
-\gamma \tanh (\tilde{\boldsymbol{q}})^{T} M(\boldsymbol{q}) \dot{\tilde{\boldsymbol{q}}} \geq-\gamma \alpha_{1} \lambda_{\operatorname{Max}}\{M\}\|\tilde{\boldsymbol{q}}\|\|\dot{\tilde{\boldsymbol{q}}}\|
$$

Therefore, the Lyapunov function candidate (12.14) satisfies the following inequality:

$$
V(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}}) \geq \frac{1}{2}\left[\begin{array}{l}
\|\tilde{\boldsymbol{q}}\| \\
\|\dot{\tilde{\boldsymbol{q}}}\|
\end{array}\right]^{T}\left[\begin{array}{cc}
\lambda_{\min }\left\{K_{p}\right\} & -\gamma \alpha_{1} \lambda_{\operatorname{Max}}\{M\} \\
-\gamma \alpha_{1} \lambda_{\operatorname{Max}}\{M\} & \lambda_{\min }\{M\}
\end{array}\right]\left[\begin{array}{l}
\|\tilde{\boldsymbol{q}}\| \\
\|\dot{\tilde{\boldsymbol{q}}}\|
\end{array}\right]
$$

and consequently, it happens to be positive definite and radially unbounded since by assumption, $K_{p}$ is positive definite (i.e. $\lambda_{\min }\left\{K_{p}\right\}>0$ ) and we also supposed that it is chosen so as to satisfy (12.13).

Following similar steps to those above one may also show that the Lyapunov function candidate $V(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})$ defined in (12.14) is bounded from above by

$$
V(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}}) \leq \frac{1}{2}\left[\begin{array}{c}
\|\tilde{\boldsymbol{q}}\| \\
\|\dot{\tilde{\boldsymbol{q}}}\|
\end{array}\right]^{T}\left[\begin{array}{cc}
\lambda_{\operatorname{Max}}\left\{K_{p}\right\} & \gamma \alpha_{1} \lambda_{\operatorname{Max}}\{M\} \\
\gamma \alpha_{1} \lambda_{\operatorname{Max}}\{M\} & \lambda_{\operatorname{Max}}\{M\}
\end{array}\right]\left[\begin{array}{l}
\|\tilde{\boldsymbol{q}}\| \\
\|\dot{\tilde{\boldsymbol{q}}}\|
\end{array}\right]
$$

which is positive definite and radially unbounded since the condition

$$
\lambda_{\operatorname{Max}}\left\{K_{p}\right\}>\gamma^{2} \alpha_{1}^{2} \lambda_{\operatorname{Max}}\{M\}
$$

is trivially satisfied under hypothesis (12.13) on $K_{p}$. This means that $V(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})$ is decrescent.

## Time Derivative

The time derivative of the Lyapunov function candidate (12.14) along the trajectories of the closed-loop system (12.7) is

$$
\begin{aligned}
\dot{V}(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})= & \dot{\tilde{\boldsymbol{q}}}^{T}\left[-K_{p} \tilde{\boldsymbol{q}}-K_{v} \dot{\tilde{\boldsymbol{q}}}-C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\tilde{\boldsymbol{q}}}-\boldsymbol{h}(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})\right]+\frac{1}{2} \dot{\tilde{\boldsymbol{q}}}^{T} \dot{M}(\boldsymbol{q}) \dot{\tilde{\boldsymbol{q}}} \\
& +\tilde{\boldsymbol{q}}^{T} K_{p} \dot{\tilde{\boldsymbol{q}}}+\gamma \dot{\tilde{\boldsymbol{q}}}^{T} \operatorname{Sech}^{2}(\tilde{\boldsymbol{q}})^{T} M(\boldsymbol{q}) \dot{\tilde{\boldsymbol{q}}}+\gamma \tanh (\tilde{\boldsymbol{q}})^{T} \dot{M}(\boldsymbol{q}) \dot{\tilde{\boldsymbol{q}}} \\
& +\gamma \tanh (\tilde{\boldsymbol{q}})^{T}\left[-K_{p} \tilde{\boldsymbol{q}}-K_{v} \dot{\tilde{\boldsymbol{q}}}-C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\tilde{\boldsymbol{q}}}-\boldsymbol{h}(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})\right]
\end{aligned}
$$

Using Property 4.2 which establishes the skew-symmetry of $\frac{1}{2} \dot{M}-C$ and $\dot{M}(\boldsymbol{q})=C(\boldsymbol{q}, \dot{\boldsymbol{q}})+C(\boldsymbol{q}, \dot{\boldsymbol{q}})^{T}$, the time derivative of the Lyapunov function candidate yields

$$
\begin{align*}
\dot{V}(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})= & -\dot{\tilde{\boldsymbol{q}}}^{T} K_{v} \dot{\tilde{\boldsymbol{q}}}+\gamma \dot{\tilde{\boldsymbol{q}}}^{T} \operatorname{Sech}^{2}(\tilde{\boldsymbol{q}})^{T} M(\boldsymbol{q}) \dot{\tilde{\boldsymbol{q}}}-\gamma \tanh (\tilde{\boldsymbol{q}})^{T} K_{p} \tilde{\boldsymbol{q}} \\
& -\gamma \tanh (\tilde{\boldsymbol{q}})^{T} K_{v} \dot{\tilde{\boldsymbol{q}}}+\gamma \tanh (\tilde{\boldsymbol{q}})^{T} C(\boldsymbol{q}, \dot{\boldsymbol{q}})^{T} \dot{\tilde{\boldsymbol{q}}} \\
& -\dot{\tilde{\boldsymbol{q}}}^{T} \boldsymbol{h}(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})-\gamma \tanh (\tilde{\boldsymbol{q}})^{T} \boldsymbol{h}(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}}) \tag{12.15}
\end{align*}
$$

We now proceed to upper-bound $\dot{V}(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})$ by a negative definite function in terms of the states $\tilde{\boldsymbol{q}}$ and $\dot{\tilde{\boldsymbol{q}}}$. To that end, it is convenient to find upperbounds for each term of (12.15).

The first term of (12.15) may be trivially bounded by

$$
\begin{equation*}
-\dot{\tilde{\boldsymbol{q}}}^{T} K_{v} \dot{\tilde{\boldsymbol{q}}} \leq-\lambda_{\min }\left\{K_{v}\right\}\|\dot{\tilde{\boldsymbol{q}}}\|^{2} \tag{12.16}
\end{equation*}
$$

To upper-bound the second term of (12.15) we first recall that the vectorial tangent hyperbolic function $\tanh (\tilde{\boldsymbol{q}})$ defined in (12.10) satisfies $\left\|\operatorname{Sech}^{2}(\tilde{\boldsymbol{q}}) \dot{\tilde{\boldsymbol{q}}}\right\| \leq \alpha_{4}\|\dot{\tilde{\boldsymbol{q}}}\|$ with $\alpha_{4}>0$. From this, it follows that

$$
\gamma \dot{\tilde{\boldsymbol{q}}}^{T} \operatorname{Sech}^{2}(\tilde{\boldsymbol{q}})^{T} M(\boldsymbol{q}) \dot{\tilde{\boldsymbol{q}}} \leq \gamma \alpha_{4} \lambda_{\operatorname{Max}}\{M\}\|\dot{\tilde{\boldsymbol{q}}}\|^{2}
$$

On the other hand, notice that in view of the fact that $K_{p}$ is a diagonal positive definite matrix, and $\|\boldsymbol{\operatorname { t a n h }}(\tilde{\boldsymbol{q}})\|^{2} \leq \alpha_{3} \boldsymbol{\operatorname { t a n h }}(\tilde{\boldsymbol{q}})^{T} \tilde{\boldsymbol{q}}$, we get

$$
\gamma \alpha_{3} \tanh (\tilde{\boldsymbol{q}})^{T} K_{p} \tilde{\boldsymbol{q}} \geq \gamma \lambda_{\min }\left\{K_{p}\right\}\|\tanh (\tilde{\boldsymbol{q}})\|^{2}
$$

which finally leads to the important inequality,

$$
-\gamma \tanh (\tilde{\boldsymbol{q}})^{T} K_{p} \tilde{\boldsymbol{q}} \leq-\gamma \frac{\lambda_{\min }\left\{K_{p}\right\}}{\alpha_{3}}\|\tanh (\tilde{\boldsymbol{q}})\|^{2}
$$

A bound on $\gamma \boldsymbol{\operatorname { t a n h }}(\tilde{\boldsymbol{q}})^{T} K_{v} \dot{\tilde{\boldsymbol{q}}}$ is obtained straightforwardly and is given by

$$
\gamma \tanh (\tilde{\boldsymbol{q}})^{T} K_{v} \dot{\tilde{\boldsymbol{q}}} \leq \gamma \lambda_{\operatorname{Max}}\left\{K_{v}\right\}\|\dot{\tilde{\boldsymbol{q}}}\|\|\tanh (\tilde{\boldsymbol{q}})\|
$$

The upper-bound on the term $\gamma \boldsymbol{\operatorname { t a n h }}(\tilde{\boldsymbol{q}})^{T} C(\boldsymbol{q}, \dot{\boldsymbol{q}})^{T} \dot{\tilde{\boldsymbol{q}}}$ must be carefully chosen. Notice that

$$
\begin{aligned}
\gamma \tanh (\tilde{\boldsymbol{q}})^{T} C(\boldsymbol{q}, \dot{\boldsymbol{q}})^{T} \dot{\tilde{\boldsymbol{q}}} & =\gamma \dot{\tilde{\boldsymbol{q}}}^{T} C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \tanh (\tilde{\boldsymbol{q}}) \\
& \leq \gamma\|\dot{\tilde{\boldsymbol{q}}}\|\|C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \tanh (\tilde{\boldsymbol{q}})\| .
\end{aligned}
$$

Considering again Property 4.2 but in its variant that establishes the existence of a constant $k_{C_{1}}$ such that $\|C(\boldsymbol{q}, \boldsymbol{x}) \boldsymbol{y}\| \leq k_{C_{1}}\|\boldsymbol{x}\|\|\boldsymbol{y}\|$ for all $\boldsymbol{q}, \boldsymbol{x}, \boldsymbol{y} \in \mathbb{R}^{n}$, we have

$$
\begin{aligned}
& \gamma \tanh (\tilde{\boldsymbol{q}})^{T} C(\boldsymbol{q}, \dot{\boldsymbol{q}})^{T} \dot{\tilde{\boldsymbol{q}}} \leq \gamma k_{C_{1}}\|\dot{\tilde{\boldsymbol{q}}}\|\|\dot{\boldsymbol{q}}\|\|\tanh (\tilde{\boldsymbol{q}})\|, \\
& \leq \gamma k_{C_{1}}\|\dot{\tilde{\boldsymbol{q}}}\|\left\|\dot{\boldsymbol{q}}_{d}-\dot{\tilde{\boldsymbol{q}}}\right\|\|\tanh (\tilde{\boldsymbol{q}})\|, \\
& \leq \gamma k_{C_{1}}\|\dot{\tilde{\boldsymbol{q}}}\|\left\|\dot{\boldsymbol{q}}_{d}\right\|\|\tanh (\tilde{\boldsymbol{q}})\| \\
& +\gamma k_{C_{1}}\|\dot{\tilde{\boldsymbol{q}}}\|\|\dot{\tilde{\boldsymbol{q}}}\|\|\tanh (\tilde{\boldsymbol{q}})\| .
\end{aligned}
$$

Making use of the property that $\|\boldsymbol{\operatorname { t a n h }}(\tilde{\boldsymbol{q}})\| \leq \alpha_{2}$ for all $\tilde{\boldsymbol{q}} \in \mathbb{R}^{n}$, we get

$$
\gamma \tanh (\tilde{\boldsymbol{q}})^{T} C(\boldsymbol{q}, \dot{\boldsymbol{q}})^{T} \dot{\tilde{\boldsymbol{q}}} \leq \gamma k_{C_{1}}\left\|\dot{\boldsymbol{q}}_{d}\right\|_{\mathrm{M}}\|\dot{\tilde{\boldsymbol{q}}}\|\|\tanh (\tilde{\boldsymbol{q}})\|+\gamma \alpha_{2} k_{C_{1}}\|\dot{\tilde{\boldsymbol{q}}}\|^{2}
$$

At this point it is only left to find upper-bounds on the two terms which contain $\boldsymbol{h}(t, \widetilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})$. This study is based on the use of the characteristics established in Property 4.4 on the vector of residual dynamics $\boldsymbol{h}(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})$, which indicates the existence of constants $k_{h 1}, k_{h 2} \geq 0$ - which may be computed by (4.24) and (4.25) - such that the norm of the residual dynamics satisfies (4.15),

$$
\|\boldsymbol{h}(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})\| \leq k_{h 1}\|\dot{\tilde{\boldsymbol{q}}}\|+k_{h 2}\|\tanh (\tilde{\boldsymbol{q}})\| .
$$

First, we study the term $-\dot{\tilde{\boldsymbol{q}}}^{T} \boldsymbol{h}(t, \widetilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})$ :

$$
\begin{aligned}
-\dot{\tilde{\boldsymbol{q}}}^{T} \boldsymbol{h}(t, \widetilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}}) & \leq\|\dot{\tilde{\boldsymbol{q}}}\|\|\boldsymbol{h}(t, \widetilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})\| \\
& \leq k_{h 1}\|\dot{\dot{\boldsymbol{q}}}\|^{2}+k_{h 2}\|\dot{\tilde{\boldsymbol{q}}}\|\|\tanh (\tilde{\boldsymbol{q}})\|
\end{aligned}
$$

The remaining term satisfies

$$
\begin{align*}
-\gamma \tanh (\widetilde{\boldsymbol{q}})^{T} \boldsymbol{h}(t, \widetilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}) & \leq \gamma\|\tanh (\widetilde{\boldsymbol{q}})\|\|\boldsymbol{h}(t, \widetilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})\| \\
& \leq \gamma k_{h 1}\|\dot{\tilde{\boldsymbol{q}}}\|\|\tanh (\widetilde{\boldsymbol{q}})\|+\gamma k_{h 2}\|\tanh (\tilde{\boldsymbol{q}})\|^{2} . \tag{12.17}
\end{align*}
$$

The bounds (12.16)-(12.17) yield that the time derivative $\dot{V}(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})$ in (12.15), satisfies

$$
\begin{align*}
& \dot{V}(t, \tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}) \leq \\
& -\gamma\left[\begin{array}{c}
\|\boldsymbol{\operatorname { t a n h }}(\tilde{\boldsymbol{q}})\| \\
\|\dot{\boldsymbol{q}}\|
\end{array}\right]^{T} \underbrace{\left[\begin{array}{cc}
\frac{\lambda_{\min }\left\{K_{p}\right\}}{\alpha_{3}}-k_{h 2} & -a-\frac{1}{\gamma} \frac{k_{h 2}}{2} \\
-a-\frac{1}{\gamma} \frac{k_{h 2}}{2} & \frac{1}{\gamma}\left[\lambda_{\min }\left\{K_{v}\right\}-k_{h 1}\right]-b
\end{array}\right]}_{R(\gamma)}\left[\begin{array}{c}
\|\tanh (\tilde{\boldsymbol{q}})\| \\
\|\dot{\boldsymbol{q}}\|
\end{array}\right] \tag{12.18}
\end{align*}
$$

where

$$
\begin{aligned}
a & =\frac{1}{2}\left[\lambda_{\mathrm{Max}}\left\{K_{v}\right\}+k_{C_{1}}\left\|\dot{\boldsymbol{q}}_{d}\right\|_{\mathrm{M}}+k_{h 1}\right] \\
b & =\alpha_{4} \lambda_{\mathrm{Max}}\{M\}+\alpha_{2} k_{C_{1}}
\end{aligned}
$$

According to the theorem of Sylvester, in order for the matrix $R(\gamma)$ to be positive definite it is necessary and sufficient that the component $R_{11}$ and the determinant $\operatorname{det}\{R(\gamma)\}$ be strictly positive. With respect to the first condition we stress that the gain $K_{p}$ must satisfy

$$
\begin{equation*}
\lambda_{\min }\left\{K_{p}\right\} \geq \alpha_{3} k_{h 2} \tag{12.19}
\end{equation*}
$$

On the other hand, the determinant of $R(\gamma)$ is given by

$$
\left.\begin{array}{rl}
\operatorname{det}\{R(\gamma)\}= & \frac{1}{\gamma}
\end{array} \begin{array}{rl}
\lambda_{\min }\left\{K_{p}\right\} \\
\alpha_{3}
\end{array} k_{h 2}\right]\left[\lambda_{\min }\left\{K_{v}\right\}-k_{h 1}\right] .
$$

The latter must be strictly positive for which it is necessary and sufficient that the gain $K_{p}$ satisfies

$$
\begin{equation*}
\lambda_{\min }\left\{K_{p}\right\}>\alpha_{3}\left[\frac{\left[2 \gamma a+k_{h 2}\right]^{2}}{4 \gamma\left[\lambda_{\min }\left\{K_{v}\right\}-k_{h 1}-\gamma b\right]}+k_{h 2}\right] \tag{12.20}
\end{equation*}
$$

while it is sufficient that $K_{v}$ satisfies

$$
\begin{equation*}
\lambda_{\min }\left\{K_{v}\right\}>k_{h 1}+\gamma b \tag{12.21}
\end{equation*}
$$

for the right-hand side of the inequality (12.20) to be positive. Observe that in this case the inequality (12.19) is trivially implied by (12.20).

Notice that the inequalities (12.21) and (12.20) correspond precisely to those in (12.11) and (12.12) as the tuning guidelines for the controller. This means that $R(\gamma)$ is positive definite and therefore, $\dot{V}(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})$ is globally negative definite.

According to the arguments above, given a positive constant $\gamma$ we may determine gains $K_{p}$ and $K_{v}$ according to (12.11)-(12.13) in a way that the
function $V(t, \tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})$ given by (12.14) is globally positive definite while $\dot{V}(t, \tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})$ expressed as (12.18) is globally negative definite. For this reason, $V(t, \tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})$ is a strict Lyapunov function. Theorem 2.4 allows one to establish global uniform asymptotic stability of the origin of the closed-loop system.

## Tuning Procedure

The stability analysis presented in previous sections allows one to obtain a tuning procedure for the PD control law plus feedforward. This method determines the smallest eigenvalues of the symmetric design matrices $K_{p}$ and $K_{v}$ - with $K_{p}$ diagonal - which guarantee the achievement of the motion control objective.

The tuning procedure may be summarized as follows.

- Derivation of the dynamic robot model to be controlled. Particularly, computation of $M(\boldsymbol{q}), C(\boldsymbol{q}, \dot{\boldsymbol{q}})$ and $\boldsymbol{g}(\boldsymbol{q})$ in closed form.
- Computation of the constants $\lambda_{\mathrm{Max}}\{M(\boldsymbol{q})\}, \lambda_{\min }\{M(\boldsymbol{q})\}, k_{M}, k_{M}^{\prime}, k_{C_{1}}$, $k_{C_{2}}, k^{\prime}$ and $k_{g}$. For this, it is suggested that the information given in Table 4.1 ( cf. page 109) is used.
- Computation of $\left\|\ddot{\boldsymbol{q}}_{d}\right\|_{\text {Max }},\left\|\dot{\boldsymbol{q}}_{d}\right\|_{\text {Max }}$ from the specification of a given task to the robot.
- Computation of the constants $s_{1}$ and $s_{2}$ given respectively by (4.21) and (4.22), i.e.

$$
s_{1}=\left[k_{g}+k_{M}\left\|\ddot{\boldsymbol{q}}_{d}\right\|_{\mathrm{M}}+k_{C_{2}}\left\|\dot{\boldsymbol{q}}_{d}\right\|_{\mathrm{M}}^{2}\right]
$$

and

$$
s_{2}=2\left[k^{\prime}+k_{M}^{\prime}\left\|\ddot{\boldsymbol{q}}_{d}\right\|_{\mathrm{M}}+k_{C_{1}}\left\|\dot{\boldsymbol{q}}_{d}\right\|_{\mathrm{M}}^{2}\right] .
$$

Computation of $k_{h 1}$ and $k_{h 2}$ given by (4.24) and (4.25), i.e.

- $k_{h 1} \geq k_{C_{1}}\left\|\dot{\boldsymbol{q}}_{d}\right\|_{\mathrm{M}}$;
- $k_{h 2} \geq \frac{s_{2}}{\tanh \left(\frac{s_{2}}{s_{1}}\right)}$.
- Computation of the constants $a$ and $b$ given by

$$
\begin{aligned}
a & =\frac{1}{2}\left[\lambda_{\mathrm{Max}}\left\{K_{v}\right\}+k_{C_{1}}\left\|\dot{\boldsymbol{q}}_{d}\right\|_{\mathrm{M}}+k_{h 1}\right], \\
b & =\alpha_{4} \lambda_{\mathrm{Max}}\{M\}+\alpha_{2} k_{C_{1}},
\end{aligned}
$$

where $\alpha_{2}=\sqrt{n}, \alpha_{4}=1$.

- Select $\gamma>0$ and determine the design matrices $K_{p}$ and $K_{v}$ so that their smallest eigenvalues satisfy (12.11)-(12.13), i.e.
- $\lambda_{\min }\left\{K_{v}\right\}>k_{h 1}+\gamma b$,
- $\lambda_{\min }\left\{K_{p}\right\}>\alpha_{3}\left[\frac{\left[2 \gamma a+k_{h 2}\right]^{2}}{4 \gamma\left[\lambda_{\min }\left\{K_{v}\right\}-k_{h 1}-\gamma b\right]}+k_{h 2}\right]$,
- $\lambda_{\min }\left\{K_{p}\right\}>\gamma^{2} \frac{\alpha_{1}^{2} \lambda_{\operatorname{Max}}^{2}\{M\}}{\lambda_{\min }\{M\}}$,
with $\alpha_{1}=1, \alpha_{3}=1$.
Next, we present an example in order to illustrate the ideas presented so far.

Example 12.5. Consider the Pelican prototype robot shown in Figure 12.2, studied in Chapter 5 and in Example 12.3.

The elements of the inertia matrix $M(\boldsymbol{q})$ are

$$
\begin{aligned}
& M_{11}(\boldsymbol{q})=m_{1} l_{c 1}^{2}+m_{2}\left[l_{1}^{2}+l_{c 2}^{2}+2 l_{1} l_{c 2} \cos \left(q_{2}\right)\right]+I_{1}+I_{2} \\
& M_{12}(\boldsymbol{q})=m_{2}\left[l_{c 2}^{2}+l_{1} l_{c 2} \cos \left(q_{2}\right)\right]+I_{2} \\
& M_{21}(\boldsymbol{q})=m_{2}\left[l_{c 2}^{2}+l_{1} l_{c 2} \cos \left(q_{2}\right)\right]+I_{2} \\
& M_{22}(\boldsymbol{q})=m_{2} l_{c 2}^{2}+I_{2} .
\end{aligned}
$$

The elements of the centrifugal and Coriolis forces matrix $C(\boldsymbol{q}, \dot{\boldsymbol{q}})$ are given by

$$
\begin{aligned}
& C_{11}(\boldsymbol{q}, \dot{\boldsymbol{q}})=-m_{2} l_{1} l_{c 2} \sin \left(q_{2}\right) \dot{q}_{2} \\
& C_{12}(\boldsymbol{q}, \dot{\boldsymbol{q}})=-m_{2} l_{1} l_{c 2} \sin \left(q_{2}\right)\left[\dot{q}_{1}+\dot{q}_{2}\right] \\
& C_{21}(\boldsymbol{q}, \dot{\boldsymbol{q}})=m_{2} l_{1} l_{c 2} \sin \left(q_{2}\right) \dot{q}_{1} \\
& C_{22}(\boldsymbol{q}, \dot{\boldsymbol{q}})=0 .
\end{aligned}
$$

The elements of the vector of gravitational torques $\boldsymbol{g}(\boldsymbol{q})$ are

$$
\begin{aligned}
& g_{1}(\boldsymbol{q})=\left[m_{1} l_{c 1}+m_{2} l_{1}\right] g \sin \left(q_{1}\right)+m_{2} l_{c 2} g \sin \left(q_{1}+q_{2}\right) \\
& g_{2}(\boldsymbol{q})=m_{2} l_{c 2} g \sin \left(q_{1}+q_{2}\right) .
\end{aligned}
$$

Using the numerical values of the constants given in Table 5.1 (cf. page 115) as well as the formulas in Table 4.1 ( $c f$. page 109), we get

$$
\begin{aligned}
k_{M} & =0.0974\left[\mathrm{~kg} \mathrm{~m}^{2}\right], \\
k_{C_{1}} & =0.0487\left[\mathrm{~kg} \mathrm{~m}^{2}\right], \\
k_{C_{2}} & =0.0974\left[\mathrm{~kg} \mathrm{~m}^{2}\right], \\
k_{g} & =23.94\left[\mathrm{~kg} \mathrm{~m}^{2} / \mathrm{s}^{2}\right], \\
k_{M}^{\prime} & =\lambda_{\operatorname{Max}}\{M(\boldsymbol{q})\}=0.3614\left[\mathrm{~kg} \mathrm{~m}^{2}\right], \\
\lambda_{\min }\{M(\boldsymbol{q})\} & =0.011\left[\mathrm{~kg} \mathrm{~m}^{2}\right] .
\end{aligned}
$$

For the computation of $\lambda_{\operatorname{Max}}\{M(\boldsymbol{q})\}$ and $\lambda_{\min }\{M(\boldsymbol{q})\}$, see the explanation in Example 9.2 on page 213.

To obtain $k^{\prime}$, we proceed numerically, that is, we evaluate the norm $\boldsymbol{g}(\boldsymbol{q})$ for a set of values of $q_{1}$ and $q_{2}$ between 0 and $2 \pi$, and extract the maximum. This happens for $q_{1}=q_{2}=0$ and the maximum is

$$
k^{\prime}=7.664 \quad[\mathrm{~N} \mathrm{~m}]
$$

Consider the PD control law plus feedforward, (12.5), for this robot. As in Example 12.3, the specification of the task for the robot is expressed in terms of the desired trajectory $\boldsymbol{q}_{d}(t)$ shown in Figure 5.5 and whose analytical expression is given by (5.7). Equations (5.8) and (5.9) correspond to the desired velocity $\dot{\boldsymbol{q}}_{d}(t)$, and desired acceleration $\ddot{\boldsymbol{q}}_{d}(t)$ respectively. By numerical simulation, can be verified the following upper-bounds on the norms of the desired velocity and acceleration,

$$
\begin{aligned}
\left\|\dot{\boldsymbol{q}}_{d}\right\|_{\mathrm{Max}} & =2.33 \quad[\mathrm{rad} / \mathrm{s}] \\
\left\|\ddot{\boldsymbol{q}}_{d}\right\|_{\mathrm{Max}} & =9.52 \quad\left[\mathrm{rad} / \mathrm{s}^{2}\right] .
\end{aligned}
$$

Using this information and the definitions of the constants from the tuning procedure, we get

$$
\begin{aligned}
s_{1} & =25.385[\mathrm{~N} \mathrm{~m}], \\
s_{2} & =22.733[\mathrm{~N} \mathrm{~m}], \\
k_{h 1} & =0.114\left[\mathrm{~kg} \mathrm{~m}^{2} / \mathrm{s}\right], \\
k_{h 2} & =31.834[\mathrm{~N} \mathrm{~m}] \\
a & =1.614\left[\mathrm{~kg} \mathrm{~m}^{2} / \mathrm{s}\right], \\
b & =0.43\left[\mathrm{~kg} \mathrm{~m}^{2}\right]
\end{aligned}
$$

Finally, we set $\gamma=2\left[\mathrm{~s}^{-1}\right]$, so that it is only left to fix the design matrices $K_{p}$ and $K_{v}$ in accordance with the conditions (12.11)(12.13). An appropriate choice is

$$
\begin{aligned}
& K_{p}=\operatorname{diag}\{200,150\}[\mathrm{Nm}] \\
& K_{v}=\operatorname{diag}\{3\}[\mathrm{Nms} / \mathrm{rad}]
\end{aligned}
$$

The initial conditions corresponding to the positions and velocities are chosen as

$$
\begin{array}{ll}
q_{1}(0)=0, & q_{2}(0)=0 \\
\dot{q}_{1}(0)=0, & \dot{q}_{2}(0)=0
\end{array}
$$

Figure 12.5 shows the experimental tracking errors $\tilde{\boldsymbol{q}}(t)$. As pointed out in previous examples, the trajectories $\boldsymbol{q}(t)$ do not vanish as expected due to several aspects always present in real implementations


Figure 12.5. Graphs of position errors $\tilde{q}_{1}$ and $\tilde{q}_{2}$

- usually neglected in the theoretical analysis - such as digital implementation of the continuous-time closed-loop control system (described by an ordinary differential equation), measurement noise and, most important in our experimental setting, friction at the arm joints. Yet, in contrast to Example 12.3 where the controller did not carry the PD term, the behavior obtained here is satisfactory.


### 12.3 Conclusions

The conclusions drawn from the analysis presented in this chapter may be summarized in the following terms.

- The feedforward control for $n$-DOF robots is an open-loop control scheme in open loop. For this reason, it is not advisable and moreover, in general this control is unable to satisfy the motion control objective.
- With PD control plus feedforward we may satisfy the control objective globally for $n$-DOF robots under the condition that sufficiently "large" design matrices $K_{p}$ and $K_{v}$ are used. More significantly, global uniform asymptotic stability of the origin of the closed-loop equations may be achieved under such conditions.
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## Problems

1. Consider feedforward control of the ideal pendulum studied in Example 12.1. Assume that the desired position $q_{d}(t)$ is zero for all $t \geq 0$.
a) Obtain the equation that governs the control system, in terms of $\left[\begin{array}{ll}\tilde{q} & \dot{q}\end{array}\right]^{T}$.
b) Show that the origin is a stable equilibrium.

Hint: See Example 2.2, on page 30.
2. Consider feedforward control of the 3 -DOF Cartesian robot studied in Example 12.2.
a) Show that if $\dot{\tilde{\boldsymbol{q}}}(0) \neq \mathbf{0}$, then $\lim _{t \rightarrow \infty}\|\tilde{\boldsymbol{q}}(t)\|=\infty$.
3. Consider the model of an ideal pendulum studied in Example 12.1 but now including a term for viscous friction, that is,

$$
m l^{2} \ddot{q}+m g l \sin (q)+f \dot{q}=\tau
$$

where $f>0$ is the friction coefficient. The feedforward controller (12.2) obtained when neglecting the friction term is

$$
\tau=m l^{2} \ddot{q}_{d}+m g l \sin \left(q_{d}\right)
$$

Assume that $q_{d}(t)=\sin (t)$.
a) Obtain the equation $\dot{\boldsymbol{x}}=\boldsymbol{f}(t, \boldsymbol{x})$ where $\boldsymbol{x}=\left[\begin{array}{cc}\tilde{q} & \dot{\tilde{q}}\end{array}\right]^{T}$. Does this equation have any equilibria?
b) Assume moreover that $q_{d}(0)=q(0)$ and $\dot{q}_{d}(0)=\dot{q}(0)$. May it be expected that $\lim _{t \rightarrow \infty} \tilde{q}(t)=0$ ?
4. Consider a PD control law plus feedforward on the ideal pendulum analyzed in Example 12.4. In this example we derived the closed-loop equation,

$$
\frac{d}{d t}\left[\begin{array}{c}
\tilde{q} \\
\dot{\tilde{q}}
\end{array}\right]=\left[\begin{array}{c}
\dot{\tilde{q}} \\
-\frac{1}{m l^{2}}\left[k_{p} \tilde{q}+k_{v} \dot{\tilde{q}}+m g l\left(\sin \left(q_{d}\right)-\sin \left(q_{d}-\tilde{q}\right)\right)\right]
\end{array}\right]
$$

Assume now that the desired position is given by

$$
q_{d}(t)=\sin (t)
$$

On the other hand, the design constants $k_{p}$ and $k_{v}$ are chosen so that

$$
\begin{aligned}
& k_{v}>m l^{2} \\
& k_{p}>\frac{2\left[m g l+m l^{2}\right]}{\tanh \left(\frac{2\left[m g l+m l^{2}\right]}{m g l}\right)}+\frac{\left[k_{v}+\frac{2\left[m g l+m l^{2}\right]}{\tanh \left(\frac{2\left[m g l+m l^{2}\right]}{m g l}\right)}\right]^{2}}{4\left[k_{v}-m l^{2}\right]} .
\end{aligned}
$$

a) Show that the origin $\left[\begin{array}{cc}\tilde{q} & \dot{\tilde{q}}\end{array}\right]^{T}=\mathbf{0} \in \mathbb{R}^{2}$ is a globally asymptotically stable equilibrium.
Hint: Use the Lyapunov function candidate

$$
V(\tilde{q}, \dot{\tilde{q}})=\frac{1}{2} m l^{2} \dot{\tilde{q}}^{2}+\frac{1}{2} k_{p} \tilde{q}^{2}+m l^{2} \tanh (\tilde{q}) \dot{\tilde{q}}
$$

and verify that its time derivative satisfies

$$
\dot{V}(\tilde{q}, \dot{\tilde{q}}) \leq-\left[\begin{array}{c}
|\tanh (\tilde{q})| \\
|\dot{\tilde{q}}|
\end{array}\right]^{T} R\left[\begin{array}{c}
|\tanh (\tilde{q})| \\
|\dot{\tilde{q}}|
\end{array}\right]
$$

where
$\left.R=\left[\begin{array}{c}k_{p}-\frac{2\left[m g l+m l^{2}\right]}{\tanh \left(\frac{2\left[m g l+m l^{2}\right]}{m g l}\right)} \\ -\frac{1}{2}\left[k_{v}+\frac{2\left[m g l+m l^{2}\right]}{\tanh \left(\frac{2\left[m g l+m l^{2}\right]}{m g l}\right)}\right]\end{array}\right] k_{v}+\frac{2\left[m g l+m l^{2}\right]}{\tanh \left(\frac{2\left[m g l+m l^{2}\right]}{m g l}\right)}\right]$.
5. Consider a PD control law plus feedforward on the 2-DOF robot prototype used in Example 12.5. In this example we presented some simulations where $K_{p}=\operatorname{diag}\{200,150\}$. Verify that with such a selection, the corresponding closed-loop equation has a unique equilibrium.
Hint: Verify that the condition (12.9) holds.

## Introduction to Part IV

In this last part of the textbook we present some advanced issues on robot control. We deal with topics such as control without velocity measurements and control under model uncertainty. We recommend this part of the text for a second course on robot dynamics and control or for a course on robot control at the first year of graduate level. We assume that the student is familiar with the notion of functional spaces, i.e. the spaces $L_{2}$ and $L_{\infty}$. If not, we strongly recommend the student to read first Appendix A, which presents additional mathematical baggage necessary to study these last chapters:

- P"D" control with gravity compensation and P"D" control with desired gravity compensation;
- Introduction to adaptive robot control;
- PD control with adaptive gravity compensation;
- PD control with adaptive compensation.


## P"D" Control with Gravity Compensation and P"D" Control with Desired Gravity Compensation

Robot manipulators are equipped with sensors for the measurement of joint positions and velocities, $\boldsymbol{q}$ and $\dot{\boldsymbol{q}}$ respectively. Physically, position sensors may be from simple variable resistances such as potentiometers to very precise optical encoders. On the other hand, the measurement of velocity may be realized through tachometers, or in most cases, by numerical approximation of the velocity from the position sensed by the optical encoders. In contrast to the high precision of the position measurements by the optical encoders, the measurement of velocities by the described methods may be quite mediocre in accuracy, specifically for certain intervals of velocity. On certain occasions this may have as a consequence, an unacceptable degradation of the performance of the control system.

The interest in using controllers for robots that do not explicitly require the measurement of velocity, is twofold. First, it is inadequate to feed back a velocity measurement which is possibly of poor quality for certain bands of operation. Second, avoiding the use of velocity measurements removes the need for velocity sensors such as tachometers and therefore, leads to a reduction in production cost while making the robot lighter.

The design of controllers that do not require velocity measurements to control robot manipulators has been a topic of investigation since broached in the decade of the 1990s and to date, many questions remain open. The common idea in the design of such controllers has been to propose state observers to estimate the velocity. Then the so-obtained velocity estimations are incorporated in the controller by replacing the true unavailable velocities. In this way, it has been shown that asymptotic and even exponential stability can be achieved, at least locally. Some important references on this topic are presented at the end of the chapter.

In this chapter we present an alternative to the design of observers to estimate velocity and which is of utility in position control. The idea consists simply in substituting the velocity measurement $\dot{\boldsymbol{q}}$, by the filtered position
$\boldsymbol{q}$ through a first-order system of zero relative degree, and whose output is denoted in the sequel, by $\boldsymbol{\vartheta}$.

Specifically, denoting by $p$ the differential operator, i.e. $p=\frac{d}{d t}$, the components of $\boldsymbol{\vartheta} \in \mathbb{R}^{n}$ are given by

$$
\left[\begin{array}{c}
\vartheta_{1}  \tag{13.1}\\
\vartheta_{2} \\
\vdots \\
\vartheta_{n}
\end{array}\right]=\left[\begin{array}{cccc}
\frac{b_{1} p}{p+a_{1}} & 0 & \cdots & 0 \\
0 & \frac{b_{2} p}{p+a_{2}} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \frac{b_{n} p}{p+a_{n}}
\end{array}\right]\left[\begin{array}{c}
q_{1} \\
q_{2} \\
\vdots \\
q_{n}
\end{array}\right]
$$

or in compact form,

$$
\boldsymbol{\vartheta}=\operatorname{diag}\left\{\frac{b_{i} p}{p+a_{i}}\right\} \boldsymbol{q}
$$

where $a_{i}$ and $b_{i}$ are strictly positive real constants but otherwise arbitrary, for $i=1,2, \cdots, n$.

A state-space representation of Equation (13.1) is

$$
\begin{aligned}
& \dot{\boldsymbol{x}}=-A \boldsymbol{x}-A B \boldsymbol{q} \\
& \boldsymbol{\vartheta}=\boldsymbol{x}+B \boldsymbol{q}
\end{aligned}
$$

where $\boldsymbol{x} \in \mathbb{R}^{n}$ represents the state vector of the filters, $A=\operatorname{diag}\left\{a_{i}\right\}$ and $B=\operatorname{diag}\left\{b_{i}\right\}$.

In this chapter we study the proposed modification for the following controllers:

- PD control with gravity compensation and
- PD control with desired gravity compensation.

Obviously, the derivative part of both control laws is no longer proportional to the derivative of the position error $\tilde{\boldsymbol{q}}$; this motivates the quotes around "D" in the names of the controllers. As in other chapters appropriate references are presented at the end of the chapter.

### 13.1 P"D" Control with Gravity Compensation

The PD control law with gravity compensation (7.1) requires, in its derivative part, measurement of the joint velocity $\dot{\boldsymbol{q}}$ with the purpose of computing the velocity error $\dot{\tilde{\boldsymbol{q}}}=\dot{\boldsymbol{q}}_{d}-\dot{\boldsymbol{q}}$, and to use the latter in the term $K_{v} \dot{\tilde{\boldsymbol{q}}}$. Even in the case of position control, that is, when the desired joint position $\boldsymbol{q}_{d}$ is constant, the measurement of the velocity is needed by the term $K_{v} \dot{\boldsymbol{q}}$.

A possible modification to the PD control law with gravity compensation consists in replacing the derivative part (D), which is proportional to the derivative of the position error, i.e. to the velocity error $\dot{\tilde{\boldsymbol{q}}}=\dot{\boldsymbol{q}}_{d}-\dot{\boldsymbol{q}}$, by a term proportional to

$$
\dot{\boldsymbol{q}}_{d}-\vartheta
$$

where $\boldsymbol{\vartheta} \in \mathbb{R}^{n}$ is, as said above, the result of filtering the position $\boldsymbol{q}$ by means of a dynamic system of first-order and of zero relative degree.

Specifically, the P "D" control law with gravity compensation is written as

$$
\begin{align*}
\boldsymbol{\tau} & =K_{p} \tilde{\boldsymbol{q}}+K_{v}\left[\dot{\boldsymbol{q}}_{d}-\boldsymbol{\vartheta}\right]+\boldsymbol{g}(\boldsymbol{q})  \tag{13.2}\\
\dot{\boldsymbol{x}} & =-A \boldsymbol{x}-A B \boldsymbol{q} \\
\boldsymbol{\vartheta} & =\boldsymbol{x}+B \boldsymbol{q} \tag{13.3}
\end{align*}
$$

where $K_{p}, K_{v} \in \mathbb{R}^{n \times n}$ are diagonal positive definite matrices, $A=\operatorname{diag}\left\{a_{i}\right\}$ and $B=\operatorname{diag}\left\{b_{i}\right\}$ and $a_{i}$ and $b_{i}$ are real strictly positive constants but otherwise arbitrary for $i=1,2, \cdots, n$.

Figure 13.1 shows the block-diagram corresponding to the robot under P"D" control with gravity compensation. Notice that the measurement of the joint velocity $\dot{\boldsymbol{q}}$ is not required by the controller.


Figure 13.1. Block-diagram: P"D" control with gravity compensation

Define $\boldsymbol{\xi}=\boldsymbol{x}+B \boldsymbol{q}_{d}$. The equation that describes the behavior in closed loop may be obtained by combining Equations (III.1) and (13.2)-(13.3), which may be written in terms of the state vector $\left[\begin{array}{lll}\boldsymbol{\xi}^{T} & \tilde{\boldsymbol{q}}^{T} & \dot{\boldsymbol{q}}^{T}\end{array}\right]^{T}$ as

$$
\frac{d}{d t}\left[\begin{array}{c}
\boldsymbol{\xi} \\
\tilde{\boldsymbol{q}} \\
\dot{\tilde{\boldsymbol{q}}}
\end{array}\right]=\left[\begin{array}{c}
-A \boldsymbol{\xi}+A B \tilde{\boldsymbol{q}}+B \dot{\boldsymbol{q}}_{d} \\
\dot{\tilde{\boldsymbol{q}}} \\
\ddot{\boldsymbol{q}}_{d}-M(\boldsymbol{q})^{-1}\left[K_{p} \tilde{\boldsymbol{q}}+K_{v}\left[\dot{\boldsymbol{q}}_{d}-\boldsymbol{\xi}+B \tilde{\boldsymbol{q}}\right]-C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}\right]
\end{array}\right] .
$$

A sufficient condition for the origin $\left[\begin{array}{lll}\boldsymbol{\xi}^{T} & \tilde{\boldsymbol{q}}^{T} & \dot{\tilde{\boldsymbol{q}}}^{T}\end{array}\right]^{T}=\mathbf{0} \in \mathbb{R}^{3 n}$ to be a unique equilibrium point of the closed-loop equation is that the desired joint position $\boldsymbol{q}_{d}$ be a constant vector. In what is left of this section we assume that this is the case. Notice that in this scenario, the control law may be expressed as

$$
\boldsymbol{\tau}=K_{p} \tilde{\boldsymbol{q}}-K_{v} \operatorname{diag}\left\{\frac{b_{i} p}{p+a_{i}}\right\} \boldsymbol{q}+\boldsymbol{g}(\boldsymbol{q})
$$

which is close to the PD with gravity compensation control law (7.1), when the desired position $\boldsymbol{q}_{d}$ is constant. Indeed the only difference is replacement of the velocity $\dot{\boldsymbol{q}}$ by

$$
\operatorname{diag}\left\{\frac{b_{i} p}{p+a_{i}}\right\} \boldsymbol{q}
$$

thereby avoiding the use of the velocity $\dot{\boldsymbol{q}}$ in the control law.
As we show in the following subsections, P " D " control with gravity compensation meets the position control objective, that is,

$$
\lim _{t \rightarrow \infty} \boldsymbol{q}(t)=\boldsymbol{q}_{d}
$$

where $\boldsymbol{q}_{d} \in \mathbb{R}^{n}$ is any constant vector.
Considering the desired position $\boldsymbol{q}_{d}$ as constant, the closed-loop equation may be rewritten in terms of the new state vector $\left[\begin{array}{lll}\boldsymbol{\xi}^{T} & \tilde{\boldsymbol{q}}^{T} & \dot{\boldsymbol{q}}^{T}\end{array}\right]^{T}$ as

$$
\frac{d}{d t}\left[\begin{array}{c}
\boldsymbol{\xi}  \tag{13.4}\\
\tilde{\boldsymbol{q}} \\
\dot{\boldsymbol{q}}
\end{array}\right]=\left[\begin{array}{c}
-A \boldsymbol{\xi}+A B \tilde{\boldsymbol{q}} \\
-\dot{\boldsymbol{q}} \\
M\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)^{-1}\left[K_{p} \tilde{\boldsymbol{q}}-K_{v}[\boldsymbol{\xi}-B \tilde{\boldsymbol{q}}]-C\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}\right) \dot{\boldsymbol{q}}\right]
\end{array}\right]
$$

which, in view of the fact that $\boldsymbol{q}_{d}$ is constant, constitutes an autonomous differential equation. Moreover, the origin $\left[\begin{array}{lll}\boldsymbol{\xi}^{T} & \tilde{\boldsymbol{q}}^{T} & \dot{\boldsymbol{q}}^{T}\end{array}\right]^{T}=\mathbf{0} \in \mathbb{R}^{3 n}$ is the unique equilibrium of this equation.

With the aim of studying the stability of the origin, we consider the Lyapunov function candidate

$$
\begin{equation*}
V(\boldsymbol{\xi}, \tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})=\mathcal{K}(\boldsymbol{q}, \dot{\boldsymbol{q}})+\frac{1}{2} \tilde{\boldsymbol{q}}^{T} K_{p} \tilde{\boldsymbol{q}}+\frac{1}{2}(\boldsymbol{\xi}-B \tilde{\boldsymbol{q}})^{T} K_{v} B^{-1}(\boldsymbol{\xi}-B \tilde{\boldsymbol{q}}) \tag{13.5}
\end{equation*}
$$

where $\mathcal{K}(\boldsymbol{q}, \dot{\boldsymbol{q}})=\frac{1}{2} \dot{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}}$ is the kinetic energy function corresponding to the robot. Notice that the diagonal matrix $K_{v} B^{-1}$ is positive definite. Consequently, the function $V(\boldsymbol{\xi}, \tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})$ is globally positive definite.

The total time derivative of the Lyapunov function candidate yields

$$
\begin{aligned}
\dot{V}(\boldsymbol{\xi}, \tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})= & \dot{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \ddot{\boldsymbol{q}}+\frac{1}{2} \dot{\boldsymbol{q}}^{T} \dot{M}(\boldsymbol{q}) \dot{\boldsymbol{q}}+\tilde{\boldsymbol{q}}^{T} K_{p} \dot{\tilde{\boldsymbol{q}}} \\
& +[\boldsymbol{\xi}-B \tilde{\boldsymbol{q}}]^{T} K_{v} B^{-1}[\dot{\boldsymbol{\xi}}-B \dot{\tilde{\boldsymbol{q}}}]
\end{aligned}
$$

Using the closed-loop Equation (13.4) to solve for $\dot{\boldsymbol{\xi}}, \dot{\tilde{\boldsymbol{q}}}$ and $M(\boldsymbol{q}) \ddot{\boldsymbol{q}}$, and canceling out some terms we obtain

$$
\begin{align*}
\dot{V}(\boldsymbol{\xi}, \tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}) & =-[\boldsymbol{\xi}-B \tilde{\boldsymbol{q}}]^{T} K_{v} B^{-1} A[\boldsymbol{\xi}-B \tilde{\boldsymbol{q}}] \\
& =-\left[\begin{array}{c}
\boldsymbol{\xi} \\
\tilde{\boldsymbol{q}} \\
\dot{\boldsymbol{q}}
\end{array}\right]^{T}\left[\begin{array}{ccc}
K_{v} B^{-1} A & -K_{v} A & 0 \\
-K_{v} A & B K_{v} A & 0 \\
0 & 0 & 0
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{\xi} \\
\tilde{\boldsymbol{q}} \\
\dot{\boldsymbol{q}}
\end{array}\right] \tag{13.6}
\end{align*}
$$

where we used

$$
\dot{\boldsymbol{q}}^{T}\left[\frac{1}{2} \dot{M}(\boldsymbol{q})-C(\boldsymbol{q}, \dot{\boldsymbol{q}})\right] \dot{\boldsymbol{q}}=0
$$

which follows from Property 4.2.
Clearly, the time derivative $\dot{V}(\boldsymbol{\xi}, \tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})$ of the Lyapunov function candidate is globally negative semidefinite. Therefore, invoking Theorem 2.3, we conclude that the origin of the closed-loop Equation (13.4) is stable and that all solutions are bounded.

Since the closed-loop Equation (13.4) is autonomous, La Salle's Theorem 2.7 may be used in a straightforward way to analyze the global asymptotic stability of the origin (cf. Problem 3 at the end of the chapter). Nevertheless, we present below, an alternative analysis that also allows one to show global asymptotic stability of the origin of the state-space corresponding to the closed-loop Equation, (13.4). This alternative method of proof, which is longer than via La Salle's theorem, is presented to familiarize the reader with other methods to prove global asymptotic stability; however, we appeal to the material on functional spaces presented in Appendix A.

According to Definition 2.6, since the origin $\left[\begin{array}{lll}\boldsymbol{\xi}^{T} & \tilde{\boldsymbol{q}}^{T} & \dot{\boldsymbol{q}}^{T}\end{array}\right]^{T}=\mathbf{0} \in \mathbb{R}^{3 n}$ is a stable equilibrium, then if $\left[\begin{array}{lll}\boldsymbol{\xi}(t)^{T} & \tilde{\boldsymbol{q}}(t)^{T} & \dot{\boldsymbol{q}}(t)^{T}\end{array}\right]^{T} \rightarrow \mathbf{0} \in \mathbb{R}^{3 n}$ as $t \rightarrow \infty$ (for all initial conditions), the origin is a globally asymptotically stable equilibrium. It is precisely this property that we show next.

In the development that follows we use additional properties of the dynamic model of robot manipulators. Specifically, assume that $\boldsymbol{q}, \dot{\boldsymbol{q}} \in L_{\infty}^{n}$. Then,

- $M(\boldsymbol{q})^{-1}, \frac{d}{d t} M(\boldsymbol{q}) \in L_{\infty}^{n \times n}$
- $C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}} \in L_{\infty}^{n}$.

If moreover $\ddot{\boldsymbol{q}} \in L_{\infty}^{n}$ then,

- $\frac{d}{d t}[C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}] \in L_{\infty}^{n}$.

The Lyapunov function $V(\boldsymbol{\xi}, \tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})$ given in (13.5) is positive definite since it is composed of the following three non-negative terms:

- $\frac{1}{2} \dot{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}}$
- $\frac{1}{2} \tilde{\boldsymbol{q}}^{T} K_{p} \tilde{\boldsymbol{q}}$
- $\frac{1}{2}[\boldsymbol{\xi}-B \tilde{\boldsymbol{q}}]^{T} K_{v} B^{-1}[\boldsymbol{\xi}-B \tilde{\boldsymbol{q}}]$.

Since the time derivative $\dot{V}(\boldsymbol{\xi}, \tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})$ expressed in (13.6) is negative semidefinite, the Lyapunov function $V(\boldsymbol{\xi}, \tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})$ is bounded along the trajectories. Therefore, the three non-negative terms above are also bounded along trajectories. From this conclusion we have

$$
\begin{equation*}
\dot{\boldsymbol{q}}, \tilde{\boldsymbol{q}},[\boldsymbol{\xi}-B \tilde{\boldsymbol{q}}] \in L_{\infty}^{n} \tag{13.7}
\end{equation*}
$$

Incorporating this information in the closed-loop system Equation (13.4), and knowing that $M\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)^{-1}$ is bounded for all $\boldsymbol{q}_{d}, \tilde{\boldsymbol{q}} \in L_{\infty}^{n}$ and also that $C\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}\right) \dot{\boldsymbol{q}}$ is bounded for all $\boldsymbol{q}_{d}, \tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}} \in L_{\infty}^{n}$, it follows that the time derivative of the state vector is also bounded, i.e.

$$
\begin{equation*}
\dot{\boldsymbol{\xi}}, \dot{\tilde{\boldsymbol{q}}}, \ddot{\boldsymbol{q}} \in L_{\infty}^{n} \tag{13.8}
\end{equation*}
$$

and therefore,

$$
\begin{equation*}
\dot{\boldsymbol{\xi}}-B \dot{\tilde{\boldsymbol{q}}} \in L_{\infty}^{n} \tag{13.9}
\end{equation*}
$$

Using again the closed-loop Equation (13.4), we obtain the second time derivative of the state variables,

$$
\begin{aligned}
\ddot{\boldsymbol{\xi}}= & -A \dot{\boldsymbol{\xi}}+A B \dot{\tilde{\boldsymbol{q}}} \\
\ddot{\tilde{\boldsymbol{q}}}= & -\ddot{\boldsymbol{q}} \\
\boldsymbol{q}^{(3)}= & -M(\boldsymbol{q})^{-1}\left[\frac{d}{d t} M(\boldsymbol{q})\right] M(\boldsymbol{q})^{-1}\left[K_{p} \tilde{\boldsymbol{q}}-K_{v}[\boldsymbol{\xi}-B \tilde{\boldsymbol{q}}]-C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}\right] \\
& +M(\boldsymbol{q})^{-1}\left[K_{p} \dot{\boldsymbol{q}}-K_{v}[\dot{\boldsymbol{\xi}}-B \dot{\boldsymbol{q}}]-\frac{d}{d t}[C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}]\right]
\end{aligned}
$$

where $\boldsymbol{q}^{(3)}$ denotes the third time derivative of the joint position $\boldsymbol{q}$ and we used

$$
\frac{d}{d t}\left[M(\boldsymbol{q})^{-1}\right]=-M(\boldsymbol{q})^{-1}\left[\frac{d}{d t} M(\boldsymbol{q})\right] M(\boldsymbol{q})^{-1}
$$

In (13.7) and (13.8) we have already concluded that $\boldsymbol{\xi}, \tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}, \dot{\boldsymbol{\xi}}, \dot{\tilde{\boldsymbol{q}}}, \ddot{\boldsymbol{q}} \in L_{\infty}^{n}$ then, from the properties stated at the beginning of this analysis, we obtain

$$
\begin{equation*}
\ddot{\boldsymbol{\xi}}, \ddot{\tilde{\boldsymbol{q}}}, \boldsymbol{q}^{(3)} \in L_{\infty}^{n}, \tag{13.10}
\end{equation*}
$$

and therefore,

$$
\begin{equation*}
\ddot{\boldsymbol{\xi}}-B \ddot{\tilde{\boldsymbol{q}}} \in L_{\infty}^{n} \tag{13.11}
\end{equation*}
$$

On the other hand, integrating both sides of (13.6) and using that $V(\boldsymbol{\xi}, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})$ is bounded along the trajectories, we obtain

$$
\begin{equation*}
[\boldsymbol{\xi}-B \tilde{\boldsymbol{q}}] \in L_{2}^{n} . \tag{13.12}
\end{equation*}
$$

Considering (13.9), (13.12) and Lemma A.5, we obtain

$$
\begin{equation*}
\lim _{t \rightarrow \infty}[\boldsymbol{\xi}(t)-B \tilde{\boldsymbol{q}}(t)]=\mathbf{0} \tag{13.13}
\end{equation*}
$$

Next, we invoke Lemma A. 6 with $\boldsymbol{f}=\boldsymbol{\xi}-B \tilde{\boldsymbol{q}}$. Using (13.13), (13.7), (13.9) and (13.11), we get from this lemma

$$
\lim _{t \rightarrow \infty}[\dot{\boldsymbol{\xi}}(t)-B \dot{\tilde{\boldsymbol{q}}}(t)]=\mathbf{0}
$$

Consequently, using the closed-loop Equation (13.4) we get

$$
\lim _{t \rightarrow \infty}-A[\boldsymbol{\xi}(t)-B \tilde{\boldsymbol{q}}(t)]+B \dot{\boldsymbol{q}}=\mathbf{0}
$$

From this expression and (13.13) we obtain

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \dot{\boldsymbol{q}}(t)=\mathbf{0} \in \mathbb{R}^{n} \tag{13.14}
\end{equation*}
$$

Now, we show that $\lim _{t \rightarrow \infty} \tilde{\boldsymbol{q}}(t)=\mathbf{0} \in \mathbb{R}^{n}$. To that end, we consider again Lemma A. 6 with $\boldsymbol{f}=\dot{\boldsymbol{q}}$. Incorporating (13.14), (13.7), (13.8) and (13.10) we get

$$
\lim _{t \rightarrow \infty} \ddot{\boldsymbol{q}}(t)=\mathbf{0}
$$

Taking this into account in the closed-loop Equation (13.4) as well as (13.13) and (13.14), we get

$$
\lim _{t \rightarrow \infty} M\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}(t)\right)^{-1} K_{p} \tilde{\boldsymbol{q}}(t)=\mathbf{0}
$$

So we conclude that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \tilde{\boldsymbol{q}}(t)=\mathbf{0} \in \mathbb{R}^{n} . \tag{13.15}
\end{equation*}
$$

The last part of the proof, that is, the proof of $\lim _{t \rightarrow \infty} \boldsymbol{\xi}(t)=\mathbf{0}$ follows trivially from (13.13) and (13.15). Therefore, the origin is a globally attractive equilibrium point.

This completes the proof of global asymptotic stability of the origin of the closed-loop Equation (13.4).

We present next an example with the purpose of illustrating the performance of the Pelican robot under P"D" control with gravity compensation. As for all other examples on the Pelican robot, the results that we present are from laboratory experimentation.

Example 13.1. Consider the Pelican robot studied in Chapter 5, and depicted in Figure 5.2. The components of the vector of gravitational torques $\boldsymbol{g}(\boldsymbol{q})$ are given by

$$
\begin{aligned}
& g_{1}(\boldsymbol{q})=\left(m_{1} l_{c 1}+m_{2} l_{1}\right) g \sin \left(q_{1}\right)+m_{2} l_{c 2} g \sin \left(q_{1}+q_{2}\right) \\
& g_{2}(\boldsymbol{q})=m_{2} l_{c 2} g \sin \left(q_{1}+q_{2}\right) .
\end{aligned}
$$

Consider the P " D " control law with gravity compensation on this robot for position control and where the design matrices $K_{p}, K_{v}, A, B$ are taken diagonal and positive definite. In particular, pick

$$
\begin{aligned}
& K_{p}=\operatorname{diag}\left\{k_{p}\right\}=\operatorname{diag}\{30\} \quad[\mathrm{Nm} / \mathrm{rad}], \\
& K_{v}=\operatorname{diag}\left\{k_{v}\right\}=\operatorname{diag}\{7,3\} \quad[\mathrm{Nm} \mathrm{~s} / \mathrm{rad}] \text {, } \\
& A=\operatorname{diag}\left\{a_{i}\right\}=\operatorname{diag}\{30,70\} \quad[1 / \mathrm{s}] \text {, } \\
& B=\operatorname{diag}\left\{b_{i}\right\}=\operatorname{diag}\{30,70\} \quad[1 / \mathrm{s}] \text {. }
\end{aligned}
$$

The components of the control input $\boldsymbol{\tau}$ are given by

$$
\begin{aligned}
\tau_{1} & =k_{p} \tilde{q}_{1}-k_{v} \vartheta_{1}+g_{1}(\boldsymbol{q}) \\
\tau_{2} & =k_{p} \tilde{q}_{2}-k_{v} \vartheta_{2}+g_{2}(\boldsymbol{q}) \\
\dot{x}_{1} & =-a_{1} x_{1}-a_{1} b_{1} q_{1} \\
\dot{x}_{2} & =-a_{2} x_{2}-a_{2} b_{2} q_{2} \\
\vartheta_{1} & =x_{1}+b_{1} q_{1} \\
\vartheta_{2} & =x_{2}+b_{2} q_{2} .
\end{aligned}
$$

The initial conditions corresponding to the positions, velocities and states of the filters, are chosen as

$$
\begin{array}{ll}
q_{1}(0)=0, & q_{2}(0)=0 \\
\dot{q}_{1}(0)=0, & \dot{q}_{2}(0)=0 \\
x_{1}(0)=0, & x_{2}(0)=0
\end{array}
$$



Figure 13.2. Graphs of position errors $\tilde{q_{1}}(t)$ and $\tilde{q_{2}}(t)$

The desired joint positions are chosen as

$$
q_{d 1}=\pi / 10, q_{d 2}=\pi / 30 \quad[\mathrm{rad}]
$$

In terms of the state vector of the closed-loop equation, the initial state is

$$
\left[\begin{array}{c}
\boldsymbol{\xi}(0) \\
\tilde{\boldsymbol{q}}(0) \\
\dot{\boldsymbol{q}}(0)
\end{array}\right]=\left[\begin{array}{c}
b_{1} \pi / 10 \\
b_{2} \pi / 30 \\
\pi / 10 \\
\pi / 30 \\
0 \\
0
\end{array}\right]=\left[\begin{array}{c}
9.423 \\
7.329 \\
0.3141 \\
0.1047 \\
0 \\
0
\end{array}\right]
$$

Figure 13.2 presents the experimental results and shows that the components of the position error $\tilde{\boldsymbol{q}}(t)$ tend asymptotically to a small nonzero constant. Although we expected that the error would tend to zero, the experimental behavior is mainly due to the presence of unmodeled friction at the joints.

In a real implementation of a controller on an ordinary personal computer (as is the case of Example 13.1) typically the joint position $\boldsymbol{q}$ is sampled periodically by optical encoders and this is used to compute the joint velocity $\dot{\boldsymbol{q}}$. Indeed, if we denote by $h$ the sampling period, the joint velocity at the instant $k h$ is obtained as

$$
\dot{\boldsymbol{q}}(k h)=\frac{\boldsymbol{q}(k h)-\boldsymbol{q}(k h-h)}{h}
$$

that is, the differential operator $p=\frac{d}{d t}$ is replaced by $\left(1-z^{-1}\right) / h$, where $z^{-1}$ is the delay operator that is, $z^{-1} \boldsymbol{q}(k h)=\boldsymbol{q}(k h-h)$. By the same argument,
in the implementation of the P " D " control law with gravity compensation, (13.2)-(13.3), the variable $\boldsymbol{\vartheta}$ at instant $k h$ may be computed as

$$
\boldsymbol{\vartheta}(k h)=\frac{\boldsymbol{q}(k h)-\boldsymbol{q}(k h-h)}{h}+\frac{1}{2} \boldsymbol{\vartheta}(k h-h)
$$

where we chose $A=\operatorname{diag}\left\{a_{i}\right\}=\operatorname{diag}\left\{h^{-1}\right\}$ and $B=\operatorname{diag}\left\{b_{i}\right\}=\operatorname{diag}\{2 / h\}$.

### 13.2 P"D" Control with Desired Gravity Compensation

In this section we present a modification of PD control with desired gravity compensation, studied in Chapter 7, and whose characteristic is that it does not require the velocity term $\dot{\boldsymbol{q}}$ in its control law. The original references on this controller are cited at the end of the chapter.

This controller, that we call here P"D" control with desired gravity compensation, is described by

$$
\begin{align*}
& \boldsymbol{\tau}=K_{p} \tilde{\boldsymbol{q}}+K_{v}\left[\dot{\boldsymbol{q}}_{d}-\boldsymbol{\vartheta}\right]+\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)  \tag{13.16}\\
& \dot{\boldsymbol{x}}=-A \boldsymbol{x}-A B \boldsymbol{q} \\
& \boldsymbol{\vartheta}=\boldsymbol{x}+B \boldsymbol{q} \tag{13.17}
\end{align*}
$$

where $K_{p}, K_{v} \in \mathbb{R}^{n \times n}$ are diagonal positive definite matrices, $A=\operatorname{diag}\left\{a_{i}\right\}$ and $B=\operatorname{diag}\left\{b_{i}\right\}$ with $a_{i}$ and $b_{i}$ real strictly positive constants but otherwise arbitrary for all $i=1,2, \cdots, n$.

Figure 13.3 shows the block-diagram of the P " D " control with desired gravity compensation applied to robots. Notice that the measurement of the joint velocity $\dot{\boldsymbol{q}}$ is not required by the controller.


Figure 13.3. Block-diagram: P"D" control with desired gravity compensation

Comparing P "D" control with gravity compensation given by (13.2)-(13.3) with P "D" control with desired gravity compensation (13.16)-(13.17), we immediately notice the replacement of the term $\boldsymbol{g}(\boldsymbol{q})$ by the feedforward term $\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)$.

The analysis of the control system in closed loop is similar to that from Section 13.1. The most noticeable difference is in the Lyapunov function considered for the proof of stability. Given the relative importance of the controller (13.16)-(13.17), we present next its complete study.

Define $\boldsymbol{\xi}=\boldsymbol{x}+B \boldsymbol{q}_{d}$. The equation that describes the behavior in closed loop is obtained by combining Equations (III.1) and (13.16)-(13.17), which may be expressed in terms of the state vector $\left[\begin{array}{lll}\boldsymbol{\xi}^{T} & \tilde{\boldsymbol{q}}^{T} & \dot{\boldsymbol{q}}^{T}\end{array}\right]^{T}$ as

$$
\frac{d}{d t}\left[\begin{array}{c}
\boldsymbol{\xi} \\
\tilde{\boldsymbol{q}} \\
\dot{\tilde{\boldsymbol{q}}}
\end{array}\right]=\left[\begin{array}{c}
-A \boldsymbol{\xi}+A B \tilde{\boldsymbol{q}}+B \dot{\boldsymbol{q}}_{d} \\
\dot{\tilde{\boldsymbol{q}}} \\
\ddot{\boldsymbol{q}}_{d}-M(\boldsymbol{q})^{-1}\left[K_{p} \tilde{\boldsymbol{q}}+K_{v}\left[\dot{\boldsymbol{q}}_{d}-\boldsymbol{\xi}+B \tilde{\boldsymbol{q}}\right]+\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)-C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}-\boldsymbol{g}(\boldsymbol{q})\right]
\end{array}\right]
$$

A sufficient condition for the origin $\left[\begin{array}{lll}\boldsymbol{\xi}^{T} & \tilde{\boldsymbol{q}}^{T} & \dot{\tilde{\boldsymbol{q}}}^{T}\end{array}\right]^{T}=\mathbf{0} \in \mathbb{R}^{3 n}$ to be a unique equilibrium of the closed-loop equation is that the desired joint position $\boldsymbol{q}_{d}$ is a constant vector. In what follows of this section we assume that this is the case. Notice that in this scenario, the control law may be expressed by

$$
\boldsymbol{\tau}=K_{p} \tilde{\boldsymbol{q}}-K_{v} \operatorname{diag}\left\{\frac{b_{i} p}{p+a_{i}}\right\} \boldsymbol{q}+\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)
$$

which is very close to PD with desired gravity compensation control law (8.1) when the desired position $\boldsymbol{q}_{d}$ is constant. The only difference is the substitution of the velocity term $\dot{\boldsymbol{q}}$ by

$$
\boldsymbol{\vartheta}=\operatorname{diag}\left\{\frac{b_{i} p}{p+a_{i}}\right\} \boldsymbol{q}
$$

thereby avoiding the use of velocity measurements $\dot{\boldsymbol{q}}(t)$ in the control law.
As we show below, if the matrix $K_{p}$ is chosen so that

$$
\lambda_{\min }\left\{K_{p}\right\}>k_{g},
$$

then the P " D " controller with desired gravity compensation verifies the position control objective, that is,

$$
\lim _{t \rightarrow \infty} \boldsymbol{q}(t)=\boldsymbol{q}_{d}
$$

for any constant vector $\boldsymbol{q}_{d} \in \mathbb{R}^{n}$.

Considering the desired position $\boldsymbol{q}_{d}$ to be constant, the closed-loop equation may then be written in terms of the new state vector $\left[\begin{array}{lll}\boldsymbol{\xi}^{T} & \tilde{\boldsymbol{q}}^{T} & \dot{\boldsymbol{q}}^{T}\end{array}\right]^{T}$ as

$$
\frac{d}{d t}\left[\begin{array}{c}
\boldsymbol{\xi}  \tag{13.18}\\
\tilde{\boldsymbol{q}} \\
\dot{\boldsymbol{q}}
\end{array}\right]=\left[\begin{array}{c}
-A \boldsymbol{\xi}+A B \tilde{\boldsymbol{q}} \\
-\dot{\boldsymbol{q}} \\
M(\boldsymbol{q})^{-1}\left[K_{p} \tilde{\boldsymbol{q}}-K_{v}[\boldsymbol{\xi}-B \tilde{\boldsymbol{q}}]+\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)-C\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}\right) \dot{\boldsymbol{q}}-\boldsymbol{g}\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)\right]
\end{array}\right]
$$

which, since $\boldsymbol{q}_{d}$ is constant, is an autonomous differential equation. Since the matrix $K_{p}$ has been picked so that $\lambda_{\min }\left\{K_{p}\right\}>k_{g}$, then the origin $\left[\begin{array}{lll}\boldsymbol{\xi}^{T} & \tilde{\boldsymbol{q}}^{T} & \dot{\boldsymbol{q}}^{T}\end{array}\right]^{T}=\mathbf{0} \in \mathbb{R}^{3 n}$ is the unique equilibrium of this equation (see the arguments in Section 8.2).

In order to study the stability of the origin, consider the Lyapunov function candidate

$$
\begin{equation*}
V(\boldsymbol{\xi}, \tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})=\mathcal{K}\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}\right)+f(\tilde{\boldsymbol{q}})+\frac{1}{2}(\boldsymbol{\xi}-B \tilde{\boldsymbol{q}})^{T} K_{v} B^{-1}(\boldsymbol{\xi}-B \tilde{\boldsymbol{q}}) \tag{13.19}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathcal{K}\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}\right) & =\frac{1}{2} \dot{\boldsymbol{q}}^{T} M\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right) \dot{\boldsymbol{q}} \\
f(\tilde{\boldsymbol{q}}) & =\mathcal{U}\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)-\mathcal{U}\left(\boldsymbol{q}_{d}\right)+\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)^{T} \tilde{\boldsymbol{q}}+\frac{1}{2} \tilde{\boldsymbol{q}}^{T} K_{p} \tilde{\boldsymbol{q}}
\end{aligned}
$$

Notice first that the diagonal matrix $K_{v} B^{-1}$ is positive definite. Since it has been assumed that $\lambda_{\min }\left\{K_{p}\right\}>k_{g}$, we have from Lemma 8.1 that $f(\tilde{\boldsymbol{q}})$ is a (globally) positive definite function of $\tilde{\boldsymbol{q}}$. Consequently, the function $V(\boldsymbol{\xi}, \tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})$ is also globally positive definite.

The time derivative of the Lyapunov function candidate yields

$$
\begin{aligned}
\dot{V}(\boldsymbol{\xi}, \tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})= & \dot{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \ddot{\boldsymbol{q}}+\frac{1}{2} \dot{\boldsymbol{q}}^{T} \dot{M}(\boldsymbol{q}) \dot{\boldsymbol{q}}-\dot{\tilde{\boldsymbol{q}}}^{T} \boldsymbol{g}\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)+\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)^{T} \dot{\tilde{\boldsymbol{q}}} \\
& +\tilde{\boldsymbol{q}}^{T} K_{p} \dot{\tilde{\boldsymbol{q}}}+[\boldsymbol{\xi}-B \tilde{\boldsymbol{q}}]^{T} K_{v} B^{-1}[\dot{\boldsymbol{\xi}}-B \dot{\tilde{\boldsymbol{q}}}] .
\end{aligned}
$$

Using the closed-loop Equation (13.18) to solve for $\dot{\boldsymbol{\xi}}, \dot{\tilde{\boldsymbol{q}}}$ and $M(\boldsymbol{q}) \ddot{\boldsymbol{q}}$, and canceling out some terms, we obtain

$$
\begin{align*}
\dot{V}(\boldsymbol{\xi}, \tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}) & =-(\boldsymbol{\xi}-B \tilde{\boldsymbol{q}})^{T} K_{v} B^{-1} A(\boldsymbol{\xi}-B \tilde{\boldsymbol{q}}) \\
& =-\left[\begin{array}{c}
\boldsymbol{\xi} \\
\tilde{\boldsymbol{q}} \\
\dot{\boldsymbol{q}}
\end{array}\right]^{T}\left[\begin{array}{ccc}
K_{v} B^{-1} A & -K_{v} A & 0 \\
-K_{v} A & B K_{v} A & 0 \\
0 & 0 & 0
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{\xi} \\
\tilde{\boldsymbol{q}} \\
\dot{\boldsymbol{q}}
\end{array}\right] \tag{13.20}
\end{align*}
$$

where we used (cf. Property 4.2)

$$
\dot{\boldsymbol{q}}^{T}\left[\frac{1}{2} \dot{M}(\boldsymbol{q})-C(\boldsymbol{q}, \dot{\boldsymbol{q}})\right] \dot{\boldsymbol{q}}=0
$$

Clearly, the time derivative $\dot{V}(\boldsymbol{\xi}, \tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})$ of the Lyapunov function candidate is a globally semidefinite negative function. For this reason, according to the Theorem 2.3, the origin of the closed-loop Equation (13.18) is stable.

Since the closed-loop Equation (13.18) is autonomous, direct application of La Salle's Theorem 2.7 allows one to guarantee global asymptotic stability of the origin corresponding to the state space of the closed-loop system (cf. Problem 4 at the end of the chapter). Nevertheless, an alternative analysis, similar to that presented in Section 13.1, may also be carried out.

Since the origin $\left[\begin{array}{lll}\boldsymbol{\xi}^{T} & \tilde{\boldsymbol{q}}^{T} & \dot{\boldsymbol{q}}^{T}\end{array}\right]^{T}=\mathbf{0} \in \mathbb{R}^{3 n}$ is a stable equilibrium, then if $\left[\begin{array}{lll}\boldsymbol{\xi}(t)^{T} & \tilde{\boldsymbol{q}}(t)^{T} & \dot{\boldsymbol{q}}(t)^{T}\end{array}\right]^{T} \rightarrow \mathbf{0} \in \mathbb{R}^{3 n}$ when $t \rightarrow \infty$ (for all initial conditions), i.e. the equilibrium is globally attractive, then the origin is a globally asymptotically stable equilibrium. It is precisely this property that we show next.

In the development below we invoke further properties of the dynamic model of robot manipulators. Specifically, assuming that $\boldsymbol{q}, \dot{\boldsymbol{q}} \in L_{\infty}^{n}$ we have

- $M(\boldsymbol{q})^{-1}, \frac{d}{d t} M(\boldsymbol{q}) \in L_{\infty}^{n \times n}$
- $C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}, \boldsymbol{g}(\boldsymbol{q}), \frac{d}{d t} \boldsymbol{g}(\boldsymbol{q}) \in L_{\infty}^{n}$.

The latter follows from the regularity of the functions that define $M, \boldsymbol{g}$ and $C$. By the same reasoning, if moreover $\ddot{\boldsymbol{q}} \in L_{\infty}^{n}$ then

- $\frac{d}{d t}[C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}] \in L_{\infty}^{n}$.

The Lyapunov function $V(\boldsymbol{\xi}, \tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})$ given in (13.19) is positive definite and is composed of the sum of the following three non-negative terms

- $\frac{1}{2} \dot{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}}$
- $\mathcal{U}\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)-\mathcal{U}\left(\boldsymbol{q}_{d}\right)+\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)^{T} \tilde{\boldsymbol{q}}+\frac{1}{2} \tilde{\boldsymbol{q}}^{T} K_{p} \tilde{\boldsymbol{q}}$
- $\frac{1}{2}(\boldsymbol{\xi}-B \tilde{\boldsymbol{q}})^{T} K_{v} B^{-1}(\boldsymbol{\xi}-B \tilde{\boldsymbol{q}})$.

Since the time derivative $\dot{V}(\boldsymbol{\xi}, \tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})$, expressed in (13.6) is a negative semidefinite function, the Lyapunov function $V(\boldsymbol{\xi}, \tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})$ is bounded along trajectories. Therefore, the three non-negative listed terms above are also bounded along trajectories. Since, moreover, the potential energy $\mathcal{U}(\boldsymbol{q})$ of robots having only revolute joints is always bounded in its absolute value, it follows that

$$
\begin{equation*}
\dot{\boldsymbol{q}}, \tilde{\boldsymbol{q}}, \boldsymbol{\xi}, \boldsymbol{\xi}-B \tilde{\boldsymbol{q}} \in L_{\infty}^{n} \tag{13.21}
\end{equation*}
$$

Incorporating this information in the closed-loop Equation (13.18), and knowing that $M\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)^{-1}$ and $\boldsymbol{g}\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)$ are bounded for all $\boldsymbol{q}_{d}, \tilde{\boldsymbol{q}} \in L_{\infty}^{n}$ and
also that $C\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}\right) \dot{\boldsymbol{q}}$ is bounded for all $\boldsymbol{q}_{d}, \tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}} \in L_{\infty}^{n}$, it follows that the time derivative of the state vector is bounded, i.e.

$$
\begin{equation*}
\dot{\boldsymbol{\xi}}, \dot{\tilde{\boldsymbol{q}}}, \ddot{\boldsymbol{q}} \in L_{\infty}^{n} \tag{13.22}
\end{equation*}
$$

and therefore, it is also true that

$$
\begin{equation*}
[\dot{\boldsymbol{\xi}}-B \dot{\tilde{\boldsymbol{q}}}] \in L_{\infty}^{n} \tag{13.23}
\end{equation*}
$$

Using again the closed-loop Equation (13.18), we can compute the second time derivative of the variables state to obtain

$$
\begin{aligned}
\ddot{\boldsymbol{\xi}}= & -A \dot{\boldsymbol{\xi}}+A B \dot{\tilde{\boldsymbol{q}}} \\
\ddot{\tilde{\boldsymbol{q}}}= & -\ddot{\boldsymbol{q}} \\
\boldsymbol{q}^{(3)}= & -M(\boldsymbol{q})^{-1}\left[\frac{d}{d t} M(\boldsymbol{q})\right] M(\boldsymbol{q})^{-1}\left[K_{p} \tilde{\boldsymbol{q}}-K_{v}[\boldsymbol{\xi}-B \tilde{\boldsymbol{q}}]-C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}\right. \\
& \left.+\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)-\boldsymbol{g}(\boldsymbol{q})\right] \\
& +M(\boldsymbol{q})^{-1}\left[K_{p} \dot{\tilde{\boldsymbol{q}}}-K_{v}(\dot{\boldsymbol{\xi}}-B \dot{\tilde{q}})-\frac{d}{d t}(C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}})+\frac{d}{d t} \boldsymbol{g}(\boldsymbol{q})\right]
\end{aligned}
$$

where $\boldsymbol{q}^{(3)}$ denotes the third time derivative of the joint position $\boldsymbol{q}$ and we used

$$
\frac{d}{d t}\left[M(\boldsymbol{q})^{-1}\right]=-M(\boldsymbol{q})^{-1}\left[\frac{d}{d t} M(\boldsymbol{q})\right] M(\boldsymbol{q})^{-1}
$$

In (13.21) and (13.22) we concluded that $\boldsymbol{\xi}, \tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}, \dot{\boldsymbol{\xi}}, \dot{\tilde{\boldsymbol{q}}}, \ddot{\boldsymbol{q}} \in L_{\infty}^{n}$ then, from the properties stated at the beginning of this analysis, we obtain

$$
\begin{equation*}
\ddot{\boldsymbol{\xi}}, \ddot{\boldsymbol{q}}, \boldsymbol{q}^{(3)} \in L_{\infty}^{n} \tag{13.24}
\end{equation*}
$$

and therefore also

$$
\begin{equation*}
\ddot{\boldsymbol{\xi}}-B \ddot{\tilde{\boldsymbol{q}}} \in L_{\infty}^{n} \tag{13.25}
\end{equation*}
$$

On the other hand, from the time derivative $\dot{V}(\boldsymbol{\xi}, \tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})$, expressed in (13.20), we get

$$
\begin{equation*}
\boldsymbol{\xi}-B \tilde{\boldsymbol{q}} \in L_{2}^{n} \tag{13.26}
\end{equation*}
$$

Considering next (13.23), (13.26) and Lemma A.5, we conclude that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \boldsymbol{\xi}(t)-B \tilde{\boldsymbol{q}}(t)=\mathbf{0} \tag{13.27}
\end{equation*}
$$

Hence, using (13.27), (13.21), (13.23) and (13.25) together with Lemma A. 6 we get

$$
\lim _{t \rightarrow \infty} \dot{\boldsymbol{\xi}}(t)-B \dot{\tilde{\boldsymbol{q}}}(t)=\mathbf{0}
$$

and consequently, taking $\dot{\boldsymbol{\xi}}$ and $\dot{\tilde{\boldsymbol{q}}}$ from the closed-loop Equation (13.18), we get

$$
\lim _{t \rightarrow \infty}-A[\boldsymbol{\xi}(t)-B \tilde{\boldsymbol{q}}(t)]+B \dot{\boldsymbol{q}}=\mathbf{0}
$$

From this last expression and since we showed in (13.27) that $\lim _{t \rightarrow \infty} \boldsymbol{\xi}(t)-$ $B \tilde{\boldsymbol{q}}(t)=\mathbf{0}$ it finally follows that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \dot{\boldsymbol{q}}(t)=\mathbf{0} \tag{13.28}
\end{equation*}
$$

We show next that $\lim _{t \rightarrow \infty} \tilde{\boldsymbol{q}}(t)=\mathbf{0} \in \mathbb{R}^{n}$. Using again Lemma A. 6 with (13.28), (13.21), (13.22) and (13.24) we have

$$
\lim _{t \rightarrow \infty} \ddot{\boldsymbol{q}}(t)=\mathbf{0}
$$

Taking this into account in the closed-loop Equation (13.18) as well as (13.27) and (13.28), we get

$$
\lim _{t \rightarrow \infty} M\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}(t)\right)^{-1}\left[K_{p} \tilde{\boldsymbol{q}}(t)+\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)-\boldsymbol{g}\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}(t)\right)\right]=\mathbf{0}
$$

and therefore, since $\lambda_{\min }\left\{K_{p}\right\}>k_{g}$ we finally obtain from the methodology presented in Section 8.2,

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \tilde{\boldsymbol{q}}(t)=\mathbf{0} \tag{13.29}
\end{equation*}
$$

The rest of the proof, that is that $\lim _{t \rightarrow \infty} \boldsymbol{\xi}(t)=\mathbf{0}$, follows directly from (13.27) and (13.29).

This completes the proof of global attractivity of the origin and, since we have already shown that the origin is Lyapunov stable, of global asymptotic stability of the origin of the closed-loop Equation (13.18).

We present next an example that demonstrates the performance that may be achieved with P " D " control with gravity compensation in particular, on the Pelican robot.

Example 13.2. Consider the Pelican robot presented in Chapter 5 and depicted in Figure 5.2. The components of the vector of gravitational torques $\boldsymbol{g}(\boldsymbol{q})$ are given by

$$
\begin{aligned}
& g_{1}(\boldsymbol{q})=\left(m_{1} l_{c 1}+m_{2} l_{1}\right) g \sin \left(q_{1}\right)+m_{2} l_{c 2} g \sin \left(q_{1}+q_{2}\right) \\
& g_{2}(\boldsymbol{q})=m_{2} l_{c 2} g \sin \left(q_{1}+q_{2}\right) .
\end{aligned}
$$

According to Property 4.3, the constant $k_{g}$ may be obtained as (see also Example 9.2):

$$
\begin{aligned}
k_{g} & =n\left(\max _{i, j, q}\left|\frac{\partial g_{i}(\boldsymbol{q})}{\partial q_{j}}\right|\right) \\
& =n\left(\left(m_{1} l_{c 1}+m_{2} l_{1}\right) g+m_{2} l_{c 2} g\right) \\
& =23.94 \quad\left[\mathrm{~kg} \mathrm{~m}^{2} / \mathrm{s}^{2}\right] .
\end{aligned}
$$

Consider the P " D " control with desired gravity compensation for this robot in position control. Let the design matrices $K_{p}, K_{v} A, B$ be diagonal and positive definite and satisfy

$$
\lambda_{\min }\left\{K_{p}\right\}>k_{g} .
$$

In particular, these matrices are taken to be

$$
\begin{aligned}
& K_{p}=\operatorname{diag}\left\{k_{p}\right\}=\operatorname{diag}\{30\} \quad[\mathrm{Nm} / \mathrm{rad}], \\
& K_{v}=\operatorname{diag}\left\{k_{v}\right\}=\operatorname{diag}\{7,3\} \quad[\mathrm{Nm} \mathrm{~s} / \mathrm{rad}] \text {, } \\
& A=\operatorname{diag}\left\{a_{i}\right\}=\operatorname{diag}\{30,70\} \quad[1 / \mathrm{s}] \text {, } \\
& B=\operatorname{diag}\left\{b_{i}\right\}=\operatorname{diag}\{30,70\} \quad[1 / \mathrm{s}] \text {. }
\end{aligned}
$$

The components of the control input $\tau$ are given by

$$
\begin{aligned}
& \tau_{1}=k_{p} \tilde{q}_{1}-k_{v} \vartheta_{1}+g_{1}\left(\boldsymbol{q}_{d}\right) \\
& \tau_{2}=k_{p} \tilde{q}_{2}-k_{v} \vartheta_{2}+g_{2}\left(\boldsymbol{q}_{d}\right) \\
& \dot{x}_{1}=-a_{1} x_{1}-a_{1} b_{1} q_{1} \\
& \dot{x}_{2}=-a_{2} x_{2}-a_{2} b_{2} q_{2} \\
& \vartheta_{1}=x_{1}+b_{1} q_{1} \\
& \vartheta_{2}=x_{2}+b_{2} q_{2} .
\end{aligned}
$$

The initial conditions corresponding to the positions, velocities and states of the filters, are chosen as

$$
\begin{array}{ll}
q_{1}(0)=0, & q_{2}(0)=0 \\
\dot{q}_{1}(0)=0, & \dot{q}_{2}(0)=0 \\
x_{1}(0)=0, & x_{2}(0)=0 .
\end{array}
$$

The desired joint positions are

$$
q_{d 1}=\pi / 10, \quad q_{d 2}=\pi / 30 \quad[\mathrm{rad}] .
$$

In terms of the state vector of the closed-loop equation, the initial state is

$$
\left[\begin{array}{c}
\boldsymbol{\xi}(0) \\
\tilde{\boldsymbol{q}}(0) \\
\dot{\boldsymbol{q}}(0)
\end{array}\right]=\left[\begin{array}{c}
b_{1} \pi / 10 \\
b_{2} \pi / 30 \\
\pi / 10 \\
\pi / 30 \\
0 \\
0
\end{array}\right]=\left[\begin{array}{c}
9.423 \\
7.329 \\
0.3141 \\
0.1047 \\
0 \\
0
\end{array}\right] .
$$



Figure 13.4. Graphs of position errors $\tilde{q_{1}}(t)$ and $\tilde{q_{2}}(t)$

Figure 13.4 shows the experimental results; again, as in the previous controller, it shows that the components of the position error $\tilde{\boldsymbol{q}}(t)$ tend asymptotically to a small constant nonzero value due, mainly, to the friction effects in the prototype.

### 13.3 Conclusions

We may summarize the material of this chapter in the following remarks.
Consider the P "D" control with gravity compensation for $n$-DOF robots.
Assume that the desired position $\boldsymbol{q}_{d}$ is constant.

- If the matrices $K_{p}, K_{v}, A$ and $B$ of the controller P"D" with gravity compensation are diagonal positive definite, then the origin of the closedloop equation expressed in terms of the state vector $\left[\begin{array}{lll}\boldsymbol{\xi}^{T} & \tilde{\boldsymbol{q}}^{T} & \dot{\boldsymbol{q}}^{T}\end{array}\right]^{T}$, is a globally asymptotically stable equilibrium. Consequently, for any initial condition $\boldsymbol{q}(0), \dot{\boldsymbol{q}}(0) \in \mathbb{R}^{n}$, we have $\lim _{t \rightarrow \infty} \tilde{\boldsymbol{q}}(t)=\mathbf{0} \in \mathbb{R}^{n}$.

Consider the P " D " control with desired gravity compensation for $n$-DOF robots. Assume that the desired position $\boldsymbol{q}_{d}$ is constant.

- If the matrices $K_{p}, K_{v}, A$ and $B$ of the controller P"D" with desired gravity compensation are taken diagonal positive definite, and such that $\lambda_{\min }\left\{K_{p}\right\}>k_{g}$, then the origin of the closed-loop equation, expressed in terms of the state vector $\left[\begin{array}{lll}\boldsymbol{\xi}^{T} & \tilde{\boldsymbol{q}}^{T} & \dot{\boldsymbol{q}}^{T}\end{array}\right]^{T}$ is globally asymptotically stable. In particular, for any initial condition $\boldsymbol{q}(0), \dot{\boldsymbol{q}}(0) \in \mathbb{R}^{n}$, we have $\lim _{t \rightarrow \infty} \tilde{\boldsymbol{q}}(t)=\mathbf{0} \in \mathbb{R}^{n}$.
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## Problems

1. Consider the following variant of the controller $P$ " $D$ " with gravity compensation ${ }^{1}$ :

$$
\begin{aligned}
\boldsymbol{\tau} & =K_{p} \tilde{\boldsymbol{q}}+K_{v} \boldsymbol{\vartheta}+\boldsymbol{g}(\boldsymbol{q}) \\
\dot{\boldsymbol{x}} & =-A \boldsymbol{x}-A B \tilde{\boldsymbol{q}} \\
\boldsymbol{\vartheta} & =\boldsymbol{x}+B \tilde{\boldsymbol{q}}
\end{aligned}
$$

where $K_{p}, K_{v} \in \mathbb{R}^{n \times n}$ are diagonal positive definite matrices, $A=$ $\operatorname{diag}\left\{a_{i}\right\}$ and $B=\operatorname{diag}\left\{b_{i}\right\}$ with $a_{i}, b_{i}$ real strictly positive numbers.
Assume that the desired joint position $\boldsymbol{q}_{d} \in \mathbb{R}^{n}$ is constant.
a) Obtain the closed-loop equation expressed in terms of the state vector $\left[\begin{array}{lll}\boldsymbol{x}^{T} & \tilde{\boldsymbol{q}}^{T} & \dot{\boldsymbol{q}}^{T}\end{array}\right]^{T}$.
b) Verify that the vector

$$
\left[\begin{array}{c}
\boldsymbol{x} \\
\tilde{\boldsymbol{q}} \\
\dot{\boldsymbol{q}}
\end{array}\right]=\left[\begin{array}{l}
\mathbf{0} \\
\mathbf{0} \\
\mathbf{0}
\end{array}\right] \in \mathbb{R}^{3 n}
$$

is the unique equilibrium of the closed-loop equation.
c) Show that the origin of the closed-loop equation is a stable equilibrium point.
Hint: Use the following Lyapunov function candidate ${ }^{2}$ :

$$
\begin{aligned}
V(\boldsymbol{x}, \tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})= & \frac{1}{2} \dot{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}}+\frac{1}{2} \tilde{\boldsymbol{q}}^{T} K_{p} \tilde{\boldsymbol{q}} \\
& +\frac{1}{2}(\boldsymbol{x}+B \tilde{\boldsymbol{q}})^{T} K_{v} B^{-1}(\boldsymbol{x}+B \tilde{\boldsymbol{q}})
\end{aligned}
$$

2. Consider the model of robots with elastic joints (3.27) and (3.28),

[^34]\[

$$
\begin{aligned}
M(\boldsymbol{q}) \ddot{\boldsymbol{q}}+C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}+\boldsymbol{g}(\boldsymbol{q})+K(\boldsymbol{q}-\boldsymbol{\theta}) & =\mathbf{0} \\
J \ddot{\boldsymbol{\theta}}-K(\boldsymbol{q}-\boldsymbol{\theta}) & =\boldsymbol{\tau} .
\end{aligned}
$$
\]

It is assumed that only the vector of positions $\boldsymbol{\theta}$ of motors axes, but not the velocities vector $\dot{\boldsymbol{\theta}}$, is measured. We require that $\boldsymbol{q}(t) \rightarrow \boldsymbol{q}_{d}$, where $\boldsymbol{q}_{d}$ is constant.
A variant of the P " D " control with desired gravity compensation is ${ }^{3}$

$$
\begin{aligned}
\boldsymbol{\tau} & =K_{p} \tilde{\boldsymbol{\theta}}-K_{v} \boldsymbol{\vartheta}+\boldsymbol{g}\left(\boldsymbol{q}_{d}\right) \\
\dot{\boldsymbol{x}} & =-A \boldsymbol{x}-A B \boldsymbol{\theta} \\
\boldsymbol{\vartheta} & =\boldsymbol{x}+B \boldsymbol{\theta}
\end{aligned}
$$

where

$$
\begin{aligned}
& \tilde{\boldsymbol{\theta}}=\boldsymbol{q}_{d}-\boldsymbol{\theta}+K^{-1} \boldsymbol{g}\left(\boldsymbol{q}_{d}\right) \\
& \tilde{\boldsymbol{q}}=\boldsymbol{q}_{d}-\boldsymbol{q}
\end{aligned}
$$

and $K_{p}, K_{v}, A, B \in \mathbb{R}^{n \times n}$ are diagonal positive definite matrices.
a) Verify that the closed-loop equation in terms of the state vector $\left[\begin{array}{lllll}\boldsymbol{\xi}^{T} & \tilde{\boldsymbol{q}}^{T} & \tilde{\boldsymbol{\theta}}^{T} & \dot{\boldsymbol{q}}^{T} & \dot{\boldsymbol{\theta}}^{T}\end{array}\right]^{T}$ may be written as

$$
\frac{d}{d t}\left[\begin{array}{c}
\boldsymbol{\xi} \\
\tilde{\boldsymbol{q}} \\
\tilde{\boldsymbol{\theta}} \\
\dot{\boldsymbol{q}} \\
\dot{\boldsymbol{\theta}}
\end{array}\right]=\left[\begin{array}{c}
-A \boldsymbol{\xi}+A B \tilde{\boldsymbol{\theta}} \\
-\dot{\boldsymbol{q}} \\
-\dot{\boldsymbol{\theta}} \\
M(\boldsymbol{q})^{-1}\left[-K(\tilde{\boldsymbol{\theta}}-\tilde{\boldsymbol{q}})+\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)-C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}-\boldsymbol{g}(\boldsymbol{q})\right] \\
J^{-1}\left[K_{p} \tilde{\boldsymbol{\theta}}-K_{v}(\boldsymbol{\xi}-B \tilde{\boldsymbol{\theta}})+K(\tilde{\boldsymbol{\theta}}-\tilde{\boldsymbol{q}})\right]
\end{array}\right]
$$

where $\boldsymbol{\xi}=\boldsymbol{x}+B\left[\boldsymbol{q}_{d}+K^{-1} \boldsymbol{g}\left(\boldsymbol{q}_{d}\right)\right]$.
b) Verify that the origin is an equilibrium of the closed-loop equation.
c) Show that if $\lambda_{\min }\left\{K_{p}\right\}>k_{g}$ and $\lambda_{\min }\{K\}>k_{g}$, then the origin is a stable equilibrium point.
Hint: Use the following Lyapunov function and La Salle's Theorem 2.7.

[^35]\[

$$
\begin{aligned}
V(\tilde{\boldsymbol{q}}, \tilde{\boldsymbol{\theta}}, \dot{\boldsymbol{q}}, \dot{\boldsymbol{\theta}})= & V_{1}(\tilde{\boldsymbol{q}}, \tilde{\boldsymbol{\theta}}, \dot{\boldsymbol{q}}, \dot{\boldsymbol{\theta}})+\frac{1}{2} \tilde{\boldsymbol{q}}^{T} K \tilde{\boldsymbol{q}}+V_{2}(\tilde{\boldsymbol{q}}) \\
& +\frac{1}{2}[\boldsymbol{\xi}-B \tilde{\boldsymbol{\theta}}]^{T} K_{v} B^{-1}[\boldsymbol{\xi}-B \tilde{\boldsymbol{\theta}}]
\end{aligned}
$$
\]

where

$$
\begin{aligned}
V_{1}(\tilde{\boldsymbol{q}}, \tilde{\boldsymbol{\theta}}, \dot{\boldsymbol{q}}, \dot{\boldsymbol{\theta}})= & \frac{1}{2} \dot{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}}+\frac{1}{2} \dot{\boldsymbol{\theta}}^{T} J \dot{\boldsymbol{\theta}}+\frac{1}{2} \tilde{\boldsymbol{\theta}}^{T} K_{p} \tilde{\boldsymbol{\theta}} \\
& +\frac{1}{2} \tilde{\boldsymbol{\theta}}^{T} K \tilde{\boldsymbol{\theta}}-\tilde{\boldsymbol{\theta}}^{T} K \tilde{\boldsymbol{q}} \\
V_{2}(\tilde{\boldsymbol{q}})= & \mathcal{U}\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)-\mathcal{U}\left(\boldsymbol{q}_{d}\right)+\tilde{\boldsymbol{q}}^{T} \boldsymbol{g}\left(\boldsymbol{q}_{d}\right)
\end{aligned}
$$

and verify that

$$
\dot{V}(\tilde{\boldsymbol{q}}, \tilde{\boldsymbol{\theta}}, \dot{\boldsymbol{q}}, \dot{\boldsymbol{\theta}})=-[\boldsymbol{\xi}-B \tilde{\boldsymbol{\theta}}]^{T} K_{v} B^{-1} A[\boldsymbol{\xi}-B \tilde{\boldsymbol{\theta}}] .
$$

3. Use La Salle's Theorem 2.7 to show global asymptotic stability of the origin of the closed-loop equations corresponding to the P " D " controller with gravity compensation, i.e. Equation (13.4).
4. Use La Salle's Theorem 2.7 to show global asymptotic stability of the origin of the closed-loop equations corresponding to the P " D " controller with desired gravity compensation, i.e. Equation (13.18).

## Introduction to Adaptive Robot Control

Up to this chapter we have studied several control techniques which achieve the objective of position and motion control of manipulators. The standing implicit assumptions in the preceding chapters are that:

- The model is accurately known, i.e. either all the nonlinearities involved are known or they are negligible.
- The constant physical parameters such as link inertias, masses, lengths to the centers of mass and even the masses of the diverse objects which may be handled by the end-effector of the robot, are accurately known.

Obviously, while these considerations allow one to prove certain stability and convergence properties for the controllers studied in previous chapters, they must be taken with care. In robot control practice, either of these assumptions or both, may not hold. For instance, we may be neglecting considerable joint elasticity, friction or, even if we think we know accurately the masses and inertias of the robot, we cannot estimate the mass of the objects carried by the end-effector, which depend on the task accomplished.

Two general techniques in control theory and practice deal with these phenomena, respectively: robust control and adaptive control. Roughly, the first aims at controlling, with a small error, a class of robot manipulators with the same robust controller. That is, given a robot manipulator model, one designs a control law which achieves the motion control objective, with a small error, for the given model but to which is added a known nonlinearity.

Adaptive control is a design approach tailored for high performance applications in control systems with uncertainty in the parameters. That is, uncertainty in the dynamic system is assumed to be characterized by a set of unknown constant parameters. However, the design of adaptive controllers requires the precise knowledge of the structure of the system being controlled.

Certainly one may consider other variants such as adaptive control for systems with time-varying parameters, or robust adaptive control for systems with structural and parameter uncertainty.

In this and the following chapters we concentrate specifically on adaptive control of robot manipulators with constant parameters and for which we assume that we have no structural uncertainties. In this chapter we present an introduction to adaptive control of manipulators. In subsequent chapters we describe and analyze two adaptive controllers for robots. They correspond to the adaptive versions of

- PD control with adaptive desired gravity compensation,
- PD control with adaptive compensation.


### 14.1 Parameterization of the Dynamic Model

The dynamic model of robot manipulators ${ }^{1}$, as we know, is given by Lagrange's equations, which we repeat here in their compact form:

$$
\begin{equation*}
M(\boldsymbol{q}) \ddot{\boldsymbol{q}}+C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}+\boldsymbol{g}(\boldsymbol{q})=\boldsymbol{\tau} \tag{14.1}
\end{equation*}
$$

In previous chapters we have not emphasized the fact that the elements of the inertia matrix $M(\boldsymbol{q})$, the centrifugal and Coriolis forces matrix $C(\boldsymbol{q}, \dot{\boldsymbol{q}})$ and the vector of gravitational torques $\boldsymbol{g}(\boldsymbol{q})$, depend not only on the geometry of the corresponding robot but also on the numerical values of diverse parameters such as masses, inertias and distances to centers of mass.

The scenario in which these parameters and the geometry of the robot are exactly known is called in the context of adaptive control, the ideal case. A more realistic scenario is usually that in which the numerical values of some parameters of the robot are unknown. Such is the case, for instance, when the object manipulated by the end-effector of the robot (which may be considered as part of the last link) is of uncertain mass and/or inertia. The consequence in this situation cannot be overestimated; due to the uncertainty in some of the parameters of the robot model it is impossible to use the model-based control laws from any of the previous chapters since they rely on an accurate knowledge of the dynamic model. The adaptive controllers are useful precisely in this more realistic case.

To emphasize the dependence of the dynamic model on the dynamic parameters, from now on we write the dynamic model (14.1) explicitly as a function of the vector of unknown dynamic parameters, $\boldsymbol{\theta}$, that is ${ }^{2}$,

[^36]\[

$$
\begin{equation*}
M(\boldsymbol{q}, \boldsymbol{\theta}) \ddot{\boldsymbol{q}}+C(\boldsymbol{q}, \dot{\boldsymbol{q}}, \boldsymbol{\theta}) \dot{\boldsymbol{q}}+\boldsymbol{g}(\boldsymbol{q}, \boldsymbol{\theta})=\boldsymbol{\tau} \tag{14.2}
\end{equation*}
$$

\]

The vector of parameters $\boldsymbol{\theta}$ may be of any dimension, that is, it does not depend in any specific way on the number of degrees of freedom or on whether the robot has revolute or prismatic joints etc. Notwithstanding, an upperbound on the dimension is determined by the number of degrees of freedom. Therefore, we simply say that $\boldsymbol{\theta} \in \mathbb{R}^{m}$ where $m$ is some known constant. It is also important to stress that the dynamic parameters, denoted here by $\boldsymbol{\theta}$, do not necessarily correspond to the individual physical parameters of the robot, as is illustrated in the following example.

Example 14.1. Consider the example of an ideal pendulum with its mass $m$ concentrated at the tip, at a distance $l$ from its axis of rotation. Its dynamic model is given by

$$
\begin{equation*}
m l^{2} \ddot{q}+m g l \sin (q)=\tau \tag{14.3}
\end{equation*}
$$

hence, compared to (14.2) we identify $M(q, \boldsymbol{\theta})=m l^{2}, g(q, \boldsymbol{\theta})=$ $m g l \sin (q)$. Hence, assuming that both the mass $m$ and the length from the joint axis to the center of mass $l$, are unknown, we identify the vector of dynamic parameters as

$$
\boldsymbol{\theta}=\left[\begin{array}{c}
m l^{2} \\
m g l
\end{array}\right]
$$

which is, strictly speaking, a nonlinear vectorial function of the physical parameters $m$ and $l$, since $\boldsymbol{\theta}$ depends on products of them.

Note that here, the number of dynamic parameters coincides with the number of physical parameters, however, this is in general not the case as is clear from the examples below.

### 14.1.1 Linearity in the Dynamic Parameters

Example 14.1 also shows that the dynamic model (14.3) is linear in the parameters $\boldsymbol{\theta}$. To see this more clearly, notice that we may write

$$
\begin{aligned}
m l^{2} \ddot{q}+m g l \sin (q) & =\left[\begin{array}{ll}
\ddot{q} & \sin (q)
\end{array}\right]\left[\begin{array}{l}
m l^{2} \\
m g l
\end{array}\right] \\
& =: \Phi(q, \ddot{q}) \boldsymbol{\theta}
\end{aligned}
$$

other chapters on adaptive control, the symbol $\boldsymbol{\theta}$ denotes the vector of dynamic parameters.

That is, the dynamic model (14.3) with zero input ( $\tau=0$ ), can be rewritten as the product of a vector function $\Phi$ which contains nonlinear terms of the state (the generalized coordinates and its derivatives) and the vector of dynamic parameters, $\boldsymbol{\theta}$.

This property is commonly known as "linearity in the parameters" or "linear parameterization". It is a property possessed by many nonlinear systems and, in particular, by a fairly large class of robot manipulators. It is also our standing hypothesis for the subsequent chapters hence, we enunciate it formally below.

Property 14.1. Linearity in the dynamic parameters.
For the matrices $M(\boldsymbol{q}, \boldsymbol{\theta}), C(\boldsymbol{q}, \dot{\boldsymbol{q}}, \boldsymbol{\theta})$ and the vector $\boldsymbol{g}(\boldsymbol{q}, \boldsymbol{\theta})$ from the dynamic model (14.2), we have the following.

For all $\boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w} \in \mathbb{R}^{n}$ it holds that
$M(\boldsymbol{q}, \boldsymbol{\theta}) \boldsymbol{u}+C(\boldsymbol{q}, \boldsymbol{w}, \boldsymbol{\theta}) \boldsymbol{v}+\boldsymbol{g}(\boldsymbol{q}, \boldsymbol{\theta})=\Phi(\boldsymbol{q}, \boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w}) \boldsymbol{\theta}+\kappa(\boldsymbol{q}, \boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w})$
1.
where $\boldsymbol{\kappa}(\boldsymbol{q}, \boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w})$ is a vector of $n \times 1, \Phi(\boldsymbol{q}, \boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w})$ is a matrix of $n \times m$ and the vector $\boldsymbol{\theta} \in \mathbb{R}^{m}$ depends only on the dynamic parameters of the manipulator and its load.
2. Moreover ${ }^{3}$, if $\boldsymbol{q}, \boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w} \in L_{\infty}^{n}$ then $\Phi(\boldsymbol{q}, \boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w}) \in L_{\infty}^{n \times m}$.

It is worth remarking that one may always find a vector $\boldsymbol{\theta} \in \mathbb{R}^{m}$ for which $\boldsymbol{\kappa}(\boldsymbol{q}, \boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w}) \equiv \mathbf{0} \in \mathbb{R}^{n}$. With this under consideration, setting $\boldsymbol{u}=\ddot{\boldsymbol{q}}$, $\boldsymbol{v}=\boldsymbol{w}=\dot{\boldsymbol{q}}$, on occasions it appears useful to rewrite Equation (14.4) in the simplified form

$$
\begin{equation*}
Y(\boldsymbol{q}, \dot{\boldsymbol{q}}, \ddot{\boldsymbol{q}}) \boldsymbol{\theta}=M(\boldsymbol{q}, \boldsymbol{\theta}) \ddot{\boldsymbol{q}}+C(\boldsymbol{q}, \dot{\boldsymbol{q}}, \boldsymbol{\theta}) \dot{\boldsymbol{q}}+\boldsymbol{g}(\boldsymbol{q}, \boldsymbol{\theta}) \tag{14.5}
\end{equation*}
$$

where $Y(\boldsymbol{q}, \dot{\boldsymbol{q}}, \ddot{\boldsymbol{q}})=\Phi(\boldsymbol{q}, \ddot{\boldsymbol{q}}, \dot{\boldsymbol{q}}, \dot{\boldsymbol{q}})$ is a matrix of dimension $n \times m$ and $\boldsymbol{\theta}$ is a vector of dimension $m \times 1$ which contains $m$ constants that depend on the dynamic parameters. The constant $n$ is clearly the number of DOF and $m$ depends on the selection of the dynamic parameters of the robot.

Notice that Property 14.1 is stated in fair generality, i.e. it is not assumed, as for many other properties stated in Chapter 4, that the robot must have only revolute joints.

It is also important to underline, and it must be clear from Example 14.1, that the dynamic model of the robot is not necessarily linear in terms of the

[^37]masses, inertias and distances of the centers of mass of the links but rather, it is linear in terms of the dynamic parameters $\boldsymbol{\theta}$ which in general, are nonlinear functions of the physical parameters. Therefore, given a selection of masses, inertias and distances to the centers of mass (of all the links), called here 'parameters of interest', the dynamic parameters are obtained from the robot model according to (14.4).

In general, the relation between the parameters of interest and the dynamic parameters is not available in a simple manner, but by developing (14.4) explicitly and using the fact that the matrix $\Phi(\boldsymbol{q}, \boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w})$ as well as the vector $\boldsymbol{\kappa}(\boldsymbol{q}, \boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w})$, do not depend on the dynamic parameters $\boldsymbol{\theta}$. This methodology is illustrated below through several examples; the procedure to determine the dynamic parameters may be too elaborate for robots with a large number of degrees of freedom. However, procedures to characterize the dynamic parameters are available.

Example 14.2. The right-hand side of the dynamic model of the device studied in Example 3.2, that is, of Equation (3.5),

$$
m_{2} l_{2}^{2} \cos ^{2}(\varphi) \ddot{q}=\tau
$$

may be expressed in the form (14.5) where

$$
\begin{aligned}
Y(q, \dot{q}, \ddot{q}) & =l_{2}^{2} \cos ^{2}(\varphi) \ddot{q} \\
\theta & =m_{2}
\end{aligned}
$$

The following example shows that, as expected, the model of the Pelican prototype of Chapter 5 satisfies the linear parameterization property. This is used extensively later to design adaptive control schemes for this prototype in succeeding examples.

Example 14.3. Consider the Pelican manipulator moving on a vertical plane under the action of gravity as depicted in Figure 5.2. For simplicity, the manipulator is assumed to have two rigid links of unitary length ( $l_{1}=l_{2}=1$ ) and masses $m_{1}$ and $m_{2}$ concentrated at the ends of the links $\left(l_{c 1}=l_{c 2}=1\right.$, and $\left.I_{1}=I_{2}=0\right)$. The dynamic model associated with the manipulator was obtained in Chapter 5 and is described by Equations (5.3) and (5.4):

$$
\begin{align*}
\tau_{1}= & {\left[\left[m_{1}+m_{2}\right]+m_{2}+2 m_{2} \cos \left(q_{2}\right)\right] \ddot{q}_{1} } \\
& +\left[m_{2}+m_{2} \cos \left(q_{2}\right)\right] \ddot{q}_{2} \\
& -2 m_{2} \sin \left(q_{2}\right) \dot{q}_{1} \dot{q}_{2}-m_{2} \sin \left(q_{2}\right) \dot{q}_{2}^{2} \\
& +\left[m_{1}+m_{2}\right] g \sin \left(q_{1}\right) \\
& +m_{2} g \sin \left(q_{1}+q_{2}\right) \tag{14.6}
\end{align*}
$$

$$
\begin{align*}
\tau_{2}= & {\left[m_{2}+m_{2} \cos \left(q_{2}\right)\right] \ddot{q}_{1}+m_{2} \ddot{q}_{2} } \\
& +m_{2} \sin \left(q_{2}\right) \dot{q}_{1}^{2}+m_{2} g \sin \left(q_{1}+q_{2}\right) . \tag{14.7}
\end{align*}
$$

The dynamic parameters in the model are the masses $m_{1}$ and $m_{2}$. Define the vector $\theta$ of dynamic parameters as $\boldsymbol{\theta}=\left[\begin{array}{ll}m_{1} & m_{2}\end{array}\right]^{T}$.

The set of dynamic Equations (14.6) and (14.7) may be rewritten in linear terms of $\boldsymbol{\theta}$, that is, in the form (14.5):

$$
Y(\boldsymbol{q}, \dot{\boldsymbol{q}}, \ddot{\boldsymbol{q}}) \boldsymbol{\theta}=\boldsymbol{\tau}
$$

where $Y(\boldsymbol{q}, \dot{\boldsymbol{q}}, \ddot{\boldsymbol{q}})$ is the matrix of dimension $2 \times 2$ :

$$
Y(\boldsymbol{q}, \dot{\boldsymbol{q}}, \ddot{\boldsymbol{q}})=\left[\begin{array}{ll}
Y_{11}(\boldsymbol{q}, \dot{\boldsymbol{q}}, \ddot{\boldsymbol{q}}) & Y_{12}(\boldsymbol{q}, \dot{\boldsymbol{q}}, \ddot{\boldsymbol{q}}) \\
Y_{21}(\boldsymbol{q}, \dot{\boldsymbol{q}}, \ddot{\boldsymbol{q}}) & Y_{22}(\boldsymbol{q}, \dot{\boldsymbol{q}}, \ddot{\boldsymbol{q}})
\end{array}\right]
$$

with

$$
\begin{aligned}
Y_{11}(\boldsymbol{q}, \dot{\boldsymbol{q}}, \ddot{\boldsymbol{q}})= & \ddot{q}_{1}+g S_{1} \\
Y_{12}(\boldsymbol{q}, \dot{\boldsymbol{q}}, \ddot{\boldsymbol{q}})= & 2 \ddot{q}_{1}+\ddot{q}_{2}+C_{2}\left(2 \ddot{q}_{1}+\ddot{q}_{2}\right) \\
& -S_{2} \dot{q}_{2}^{2}-2 S_{2} \dot{q}_{1} \dot{q}_{2}+g S_{12}+g S_{1} \\
Y_{21}(\boldsymbol{q}, \dot{\boldsymbol{q}}, \ddot{\boldsymbol{q}})= & 0 \\
Y_{22}(\boldsymbol{q}, \dot{\boldsymbol{q}}, \ddot{\boldsymbol{q}})= & C_{2} \ddot{q}_{1}+\ddot{q}_{1}+\ddot{q}_{2}+S_{2} \dot{q}_{1}^{2}+g S_{12} .
\end{aligned}
$$

where $C_{i}=\cos \left(q_{i}\right), S_{i}=\sin \left(q_{i}\right), C_{12}=\cos \left(q_{1}+q_{2}\right)$ and $S_{12}=$ $\sin \left(q_{1}+q_{2}\right)$.

From Property 14.1, one can also show that the dynamic model of robots with (linear) actuators described by (3.33) also satisfies a linearity relation in terms of the dynamic parameters of the robot as well as in terms of the actuator constants. Specifically, for all $\boldsymbol{q}, \dot{\boldsymbol{q}}, \ddot{\boldsymbol{q}} \in \mathbb{R}^{n}$,

$$
\begin{align*}
\Omega(\boldsymbol{q}, \dot{\boldsymbol{q}}, \ddot{\boldsymbol{q}}) \boldsymbol{\theta}= & K^{-1}[R M(\boldsymbol{q})+J] \ddot{\boldsymbol{q}}+K^{-1} R C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}} \\
& +K^{-1} R \boldsymbol{g}(\boldsymbol{q})+K^{-1} R \boldsymbol{f}(\dot{\boldsymbol{q}})+K^{-1} B \dot{\boldsymbol{q}} \\
= & \boldsymbol{v} \tag{14.8}
\end{align*}
$$

where $\Omega(\boldsymbol{q}, \dot{\boldsymbol{q}}, \ddot{\boldsymbol{q}})$ is a matrix of dimension $n \times m$ and $\boldsymbol{\theta}$ is a vector of dimension $m \times 1$ that contains $m$ constants that depend on the dynamic parameters of the robot and on those of the actuators.

Example 14.4. Consider the pendulum depicted in Figure 3.13 and whose dynamic model is derived in Example 3.8, that is,

$$
\left[J_{m}+\frac{J_{L}}{r^{2}}\right] \ddot{q}+\left[f_{m}+\frac{f_{L}}{r^{2}}+\frac{K_{a} K_{b}}{R_{a}}\right] \dot{q}+\frac{k_{L}}{r^{2}} \sin (q)=\frac{K_{a}}{r R_{a}} v .
$$

The dynamic equation may be written in linear terms of the vector $\boldsymbol{\theta}$, that is, in the form (14.8),

$$
\Omega(q, \dot{q}, \ddot{q}) \boldsymbol{\theta}=v
$$

where

$$
\begin{aligned}
\Omega(q, \dot{q}, \ddot{q}) & =\left[\begin{array}{lll}
\ddot{q} & \dot{q} & \sin (q)
\end{array}\right] \\
\boldsymbol{\theta} & =\frac{r R_{a}}{K_{a}}\left[\begin{array}{ll}
J_{m}+\frac{J_{L}}{r^{2}} & f_{m}+\frac{K_{a} K_{b}}{R_{a}}+\frac{f_{L}}{r^{2}}
\end{array} \frac{k_{L}}{r^{2}}\right]^{T} .
\end{aligned}
$$

### 14.1.2 The Nominal Model

We remark that for any given robot the vector of dynamic parameters $\boldsymbol{\theta}$ is not unique since it depends on how the parameters of interest are chosen. In the context of adaptive control, the parameters of interest are those whose numerical values are unknown. Usually, these are the mass, the inertia and the physical location of the center of mass of the last link of the robot.

For instance, as mentioned and illustrated through examples above, the vector $\kappa(\boldsymbol{q}, \boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w})$ and the matrix $\Phi(\boldsymbol{q}, \boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w})$ are obtained from knowledge of the dynamic model of the robot under study, as well as from the vector $\boldsymbol{\theta} \in \mathbb{R}^{m}$ formed by the selection of the $m$ dynamic parameters of interest. Naturally, it is always possible to choose a vector of dynamic parameters $\boldsymbol{\theta}$ for which (14.4) holds with $\boldsymbol{\kappa}(\boldsymbol{q}, \boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w})=\mathbf{0} \in \mathbb{R}^{n}$.

However, on certain occasions it may also appear useful to separate from the dynamics (14.2), those terms (if any) which involve known dynamic parameters or simply, that are independent of these. In such case, the parameterization (14.4) may be expressed as

$$
\begin{align*}
& M(\boldsymbol{q}, \boldsymbol{\theta}) \boldsymbol{u}+C(\boldsymbol{q}, \boldsymbol{w}, \boldsymbol{\theta}) \boldsymbol{v}+\boldsymbol{g}(\boldsymbol{q}, \boldsymbol{\theta})= \\
& \quad \Phi(\boldsymbol{q}, \boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w}) \boldsymbol{\theta}+M_{0}(\boldsymbol{q}) \boldsymbol{u}+C_{0}(\boldsymbol{q}, \boldsymbol{w}) \boldsymbol{v}+\boldsymbol{g}_{0}(\boldsymbol{q}) \tag{14.9}
\end{align*}
$$

where we may identify the nominal model or nominal part of the model,

$$
\kappa(\boldsymbol{q}, \boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w})=M_{0}(\boldsymbol{q}) \boldsymbol{u}+C_{0}(\boldsymbol{q}, \boldsymbol{w}) \boldsymbol{v}+\boldsymbol{g}_{0}(\boldsymbol{q})
$$

That is, the matrices $M_{0}(\boldsymbol{q}), C_{0}(\boldsymbol{q}, \boldsymbol{w})$ and the vector $\boldsymbol{g}_{0}(\boldsymbol{q})$ represent respectively, parts of the matrices $M(\boldsymbol{q}), C(\boldsymbol{q}, \dot{\boldsymbol{q}})$ and of the vector $\boldsymbol{g}(\boldsymbol{q})$ that do not depend on the vector of unknown dynamic parameters $\boldsymbol{\theta}$.

According with the parameterization (14.9), given a vector $\hat{\boldsymbol{\theta}} \in \mathbb{R}^{m}$, the expression $\Phi(\boldsymbol{q}, \boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w}) \hat{\boldsymbol{\theta}}$ corresponds to

$$
\begin{align*}
& \Phi(\boldsymbol{q}, \boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w}) \hat{\boldsymbol{\theta}}= \\
& \quad M(\boldsymbol{q}, \hat{\boldsymbol{\theta}}) \boldsymbol{u}+C(\boldsymbol{q}, \boldsymbol{w}, \hat{\boldsymbol{\theta}}) \boldsymbol{v}+\boldsymbol{g}(\boldsymbol{q}, \hat{\boldsymbol{\theta}})-M_{0}(\boldsymbol{q}) \boldsymbol{u}-C_{0}(\boldsymbol{q}, \boldsymbol{w}) \boldsymbol{v}-\boldsymbol{g}_{0}(\boldsymbol{q}) \tag{14.10}
\end{align*}
$$

A particular case of parameterization (14.9) is when $\boldsymbol{u}=\boldsymbol{v}=\boldsymbol{w}=\mathbf{0} \in$ $\mathbb{R}^{n}$. In this scenario we have the following parameterization of the vector of gravitational torques:

$$
\boldsymbol{g}(\boldsymbol{q}, \boldsymbol{\theta})=\Phi(\boldsymbol{q}, \mathbf{0}, \mathbf{0}, \mathbf{0}) \boldsymbol{\theta}+\boldsymbol{g}_{0}(\boldsymbol{q}) .
$$

The following example is presented with the purpose of illustrating these ideas.

Example 14.5. Consider the model of a pendulum of mass $m$, inertia $J$ with respect to the axis of rotation, and distance $l$ from the axis of rotation to the center of mass. The torque $\tau$ is applied at the axis of rotation, that is,

$$
J \ddot{q}+m g l \sin (q)=\tau
$$

We clearly identify $M(q)=J, C(q, \dot{q})=0$ and $g(q)=m g l \sin (q)$.
Consider as parameters of interest the mass $m$ and the inertia $J$. The parameterization (14.9) in this scenario is

$$
\begin{align*}
& M(q, \boldsymbol{\theta}) u+C(q, w, \boldsymbol{\theta}) v+g(q, \boldsymbol{\theta}) \\
& \quad=J u+m g l \sin (q) \\
& \quad=\Phi(q, u, v, w) \boldsymbol{\theta}+M_{0}(q) u+C_{0}(q, w) v+g_{0}(q) \tag{14.11}
\end{align*}
$$

where

$$
\begin{align*}
\Phi(q, u, v, w) & =\left[\begin{array}{ll}
u & g l \sin (q)
\end{array}\right]  \tag{14.12}\\
\boldsymbol{\theta} & =\left[\begin{array}{c}
J \\
m
\end{array}\right] \\
M_{0}(q)=C_{0}(q, w)=g_{0}(q) & =0 . \tag{14.13}
\end{align*}
$$

The reader may appreciate that particularly for this example, the dynamic parameters coincide precisely with the parameters of interest, $m$ and $J$.

On the other hand, defining $\hat{\boldsymbol{\theta}} \in \mathbb{R}^{2}$ as

$$
\hat{\boldsymbol{\theta}}=\left[\begin{array}{c}
\hat{J} \\
\hat{m}
\end{array}\right]
$$

the expression (14.10) becomes

$$
\begin{aligned}
& M(q, \hat{\boldsymbol{\theta}}) u+C(q, w, \hat{\boldsymbol{\theta}}) v+g(q, \hat{\boldsymbol{\theta}}) \\
& \quad=\hat{J} u+\hat{m} g l \sin (q) \\
& \quad=\Phi(q, u, v, w) \hat{\boldsymbol{\theta}}+M_{0}(q) u+C_{0}(q, w) v+g_{0}(q)
\end{aligned}
$$

where $\Phi(q, u, v, w), M_{0}(q), C_{0}(q, w)$ and $g_{0}(q)$ are exactly the same as in (14.12) and (14.13) respectively.

Assume now that the unique parameter of interest is the inertia $J$. The expression (14.9) is given again by (14.11) but now

$$
\begin{align*}
\Phi(q, u, v, w) & =u  \tag{14.14}\\
\theta & =J \\
M_{0}(q) & =0 \\
C_{0}(q, w) & =0 \\
g_{0}(q) & =m g l \sin (q) . \tag{14.15}
\end{align*}
$$

On the other hand, defining $\hat{\theta}=\hat{J}$, the expression (14.10) becomes

$$
\begin{aligned}
& M(q, \hat{\theta}) u+C(q, w, \hat{\theta}) v+g(q, \hat{\theta}) \\
& \quad=\hat{J} u+m g l \sin (q) \\
& \quad=\Phi(q, u, v, w) \hat{\theta}+M_{0}(q) u+C_{0}(q, w) v+g_{0}(q)
\end{aligned}
$$

where $\Phi(q, u, v, w), M_{0}(q), C_{0}(q, w)$ and $g_{0}(q)$ are exactly (14.14)(14.15).

We present next an example of a planar 2-DOF robot. This robot is used in succeeding chapters with the aim of illustrating different adaptive controllers.

Example 14.6. Consider the planar manipulator having two DOF illustrated in Figure 14.1 and whose dynamic model was obtained in Example 3.3.

The dynamic model of the considered 2-DOF planar manipulator is given by (3.8)-(3.9), and may be written as

$$
\begin{align*}
& \theta_{1} \ddot{q}_{1}+\left(\theta_{3} C_{21}+\theta_{4} S_{21}\right) \ddot{q}_{2}-\theta_{3} S_{21} \dot{q}_{2}^{2}+\theta_{4} C_{21} \dot{q}_{2}^{2}=\tau_{1}  \tag{14.16}\\
& \left(\theta_{3} C_{21}+\theta_{4} S_{21}\right) \ddot{q}_{1}+\theta_{2} \ddot{q}_{2}+\theta_{3} S_{21} \dot{q}_{1}^{2}-\theta_{4} C_{21} \dot{q}_{1}^{2}=\tau_{2} \tag{14.17}
\end{align*}
$$

where

$$
\begin{aligned}
\theta_{1} & =m_{1} l_{c 1}^{2}+m_{2} l_{1}^{2}+I_{1} \\
\theta_{2} & =m_{2} l_{c 2}^{2}+I_{2} \\
\theta_{3} & =m_{2} l_{1} l_{c 2} \cos (\delta) \\
\theta_{4} & =m_{2} l_{1} l_{c 2} \sin (\delta) .
\end{aligned}
$$

It is easy to see that the previous model may be written in the standard form of the robot model (14.1) where


Figure 14.1. Planar 2-DOF manipulator on a horizontal plane

$$
\begin{aligned}
M(\boldsymbol{q}, \boldsymbol{\theta}) & =\left[\begin{array}{cc}
\theta_{1} & \theta_{3} C_{21}+\theta_{4} S_{21} \\
\theta_{3} C_{21}+\theta_{4} S_{21} & \theta_{2}
\end{array}\right] \\
C(\boldsymbol{q}, \dot{\boldsymbol{q}}, \boldsymbol{\theta}) & =\left[\begin{array}{cc}
0 & \left(\theta_{4} C_{21}-\theta_{3} S_{21}\right) \dot{q}_{2} \\
\left(\theta_{3} S_{21}-\theta_{4} C_{21}\right) \dot{q}_{1} & 0
\end{array}\right] \\
\boldsymbol{g}(\boldsymbol{q}, \boldsymbol{\theta}) & =\mathbf{0}
\end{aligned}
$$

The dynamic model of the robot has been written in terms of the components $\theta_{1}, \theta_{2}, \theta_{3}$ and $\theta_{4}$ of the vector of unknown dynamic parameters. As mentioned above, these depend on the physical characteristics of the manipulator such as the masses and inertias of its links. The vector of dynamic parameters $\boldsymbol{\theta}$ is given directly by

$$
\boldsymbol{\theta}=\left[\begin{array}{l}
\theta_{1} \\
\theta_{2} \\
\theta_{3} \\
\theta_{4}
\end{array}\right] \in \mathbb{R}^{4}
$$

Next, define the vectors

$$
\boldsymbol{u}=\left[\begin{array}{l}
u_{1} \\
u_{2}
\end{array}\right], \quad \boldsymbol{v}=\left[\begin{array}{l}
v_{1} \\
v_{2}
\end{array}\right], \quad \boldsymbol{w}=\left[\begin{array}{l}
w_{1} \\
w_{2}
\end{array}\right] .
$$

The parameterization (14.9) in this example yields

$$
\begin{aligned}
M(\boldsymbol{q}, \boldsymbol{\theta}) \boldsymbol{u}+ & C(\boldsymbol{q}, \boldsymbol{w}, \boldsymbol{\theta}) \boldsymbol{v}+\boldsymbol{g}(\boldsymbol{q}, \boldsymbol{\theta}) \\
= & {\left[\begin{array}{ccc}
\theta_{1} & \theta_{3} C_{21}+\theta_{4} S_{21} \\
\theta_{3} C_{21}+\theta_{4} S_{21} & \theta_{2}
\end{array}\right] \boldsymbol{u} } \\
& +\left[\begin{array}{ccc}
0 & \left(\theta_{4} C_{21}-\theta_{3} S_{21}\right) w_{2} \\
\left(\theta_{3} S_{21}-\theta_{4} C_{21}\right) w_{1} & 0
\end{array}\right] \boldsymbol{v} \\
= & {\left[\begin{array}{llll}
\Phi_{11} & \Phi_{12} & \Phi_{13} & \Phi_{14} \\
\Phi_{21} & \Phi_{22} & \Phi_{23} & \Phi_{24}
\end{array}\right]\left[\begin{array}{c}
\theta_{1} \\
\theta_{2} \\
\theta_{3} \\
\theta_{4}
\end{array}\right] } \\
& +M_{0}(\boldsymbol{q}) \boldsymbol{u}+C_{0}(\boldsymbol{q}, \boldsymbol{w}) \boldsymbol{v}+\boldsymbol{g}_{0}(\boldsymbol{q}) .
\end{aligned}
$$

After spelling out $M(\boldsymbol{q}, \boldsymbol{\theta}) \boldsymbol{u}+C(\boldsymbol{q}, \boldsymbol{w}, \boldsymbol{\theta}) \boldsymbol{v}+\boldsymbol{g}(\boldsymbol{q}, \boldsymbol{\theta})$, it may be verified that

$$
\begin{aligned}
\Phi_{11} & =u_{1} \\
\Phi_{12} & =0 \\
\Phi_{13} & =C_{21} u_{2}-S_{21} w_{2} v_{2} \\
\Phi_{14} & =S_{21} u_{2}+C_{21} w_{2} v_{2} \\
\Phi_{21} & =0 \\
\Phi_{22} & =u_{2} \\
\Phi_{23} & =C_{21} u_{1}+S_{21} w_{1} v_{1} \\
\Phi_{24} & =S_{21} u_{1}-C_{21} w_{1} v_{1} \\
M_{0}(\boldsymbol{q}) & =0 \in \mathbb{R}^{2 \times 2} \\
C_{0}(\boldsymbol{q}, \boldsymbol{w}) & =0 \in \mathbb{R}^{2 \times 2} \\
\boldsymbol{g}_{0}(\boldsymbol{q}) & =\mathbf{0} \in \mathbb{R}^{2} .
\end{aligned}
$$

Finally, we present an example of the Pelican robot, with which the reader must already be familiar.

Example 14.7. Consider the Pelican robot presented in Chapter 5, and shown in Figure 5.2. Its dynamic model is repeated here for convenience:

$$
\underbrace{\left[\begin{array}{ll}
M_{11}(\boldsymbol{q}) & M_{12}(\boldsymbol{q}) \\
M_{21}(\boldsymbol{q}) & M_{22}(\boldsymbol{q})
\end{array}\right]}_{M(\boldsymbol{q})} \ddot{\boldsymbol{q}}+\underbrace{\left[\begin{array}{ll}
C_{11}(\boldsymbol{q}, \dot{\boldsymbol{q}}) & C_{12}(\boldsymbol{q}, \dot{\boldsymbol{q}}) \\
C_{21}(\boldsymbol{q}, \dot{\boldsymbol{q}}) & C_{22}(\boldsymbol{q}, \dot{\boldsymbol{q}})
\end{array}\right]}_{C(\boldsymbol{q}, \dot{\boldsymbol{q}})} \dot{\boldsymbol{q}}+\underbrace{\left[\begin{array}{l}
g_{1}(\boldsymbol{q}) \\
g_{2}(\boldsymbol{q})
\end{array}\right]}_{\boldsymbol{g}(\boldsymbol{q})}=\boldsymbol{\tau}
$$

where

$$
\begin{aligned}
M_{11}(\boldsymbol{q}) & =m_{1} l_{c 1}^{2}+m_{2}\left[l_{1}^{2}+l_{c 2}^{2}+2 l_{1} l_{c 2} \cos \left(q_{2}\right)\right]+I_{1}+I_{2} \\
M_{12}(\boldsymbol{q}) & =m_{2}\left[l_{c 2}^{2}+l_{1} l_{c 2} \cos \left(q_{2}\right)\right]+I_{2} \\
M_{21}(\boldsymbol{q}) & =m_{2}\left[l_{c 2}^{2}+l_{1} l_{c 2} \cos \left(q_{2}\right)\right]+I_{2} \\
M_{22}(\boldsymbol{q}) & =m_{2} l_{c 2}^{2}+I_{2} \\
C_{11}(\boldsymbol{q}, \dot{\boldsymbol{q}}) & =-m_{2} l_{1} l_{c 2} \sin \left(q_{2}\right) \dot{q}_{2} \\
C_{12}(\boldsymbol{q}, \dot{\boldsymbol{q}}) & =-m_{2} l_{1} l_{c 2} \sin \left(q_{2}\right)\left[\dot{q}_{1}+\dot{q}_{2}\right] \\
C_{21}(\boldsymbol{q}, \dot{\boldsymbol{q}}) & =m_{2} l_{1} l_{c 2} \sin \left(q_{2}\right) \dot{q}_{1} \\
C_{22}(\boldsymbol{q}, \dot{\boldsymbol{q}}) & =0 \\
g_{1}(\boldsymbol{q}) & =\left[m_{1} l_{c 1}+m_{2} l_{1}\right] g \sin \left(q_{1}\right)+m_{2} l_{c 2} g \sin \left(q_{1}+q_{2}\right) \\
g_{2}(\boldsymbol{q}) & =m_{2} l_{c 2} g \sin \left(q_{1}+q_{2}\right) .
\end{aligned}
$$

For this example we have selected as parameters of interest, the mass $m_{2}$, the inertia $I_{2}$ and the location of the center of mass of the second link, $l_{c 2}$. In contrast to the previous example where the dynamic model (14.16)-(14.17) was written directly in terms of the dynamic parameters, here it is necessary to determine the latter as functions of the parameters of interest.

To that end, define first the vectors

$$
\boldsymbol{u}=\left[\begin{array}{l}
u_{1} \\
u_{2}
\end{array}\right], \quad \boldsymbol{v}=\left[\begin{array}{l}
v_{1} \\
v_{2}
\end{array}\right], \quad \boldsymbol{w}=\left[\begin{array}{l}
w_{1} \\
w_{2}
\end{array}\right] .
$$

The development of the parameterization (14.9) in this example leads to

$$
\begin{aligned}
& M(\boldsymbol{q}, \boldsymbol{\theta}) \boldsymbol{u}+C(\boldsymbol{q}, \boldsymbol{w}, \boldsymbol{\theta}) \boldsymbol{v}+\boldsymbol{g}(\boldsymbol{q}, \boldsymbol{\theta})= \\
& \quad\left[\begin{array}{lll}
\Phi_{11} & \Phi_{12} & \Phi_{13} \\
\Phi_{21} & \Phi_{22} & \Phi_{23}
\end{array}\right]\left[\begin{array}{l}
\theta_{1} \\
\theta_{2} \\
\theta_{3}
\end{array}\right]+M_{0}(\boldsymbol{q}) \boldsymbol{u}+C_{0}(\boldsymbol{q}, \boldsymbol{w}) \boldsymbol{v}+\boldsymbol{g}_{0}(\boldsymbol{q}),
\end{aligned}
$$

where

$$
\begin{aligned}
\Phi_{11}= & l_{1}^{2} u_{1}+l_{1} g \sin \left(q_{1}\right) \\
\Phi_{12}= & 2 l_{1} \cos \left(q_{2}\right) u_{1}+l_{1} \cos \left(q_{2}\right) u_{2}-l_{1} \sin \left(q_{2}\right) w_{2} v_{1} \\
& -l_{1} \sin \left(q_{2}\right)\left[w_{1}+w_{2}\right] v_{2}+g \sin \left(q_{1}+q_{2}\right) \\
\Phi_{13}= & u_{1}+u_{2} \\
\Phi_{21}= & 0 \\
\Phi_{22}= & l_{1} \cos \left(q_{2}\right) u_{1}+l_{1} \sin \left(q_{2}\right) w_{1} v_{1}+g \sin \left(q_{1}+q_{2}\right) \\
\Phi_{23}= & u_{1}+u_{2} \\
\boldsymbol{\theta}= & {\left[\begin{array}{l}
\theta_{1} \\
\theta_{2} \\
\theta_{3}
\end{array}\right]=\left[\begin{array}{c}
m_{2} \\
m_{2} l_{c 2} \\
m_{2} l_{c 2}^{2}+I_{2}
\end{array}\right] }
\end{aligned}
$$

$$
\begin{aligned}
M_{0}(\boldsymbol{q}) & =\left[\begin{array}{cc}
m_{1} l_{c 1}^{2}+I_{1} & 0 \\
0 & 0
\end{array}\right] \\
C_{0}(\boldsymbol{q}, \boldsymbol{w}) & =\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right] \\
\boldsymbol{g}_{0}(\boldsymbol{q}) & =\left[\begin{array}{c}
m_{1} l_{c 1} g \sin \left(q_{1}\right) \\
0
\end{array}\right] .
\end{aligned}
$$

Notice that effectively, the vector of dynamic parameters $\boldsymbol{\theta}$ depends exclusively on the parameters of interest $m_{2}, I_{2}$ and $l_{c 2}$.

### 14.2 The Adaptive Robot Control Problem

We have presented and discussed so far the fundamental property of linear parameterization of robot manipulators. All the adaptive controllers that we study in the following chapters rely on the assumption that this property holds.

Also, it is assumed that uncertainty in the model of the manipulator consists only of the lack of knowledge of the numerical values of the elements of $\boldsymbol{\theta}$. Hence, the structural form of the model of the manipulator is assumed to be exactly known, that is, the matrices $\Phi(\boldsymbol{q}, \boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w}), M_{0}(\boldsymbol{q}), C_{0}(\boldsymbol{q}, \boldsymbol{w})$ and the vector $\boldsymbol{g}_{0}(\boldsymbol{q})$ are assumed to be known.

Formally, the control problem that we address in this text may be stated in the following terms. Consider the dynamic equation of $n$-DOF robots (14.2) taking into account the linear parameterization (14.9) that is,

$$
M(\boldsymbol{q}, \boldsymbol{\theta}) \ddot{\boldsymbol{q}}+C(\boldsymbol{q}, \dot{\boldsymbol{q}}, \boldsymbol{\theta}) \dot{\boldsymbol{q}}+\boldsymbol{g}(\boldsymbol{q}, \boldsymbol{\theta})=\boldsymbol{\tau}
$$

or equivalently,

$$
\Phi(\boldsymbol{q}, \ddot{\boldsymbol{q}}, \dot{\boldsymbol{q}}, \dot{\boldsymbol{q}}) \boldsymbol{\theta}+M_{0}(\boldsymbol{q}) \ddot{\boldsymbol{q}}+C_{0}(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}+\boldsymbol{g}_{0}(\boldsymbol{q})=\boldsymbol{\tau}
$$

Assume that the matrices $\Phi(\boldsymbol{q}, \ddot{\boldsymbol{q}}, \dot{\boldsymbol{q}}, \dot{\boldsymbol{q}}) \in \mathbb{R}^{n \times m}, M_{0}(\boldsymbol{q}), C_{0}(\boldsymbol{q}, \dot{\boldsymbol{q}}) \in \mathbb{R}^{n \times n}$ and the vector $\boldsymbol{g}_{0}(\boldsymbol{q}) \in \mathbb{R}^{n}$ are known but that the constant vector of dynamic parameters (which includes, for instance, inertias and masses) $\boldsymbol{\theta} \in \mathbb{R}^{m}$ is unknown ${ }^{4}$. Given a set of vectorial bounded functions $\boldsymbol{q}_{d}, \dot{\boldsymbol{q}}_{d}$ and $\ddot{\boldsymbol{q}}_{d}$, referred to as desired joint positions, velocities and accelerations, we seek to design controllers that achieve the position or motion control objectives. The solutions given in this textbook to this problem consist of the so-called adaptive controllers.

[^38]We present next an example with the purpose of illustrating the control problem formulated above.

Example 14.8. Consider again the model of a pendulum of mass $m$, inertia $J$ with respect to the axis of rotation, and distance $l$ from the axis of rotation to its center of mass. The torque $\tau$ is applied at the axis of rotation, that is,

$$
J \ddot{q}+m g l \sin (q)=\tau
$$

We clearly identify $M(q)=J, C(q, \dot{q})=0$ and $g(q)=m g l \sin (q)$.
Consider as parameter of interest, the inertia $J$. The model of the pendulum may be written in the generic form (14.9)

$$
\begin{aligned}
M(q, \theta) u+C(q, w & , \theta) v+g(q, \theta) \\
& =J u+m g l \sin (q) \\
& =\Phi(q, u, v, w) \theta+M_{0}(q) u+C_{0}(q, w) v+g_{0}(q)
\end{aligned}
$$

where

$$
\begin{aligned}
\Phi(q, u, v, w) & =u \\
\theta & =J \\
M_{0}(q) & =0 \\
C_{0}(q, w) & =0 \\
g_{0}(q) & =m g l \sin (q) .
\end{aligned}
$$

Assume that the values of the mass $m$, the distance $l$ and the gravity acceleration $g$ are known but that the value of the inertia $\theta=J$ is unknown (yet constant). The control problem consists in designing a controller that is capable of achieving the motion control objective

$$
\lim _{t \rightarrow \infty} \tilde{q}(t)=0 \in \mathbb{R}
$$

for any desired joint trajectory $q_{d}(t)$ (with bounded first and second time derivatives). The reader may notice that this problem formulation has not been addressed by any of the controllers presented in previous chapters.

It is important to stress that the lack of knowledge of the vector of dynamic parameters of the robot, $\boldsymbol{\theta}$ and consequently, the uncertainty in its dynamic model make impossible the use of controllers which rely on accurate knowledge of the robot model, such as those studied in the chapters of Part II of this textbook. This has been the main reason that motivates the presentation of
adaptive controllers in this part of the text. Certainly, if by any other means it is possible to determine the dynamic parameters, the use of an adaptive controller is unnecessary.

Another important observation about the control problem formulated above is the following. We have said explicitly that the vector of dynamic parameters $\boldsymbol{\theta} \in \mathbb{R}^{m}$ is assumed unknown but constant. This means precisely that the components of this vector do not vary as functions of time. Consequently, in the case where the parametric uncertainty comes from the mass or the inertia corresponding to the manipulated load by the robot ${ }^{5}$, this must always be the same object, and therefore, it may not be latched or changed. Obviously this is a serious restriction from a practical viewpoint but it is necessary for the stability analysis of any adaptive controller if one is interested in guaranteeing achievement of the motion or position control objectives. As a matter of fact, the previous remarks also apply universally to all controllers that have been studied in previous chapters of this textbook. The reader should not be surprised by this fact since in the stability analyses the dynamic model of robot manipulators (including the manipulated object) is given by

$$
M(\boldsymbol{q}) \ddot{\boldsymbol{q}}+C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}+\boldsymbol{g}(\boldsymbol{q})=\boldsymbol{\tau}
$$

where we have implicitly involved the hypothesis that its parameters are constant. Naturally, in the case of model-based controllers for robots, these constant parameters must in addition, be known. In the scenario where the parameters vary with time then this variation must be known exactly.

### 14.3 Parameterization of the Adaptive Controller

The control laws to solve the position and motion control problems for robot manipulators may be written in the functional form

$$
\begin{equation*}
\boldsymbol{\tau}=\boldsymbol{\tau}\left(\boldsymbol{q}, \dot{\boldsymbol{q}}, \boldsymbol{q}_{d}, \dot{\boldsymbol{q}}_{d}, \ddot{\boldsymbol{q}}_{d}, M(\boldsymbol{q}), C(\boldsymbol{q}, \dot{\boldsymbol{q}}), \boldsymbol{g}(\boldsymbol{q})\right) \tag{14.18}
\end{equation*}
$$

In general, these control laws are formed by the sum of two terms; the first, which does not depend explicitly on the dynamic model of the robot to be controlled, and a second one which does. Therefore, giving a little 'more' structure to (14.18), we may write that most of the control laws have the form

$$
\boldsymbol{\tau}=\boldsymbol{\tau}_{1}\left(\boldsymbol{q}, \dot{\boldsymbol{q}}, \boldsymbol{q}_{d}, \dot{\boldsymbol{q}}_{d}, \ddot{\boldsymbol{q}}_{d}\right)+M(\boldsymbol{q}) \boldsymbol{u}+C(\boldsymbol{q}, \boldsymbol{w}) \boldsymbol{v}+\boldsymbol{g}(\boldsymbol{q})
$$

where the vectors $\boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w} \in \mathbb{R}^{n}$ depend in general on the positions $\boldsymbol{q}$, velocities $\dot{\boldsymbol{q}}$ and on the desired trajectory and its derivatives, $\boldsymbol{q}_{d}, \dot{\boldsymbol{q}}_{d}$ and $\ddot{\boldsymbol{q}}_{d}$. The term

[^39]$\boldsymbol{\tau}_{1}\left(\boldsymbol{q}, \dot{\boldsymbol{q}}, \boldsymbol{q}_{d}, \dot{\boldsymbol{q}}_{d}, \ddot{\boldsymbol{q}}_{d}\right)$, which does not depend on the dynamic model, usually corresponds to linear control terms of PD type, i.e.
$$
\boldsymbol{\tau}_{1}\left(\boldsymbol{q}, \dot{\boldsymbol{q}}, \boldsymbol{q}_{d}, \dot{\boldsymbol{q}}_{d}, \ddot{\boldsymbol{q}}_{d}\right)=K_{p}\left[\boldsymbol{q}_{d}-\boldsymbol{q}\right]+K_{v}\left[\dot{\boldsymbol{q}}_{d}-\dot{\boldsymbol{q}}\right]
$$
where $K_{p}$ and $K_{v}$ are gain matrices of position and velocity (or derivative gain) respectively.

Certainly, the structure of some position control laws do not depend on the dynamic model of the robot to be controlled; e.g. such is the case for PD and PID control laws. Other control laws require only part of the dynamic model of the robot; e.g. PD control with gravity compensation.

In general an adaptive controller is formed of two main parts:

- control law or controller;
- adaptive (update) law.

At this point it is worth remarking that we have not spoken of any particular adaptive controller to solve a given control problem. Indeed, there may exist many control and adaptive laws that allow one to solve a specific control problem. However, in general the control law is an algebraic equation that calculates the control action and which may be written in the generic form

$$
\begin{equation*}
\boldsymbol{\tau}=\boldsymbol{\tau}_{1}\left(\boldsymbol{q}, \dot{\boldsymbol{q}}, \boldsymbol{q}_{d}, \dot{\boldsymbol{q}}_{d}, \ddot{\boldsymbol{q}}_{d}\right)+M(\boldsymbol{q}, \hat{\boldsymbol{\theta}}) \boldsymbol{u}+C(\boldsymbol{q}, \boldsymbol{w}, \hat{\boldsymbol{\theta}}) \boldsymbol{v}+\boldsymbol{g}(\boldsymbol{q}, \hat{\boldsymbol{\theta}}) \tag{14.19}
\end{equation*}
$$

where in general, the vectors $\boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w} \in \mathbb{R}^{n}$ depend on the positions $\boldsymbol{q}$ and velocities $\dot{\boldsymbol{q}}$ as well as on the desired trajectory $\boldsymbol{q}_{d}$, and its derivatives $\dot{\boldsymbol{q}}_{d}$ and $\ddot{\boldsymbol{q}}_{d}$. The vector $\hat{\boldsymbol{\theta}} \in \mathbb{R}^{m}$ is referred to as the vector of adaptive parameters even though it actually corresponds to the vectorial function of time $\hat{\boldsymbol{\theta}}(t)$, which is such that (14.10) holds for all $t \geq 0$. It is important to mention that on some occasions, the control law may be a dynamic equation and not just 'algebraic'.

Typically, the control law (14.19) is chosen so that when substituting the vector of adaptive parameters $\hat{\boldsymbol{\theta}}$ by the vector of dynamic parameters $\boldsymbol{\theta}$ (which yields a nonadaptive controller), the resulting closed-loop system meets the control objective. As a matter of fact, in the case of control of robot manipulators nonadaptive control strategies that do not guarantee global asymptotic stability of the origin $\left[\begin{array}{cc}\tilde{\boldsymbol{q}}^{T} & \dot{\tilde{\boldsymbol{q}}}^{T}\end{array}\right]^{T}=\mathbf{0} \in \mathbb{R}^{2 n}$ or $\left[\begin{array}{cc}\tilde{\boldsymbol{q}}^{T} & \dot{\boldsymbol{q}}^{T}\end{array}\right]^{T}=\mathbf{0} \in \mathbb{R}^{2 n}$ for the case when $\boldsymbol{q}_{d}(t)$ is constant, are not candidates for adaptive versions, at least not with the standard design tools.

The adaptive law allows one to determine $\hat{\boldsymbol{\theta}}(t)$ and in general, may be written as a differential equation of $\hat{\boldsymbol{\theta}}$. An adaptive law commonly used in continuous adaptive systems is the so-called integral law or gradient type

$$
\begin{equation*}
\hat{\boldsymbol{\theta}}(t)=\Gamma \int_{0}^{t} \boldsymbol{\psi}\left(s, \boldsymbol{q}, \dot{\boldsymbol{q}}, \ddot{\boldsymbol{q}}, \boldsymbol{q}_{d}, \dot{\boldsymbol{q}}_{d}, \ddot{\boldsymbol{q}}_{d}\right) d s+\hat{\boldsymbol{\theta}}(0) \tag{14.20}
\end{equation*}
$$

where ${ }^{6} \Gamma=\Gamma^{T} \in \mathbb{R}^{m \times m}$ and $\hat{\boldsymbol{\theta}}(0) \in \mathbb{R}^{m}$ are design parameters while $\boldsymbol{\psi}$ is a vectorial function to be determined, of dimension $m$.

The symmetric matrix $\Gamma$ is usually diagonal and positive definite and is called 'adaptive gain'. The "magnitude" of the adaptive gain $\Gamma$ is related proportionally to the "rapidity of adaptation" of the control system vis-avis the parametric uncertainty of the dynamic model. The design procedures for adaptive controllers that use integral adaptive laws (14.20) in general, do not provide any guidelines to determine specifically the adaptive gain $\Gamma$. In practice one simply applies 'experience' to a trial-and-error approach until satisfactory behavior of the control system is obtained and usually, the adaptive gain is initially chosen to be "small".

On the other hand, $\hat{\boldsymbol{\theta}}(0)$ is an arbitrary vector even though in practice, we choose it as the best approximation available to the unknown vector of dynamic parameters, $\boldsymbol{\theta}$.

Figure 14.2 shows a block-diagram of the adaptive control of a robot.
An equivalent representation of the adaptive law is obtained by differentiating (14.20) with respect to time, that is,

$$
\begin{equation*}
\dot{\hat{\boldsymbol{\theta}}}(t)=\Gamma \boldsymbol{\psi}\left(s, \boldsymbol{q}, \dot{\boldsymbol{q}}, \ddot{\boldsymbol{q}}, \boldsymbol{q}_{d}, \dot{\boldsymbol{q}}_{d}, \ddot{\boldsymbol{q}}_{d}\right) . \tag{14.21}
\end{equation*}
$$



Figure 14.2. Block-diagram: generic adaptive control of robots

It is desirable, from a practical viewpoint, that the control law (14.19) as well as the adaptive law (14.20) or (14.21), do not depend explicitly on the joint acceleration $\ddot{\boldsymbol{q}}$.

### 14.3.1 Stability and Convergence of Adaptive Control Systems

An important topic in adaptive control systems is parametric convergence. The concept of parametric convergence refers to the asymptotic properties of

[^40]the vector of adaptive parameters $\hat{\boldsymbol{\theta}}$. For a given adaptive system, if the limit of $\hat{\boldsymbol{\theta}}(t)$ when $t \rightarrow \infty$ exists and is such that
$$
\lim _{t \rightarrow \infty} \hat{\boldsymbol{\theta}}(t)=\boldsymbol{\theta}
$$
then we say that the adaptive system guarantees parametric convergence. As a matter of fact, parametric convergence is not an intrinsic characteristic of an adaptive controller. The latter depends, of course, on the adaptive controller itself but also on the behavior of some functions which may be internal or eventually external to the system in closed loop.

The study of the conditions to obtain parametric convergence in adaptive control systems is in general elaborate and requires additional mathematical tools to those presented in this text. For this reason, this topic is excluded.

The methodology of stability analysis for adaptive control systems for robot manipulators that is treated in this textbook is based on Lyapunov stability theory, following the guidelines of their nonadaptive counterparts. The main difference with respect to the analyses presented before is the inclusion of the parametric errors vector $\tilde{\boldsymbol{\theta}} \in \mathbb{R}^{m}$ defined as

$$
\tilde{\boldsymbol{\theta}}=\hat{\boldsymbol{\theta}}-\boldsymbol{\theta}
$$

in the closed loop equation's state vector.
The dynamic equations that characterize adaptive control systems in closed loop have the general form

$$
\frac{d}{d t}\left[\begin{array}{c}
\tilde{\boldsymbol{q}} \\
\dot{\tilde{\boldsymbol{q}}} \\
\tilde{\boldsymbol{\theta}}
\end{array}\right]=\boldsymbol{f}\left(t, \boldsymbol{q}, \dot{\boldsymbol{q}}, \boldsymbol{q}_{d}, \dot{\boldsymbol{q}}_{d}, \ddot{\boldsymbol{q}}_{d}, \tilde{\boldsymbol{\theta}}\right)
$$

for which the origin is an equilibrium point. In general, unless we make appropriate hypotheses on the reference trajectories, the origin in adaptive control systems is not the only equilibrium point; as a matter of fact, it is not even an isolated equilibrium! The study of such systems is beyond the scope of the present text. For this reason, we do not study asymptotic stability (neither local nor global) but only stability and convergence of the position errors. That is, we show by other arguments, achievement of the control objective

$$
\lim _{t \rightarrow \infty} \tilde{\boldsymbol{q}}(t)=\mathbf{0}
$$

We wish to emphasize the significance of the last phrase. Notice that we are claiming that even though we do not study and in general do not guarantee parameter convergence (to their true values) for any of the adaptive controllers studied in this text, we are implicitly saying that one can still achieve
the motion control objective. This, in the presence of multiple equilibria and parameter uncertainty.

That one can achieve the control objective under parameter uncertainty is a fundamental truth that holds for many nonlinear systems and is commonly known as certainty equivalence.
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## Problems

1. Consider the simplified Cartesian mechanical device of Figure 14.3. Express the dynamic model in the form

$$
M(\boldsymbol{q}) \ddot{\boldsymbol{q}}+C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}+\boldsymbol{g}(\boldsymbol{q})=Y(\boldsymbol{q}, \dot{\boldsymbol{q}}, \ddot{\boldsymbol{q}}) \boldsymbol{\theta}
$$

where $\boldsymbol{\theta}=\left[\begin{array}{ll}m_{1}+m_{2} & m_{2}\end{array}\right]^{T}$.


Figure 14.3. Problem 2. Cartesian robot.

## PD Control with Adaptive Desired Gravity Compensation

It must be clear at this point that position control - regulation - is one of the simplest control objectives that may be formulated for robot manipulators. In spite of this apparent simplicity, the controllers which may achieve it globally require, in general, knowledge of at least the vector of gravitational torques $\boldsymbol{g}(\boldsymbol{q})$ of the dynamic robot model in question. Among the simplest controllers we have the following:

- PD control with gravity compensation;
- PD control with desired gravity compensation.

The first satisfies the position control objective globally with a trivial choice of the design parameter ( $c f$. Chapter 7 ) while the second, even though it also achieves the position control objective globally, it requires a particular choice of design parameters ( $c f$. Chapter 8). Nevertheless, the second controller is more attractive from a practical viewpoint due to its relative simplicity. As mentioned above, a common feature of both controllers is the use of the vector of gravitational torques $\boldsymbol{g}(\boldsymbol{q})$. The knowledge of this vector must be complete in the sense that both the structure of $\boldsymbol{g}(\boldsymbol{q})$ and the numerical values of the dynamic parameters must be known. Naturally in the case in which one of them is unknown, the previous control schemes may not be implemented.

In this chapter we study an adaptive control that is capable of satisfying the position control objective globally without requiring exact knowledge of the numerical values involved in the dynamic model of the robot to be controlled. We consider the scenario where all the joints of the robot are revolute. Specifically, we study the adaptive version of PD control with desired gravity compensation.

The material presented in this chapter has been taken from the corresponding references cited at the end of the chapter.

### 15.1 The Control and Adaptive Laws

We start by recalling the PD control law with desired gravity compensation given by (8.1), and which we repeat below for convenience,

$$
\boldsymbol{\tau}=K_{p} \tilde{\boldsymbol{q}}+K_{v} \dot{\tilde{\boldsymbol{q}}}+\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)
$$

We also recall that $K_{p}, K_{v} \in \mathbb{R}^{n \times n}$ are symmetric positive definite matrices chosen by the designer. As is customary, the position error is denoted by $\tilde{\boldsymbol{q}}=\boldsymbol{q}_{d}-\boldsymbol{q}$, while $\boldsymbol{q}_{d} \in \mathbb{R}^{n}$ stands for the desired joint position. In this chapter we assume that the desired joint position $\boldsymbol{q}_{d}$ is constant and therefore the control law covers the form

$$
\begin{equation*}
\boldsymbol{\tau}=K_{p} \tilde{\boldsymbol{q}}-K_{v} \dot{\boldsymbol{q}}+\boldsymbol{g}\left(\boldsymbol{q}_{d}\right) . \tag{15.1}
\end{equation*}
$$

The practical convenience of this control law with respect to that of PD control with gravity compensation, given by (7.1), is evident. Indeed, the vector $\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)$ used in the control law (15.1) depends on $\boldsymbol{q}_{d}$ and not on $\boldsymbol{q}$ therefore, it may be evaluated "off-line" once $\boldsymbol{q}_{d}$ is defined. In other words, it is unnecessary to compute $\boldsymbol{g}(\boldsymbol{q})$ in real time.

For further development it is also worth recalling Property 14.1, which establishes that the dynamic model of a $n$-DOF robot (with a manipulated load included) may be written using the parameterization (14.9), i.e. as

$$
\begin{align*}
& M(\boldsymbol{q}, \boldsymbol{\theta}) \boldsymbol{u}+C(\boldsymbol{q}, \boldsymbol{w}, \boldsymbol{\theta}) \boldsymbol{v}+\boldsymbol{g}(\boldsymbol{q}, \boldsymbol{\theta})= \\
& \quad \Phi(\boldsymbol{q}, \boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w}) \boldsymbol{\theta}+M_{0}(\boldsymbol{q}) \boldsymbol{u}+C_{0}(\boldsymbol{q}, \boldsymbol{w}) \boldsymbol{v}+\boldsymbol{g}_{0}(\boldsymbol{q}) \tag{15.2}
\end{align*}
$$

where $\Phi(\boldsymbol{q}, \boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w}) \in \mathbb{R}^{n \times m}, M_{0}(\boldsymbol{q}) \in \mathbb{R}^{n \times n}, C_{0}(\boldsymbol{q}, \boldsymbol{w}) \in \mathbb{R}^{n \times n}, \boldsymbol{g}_{0}(\boldsymbol{q}) \in \mathbb{R}^{n}$ and $\boldsymbol{\theta} \in \mathbb{R}^{m}$. The vector $\boldsymbol{\theta}$, known by the name vector of dynamic parameters, contains elements that depend precisely on physical parameters such as masses and inertias of the links of the manipulator and on the load. The matrices $M_{0}(\boldsymbol{q}), C_{0}(\boldsymbol{q}, \boldsymbol{w})$ and the vector $\boldsymbol{g}_{0}(\boldsymbol{q})$ represent parts of the matrices $M(\boldsymbol{q})$, $C(\boldsymbol{q}, \dot{\boldsymbol{q}})$ and of the vector $\boldsymbol{g}(\boldsymbol{q})$ that do not depend on the vector of (unknown) dynamic parameters $\boldsymbol{\theta}$.

By virtue of the previous fact, notice that the following expression is valid for all $\boldsymbol{x} \in \mathbb{R}^{n}$

$$
\begin{equation*}
\boldsymbol{g}(\boldsymbol{x}, \boldsymbol{\theta})=\Phi(\boldsymbol{x}, \mathbf{0}, \mathbf{0}, \mathbf{0}) \boldsymbol{\theta}+\boldsymbol{g}_{0}(\boldsymbol{x}) \tag{15.3}
\end{equation*}
$$

where we set

$$
\begin{aligned}
\boldsymbol{u} & =\mathbf{0} \\
\boldsymbol{v} & =\mathbf{0} \\
\boldsymbol{w} & =\mathbf{0}
\end{aligned}
$$

On the other hand, using (14.10), we conclude that for any vector $\hat{\boldsymbol{\theta}} \in \mathbb{R}^{m}$ and $\boldsymbol{x} \in \mathbb{R}^{n}$

$$
\begin{equation*}
\boldsymbol{g}(\boldsymbol{x}, \hat{\boldsymbol{\theta}})=\Phi(\boldsymbol{x}, \mathbf{0}, \mathbf{0}, \mathbf{0}) \hat{\boldsymbol{\theta}}+\boldsymbol{g}_{0}(\boldsymbol{x}) . \tag{15.4}
\end{equation*}
$$

For notational simplicity, in the sequel we use the following abbreviation

$$
\begin{equation*}
\Phi_{g}(\boldsymbol{x})=\Phi(\boldsymbol{x}, \mathbf{0}, \mathbf{0}, \mathbf{0}) \tag{15.5}
\end{equation*}
$$

Considering (15.3) with $\boldsymbol{x}=\boldsymbol{q}_{d}$, the PD control law with desired gravity compensation, (15.1), may also be written as

$$
\begin{equation*}
\boldsymbol{\tau}=K_{p} \tilde{\boldsymbol{q}}-K_{v} \dot{\boldsymbol{q}}+\Phi_{g}\left(\boldsymbol{q}_{d}\right) \boldsymbol{\theta}+\boldsymbol{g}_{0}\left(\boldsymbol{q}_{d}\right) . \tag{15.6}
\end{equation*}
$$

It is important to emphasize that in the implementation of the PD control law with desired gravity compensation, (15.1) or, equivalently (15.6), knowledge of the dynamic parameters $\boldsymbol{\theta}$ of the robot (including the manipulated load) is required.

In the sequel, we assume that the vector $\boldsymbol{\theta} \in \mathbb{R}^{m}$ of dynamic parameters is unknown but constant. Obviously, in this scenario, PD control with desired gravity compensation may not be used for robot control. Nevertheless, we assume that the unknown dynamic parameters $\boldsymbol{\theta}$ lay in a known region $\Omega \subset$ $\mathbb{R}^{m}$ of the space $\mathbb{R}^{m}$. In other words, even though the vector $\boldsymbol{\theta}$ is supposed to be unknown, we assume that the set $\Omega$ in which $\boldsymbol{\theta}$ lays is known. The set $\Omega$ may be arbitrarily "large" but has to be bounded. In practice, the set $\Omega$ may be determined from upper and lower-bounds on the dynamic parameters which, as has been mentioned, are functions of the masses, inertias and location of the centers of mass of the links.

The solution that we consider in this chapter to the position control problem formulated above consists in the so-called adaptive version of PD control with desired gravity compensation, that is, PD control with adaptive desired gravity compensation.

The structure of the motion adaptive control schemes for robot manipulators that are studied in this text are defined by means of a control law like (14.19) and an adaptive law like (14.20). In the particular case of position control these control laws take the form

$$
\begin{align*}
\boldsymbol{\tau} & =\boldsymbol{\tau}\left(t, \boldsymbol{q}, \dot{\boldsymbol{q}}, \boldsymbol{q}_{d}, \hat{\boldsymbol{\theta}}\right)  \tag{15.7}\\
\hat{\boldsymbol{\theta}}(t) & =\Gamma \int_{0}^{t} \boldsymbol{\psi}\left(t, \boldsymbol{q}, \dot{\boldsymbol{q}}, \boldsymbol{q}_{d}\right) d t+\hat{\boldsymbol{\theta}}(0), \tag{15.8}
\end{align*}
$$

where $\Gamma=\Gamma^{T} \in \mathbb{R}^{m \times m}$ (adaptation gain) and $\hat{\boldsymbol{\theta}}(0) \in \mathbb{R}^{m}$ are design parameters while $\boldsymbol{\psi}$ is a vectorial function to be determined, and has dimension $m$.

The PD control with adaptive desired gravity compensation is described in (15.7)-(15.8) where

$$
\begin{align*}
\boldsymbol{\tau} & =K_{p} \tilde{\boldsymbol{q}}-K_{v} \dot{\boldsymbol{q}}+\boldsymbol{g}\left(\boldsymbol{q}_{d}, \hat{\boldsymbol{\theta}}\right)  \tag{15.9}\\
& =K_{p} \tilde{\boldsymbol{q}}-K_{v} \dot{\boldsymbol{q}}+\Phi_{g}\left(\boldsymbol{q}_{d}\right) \hat{\boldsymbol{\theta}}+\boldsymbol{g}_{0}\left(\boldsymbol{q}_{d}\right), \tag{15.10}
\end{align*}
$$

and

$$
\begin{equation*}
\hat{\boldsymbol{\theta}}(t)=\Gamma \Phi_{g}\left(\boldsymbol{q}_{d}\right)^{T} \int_{0}^{t}\left[\frac{\varepsilon_{0}}{1+\|\tilde{\boldsymbol{q}}\|} \tilde{\boldsymbol{q}}-\dot{\boldsymbol{q}}\right] d s+\hat{\boldsymbol{\theta}}(0) \tag{15.11}
\end{equation*}
$$

where $K_{p}, K_{v} \in \mathbb{R}^{n \times n}$ and $\Gamma \in \mathbb{R}^{m \times m}$ are symmetric positive definite design matrices and $\varepsilon_{0}$ is a positive constant that satisfies conditions that are given later on. The pass from (15.9) to (15.10) was made by using (15.4) with $\boldsymbol{x}=\boldsymbol{q}_{d}$.

Notice that the control law (15.10) does not depend on the dynamic parameters $\boldsymbol{\theta}$ but on the so-called adaptive parameters $\hat{\boldsymbol{\theta}}$ that in their turn, are obtained from the adaptive law (15.11) which of course, does not depend either on $\boldsymbol{\theta}$.

Among the design parameters of the adaptive controller formed by Equations (15.10)-(15.11), only the matrix $K_{p}$ and the real positive constant $\varepsilon_{0}$ must be chosen carefully. To that end, we start by defining $\lambda_{\mathrm{Max}}\{M\}, k_{C 1}$ and $k_{g}$ as

$$
\begin{array}{ll}
\bullet \lambda_{\operatorname{Max}}\{M(\boldsymbol{q}, \boldsymbol{\theta})\} \leq \lambda_{\operatorname{Max}}\{M\} & \forall \boldsymbol{q} \in \mathbb{R}^{n}, \boldsymbol{\theta} \in \Omega \\
\bullet\|C(\boldsymbol{q}, \dot{\boldsymbol{q}}, \boldsymbol{\theta})\| \leq k_{C 1}\|\dot{\boldsymbol{q}}\| & \forall \boldsymbol{q}, \dot{\boldsymbol{q}} \in \mathbb{R}^{n}, \boldsymbol{\theta} \in \Omega \\
\bullet\|\boldsymbol{g}(\boldsymbol{x}, \boldsymbol{\theta})-\boldsymbol{g}(\boldsymbol{y}, \boldsymbol{\theta})\| \leq k_{g}\|\boldsymbol{x}-\boldsymbol{y}\| & \forall \boldsymbol{x}, \boldsymbol{y} \in \mathbb{R}^{n}, \boldsymbol{\theta} \in \Omega .
\end{array}
$$

Notice that these conditions are compatible with those established in Chapter 4. The constants $\lambda_{\operatorname{Max}}\{M\}, k_{C 1}$ and $k_{g}$ are considered known. Naturally, to obtain them it is necessary to know explicitly the matrices $M(\boldsymbol{q}, \boldsymbol{\theta}), C(\boldsymbol{q}, \dot{\boldsymbol{q}}, \boldsymbol{\theta})$ and of the vector $\boldsymbol{g}(\boldsymbol{q}, \boldsymbol{\theta})$, as well as of the set $\Omega$, but one does not require to know the exact vector of dynamic parameters $\boldsymbol{\theta}$.

The symmetric positive definite matrix $K_{p}$ and the positive constant $\varepsilon_{0}$ are chosen so that the following design conditions be verified.
C.1) $\lambda_{\min }\left\{K_{p}\right\}>k_{g}$,
C.2) $\sqrt{\frac{2 \lambda_{\min }\left\{K_{p}\right\}}{\varepsilon_{2} \lambda_{\operatorname{Max}}\{M\}}}>\varepsilon_{0}$,
C.3) $\frac{2 \lambda_{\min }\left\{K_{v}\right\}\left[\lambda_{\min }\left\{K_{p}\right\}-k_{g}\right]}{\lambda_{\text {Max }}^{2}\left\{K_{v}\right\}}>\varepsilon_{0}$,
C.4) $\frac{\lambda_{\min }\left\{K_{v}\right\}}{2\left[k_{C 1}+2 \lambda_{\text {Max }}\{M\}\right]}>\varepsilon_{0}$
where $\varepsilon_{2}$ is defined so that

$$
\begin{equation*}
\varepsilon_{2}=\frac{2 \varepsilon_{1}}{\varepsilon_{1}-2} \tag{15.12}
\end{equation*}
$$

and $\varepsilon_{1}$ satisfies the inequality

$$
\begin{equation*}
\frac{2 \lambda_{\min }\left\{K_{p}\right\}}{k_{g}}>\varepsilon_{1}>2 . \tag{15.13}
\end{equation*}
$$

It is important to underline that once the matrix $K_{p}$ is fixed in accordance with condition C. 1 and the matrix $K_{v}$ has been chosen arbitrarily but of course, symmetric positive definite, then it is always possible to find a set of strictly positive values for $\varepsilon_{0}$ for which the conditions C.2-C. 4 are also verified.

Before proceeding to derive the closed-loop equation we define the parameter errors vector $\tilde{\boldsymbol{\theta}} \in \mathbb{R}^{m}$ as

$$
\begin{equation*}
\tilde{\boldsymbol{\theta}}=\hat{\boldsymbol{\theta}}-\boldsymbol{\theta} . \tag{15.14}
\end{equation*}
$$

The parametric errors vector $\tilde{\boldsymbol{\theta}}$ is unknown since this is obtained as a function of the vector of dynamic parameters $\boldsymbol{\theta}$ which is assumed to be unknown. Nevertheless, the parametric error $\tilde{\boldsymbol{\theta}}$ is introduced here only for analytical purposes and evidently, it is not used by the controller.

From the definition of the parametric errors vector $\tilde{\boldsymbol{\theta}}$ in (15.14), it may be verified that

$$
\begin{aligned}
\Phi_{g}\left(\boldsymbol{q}_{d}\right) \hat{\boldsymbol{\theta}} & =\Phi_{g}\left(\boldsymbol{q}_{d}\right) \tilde{\boldsymbol{\theta}}+\Phi_{g}\left(\boldsymbol{q}_{d}\right) \boldsymbol{\theta} \\
& =\Phi_{g}\left(\boldsymbol{q}_{d}\right) \tilde{\boldsymbol{\theta}}+\boldsymbol{g}\left(\boldsymbol{q}_{d}, \boldsymbol{\theta}\right)-\boldsymbol{g}_{0}\left(\boldsymbol{q}_{d}\right)
\end{aligned}
$$

where we used (15.3) with $\boldsymbol{x}=\boldsymbol{q}_{\boldsymbol{d}}$.
Using the expression above, the control law (15.10) may be written as

$$
\boldsymbol{\tau}=K_{p} \tilde{\boldsymbol{q}}-K_{v} \dot{\boldsymbol{q}}+\Phi_{g}\left(\boldsymbol{q}_{d}\right) \tilde{\boldsymbol{\theta}}+\boldsymbol{g}\left(\boldsymbol{q}_{d}, \boldsymbol{\theta}\right) .
$$

Using the control law as written above and substituting the control action $\boldsymbol{\tau}$ in the equation of the robot model (14.2), we obtain

$$
\begin{equation*}
M(\boldsymbol{q}, \boldsymbol{\theta}) \ddot{\boldsymbol{q}}+C(\boldsymbol{q}, \dot{\boldsymbol{q}}, \boldsymbol{\theta}) \dot{\boldsymbol{q}}=K_{p} \tilde{\boldsymbol{q}}-K_{v} \dot{\boldsymbol{q}}+\Phi_{g}\left(\boldsymbol{q}_{d}\right) \tilde{\boldsymbol{\theta}}+\boldsymbol{g}\left(\boldsymbol{q}_{d}, \boldsymbol{\theta}\right)-\boldsymbol{g}(\boldsymbol{q}, \boldsymbol{\theta}) . \tag{15.15}
\end{equation*}
$$

On the other hand, since the vector of dynamic parameters $\boldsymbol{\theta}$ has been assumed to be constant, its time derivative is zero, $\dot{\boldsymbol{\theta}}=\mathbf{0} \in \mathbb{R}^{m}$. Therefore, taking the derivative with respect to time of the parametric errors vector $\tilde{\boldsymbol{\theta}}$, defined in (15.14), we obtain $\dot{\tilde{\boldsymbol{\theta}}}=\dot{\hat{\boldsymbol{\theta}}}$. In its turn, the time derivative of the vector of adaptive parameters $\hat{\boldsymbol{\theta}}$ is obtained by derivating with respect to time the adaptive law (15.11). Using these arguments we finally get

$$
\begin{equation*}
\dot{\tilde{\boldsymbol{\theta}}}=\Gamma \Phi_{g}\left(\boldsymbol{q}_{d}\right)^{T}\left[\frac{\varepsilon_{0}}{1+\|\tilde{\boldsymbol{q}}\|} \tilde{\boldsymbol{q}}-\dot{\boldsymbol{q}}\right] . \tag{15.16}
\end{equation*}
$$

From all the above conclude that the closed-loop equation is formed by Equations (15.15) and (15.16) and it may be written as
$\frac{d}{d t}\left[\begin{array}{l}\tilde{\boldsymbol{q}} \\ \dot{\boldsymbol{q}} \\ \tilde{\boldsymbol{\theta}}\end{array}\right]=$

$$
\left[\begin{array}{c}
-\dot{\boldsymbol{q}}  \tag{15.17}\\
M(\boldsymbol{q}, \boldsymbol{\theta})^{-1}\left[K_{p} \tilde{\boldsymbol{q}}-K_{v} \dot{\boldsymbol{q}}+\Phi_{g}\left(\boldsymbol{q}_{d}\right) \tilde{\boldsymbol{\theta}}-C(\boldsymbol{q}, \dot{\boldsymbol{q}}, \boldsymbol{\theta}) \dot{\boldsymbol{q}}+\boldsymbol{g}\left(\boldsymbol{q}_{d}, \boldsymbol{\theta}\right)-\boldsymbol{g}(\boldsymbol{q}, \boldsymbol{\theta})\right] \\
\Gamma \Phi_{g}\left(\boldsymbol{q}_{d}\right)^{T}\left[\frac{\varepsilon_{0}}{1+\|\tilde{\boldsymbol{q}}\|} \tilde{\boldsymbol{q}}-\dot{\boldsymbol{q}}\right]
\end{array}\right]
$$

Notice that this is a set of autonomous differential equations with state $\left[\tilde{\boldsymbol{q}}^{T} \dot{\boldsymbol{q}}^{T} \tilde{\boldsymbol{\theta}}^{T}\right]^{T}$ and the origin of the state space, i.e.

$$
\left[\begin{array}{c}
\tilde{\boldsymbol{q}} \\
\dot{\boldsymbol{q}} \\
\tilde{\boldsymbol{\theta}}
\end{array}\right]=\mathbf{0} \in \mathbb{R}^{2 n+m}
$$

is an equilibrium point of (15.17).

### 15.2 Stability Analysis

The stability analysis of the origin of the state space of closed-loop equation follows along the guidelines of Section 8.4. Consider the following extension of the Lyapunov function candidate (8.23) with the additional term $\frac{1}{2} \tilde{\boldsymbol{\theta}}^{T} \Gamma^{-1} \tilde{\boldsymbol{\theta}}$, i.e.

$$
\begin{aligned}
V(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}, \tilde{\boldsymbol{\theta}})= & \frac{1}{2}\left[\begin{array}{c}
\tilde{\boldsymbol{q}} \\
\dot{\boldsymbol{q}} \\
\tilde{\boldsymbol{\theta}}
\end{array}\right]_{\left[\begin{array}{ccc}
\frac{2}{\varepsilon_{2}} K_{p} & -\frac{\varepsilon_{0}}{1+\|\tilde{\boldsymbol{q}}\|^{M}(\boldsymbol{q}, \boldsymbol{\theta})} & 0 \\
-\frac{\varepsilon_{0}}{1+\|\tilde{\boldsymbol{q}}\|} M(\boldsymbol{q}, \boldsymbol{\theta}) & M(\boldsymbol{q}, \boldsymbol{\theta}) & 0 \\
0 & 0 & \Gamma^{-1}
\end{array}\right]}^{P}\left[\begin{array}{c}
\tilde{\boldsymbol{q}} \\
\dot{\boldsymbol{q}} \\
\tilde{\boldsymbol{\theta}}
\end{array}\right] \\
& +\underbrace{\mathcal{U}(\boldsymbol{q}, \boldsymbol{\theta})-\mathcal{U}\left(\boldsymbol{q}_{d}, \boldsymbol{\theta}\right)+\boldsymbol{g}\left(\boldsymbol{q}_{d}, \boldsymbol{\theta}\right)^{T} \tilde{\boldsymbol{q}}+\frac{1}{\varepsilon_{1}} \tilde{\boldsymbol{q}}^{T} K_{p} \tilde{\boldsymbol{q}}}_{f(\tilde{\boldsymbol{q}})}
\end{aligned}
$$

$$
\begin{align*}
= & \frac{1}{2} \dot{\boldsymbol{q}}^{T} M(\boldsymbol{q}, \boldsymbol{\theta}) \dot{\boldsymbol{q}}+\mathcal{U}(\boldsymbol{q}, \boldsymbol{\theta})-\mathcal{U}\left(\boldsymbol{q}_{d}, \boldsymbol{\theta}\right)+\boldsymbol{g}\left(\boldsymbol{q}_{d}, \boldsymbol{\theta}\right)^{T} \tilde{\boldsymbol{q}} \\
& +\left(\frac{1}{\varepsilon_{1}}+\frac{1}{\varepsilon_{2}}\right) \tilde{\boldsymbol{q}}^{T} K_{p} \tilde{\boldsymbol{q}}-\frac{\varepsilon_{0}}{1+\|\tilde{\boldsymbol{q}}\|} \tilde{\boldsymbol{q}}^{T} M(\boldsymbol{q}, \boldsymbol{\theta}) \dot{\boldsymbol{q}} \\
& +\frac{1}{2} \tilde{\boldsymbol{\theta}}^{T} \Gamma^{-1} \tilde{\boldsymbol{\theta}} \tag{15.18}
\end{align*}
$$

where $f(\tilde{\boldsymbol{q}})$ is defined as in (8.18) and the constants $\varepsilon_{0}>0, \varepsilon_{1}>2$ and $\varepsilon_{2}>2$ are chosen so that

$$
\begin{gather*}
\frac{2 \lambda_{\min }\left\{K_{p}\right\}}{k_{g}}>\varepsilon_{1}>2  \tag{15.19}\\
\varepsilon_{2}=\frac{2 \varepsilon_{1}}{\varepsilon_{1}-2}  \tag{15.20}\\
\sqrt{\frac{2 \lambda_{\min }\left\{K_{p}\right\}}{\varepsilon_{2} \lambda_{\operatorname{Max}}\{M\}}}>\varepsilon_{0}>0 . \tag{15.21}
\end{gather*}
$$

The condition (15.19) guarantees that $f(\tilde{\boldsymbol{q}})$ is a positive definite function (see Lemma 8.1), while (15.21) ensures that $P$ is a positive definite matrix. Finally (15.20) implies that $\frac{1}{\varepsilon_{1}}+\frac{1}{\varepsilon_{2}}=\frac{1}{2}$. Notice that condition (15.21) corresponds exactly to condition C. 2 which holds due to the hypothesis on the choice of $\varepsilon_{0}$.

Thus, to show that the Lyapunov function candidate $V(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}, \tilde{\boldsymbol{\theta}})$ is positive definite, we start by defining $\varepsilon$ as

$$
\begin{equation*}
\varepsilon=\varepsilon(\|\tilde{\boldsymbol{q}}\|):=\frac{\varepsilon_{0}}{1+\|\tilde{\boldsymbol{q}}\|} . \tag{15.22}
\end{equation*}
$$

Consequently, the inequality (15.21) implies that the matrix

$$
\frac{2}{\varepsilon_{2}} K_{p}-\left(\frac{\varepsilon_{0}}{1+\|\tilde{\boldsymbol{q}}\|}\right)^{2} M(\boldsymbol{q}, \boldsymbol{\theta})=\frac{2}{\varepsilon_{2}} K_{p}-\varepsilon^{2} M(\boldsymbol{q}, \boldsymbol{\theta})
$$

is positive definite.
On the other hand, the Lyapunov function candidate (15.18) may be rewritten in the following manner:

$$
\begin{aligned}
V(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}, \tilde{\boldsymbol{\theta}}) & =\frac{1}{2}[-\dot{\boldsymbol{q}}+\varepsilon \tilde{\boldsymbol{q}}]^{T} M(\boldsymbol{q}, \boldsymbol{\theta})[-\dot{\boldsymbol{q}}+\varepsilon \tilde{\boldsymbol{q}}] \\
+ & \frac{1}{2} \tilde{\boldsymbol{q}}^{T}\left[\frac{2}{\varepsilon_{2}} K_{p}-\varepsilon^{2} M(\boldsymbol{q}, \boldsymbol{\theta})\right] \tilde{\boldsymbol{q}} \\
+ & +\underbrace{\frac{1}{\boldsymbol{\theta}}}_{f(\tilde{\boldsymbol{q}})} \tilde{\boldsymbol{\theta}}^{T} \Gamma^{-1} \tilde{\boldsymbol{\theta}} \\
+ & \underbrace{\mathcal{U}(\boldsymbol{q}, \boldsymbol{\theta})-\mathcal{U}\left(\boldsymbol{q}_{d}, \boldsymbol{\theta}\right)+\boldsymbol{g}\left(\boldsymbol{q}_{d}, \boldsymbol{\theta}\right)^{T} \tilde{\boldsymbol{q}}+\frac{1}{\varepsilon_{1}} \tilde{\boldsymbol{q}}^{T} K_{p} \tilde{\boldsymbol{q}}},
\end{aligned}
$$

which is a positive definite function since the matrices $M(\boldsymbol{q}, \boldsymbol{\theta})$ and $\frac{2}{\varepsilon_{2}} K_{p}-$ $\varepsilon^{2} M(\boldsymbol{q}, \boldsymbol{\theta})$ are positive definite and $f(\tilde{\boldsymbol{q}})$ is also a positive definite function (since $\lambda_{\min }\left\{K_{p}\right\}>k_{g}$ and from Lemma 8.1).

Now we proceed to compute the total time derivative of the Lyapunov function candidate (15.18). For notational simplicity, in the sequel we drop the argument $\boldsymbol{\theta}$ from the matrices $M(\boldsymbol{q}, \boldsymbol{\theta}), C(\boldsymbol{q}, \dot{\boldsymbol{q}}, \boldsymbol{\theta})$, from the vectors $\boldsymbol{g}(\boldsymbol{q}, \boldsymbol{\theta})$, $\boldsymbol{g}\left(\boldsymbol{q}_{d}, \boldsymbol{\theta}\right)$ and from $\mathcal{U}(\boldsymbol{q}, \boldsymbol{\theta})$ and $\mathcal{U}\left(\boldsymbol{q}_{d}, \boldsymbol{\theta}\right)$. However, the reader should keep in mind that, strictly speaking, $V$ depends on time since $\boldsymbol{\theta}=\hat{\boldsymbol{\theta}}(t)-\tilde{\boldsymbol{\theta}}$.

The time derivative of the Lyapunov function candidate (15.18) along the trajectories of the closed-loop Equation (15.17) becomes, after some simplifications,

$$
\begin{aligned}
\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}, \tilde{\boldsymbol{\theta}})= & \dot{\boldsymbol{q}}^{T}\left[K_{p} \tilde{\boldsymbol{q}}-K_{v} \dot{\boldsymbol{q}}-C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}+\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)-\boldsymbol{g}(\boldsymbol{q})\right]+\frac{1}{2} \dot{\boldsymbol{q}}^{T} \dot{M}(\boldsymbol{q}) \dot{\boldsymbol{q}} \\
& +\boldsymbol{g}(\boldsymbol{q})^{T} \dot{\boldsymbol{q}}-\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)^{T} \dot{\boldsymbol{q}}-\tilde{\boldsymbol{q}}^{T} K_{p} \dot{\boldsymbol{q}}+\varepsilon \dot{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}}-\varepsilon \tilde{\boldsymbol{q}}^{T} \dot{M}(\boldsymbol{q}) \dot{\boldsymbol{q}} \\
& -\varepsilon \tilde{\boldsymbol{q}}^{T}\left[K_{p} \tilde{\boldsymbol{q}}-K_{v} \dot{\boldsymbol{q}}-C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \dot{\boldsymbol{q}}+\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)-\boldsymbol{g}(\boldsymbol{q})\right] \\
& -\dot{\varepsilon} \tilde{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}},
\end{aligned}
$$

where we used $\boldsymbol{g}(\boldsymbol{q})=\frac{\partial \mathcal{U}(\boldsymbol{q})}{\partial \boldsymbol{q}}$. After some further simplifications, the time derivative $\dot{V}(\tilde{\theta}, \tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}})$ may be written as

$$
\begin{aligned}
\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}, \tilde{\boldsymbol{\theta}})= & -\dot{\boldsymbol{q}}^{T} K_{v} \dot{\boldsymbol{q}}+\dot{\boldsymbol{q}}^{T}\left[\frac{1}{2} \dot{M}(\boldsymbol{q})-C(\boldsymbol{q}, \dot{\boldsymbol{q}})\right] \dot{\boldsymbol{q}}+\varepsilon \dot{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}} \\
& -\varepsilon \tilde{\boldsymbol{q}}^{T}[\dot{M}(\boldsymbol{q})-C(\boldsymbol{q}, \dot{\boldsymbol{q}})] \dot{\boldsymbol{q}}-\varepsilon \tilde{\boldsymbol{q}}^{T}\left[K_{p} \tilde{\boldsymbol{q}}-K_{v} \dot{\boldsymbol{q}}\right] \\
& -\varepsilon \tilde{\boldsymbol{q}}^{T}\left[\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)-\boldsymbol{g}(\boldsymbol{q})\right]-\dot{\varepsilon} \tilde{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}}
\end{aligned}
$$

Finally, considering Property 4.2, i.e. that the matrix $\frac{1}{2} \dot{M}(\boldsymbol{q})-C(\boldsymbol{q}, \dot{\boldsymbol{q}})$ is skew-symmetric and $\dot{M}(\boldsymbol{q})=C(\boldsymbol{q}, \dot{\boldsymbol{q}})+C(\boldsymbol{q}, \dot{\boldsymbol{q}})^{T}$, we get

$$
\begin{align*}
\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}, \tilde{\boldsymbol{\theta}})= & -\dot{\boldsymbol{q}}^{T} K_{v} \dot{\boldsymbol{q}}+\varepsilon \dot{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}}-\varepsilon \tilde{\boldsymbol{q}}^{T} K_{p} \tilde{\boldsymbol{q}}+\varepsilon \tilde{\boldsymbol{q}}^{T} K_{v} \dot{\boldsymbol{q}} \\
& -\varepsilon \dot{\boldsymbol{q}}^{T} C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \tilde{\boldsymbol{q}}-\varepsilon \tilde{\boldsymbol{q}}^{T}\left[\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)-\boldsymbol{g}(\boldsymbol{q})\right] \\
& -\dot{\varepsilon} \tilde{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}} \tag{15.23}
\end{align*}
$$

As we know now, to conclude stability by means of Lyapunov's direct method, it is sufficient to prove that $\dot{V}(\mathbf{0}, \mathbf{0}, \mathbf{0})=0$ and that $\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}, \tilde{\boldsymbol{\theta}}) \leq 0$ for all vectors $\left[\begin{array}{lll}\tilde{\boldsymbol{q}}^{T} & \dot{\boldsymbol{q}}^{T} & \tilde{\boldsymbol{\theta}}^{T}\end{array}\right]^{T} \neq \mathbf{0} \in \mathbb{R}^{2 n+m}$. These conditions are verified for instance if $\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}, \tilde{\boldsymbol{\theta}})$ is negative semidefinite. Observe that at this moment, it is very difficult to ensure from (15.23), that $\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}, \tilde{\boldsymbol{\theta}})$ is a negative semidefinite function. With the aim of finding additional conditions on $\varepsilon_{0}$ so that $\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}, \tilde{\boldsymbol{\theta}})$ is negative semidefinite, we present next some upper-bounds over the following three terms:

- $-\varepsilon \dot{\boldsymbol{q}}^{T} C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \tilde{\boldsymbol{q}}$
- $-\varepsilon \tilde{\boldsymbol{q}}^{T}\left[\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)-\boldsymbol{g}(\boldsymbol{q})\right]$
- $\quad-\dot{\varepsilon} \tilde{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}}$.

First, with respect to $-\varepsilon \dot{\boldsymbol{q}}^{T} C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \tilde{\boldsymbol{q}}$, we have

$$
\begin{align*}
-\varepsilon \dot{\boldsymbol{q}}^{T} C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \tilde{\boldsymbol{q}} & \leq\left|-\varepsilon \dot{\boldsymbol{q}}^{T} C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \tilde{\boldsymbol{q}}\right| \\
& \leq \varepsilon\|\dot{\boldsymbol{q}}\|\|C(\boldsymbol{q}, \dot{\boldsymbol{q}}) \tilde{\boldsymbol{q}}\| \\
& \leq \varepsilon k_{C_{1}}\|\dot{\boldsymbol{q}}\|\|\dot{\boldsymbol{q}}\|\|\tilde{\boldsymbol{q}}\| \\
& \leq \varepsilon_{0} k_{C_{1}}\|\dot{\boldsymbol{q}}\|^{2} \tag{15.24}
\end{align*}
$$

where we took into account Property 4.2, i.e. that $\|C(\boldsymbol{q}, \boldsymbol{x}) \boldsymbol{y}\| \leq k_{C_{1}}\|\boldsymbol{x}\|\|\boldsymbol{y}\|$, and the definition of $\varepsilon$ in (15.22).

Next, concerning the term $-\varepsilon \tilde{\boldsymbol{q}}^{T}\left[\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)-\boldsymbol{g}(\boldsymbol{q})\right]$, we have

$$
\begin{align*}
-\varepsilon \tilde{\boldsymbol{q}}^{T}\left[\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)-\boldsymbol{g}(\boldsymbol{q})\right] & \leq\left|-\varepsilon \tilde{\boldsymbol{q}}^{T}\left[\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)-\boldsymbol{g}(\boldsymbol{q})\right]\right| \\
& \leq \varepsilon\|\tilde{\boldsymbol{q}}\|\left\|\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)-\boldsymbol{g}(\boldsymbol{q})\right\| \\
& \leq \varepsilon k_{g}\|\tilde{\boldsymbol{q}}\|^{2} \tag{15.25}
\end{align*}
$$

where we used Property 4.3 , i.e. that $\|\boldsymbol{g}(\boldsymbol{x})-\boldsymbol{g}(\boldsymbol{y})\| \leq k_{g}\|\boldsymbol{x}-\boldsymbol{y}\|$.
Finally, for the term $-\dot{\varepsilon} \tilde{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}}$, we have

$$
\begin{align*}
-\dot{\varepsilon} \tilde{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}} & \leq\left|-\dot{\varepsilon} \tilde{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}}\right| \\
& =\left|\frac{\varepsilon_{0}}{\|\tilde{\boldsymbol{q}}\|(1+\|\tilde{\boldsymbol{q}}\|)^{2}} \tilde{\boldsymbol{q}}^{T} \dot{\boldsymbol{q}} \tilde{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}}\right| \\
& \leq \frac{\varepsilon_{0}}{\|\tilde{\boldsymbol{q}}\|(1+\|\tilde{\boldsymbol{q}}\|)^{2}}\|\tilde{\boldsymbol{q}}\|\|\dot{\boldsymbol{q}}\|\|\tilde{\boldsymbol{q}}\|\|M(\boldsymbol{q}) \dot{\boldsymbol{q}}\| \\
& \leq \frac{\varepsilon_{0}}{1+\|\tilde{\boldsymbol{q}}\|}\|\dot{\boldsymbol{q}}\|^{2} \lambda_{\operatorname{Max}}\{M(\boldsymbol{q})\} \\
& \leq \varepsilon_{0} \lambda_{\operatorname{Max}}\{M\}\|\dot{\boldsymbol{q}}\|^{2} \tag{15.26}
\end{align*}
$$

where we considered again the definition of $\varepsilon$ in (15.22) and Property 4.1, i.e. that $\lambda_{\text {Max }}\{M\}\|\dot{\boldsymbol{q}}\| \geq \lambda_{\text {Max }}\{M(\boldsymbol{q})\}\|\dot{\boldsymbol{q}}\| \geq\|M(\boldsymbol{q}) \dot{\boldsymbol{q}}\|$.

From the inequalities (15.24), (15.25) and (15.26), it follows that the time derivative $\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}, \tilde{\boldsymbol{\theta}})$ in (15.23) reduces to

$$
\begin{aligned}
\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}, \tilde{\boldsymbol{\theta}}) \leq & -\dot{\boldsymbol{q}}^{T} K_{v} \dot{\boldsymbol{q}}+\varepsilon \dot{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}}-\varepsilon \tilde{\boldsymbol{q}}^{T} K_{p} \tilde{\boldsymbol{q}}+\varepsilon \tilde{\boldsymbol{q}}^{T} K_{v} \dot{\boldsymbol{q}} \\
& +\varepsilon_{0} k_{C_{1}}\|\dot{\boldsymbol{q}}\|^{2}+\varepsilon k_{g}\|\tilde{\boldsymbol{q}}\|^{2}+\varepsilon_{0} \lambda_{\mathrm{Max}}\{M\}\|\dot{\boldsymbol{q}}\|^{2} .
\end{aligned}
$$

which in turn may be rewritten as

$$
\begin{align*}
\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}, \tilde{\boldsymbol{\theta}}) \leq & -\left[\begin{array}{c}
\tilde{\boldsymbol{q}} \\
\dot{\boldsymbol{q}}
\end{array}\right]^{T}\left[\begin{array}{cc}
\varepsilon K_{p} & -\frac{\varepsilon}{2} K_{v} \\
-\frac{\varepsilon}{2} K_{v} & \frac{1}{2} K_{v}
\end{array}\right]\left[\begin{array}{l}
\tilde{\boldsymbol{q}} \\
\dot{\boldsymbol{q}}
\end{array}\right]+\varepsilon k_{g}\|\tilde{\boldsymbol{q}}\|^{2} \\
& -\frac{1}{2}\left[\lambda_{\min }\left\{K_{v}\right\}-2 \varepsilon_{0}\left(k_{C_{1}}+2 \lambda_{\operatorname{Max}}\{M\}\right)\right]\|\dot{\boldsymbol{q}}\|^{2}, \tag{15.27}
\end{align*}
$$

where we used $-\dot{\boldsymbol{q}}^{T} K_{v} \dot{\boldsymbol{q}} \leq-\frac{1}{2} \dot{\boldsymbol{q}}^{T} K_{v} \dot{\boldsymbol{q}}-\frac{\lambda_{\min }\left\{K_{v}\right\}}{2}\|\dot{\boldsymbol{q}}\|^{2}$ and $\varepsilon \dot{\boldsymbol{q}}^{T} M(\boldsymbol{q}) \dot{\boldsymbol{q}} \leq$ $\varepsilon_{0} \lambda_{\text {Max }}\{M\}\|\dot{\boldsymbol{q}}\|^{2}$. Finally, from (15.27) we get

$$
\begin{align*}
\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}, \tilde{\boldsymbol{\theta}}) \leq & -\varepsilon\left[\begin{array}{c}
\|\tilde{\boldsymbol{q}}\| \\
\|\dot{\boldsymbol{q}}\|
\end{array}\right]^{T} \overbrace{\left[\begin{array}{cc}
\lambda_{\min }\left\{K_{p}\right\}-k_{g} & -\frac{1}{2} \lambda_{\operatorname{Max}}\left\{K_{v}\right\} \\
-\frac{1}{2} \lambda_{\operatorname{Max}}\left\{K_{v}\right\} & \frac{1}{2 \varepsilon_{0}} \lambda_{\min }\left\{K_{v}\right\}
\end{array}\right]}^{Q}\left[\begin{array}{c}
\|\tilde{\boldsymbol{q}}\| \\
\|\dot{\boldsymbol{q}}\|
\end{array}\right] \\
& -\frac{1}{2} \underbrace{\left[\lambda_{\min }\left\{K_{v}\right\}-2 \varepsilon_{0}\left(k_{C_{1}}+2 \lambda_{\operatorname{Max}}\{M\}\right)\right]}_{\delta}\|\dot{\boldsymbol{q}}\|^{2} \tag{15.28}
\end{align*}
$$

From the inequality above, we may determine immediately the conditions for $\varepsilon_{0}$ to ensure that $\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}, \tilde{\boldsymbol{\theta}})$ is a negative semidefinite function. For this, we require first to guarantee that the matrix $Q$ is positive definite and that $\delta>0$. The matrix $Q$ is positive definite if

$$
\begin{align*}
\lambda_{\min }\left\{K_{p}\right\} & >k_{g}  \tag{15.29}\\
\frac{2 \lambda_{\min }\left\{K_{v}\right\}\left(\lambda_{\min }\left\{K_{p}\right\}-k_{g}\right)}{\lambda_{\operatorname{Max}}^{2}\left\{K_{v}\right\}} & >\varepsilon_{0}
\end{align*}
$$

while $\delta>0$ if

$$
\begin{equation*}
\frac{\lambda_{\min }\left\{K_{v}\right\}}{2\left(k_{C_{1}}+2 \lambda_{\operatorname{Max}}\{M\}\right)}>\varepsilon_{0} . \tag{15.30}
\end{equation*}
$$

Observe that the three conditions (15.29)-(15.30) are satisfied since by hypothesis the matrix $K_{p}$ and the constant $\varepsilon_{0}$ verify conditions C. 1 and C.3C. 4 respectively. Therefore, the matrix $Q$ is symmetric positive definite which means that $\lambda_{\text {min }}\{Q\}>0$.

Next, invoking the theorem of Rayleigh-Ritz (cf. page 24), we obtain

$$
\begin{array}{r}
-\varepsilon\left[\begin{array}{c}
\|\tilde{\boldsymbol{q}}\| \\
\|\dot{\boldsymbol{q}}\|
\end{array}\right]^{T} \overbrace{\left[\begin{array}{rc}
\lambda_{\min }\left\{K_{p}\right\}-k_{g} & -\frac{1}{2} \lambda_{\operatorname{Max}}\left\{K_{v}\right\} \\
-\frac{1}{2} \lambda_{\operatorname{Max}}\left\{K_{v}\right\} & \frac{1}{2 \varepsilon_{0}} \lambda_{\min }\left\{K_{v}\right\}
\end{array}\right]}^{Q}\left[\begin{array}{l}
\|\tilde{\boldsymbol{q}}\| \\
\|\dot{\boldsymbol{q}}\|
\end{array}\right] \leq \\
-\varepsilon \lambda_{\min }\{Q\}\left[\|\tilde{\boldsymbol{q}}\|^{2}+\|\dot{\boldsymbol{q}}\|^{2}\right] .
\end{array}
$$

Incorporating this inequality in (15.28) and using the definition of $\varepsilon$ we obtain

$$
\begin{align*}
\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}, \tilde{\boldsymbol{\theta}}) & \leq-\frac{\varepsilon_{0}}{1+\|\tilde{\boldsymbol{q}}\|} \lambda_{\min }\{Q\}\left[\|\tilde{\boldsymbol{q}}\|^{2}+\|\dot{\boldsymbol{q}}\|^{2}\right]-\frac{\delta}{2}\|\dot{\boldsymbol{q}}\|^{2} \\
& \leq-\varepsilon_{0} \lambda_{\min }\{Q\} \frac{\|\tilde{\boldsymbol{q}}\|^{2}}{1+\|\tilde{\boldsymbol{q}}\|}-\frac{\delta}{2}\|\dot{\boldsymbol{q}}\|^{2} . \tag{15.31}
\end{align*}
$$

Therefore, it appears that $\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}, \tilde{\boldsymbol{\theta}})$ expressed in (15.31), is a globally negative semidefinite function. Since moreover the Lyapunov function candidate (15.18) is globally positive definite, Theorem 2.3 allows one to guarantee that the origin of the state space of the closed-loop Equation (15.17) is stable and in particular that its solutions are bounded, that is,

$$
\begin{gather*}
\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}} \in L_{\infty}^{n}  \tag{15.32}\\
\tilde{\boldsymbol{\theta}} \in L_{\infty}^{m}
\end{gather*}
$$

Since $\dot{V}(\tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}, \tilde{\boldsymbol{\theta}})$ obtained in (15.31) is not negative definite we may not conclude yet that the origin is an asymptotically stable equilibrium point.

Hence, from the analysis presented so far it is not possible yet to conclude anything about the achievement of the position control objective. For this it is necessary to make some additional claims.

The idea consists in using Lemma A. 5 (cf. page 392) which establishes that if a continuously differentiable function $\boldsymbol{f}: \mathbb{R}_{+} \rightarrow \mathbb{R}^{n}$ satisfies $\boldsymbol{f} \in L_{2}^{n}$ and $\boldsymbol{f}, \dot{\boldsymbol{f}} \in L_{\infty}^{n}$ then $\lim _{t \rightarrow \infty} \boldsymbol{f}(t)=\mathbf{0} \in \mathbb{R}^{n}$.

Hence, if we wish to show that $\lim _{t \rightarrow \infty} \tilde{\boldsymbol{q}}(t)=\mathbf{0} \in \mathbb{R}^{n}$, and we know from (15.32) that $\tilde{\boldsymbol{q}} \in L_{\infty}^{n}$ and $\dot{\tilde{\boldsymbol{q}}}=-\dot{\boldsymbol{q}} \in L_{\infty}^{n}$, it is only left to prove that $\tilde{\boldsymbol{q}} \in L_{2}^{n}$, that is, to verify the existence of a finite positive constant $k$ such that

$$
k \geq \int_{0}^{\infty}\|\tilde{\boldsymbol{q}}(t)\|^{2} d t
$$

This proof is developed below.
Since $\frac{\delta}{2}\|\dot{\boldsymbol{q}}\|^{2} \geq 0$ for all $\dot{\boldsymbol{q}} \in \mathbb{R}^{n}$ then, from (15.31), the following inequality holds:

$$
\begin{equation*}
\frac{d}{d t} V(\tilde{\boldsymbol{q}}(t), \dot{\boldsymbol{q}}(t), \tilde{\boldsymbol{\theta}}(t)) \leq-\varepsilon_{0} \lambda_{\min }\{Q\} \frac{\|\tilde{\boldsymbol{q}}(t)\|^{2}}{1+\|\tilde{\boldsymbol{q}}(t)\|} \tag{15.33}
\end{equation*}
$$

The next step consists in integrating the inequality (15.33) from $t=0$ to $t=\infty$, that is ${ }^{1}$

$$
\int_{V_{0}}^{V_{\infty}} d V \leq-\varepsilon_{0} \lambda_{\min }\{Q\} \int_{0}^{\infty} \frac{\|\tilde{\boldsymbol{q}}(t)\|^{2}}{1+\|\tilde{\boldsymbol{q}}(t)\|} d t
$$

where we defined $V_{0}:=V(0, \tilde{\boldsymbol{q}}(0), \dot{\boldsymbol{q}}(0), \tilde{\boldsymbol{\theta}}(0))$ and

[^41]$$
\int_{a}^{b} g(t) d t \leq \int_{a}^{b} f(t) d t
$$
$$
V_{\infty}:=\lim _{t \rightarrow \infty} V(\tilde{\boldsymbol{q}}(t), \dot{\boldsymbol{q}}(t), \tilde{\boldsymbol{\theta}}(t)) .
$$

The integral on the left-hand side of the inequality above may be trivially evaluated to obtain

$$
V_{\infty}-V_{0} \leq-\varepsilon_{0} \lambda_{\min }\{Q\} \int_{0}^{\infty} \frac{\|\tilde{\boldsymbol{q}}(t)\|^{2}}{1+\|\tilde{\boldsymbol{q}}(t)\|} d t
$$

or in equivalent form

$$
\begin{equation*}
-V_{0} \leq-\varepsilon_{0} \lambda_{\min }\{Q\} \int_{0}^{\infty} \frac{\|\tilde{\boldsymbol{q}}(t)\|^{2}}{1+\|\tilde{\boldsymbol{q}}(t)\|} d t-V_{\infty} \tag{15.34}
\end{equation*}
$$

Here it is worth recalling that the Lyapunov function candidate $V(\tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}}, \tilde{\boldsymbol{\theta}})$ is positive definite, hence we may claim that $V_{\infty} \geq 0$ and therefore, from the inequality (15.34) we get

$$
-V_{0} \leq-\varepsilon_{0} \lambda_{\min }\{Q\} \int_{0}^{\infty} \frac{\|\tilde{\boldsymbol{q}}(t)\|^{2}}{1+\|\tilde{\boldsymbol{q}}(t)\|} d t
$$

From the latter expression it readily follows that

$$
\frac{V_{0}}{\varepsilon_{0} \lambda_{\min }\{Q\}} \geq \int_{0}^{\infty} \frac{\|\tilde{\boldsymbol{q}}(t)\|^{2}}{1+\|\tilde{\boldsymbol{q}}(t)\|} d t
$$

where the left-hand side of the inequality above is constant, positive and bounded. This means that the position error $\tilde{\boldsymbol{q}}$ divided by $\sqrt{1+\|\tilde{\boldsymbol{q}}\|}$ belongs to the $L_{2}^{n}$ space, i.e.

$$
\begin{equation*}
\frac{\tilde{\boldsymbol{q}}}{\sqrt{1+\|\tilde{\boldsymbol{q}}\|}} \in L_{2}^{n} \tag{15.35}
\end{equation*}
$$

Next, we use Lemma A.7. To that end, we express the position error $\tilde{\boldsymbol{q}}$ as the product of two functions in the following manner:

$$
\tilde{\boldsymbol{q}}=\underbrace{[\sqrt{1+\|\tilde{\boldsymbol{q}}\|}]}_{h} \underbrace{\left[\frac{\tilde{\boldsymbol{q}}}{\sqrt{1+\|\tilde{\boldsymbol{q}}\|}}\right]}_{\boldsymbol{f}}
$$

As we showed in (15.32), the position error $\tilde{\boldsymbol{q}}$ belongs to the $L_{\infty}^{n}$ space and therefore, $\sqrt{1+\|\tilde{\boldsymbol{q}}\|} \in L_{\infty}$. On the other hand in (15.35) we concluded that the other factor belongs to the space $L_{2}^{n}$, hence $\tilde{\boldsymbol{q}}$ is the product of a bounded function times another which belongs to $L_{2}^{n}$. Using this and Lemma A. 7 we obtain

$$
\tilde{\boldsymbol{q}} \in L_{2}^{n}
$$

which is what we wanted to prove.
Thus, from $\tilde{\boldsymbol{q}} \in L_{2}^{n},(15.32)$ and Lemma A. 5 we conclude that the position error $\tilde{\boldsymbol{q}}$ tends asymptotically to the zero vector, i.e.

$$
\lim _{t \rightarrow \infty} \tilde{\boldsymbol{q}}(t)=\mathbf{0} \in \mathbb{R}^{n} .
$$

In words, the position control objective is achieved.
Invoking some additional arguments it may be verified that not only the position error $\tilde{\boldsymbol{q}}$ tends to zero asymptotically, but so does the velocity $\dot{\boldsymbol{q}}$. Nevertheless, these conclusions should not be extrapolated to the parametric errors $\tilde{\boldsymbol{\theta}}(t)$.

Thus, from the previous analysis we conclude that in general, the origin of the closed-loop Equation (15.17) may not be an asymptotically stable equilibrium point, not even locally. Nevertheless, as has been demonstrated the position control objective is guaranteed.

### 15.3 Examples

We present two examples that illustrate the application of PD control with adaptive desired gravity compensation.

Example 15.1. Consider the model of a pendulum of mass $m$, inertia $J$ with respect to the axis of rotation, and distance $l$ from the axis of rotation to the center of mass. A torque $\tau$ is applied at the axis of rotation, that is,

$$
J \ddot{q}+m g l \sin (q)=\tau
$$

We clearly identify $M(q)=J, C(q, \dot{q})=0$ and $g(q)=m g l \sin (q)$.
In Example 14.8 we stated the following control problem. Assume that the values of mass $m$, distance $l$ and gravity acceleration $g$, are known but that the value of the inertia $J$ is unknown (but constant). The control problem consists now in designing a controller that is capable of satisfying the position control objective

$$
\lim _{t \rightarrow \infty} q(t)=q_{d} \in \mathbb{R}
$$

for any desired constant joint position $q_{d}$.
We may try to solve this control problem by means of PD control with adaptive desired gravity compensation. The parameter of interest that has been assumed unknown is the inertia $J$.

The parameterization corresponding to (15.2) is, in this example:

$$
\begin{aligned}
& M(q, \theta) u+C(q, w, \theta) v+g(q, \theta) \\
& \quad=J u+m g l \sin (q) \\
& \quad=\Phi(q, u, v, w) \theta+M_{0}(q) u+C_{0}(q, w) v+g_{0}(q)
\end{aligned}
$$

where

$$
\begin{aligned}
\Phi(q, u, v, w) & =u \\
\theta & =J \\
M_{0}(q) & =0 \\
C_{0}(q, \dot{q}) & =0 \\
g_{0}(q) & =m g l \sin (q) .
\end{aligned}
$$

Notice that according to the definition of $\Phi_{g}(\boldsymbol{x})$ we have

$$
\Phi_{g}(x)=\Phi(x, 0,0,0)=0
$$

for all $x \in \mathbb{R}$.
Therefore, the adaptive control law given by Equations (15.10) and (15.11) becomes

$$
\begin{aligned}
\tau & =k_{p} \tilde{q}-k_{v} \dot{q}+\Phi_{g}\left(q_{d}\right) \hat{\theta}+g_{0}\left(q_{d}\right) \\
& =k_{p} \tilde{q}-k_{v} \dot{q}+m g l \sin \left(q_{d}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\hat{\theta}(t) & =\gamma \Phi_{g}\left(q_{d}\right) \int_{0}^{t}\left[\frac{\varepsilon_{0}}{1+\|\tilde{q}\|} \tilde{q}-\dot{q}\right] d s+\hat{\theta}(0) \\
& =\hat{\theta}(0)
\end{aligned}
$$

As the reader may notice not without surprise, the design of the PD controller with adaptive desired gravity compensation yields a non-adaptive controller (observe that the control law does not depend on the adaptive parameter $\hat{\theta}$ and consequently, there does not exist any adaptive law). Therefore, it simply corresponds to PD control with desired gravity compensation. This is because the parametric uncertainty in the model of the pendulum considers only the inertia $J$, otherwise the component $g(q)=m g l \sin (q)$ is completely known and therefore, the control problem that has been formulated may be solved directly for instance by the PD control law with desired gravity compensation, that is without appealing to any concept from adaptive control theory. Nevertheless, the control problem might not be solvable by PD control with desired gravity compensation if for example, the mass $m$ were unknown. This interesting scenario is left as a problem at the end of the chapter.

Recall that condition C. 1 establishes that the gain $k_{p}$ must be larger than $k_{g}$; in this example, $k_{g} \geq m g l$. This is a sufficient condition to guarantee global asymptotic stability for the origin of a PD control with desired gravity compensation in closed loop with an ideal pendulum (see Chapter 8).

The moral of this example is significant: the application of adaptive controllers in the case of parametric uncertainty in the system must be carefully evaluated. As the control problem of this example shows adaptive control approaches are unnecessary in some cases.

We present next the design of PD control with adaptive compensation for the Pelican robot presented in Chapter 5. The reader should notice that the resulting adaptive controller is more complex than in the previous example.

Example 15.2. Consider the Pelican robot studied in Chapter 5 and shown in Figure 5.2. Its dynamic model is recalled here for convenience:

$$
\underbrace{\left[\begin{array}{ll}
M_{11}(\boldsymbol{q}) & M_{12}(\boldsymbol{q}) \\
M_{21}(\boldsymbol{q}) & M_{22}(\boldsymbol{q})
\end{array}\right]}_{M(\boldsymbol{q})} \ddot{\boldsymbol{q}}+\underbrace{\left[\begin{array}{ll}
C_{11}(\boldsymbol{q}, \dot{\boldsymbol{q}}) & C_{12}(\boldsymbol{q}, \dot{\boldsymbol{q}}) \\
C_{21}(\boldsymbol{q}, \dot{\boldsymbol{q}}) & C_{22}(\boldsymbol{q}, \dot{\boldsymbol{q}})
\end{array}\right]}_{C(\boldsymbol{q}, \dot{\boldsymbol{q}})} \dot{\boldsymbol{q}}+\underbrace{\left[\begin{array}{l}
g_{1}(\boldsymbol{q}) \\
g_{2}(\boldsymbol{q})
\end{array}\right]}_{\boldsymbol{g}(\boldsymbol{q})}=\boldsymbol{\tau}
$$

where

$$
\begin{aligned}
M_{11}(\boldsymbol{q}) & =m_{1} l_{c 1}^{2}+m_{2}\left[l_{1}^{2}+l_{c 2}^{2}+2 l_{1} l_{c 2} \cos \left(q_{2}\right)\right]+I_{1}+I_{2} \\
M_{12}(\boldsymbol{q}) & =m_{2}\left[l_{c 2}^{2}+l_{1} l_{c 2} \cos \left(q_{2}\right)\right]+I_{2} \\
M_{21}(\boldsymbol{q}) & =m_{2}\left[l_{c 2}^{2}+l_{1} l_{c 2} \cos \left(q_{2}\right)\right]+I_{2} \\
M_{22}(\boldsymbol{q}) & =m_{2} l_{c 2}^{2}+I_{2} \\
C_{11}(\boldsymbol{q}, \dot{\boldsymbol{q}}) & =-m_{2} l_{1} l_{c 2} \sin \left(q_{2}\right) \dot{q}_{2} \\
C_{12}(\boldsymbol{q}, \dot{\boldsymbol{q}}) & =-m_{2} l_{1} l_{c 2} \sin \left(q_{2}\right)\left[\dot{q}_{1}+\dot{q}_{2}\right] \\
C_{21}(\boldsymbol{q}, \dot{\boldsymbol{q}}) & =m_{2} l_{1} l_{c 2} \sin \left(q_{2}\right) \dot{q}_{1} \\
C_{22}(\boldsymbol{q}, \dot{\boldsymbol{q}}) & =0 \\
g_{1}(\boldsymbol{q}) & =\left[m_{1} l_{c 1}+m_{2} l_{1}\right] g \sin \left(q_{1}\right)+m_{2} l_{c 2} g \sin \left(q_{1}+q_{2}\right) \\
g_{2}(\boldsymbol{q}) & =m_{2} l_{c 2} g \sin \left(q_{1}+q_{2}\right) .
\end{aligned}
$$

For this example we consider parametric uncertainty in the mass $m_{2}$, the inertia $I_{2}$ and in the location of the center of mass $l_{c 2}$ of the second link; that is, the numerical values of these constants are not known exactly. Nevertheless, we assume we know upper-bounds on these constants, and they are denoted by $\overline{m_{2}}, \overline{I_{2}}$ and $\overline{l_{c 2}}$ respectively, that is,

$$
m_{2} \leq \overline{m_{2}} ; \quad I_{2} \leq \overline{I_{2}} ; \quad l_{c 2} \leq \overline{l_{c 2}}
$$

The control problem consists in driving asymptotically to zero the position error $\tilde{\boldsymbol{q}}(t)$ for any constant vector of desired joint positions $\boldsymbol{q}_{d}(t)$. Notice that in view of the supposed parametric uncertainty, the solution of the control problem is not trivial. In particular, the lack of knowledge of $m_{2}$ and $l_{c 2}$ has a direct impact on the uncertainty in the vector of gravitational torques $\boldsymbol{g}(\boldsymbol{q})$. The solution that we give below is based on PD control with adaptive desired gravity compensation.

The robot considered here, including parametric uncertainty, was analyzed in Example 14.7 where we used the (unknown) dynamic parameters vector $\boldsymbol{\theta} \in \mathbb{R}^{3}$,

$$
\boldsymbol{\theta}=\left[\begin{array}{l}
\theta_{1} \\
\theta_{2} \\
\theta_{3}
\end{array}\right]=\left[\begin{array}{c}
m_{2} \\
m_{2} l_{c 2} \\
m_{2} l_{c 2}^{2}+I_{2}
\end{array}\right]
$$

The structure of the PD control law with adaptive desired gravity compensation is given by (15.10)-(15.11), i.e.

$$
\begin{aligned}
\boldsymbol{\tau} & =K_{p} \tilde{\boldsymbol{q}}-K_{v} \dot{\boldsymbol{q}}+\Phi_{g}\left(\boldsymbol{q}_{d}\right) \hat{\boldsymbol{\theta}}+\boldsymbol{g}_{0}\left(\boldsymbol{q}_{d}\right) \\
\hat{\boldsymbol{\theta}}(t) & =\Gamma \Phi_{g}\left(\boldsymbol{q}_{d}\right)^{T} \int_{0}^{t}\left[\frac{\varepsilon_{0}}{1+\|\tilde{\boldsymbol{q}}\|} \tilde{\boldsymbol{q}}-\dot{\boldsymbol{q}}\right] d s+\hat{\boldsymbol{\theta}}(0)
\end{aligned}
$$

where $K_{p}, K_{v} \in \mathbb{R}^{n \times n}$ and $\Gamma \in \mathbb{R}^{m \times m}$ are symmetric positive definite design matrices and $\varepsilon_{0}$ is a positive constant, which must be chosen appropriately. The vector $\boldsymbol{g}_{0}(\boldsymbol{q})$ was obtained previously for the robot considered here, in Example 14.7, as

$$
\boldsymbol{g}_{0}\left(\boldsymbol{q}_{d}\right)=\left[\begin{array}{c}
m_{1} l_{c 1} g \sin \left(q_{d 1}\right) \\
0
\end{array}\right]
$$

In Example 14.7 we determined $\Phi(\boldsymbol{q}, \boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w})$. Therefore, the matrix $\Phi_{g}\left(\boldsymbol{q}_{d}\right)$ follows from (15.5) as

$$
\begin{aligned}
\Phi_{g}\left(\boldsymbol{q}_{d}\right) & =\Phi\left(\boldsymbol{q}_{d}, \mathbf{0}, \mathbf{0}, \mathbf{0}\right) \\
& =\left[\begin{array}{ccc}
l_{1} g \sin \left(q_{d 1}\right) & g \sin \left(q_{d 1}+q_{d 2}\right) & 0 \\
0 & g \sin \left(q_{d 1}+q_{d 2}\right) & 0
\end{array}\right] .
\end{aligned}
$$

Once the structure of the controller has been defined, we proceed to determine its parameters. For this, we see that we need to compute the matrices $K_{p}$ and $K_{v}$, as well as the constant $\varepsilon_{0}$ in accordance with conditions C. 1 through C. 4 ( $c f$. page 340). To that end, we first need to determine the numerical values of the constants $\lambda_{\mathrm{Max}}\{M\}, k_{C 1}$ and $k_{g}$ which must satisfy

$$
\begin{array}{ll}
\bullet \lambda_{\operatorname{Max}}\{M(\boldsymbol{q}, \boldsymbol{\theta})\} \leq \lambda_{\operatorname{Max}}\{M\} & \forall \boldsymbol{q} \in \mathbb{R}^{n}, \quad \boldsymbol{\theta} \in \Omega \\
\bullet\|C(\boldsymbol{q}, \dot{\boldsymbol{q}}, \boldsymbol{\theta})\| \leq k_{C 1}\|\dot{\boldsymbol{q}}\| & \forall \boldsymbol{q}, \dot{\boldsymbol{q}} \in \mathbb{R}^{n}, \boldsymbol{\theta} \in \Omega \\
\bullet\|\boldsymbol{g}(\boldsymbol{x}, \boldsymbol{\theta})-\boldsymbol{g}(\boldsymbol{y}, \boldsymbol{\theta})\| \leq k_{g}\|\boldsymbol{x}-\boldsymbol{y}\| \forall \boldsymbol{x}, \boldsymbol{y} \in \mathbb{R}^{n}, \boldsymbol{\theta} \in \Omega .
\end{array}
$$

Therefore, it appears necessary to characterize the set $\Omega \subset \mathbb{R}^{3}$ to which belongs the vector of unknown dynamic parameters $\boldsymbol{\theta}$. This can be done by using the upper-bounds $\overline{m_{2}}, \overline{I_{2}}$ and $\overline{l_{c 2}}$ which are assumed to be known. The set $\Omega$ is then given by

$$
\Omega=\left\{\left[\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right] \in \mathbb{R}^{3}:\left|x_{1}\right| \leq \overline{m_{2}} ;\left|x_{2}\right| \leq \overline{m_{2}} \overline{l_{c 2}} ;\left|x_{3}\right| \leq{\overline{m_{2}}}_{\bar{l}_{c 2}}{ }^{2}+\overline{I_{2}}\right\}
$$

Expressions for the constants $\lambda_{\mathrm{Max}}\{M\}, k_{C 1}$ and $k_{g}$ were obtained for the robot under study, in Chapter 5. In the case of parametric uncertainty considered here, such expressions are

$$
\begin{aligned}
\lambda_{\operatorname{Max}}\{M\} & \geq m_{1} l_{c 1}^{2}+\overline{m_{2}}\left[l_{1}^{2}+2{\overline{l_{c 2}}}^{2}+3 l_{c 1} \overline{l_{c 2}}\right]+I_{1}+\overline{I_{2}} \\
k_{C 1} & \geq n^{2} \overline{m_{2}} l_{1} \overline{l_{c 2}} \\
k_{g} & \geq n\left[m_{1} l_{c 1}+\overline{m_{2}} l_{1}+\overline{m_{2}} \overline{l_{c 2}}\right] g .
\end{aligned}
$$

Considering the numerical values shown in Table 5.1 of Chapter 5 , and fixing the following values for the bounds,

$$
\begin{aligned}
\overline{m_{2}} & =2.898 & & {[\mathrm{~kg}] } \\
\overline{I_{2}} & =0.0125 & & {[\mathrm{~kg} \mathrm{~m}}
\end{aligned}
$$

we finally obtain the values:

$$
\begin{aligned}
\lambda_{\mathrm{Max}}\{M\} & =0.475 \\
k_{C 1} & =0.086
\end{aligned} \quad\left[\mathrm{~kg} \mathrm{~m}^{2}\right] \quad\left[\mathrm{kg} \mathrm{~m}^{2}\right]\left\{\begin{array}{rl}
k_{g} & =28.99
\end{array}\left[\mathrm{~kg} \mathrm{~m}^{2} / \mathrm{s}^{2}\right] . ~ \$\right.
$$

The next step consists in using the previous information together with conditions C. 1 through C. 4 ( $c f$. page 340) to calculate the matrices $K_{p}, K_{v}$ and the constants $\varepsilon_{0}$ and $\varepsilon_{2}$. As a matter of fact we may simply choose $K_{p}$ so as to satisfy condition C.1, any positive definite matrix $K_{v}$ and any constant $\varepsilon_{2}$ strictly larger than two. Finally, using conditions C. 2 through C. 4 we obtain $\varepsilon_{0}$. The choice of the latter is detailed below.

Condition C. 1 establishes the inequality

$$
\lambda_{\min }\left\{K_{p}\right\}>k_{g}
$$

where $k_{g}=$ 28.99. Hence the matrix $K_{p}=\operatorname{diag}\left\{k_{p}\right\}=\operatorname{diag}\{30\}$ satisfies such a condition.

The matrix $K_{v}$ is chosen arbitrarily but of course it must be symmetric positive definite. For instance, we may fix it at $K_{v}=$ $\operatorname{diag}\left\{k_{v}\right\}=\operatorname{diag}\{7,3\}$.

Next, we choose $\varepsilon_{1}$ in accordance with the inequality (15.13), that is,

$$
\frac{2 \lambda_{\min }\left\{K_{p}\right\}}{k_{g}}>\varepsilon_{1}>2
$$

where for instance, $\varepsilon_{1}=2.01$ is an appropriate value. The constant $\varepsilon_{2}$ is determined from the definition (15.12), that is,

$$
\varepsilon_{2}=\frac{2 \varepsilon_{1}}{\varepsilon_{1}-2}
$$

so we get $\varepsilon_{2}=402$.
Using all this information, we immediately verify that

$$
\begin{aligned}
\sqrt{\frac{2 \lambda_{\min }\left\{K_{p}\right\}}{\varepsilon_{2} \lambda_{\operatorname{Max}}\{M\}}} & =0.561 \\
\frac{2 \lambda_{\min }\left\{K_{v}\right\}\left[\lambda_{\min }\left\{K_{p}\right\}-k_{g}\right]}{\lambda_{\operatorname{Max}}^{2}\left\{K_{v}\right\}} & =0.124 \\
\frac{\lambda_{\min }\left\{K_{v}\right\}}{2\left[k_{C 1}+2 \lambda_{\operatorname{Max}}\{M\}\right]} & =1.448
\end{aligned}
$$

According to conditions C. 2 through C.4, the positive constant $\varepsilon_{0}$ must be strictly smaller than the previous quantities. Therefore, we choose $\varepsilon_{0}=0.12$.

The adaptation gains matrix $\Gamma$ must be symmetric positive definite. A choice is $\Gamma=\operatorname{diag}\left\{\gamma_{1}, \gamma_{2}\right\}=\operatorname{diag}\{500,10\}$. The vector of initial adaptive parameters is arbitrary, and here it is taken to be zero: $\hat{\boldsymbol{\theta}}(0)=\mathbf{0}$.

In summary, the control law may be written as

$$
\begin{aligned}
\tau_{1}= & k_{p} \tilde{q}_{1}-k_{v} \dot{q}_{1}+l_{1} g \sin \left(q_{d 1}\right) \hat{\theta}_{1}+g \sin \left(q_{d 1}+q_{d 2}\right) \hat{\theta}_{2} \\
& +m_{1} l_{c 1} g \sin \left(q_{d 1}\right) \\
\tau_{2}= & k_{p} \tilde{q}_{2}-k_{v} \dot{q}_{2}+g \sin \left(q_{d 1}+q_{d 2}\right) \hat{\theta}_{2}
\end{aligned}
$$

Notice that the control law does not depend on the adaptive parameter $\hat{\theta}_{3}$. This is because the vector of gravitational torques $\boldsymbol{g}(\boldsymbol{q})$ does not depend explicitly on the dynamic parameter $\theta_{3}=m_{2} l_{c 2}^{2}+I_{2}$. Consequently, the adaptive law has only the following two components instead of three:

$$
\begin{aligned}
\hat{\theta}_{1}(t)= & \gamma_{1} l_{1} g \sin \left(q_{d 1}\right) \int_{0}^{t}\left[\frac{\varepsilon_{0}}{1+\|\tilde{\boldsymbol{q}}\|} \tilde{q}_{1}-\dot{q}_{1}\right] d s+\hat{\theta}_{1}(0) \\
\hat{\theta}_{2}(t)= & \gamma_{2} g \sin \left(q_{d 1}+q_{d 2}\right) \int_{0}^{t}\left[\frac{\varepsilon_{0}}{1+\|\tilde{\boldsymbol{q}}\|} \tilde{q}_{1}-\dot{q}_{1}\right] d s \\
& +\gamma_{2} g \sin \left(q_{d 1}+q_{d 2}\right) \int_{0}^{t}\left[\frac{\varepsilon_{0}}{1+\|\tilde{\boldsymbol{q}}\|} \tilde{q}_{2}-\dot{q}_{2}\right] d s+\hat{\theta}_{2}(0) .
\end{aligned}
$$

We describe next the laboratory experimental results. The initial conditions corresponding to the positions and velocities, are chosen as

$$
\begin{array}{ll}
q_{1}(0)=0, & q_{2}(0)=0 \\
\dot{q}_{1}(0)=0, & \dot{q}_{2}(0)=0
\end{array}
$$

The desired joint positions are chosen as

$$
q_{d 1}=\pi / 10, \quad q_{d 2}=\pi / 30 \quad[\mathrm{rad}] .
$$

In terms of the state vector of the closed-loop equation, the initial state is

$$
\left[\begin{array}{c}
\tilde{\boldsymbol{q}}(0) \\
\dot{\boldsymbol{q}}(0)
\end{array}\right]=\left[\begin{array}{c}
\pi / 10 \\
\pi / 30 \\
0 \\
0
\end{array}\right]=\left[\begin{array}{c}
0.3141 \\
0.1047 \\
0 \\
0
\end{array}\right] \quad[\mathrm{rad}]
$$



Figure 15.1. Graphs of position errors $\tilde{q}_{1}$ and $\tilde{q}_{2}$

Figures 15.1 and 15.2 present the experimental results. In particular, Figure 15.1 shows that the components of the position error $\tilde{\boldsymbol{q}}(t)$ tend asymptotically to zero in spite of the non-modeled friction phenomenon. The evolution in time of the adaptive parameters is shown


Figure 15.2. Graphs of adaptive parameters $\hat{\theta}_{1}$ and $\hat{\theta}_{2}$
in Figure 15.2 where we appreciate that both parameters tend to values which are relatively near the unknown values of $\theta_{1}$ and $\theta_{2}$, i.e.

$$
\lim _{t \rightarrow \infty}\left[\begin{array}{l}
\hat{\theta}_{1}(t) \\
\hat{\theta}_{2}(t)
\end{array}\right]=\left[\begin{array}{l}
3.2902 \\
0.1648
\end{array}\right] \approx\left[\begin{array}{l}
\theta_{1} \\
\theta_{2}
\end{array}\right]=\left[\begin{array}{c}
m_{2} \\
m_{2} l_{c 2}
\end{array}\right]=\left[\begin{array}{c}
2.0458 \\
0.047
\end{array}\right]
$$

As mentioned in Chapter 14 the latter phenomenon, i.e. that $\hat{\boldsymbol{\theta}}(t) \rightarrow$ $\boldsymbol{\theta}$ as $t \rightarrow \infty$ is called parametric convergence and the proof of this property relies on a property called persistency of excitation. Verifying this property in applications is in general a difficult task and as a matter of fact, often in complex (nonlinear) adaptive control systems it may be expected that parameters do not converge to their true values.

Similarly as for PID control, it may be appreciated from Figure 15.1 that the temporal evolution of the position errors is slow. Note that the timescale spans 50 s . Hence, as for the case of PID control the transient response here is slower than that under PD control with gravity compensation (see Figure 7.3) or PD control with desired gravity compensation (see Figure 8.4). As before, if instead of limiting the value of $\varepsilon_{0}$ we use the same gains as for the latter controllers, the performance is improved, as can be appreciated from Figure 15.3. For this, we set the gains to

$$
\begin{aligned}
K_{p} & =\left[\begin{array}{cc}
30 & 0 \\
0 & 30
\end{array}\right] \quad[\mathrm{Nm} / \mathrm{rad}] \\
K_{v} & =\left[\begin{array}{ll}
7 & 0 \\
0 & 3
\end{array}\right] \quad[\mathrm{Nm} \mathrm{~s} / \mathrm{rad}] \\
\Gamma & =\left[\begin{array}{cc}
500 & 0 \\
0 & 10
\end{array}\right] \quad[\mathrm{Nm} / \mathrm{rads}]
\end{aligned}
$$

and $\varepsilon_{0}=5$, i.e. $K_{p}$ and $K_{v}$ have the same values as for the PD controllers.


Figure 15.3. Graphs of position errors $\tilde{q}_{1}$ and $\tilde{q}_{2}$


Figure 15.4. Graphs of adaptive parameters $\hat{\theta}_{1}$ and $\hat{\theta}_{2}$

### 15.4 Conclusions

We may draw the following conclusions from the analysis presented in this chapter.

Consider the PD control law with adaptive desired compensation gravity of robots with $n$ revolute rigid joints.

- Assume that the desired position $\boldsymbol{q}_{d}$ is constant.
- Assume that the symmetric matrices $K_{p}$ and $K_{v}$ of the control law satisfy
- $\lambda_{\operatorname{Max}}\left\{K_{p}\right\} \geq \lambda_{\min }\left\{K_{p}\right\}>k_{g}$
- $K_{v}>0$.

Choose the constants $\varepsilon_{1}$ and $\varepsilon_{2}$ in accordance with

$$
\begin{gathered}
\frac{2 \lambda_{\min }\left\{K_{p}\right\}}{k_{g}}>\varepsilon_{1}>2 \\
\varepsilon_{2}=\frac{2 \varepsilon_{1}}{\varepsilon_{1}-2}
\end{gathered}
$$

If the symmetric matrix $\Gamma$ and the constant $\varepsilon_{0}$ from the adaptive law satisfy

- $\quad \Gamma>0$
- $\sqrt{\frac{2 \lambda_{\min }\left\{K_{p}\right\}}{\varepsilon_{2} \lambda_{\operatorname{Max}}\{M\}}}>\varepsilon_{0}$
- $\frac{2 \lambda_{\text {min }}\left\{K_{v}\right\}\left[\lambda_{\text {min }}\left\{K_{p}\right\}-k_{g}\right]}{\lambda_{\text {Max }}^{2}\left\{K_{v}\right\}}>\varepsilon_{0}$
- $\frac{\lambda_{\min }\left\{K_{v}\right\}}{2\left[k_{C 1}+2 \lambda_{\operatorname{Max}}\{M\}\right]}>\varepsilon_{0}$,
then the origin of the closed-loop equation expressed in terms of the state vector $\left[\begin{array}{ccc}\tilde{\boldsymbol{q}}^{T} & \dot{\boldsymbol{q}}^{T} & \tilde{\boldsymbol{\theta}}^{T}\end{array}\right]^{T}$, is a stable equilibrium. Moreover, the position control objective is achieved globally. In particular we have $\lim _{t \rightarrow \infty} \tilde{\boldsymbol{q}}(t)=\mathbf{0}$ for all initial condition $\left[\tilde{\boldsymbol{q}}(0)^{T} \quad \dot{\boldsymbol{q}}(0)^{T} \quad \tilde{\boldsymbol{\theta}}(0)^{T}\right]^{T} \in \mathbb{R}^{2 n+m}$.
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## Problems

1. Consider the Example 15.1. In this example we assumed uncertainty in the inertia $J$. Obtain explicitly the control and adaptive laws corresponding to PD control with adaptive desired compensation assuming now that the uncertainty is on the mass $m$.
2. Show that the PD control law with adaptive desired gravity compensation, given by (15.10)-(15.11), may be written as a controller of type PID with "normalized" integral action, that is,

$$
\boldsymbol{\tau}=K_{P} \tilde{\boldsymbol{q}}-K_{v} \dot{\boldsymbol{q}}+K_{i} \int_{0}^{t} \frac{\tilde{\boldsymbol{q}}}{1+\|\tilde{\boldsymbol{q}}\|} d s
$$

where we defined

$$
\begin{aligned}
K_{P} & =K_{p}+\Phi_{g}\left(\boldsymbol{q}_{d}\right) \Gamma \Phi_{g}\left(\boldsymbol{q}_{d}\right)^{T} \\
K_{i} & =\varepsilon_{0} \Phi_{g}\left(\boldsymbol{q}_{d}\right) \Gamma \Phi_{g}\left(\boldsymbol{q}_{d}\right)^{T} \\
\Phi_{g}\left(\boldsymbol{q}_{d}\right) \hat{\boldsymbol{\theta}}(0) & =-\boldsymbol{g}_{0}\left(\boldsymbol{q}_{d}\right) .
\end{aligned}
$$

## PD Control with Adaptive Compensation

As mentioned in Chapter 11, in 1987 an adaptive control system - control law and adaptive law - was proposed to solve the motion control problem for robot manipulators under parameter uncertainty and, since then, this control scheme has become increasingly popular in the study of robot control. This is the so-called adaptive controller of Slotine and Li. In Chapter 11 we present the 'non-adaptive' version of this controller, which we have called, PD control with compensation. In the present chapter we study the same control law in its original form, i.e. with adaptation. As usual, related references are cited at the end of the chapter.

In Chapter 11 we showed that in the scenario that the dynamic robot model is exactly known, that is, both its structure and its dynamic parameters are known, this control law may be used to achieve the motion control objective, globally; moreover, with a trivial choice of design parameters.

In this chapter we consider the case where the dynamic parameters are unknown but constant.

### 16.1 The Control and Adaptive Laws

First, it is worth recalling that the PD control law with compensation is given by (11.1), i.e.

$$
\begin{equation*}
\boldsymbol{\tau}=K_{p} \tilde{\boldsymbol{q}}+K_{v} \dot{\tilde{\boldsymbol{q}}}+M(\boldsymbol{q})\left[\ddot{\boldsymbol{q}}_{d}+\Lambda \dot{\tilde{\boldsymbol{q}}}\right]+C(\boldsymbol{q}, \dot{\boldsymbol{q}})\left[\dot{\boldsymbol{q}}_{d}+\Lambda \tilde{\boldsymbol{q}}\right]+\boldsymbol{g}(\boldsymbol{q}) \tag{16.1}
\end{equation*}
$$

where $K_{p}, K_{v} \in \mathbb{R}^{n \times n}$ are symmetric positive definite design matrices, $\tilde{\boldsymbol{q}}=$ $\boldsymbol{q}_{d}-\boldsymbol{q}$ denotes the position error, and $\Lambda$ is defined as

$$
\Lambda=K_{v}{ }^{-1} K_{p}
$$

Notice that $\Lambda$ is the product of two symmetric positive definite matrices. Even though it is not necessarily symmetric nor positive definite, it is always nonsingular. This property of $\Lambda$ is used below.

Next, it is worth recalling Property 14.1, which establishes that the dynamic model of an $n$-DOF robot (with manipulated load included) may be written according with the parameterization (14.9), i.e.

$$
\begin{aligned}
& M(\boldsymbol{q}, \boldsymbol{\theta}) \boldsymbol{u}+C(\boldsymbol{q}, \boldsymbol{w}, \boldsymbol{\theta}) \boldsymbol{v}+\boldsymbol{g}(\boldsymbol{q}, \boldsymbol{\theta}) \\
& \quad=\Phi(\boldsymbol{q}, \boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w}) \boldsymbol{\theta}+M_{0}(\boldsymbol{q}) \boldsymbol{u}+C_{0}(\boldsymbol{q}, \boldsymbol{w}) \boldsymbol{v}+\boldsymbol{g}_{0}(\boldsymbol{q})
\end{aligned}
$$

where $\Phi(\boldsymbol{q}, \boldsymbol{u}, \boldsymbol{v}, \boldsymbol{w}) \in \mathbb{R}^{n \times m}, M_{0}(\boldsymbol{q}) \in \mathbb{R}^{n \times n}, C_{0}(\boldsymbol{q}, \boldsymbol{w}) \in \mathbb{R}^{n \times n}, \boldsymbol{g}_{0}(\boldsymbol{q}) \in \mathbb{R}^{n}$ and $\boldsymbol{\theta} \in \mathbb{R}^{m}$. The vector $\boldsymbol{\theta}$, referred to as the vector of dynamic parameters, contains elements that depend precisely on the dynamic parameters of the manipulator and on the manipulated load. The matrices $M_{0}(\boldsymbol{q}), C_{0}(\boldsymbol{q}, \boldsymbol{w})$ and the vector $\boldsymbol{g}_{0}(\boldsymbol{q})$ represent parts of the matrices $M(\boldsymbol{q}), C(\boldsymbol{q}, \dot{\boldsymbol{q}})$ and of the vector $\boldsymbol{g}(\boldsymbol{q})$ that do not depend on the vector of dynamic parameters $\boldsymbol{\theta}$ respectively.

By virtue of the previous fact, notice that the following holds:

$$
\begin{align*}
& M(\boldsymbol{q}, \boldsymbol{\theta})\left[\ddot{\boldsymbol{q}}_{d}+\Lambda \dot{\tilde{\boldsymbol{q}}}\right]+C(\boldsymbol{q}, \dot{\boldsymbol{q}}, \boldsymbol{\theta})\left[\dot{\boldsymbol{q}}_{d}+\Lambda \tilde{\boldsymbol{q}}\right]+\boldsymbol{g}(\boldsymbol{q}, \boldsymbol{\theta}) \\
& = \\
& =\Phi\left(\boldsymbol{q}, \ddot{\boldsymbol{q}}_{d}+\Lambda \dot{\tilde{\boldsymbol{q}}}, \dot{\boldsymbol{q}}_{d}+\Lambda \tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}\right) \boldsymbol{\theta}+M_{0}(\boldsymbol{q})\left[\ddot{\boldsymbol{q}}_{d}+\Lambda \dot{\tilde{\boldsymbol{q}}}\right]  \tag{16.2}\\
& \quad+C_{0}(\boldsymbol{q}, \dot{\boldsymbol{q}})\left[\dot{\boldsymbol{q}}_{d}+\Lambda \tilde{\boldsymbol{q}}\right]+\boldsymbol{g}_{0}(\boldsymbol{q}),
\end{align*}
$$

where we defined

$$
\begin{aligned}
\boldsymbol{u} & =\ddot{\boldsymbol{q}}_{d}+\Lambda \dot{\tilde{\boldsymbol{q}}} \\
\boldsymbol{v} & =\dot{\boldsymbol{q}}_{d}+\Lambda \tilde{\boldsymbol{q}} \\
\boldsymbol{w} & =\dot{\boldsymbol{q}} .
\end{aligned}
$$

On the other hand, from (14.10) we conclude that for any vector $\hat{\boldsymbol{\theta}} \in \mathbb{R}^{m}$,

$$
\begin{align*}
& M(\boldsymbol{q}, \hat{\boldsymbol{\theta}})\left[\ddot{\boldsymbol{q}}_{d}+\Lambda \dot{\tilde{\boldsymbol{q}}}\right]+C(\boldsymbol{q}, \dot{\boldsymbol{q}}, \hat{\boldsymbol{\theta}})\left[\dot{\boldsymbol{q}}_{d}+\Lambda \tilde{\boldsymbol{q}}\right]+\boldsymbol{g}(\boldsymbol{q}, \hat{\boldsymbol{\theta}}) \\
& = \\
& =\Phi\left(\boldsymbol{q}, \ddot{\boldsymbol{q}}_{d}+\Lambda \dot{\tilde{\boldsymbol{q}}}, \dot{\boldsymbol{q}}_{d}+\Lambda \tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}\right) \hat{\boldsymbol{\theta}}+M_{0}(\boldsymbol{q})\left[\ddot{\boldsymbol{q}}_{d}+\Lambda \dot{\boldsymbol{q}}\right]  \tag{16.3}\\
& \quad+C_{0}(\boldsymbol{q}, \dot{\boldsymbol{q}})\left[\dot{\boldsymbol{q}}_{d}+\Lambda \tilde{\boldsymbol{q}}\right]+\boldsymbol{g}_{0}(\boldsymbol{q}) .
\end{align*}
$$

For notational simplicity, in the sequel we use the abbreviation

$$
\Phi=\Phi\left(\boldsymbol{q}, \ddot{\boldsymbol{q}}_{d}+\Lambda \dot{\tilde{\boldsymbol{q}}}, \dot{\boldsymbol{q}}_{d}+\Lambda \tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}\right)
$$

Considering (16.2), the PD control law with compensation, (16.1) may also be written as

$$
\begin{equation*}
\boldsymbol{\tau}=K_{p} \tilde{\boldsymbol{q}}+K_{v} \dot{\tilde{\boldsymbol{q}}}+\Phi \boldsymbol{\theta}+M_{0}(\boldsymbol{q})\left[\ddot{\boldsymbol{q}}_{d}+\Lambda \dot{\tilde{\boldsymbol{q}}}\right]+C_{0}(\boldsymbol{q}, \dot{\boldsymbol{q}})\left[\dot{\boldsymbol{q}}_{d}+\Lambda \tilde{\boldsymbol{q}}\right]+\boldsymbol{g}_{0}(\boldsymbol{q}) \tag{16.4}
\end{equation*}
$$

It is important to emphasize that the realization of the PD control law with compensation, (16.1), or equivalently (16.4), requires knowledge of the dynamic parameters of the robot, including the manipulated load, i.e. $\boldsymbol{\theta}$. In the sequel, we assume that the vector $\boldsymbol{\theta} \in \mathbb{R}^{m}$ of dynamic parameters is unknown but constant. Of course, in this scenario, the control law (16.4) may not be implemented. Therefore, the solution considered in this chapter for the formulated control problem consists in applying PD control with adaptive compensation.

As is explained in Chapter 14, the structure of the adaptive controllers for motion control of robot manipulators that are studied in this text are of the form (14.19) with an adaptive law (14.20), i.e. ${ }^{1}$

$$
\begin{align*}
\boldsymbol{\tau} & =\boldsymbol{\tau}\left(t, \boldsymbol{q}, \dot{\boldsymbol{q}}, \boldsymbol{q}_{d}, \dot{\boldsymbol{q}}_{d}, \ddot{\boldsymbol{q}}_{d}, \hat{\boldsymbol{\theta}}\right)  \tag{16.5}\\
\hat{\boldsymbol{\theta}}(t) & =\Gamma \int_{0}^{t} \boldsymbol{\psi}\left(s, \boldsymbol{q}, \dot{\boldsymbol{q}}, \boldsymbol{q}_{d}, \dot{\boldsymbol{q}}_{d}, \ddot{\boldsymbol{q}}_{d}\right) d s+\hat{\boldsymbol{\theta}}(0) \tag{16.6}
\end{align*}
$$

where $\Gamma=\Gamma^{T} \in \mathbb{R}^{m \times m}$ (adaptive gain) and $\hat{\boldsymbol{\theta}}(0) \in \mathbb{R}^{m}$ are design parameters while $\boldsymbol{\psi}$ is a vectorial function of dimension $m$ to be determined.

The PD control law with adaptive compensation is given by (16.5)-(16.6) where

$$
\begin{align*}
\boldsymbol{\tau}= & K_{p} \tilde{\boldsymbol{q}}+K_{v} \dot{\tilde{\boldsymbol{q}}}+M(\boldsymbol{q}, \hat{\boldsymbol{\theta}})\left[\ddot{\boldsymbol{q}}_{d}+\Lambda \dot{\tilde{\boldsymbol{q}}}\right]+C(\boldsymbol{q}, \dot{\boldsymbol{q}}, \hat{\boldsymbol{\theta}})\left[\dot{\boldsymbol{q}}_{d}+\Lambda \tilde{\boldsymbol{q}}\right] \\
& +\boldsymbol{g}(\boldsymbol{q}, \hat{\boldsymbol{\theta}})  \tag{16.7}\\
= & K_{p} \tilde{\boldsymbol{q}}+K_{v} \dot{\tilde{\boldsymbol{q}}}+\Phi \hat{\boldsymbol{\theta}}+M_{0}(\boldsymbol{q})\left[\ddot{\boldsymbol{q}}_{d}+\Lambda \dot{\tilde{\boldsymbol{q}}}\right]+C_{0}(\boldsymbol{q}, \dot{\boldsymbol{q}})\left[\dot{\boldsymbol{q}}_{d}+\Lambda \tilde{\boldsymbol{q}}\right] \\
& +\boldsymbol{g}_{0}(\boldsymbol{q}) \tag{16.8}
\end{align*}
$$

and

$$
\begin{equation*}
\hat{\boldsymbol{\theta}}(t)=\Gamma \int_{0}^{t} \Phi^{T}[\dot{\tilde{\boldsymbol{q}}}+\Lambda \tilde{\boldsymbol{q}}] d s+\hat{\boldsymbol{\theta}}(0) \tag{16.9}
\end{equation*}
$$

where $K_{p}, K_{v} \in \mathbb{R}^{n \times n}$ and $\Gamma \in \mathbb{R}^{m \times m}$ are symmetric positive definite design matrices. The pass from (16.7) to (16.8) follows by using (16.3). It is assumed that the centrifugal and Coriolis forces matrix $C(\boldsymbol{q}, \dot{\boldsymbol{q}}, \boldsymbol{\theta})$ is chosen by means of the Christoffel symbols (cf. Equation 3.21).

Notice that the control law (16.8) does not depend on the dynamic parameters $\boldsymbol{\theta}$ but on the adaptive parameters $\hat{\boldsymbol{\theta}}$, which in turn, are obtained from the adaptive law (16.9), which of course, does not depend on $\boldsymbol{\theta}$ either.

[^42]Before proceeding to derive the closed-loop equation we first write the parametric errors vector $\tilde{\boldsymbol{\theta}} \in \mathbb{R}^{m}$ as

$$
\begin{equation*}
\tilde{\boldsymbol{\theta}}=\hat{\boldsymbol{\theta}}-\boldsymbol{\theta} . \tag{16.10}
\end{equation*}
$$

The parametric errors vector $\tilde{\boldsymbol{\theta}}$ is unknown since it is a function of the vector of dynamic parameters $\boldsymbol{\theta}$ that has been assumed to be unknown. Nevertheless, the parametric error $\tilde{\boldsymbol{\theta}}$ is introduced only with analytic purposes, and it is not used by the controller.

From the definition of the parametric errors vector $\tilde{\boldsymbol{\theta}}$ in (16.10), it may be verified that

$$
\begin{aligned}
\Phi \hat{\boldsymbol{\theta}}= & \Phi \tilde{\boldsymbol{\theta}}+\Phi \boldsymbol{\theta} \\
= & \Phi \tilde{\boldsymbol{\theta}}+M(\boldsymbol{q}, \boldsymbol{\theta})\left[\ddot{\boldsymbol{q}}_{d}+\Lambda \dot{\tilde{\boldsymbol{q}}}\right]+C(\boldsymbol{q}, \dot{\boldsymbol{q}}, \boldsymbol{\theta})\left[\dot{\boldsymbol{q}}_{d}+\Lambda \tilde{\boldsymbol{q}}\right]+\boldsymbol{g}(\boldsymbol{q}, \boldsymbol{\theta}) \\
& -M_{0}(\boldsymbol{q})\left[\ddot{\boldsymbol{q}}_{d}+\Lambda \dot{\tilde{\boldsymbol{q}}}\right]-C_{0}(\boldsymbol{q}, \dot{\boldsymbol{q}})\left[\dot{\boldsymbol{q}}_{d}+\Lambda \tilde{\boldsymbol{q}}\right]-\boldsymbol{g}_{0}(\boldsymbol{q})
\end{aligned}
$$

where we used (16.2).
Making use of this last expression, the control law (16.8) takes the form

$$
\begin{aligned}
\boldsymbol{\tau}= & K_{p} \tilde{\boldsymbol{q}}+K_{v} \dot{\tilde{\boldsymbol{q}}}+\Phi \tilde{\boldsymbol{\theta}} \\
& +M(\boldsymbol{q}, \boldsymbol{\theta})\left[\ddot{\boldsymbol{q}}_{d}+\Lambda \dot{\tilde{\boldsymbol{q}}}\right]+C(\boldsymbol{q}, \dot{\boldsymbol{q}}, \boldsymbol{\theta})\left[\dot{\boldsymbol{q}}_{d}+\Lambda \tilde{\boldsymbol{q}}\right]+\boldsymbol{g}(\boldsymbol{q}, \boldsymbol{\theta})
\end{aligned}
$$

Using the control law expressed above and substituting the control action $\boldsymbol{\tau}$ in the equation of the robot model (14.2), we get

$$
\begin{equation*}
M(\boldsymbol{q}, \boldsymbol{\theta})[\ddot{\tilde{\boldsymbol{q}}}+\Lambda \dot{\tilde{\boldsymbol{q}}}]+C(\boldsymbol{q}, \dot{\boldsymbol{q}}, \boldsymbol{\theta})[\dot{\tilde{\boldsymbol{q}}}+\Lambda \tilde{\boldsymbol{q}}]=-K_{p} \tilde{\boldsymbol{q}}-K_{v} \dot{\tilde{\boldsymbol{q}}}-\Phi \tilde{\boldsymbol{\theta}} \tag{16.11}
\end{equation*}
$$

On the other hand, since the vector of dynamic parameters $\boldsymbol{\theta}$ has been assumed constant, its time derivative is zero, that is $\dot{\boldsymbol{\theta}}=\mathbf{0} \in \mathbb{R}^{m}$. Therefore, the time derivative of the parametric errors vector $\tilde{\boldsymbol{\theta}}$ defined in (16.10), satisfies $\dot{\tilde{\boldsymbol{\theta}}}=\dot{\hat{\boldsymbol{\theta}}}$. In turn, the time derivative of the vector of adaptive parameters $\hat{\boldsymbol{\theta}}$ is obtained by differentiating with respect to time the adaptive law (16.9). Considering these facts we have

$$
\begin{equation*}
\dot{\tilde{\boldsymbol{\theta}}}=\Gamma \Phi^{T}[\dot{\tilde{\boldsymbol{q}}}+\Lambda \tilde{\boldsymbol{q}}] . \tag{16.12}
\end{equation*}
$$

The closed-loop equation, which is formed of Equations (16.11) and (16.12), may be written as

$$
\frac{d}{d t}\left[\begin{array}{c}
\tilde{\boldsymbol{q}}  \tag{16.13}\\
\dot{\tilde{\boldsymbol{q}}} \\
\tilde{\boldsymbol{\theta}}
\end{array}\right]=\left[\begin{array}{c}
\dot{\tilde{\boldsymbol{q}}} \\
\left.M(\boldsymbol{q}, \boldsymbol{\theta})^{-1}\left[-K_{p} \tilde{\boldsymbol{q}}-K_{v} \dot{\tilde{\boldsymbol{q}}}-\Phi \tilde{\boldsymbol{\theta}}-C(\boldsymbol{q}, \dot{\boldsymbol{q}}, \boldsymbol{\theta})[\dot{\tilde{\boldsymbol{q}}}+\Lambda \tilde{\boldsymbol{q}}]\right]-\Lambda \dot{\tilde{\boldsymbol{q}}}\right] \\
\Gamma \Phi^{T}[\dot{\tilde{\boldsymbol{q}}}+\Lambda \tilde{\boldsymbol{q}}]
\end{array}\right]
$$

which is a nonautonomous differential equation and the origin of the state space, i.e.

$$
\left[\begin{array}{c}
\tilde{\boldsymbol{q}} \\
\dot{\tilde{\boldsymbol{q}}} \\
\tilde{\boldsymbol{\theta}}
\end{array}\right]=\mathbf{0} \in \mathbb{R}^{2 n+m}
$$

is an equilibrium point.

### 16.2 Stability Analysis

The stability analysis of the origin of the state space for the closed-loop system is carried out using the Lyapunov function candidate

$$
V(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}}, \tilde{\boldsymbol{\theta}})=\frac{1}{2}\left[\begin{array}{c}
\tilde{\boldsymbol{q}} \\
\dot{\tilde{\boldsymbol{q}}} \\
\tilde{\boldsymbol{\theta}}
\end{array}\right]^{T}\left[\begin{array}{ccc}
2 K_{p}+\Lambda^{T} M(\boldsymbol{q}, \boldsymbol{\theta}) \Lambda & \Lambda^{T} M(\boldsymbol{q}, \boldsymbol{\theta}) & 0 \\
M(\boldsymbol{q}, \boldsymbol{\theta}) \Lambda & M(\boldsymbol{q}, \boldsymbol{\theta}) & 0 \\
0 & 0 & \Gamma^{-1}
\end{array}\right]\left[\begin{array}{c}
\tilde{\boldsymbol{q}} \\
\dot{\tilde{\boldsymbol{q}}} \\
\tilde{\boldsymbol{\theta}}
\end{array}\right]
$$

At first sight, it may not appear evident that the Lyapunov function candidate is positive definite, however, this may be clearer when rewriting it as

$$
\begin{equation*}
V(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}}, \tilde{\boldsymbol{\theta}})=\frac{1}{2}[\dot{\tilde{\boldsymbol{q}}}+\Lambda \tilde{\boldsymbol{q}}]^{T} M(\boldsymbol{q}, \boldsymbol{\theta})[\dot{\tilde{\boldsymbol{q}}}+\Lambda \tilde{\boldsymbol{q}}]+\tilde{\boldsymbol{q}}^{T} K_{p} \tilde{\boldsymbol{q}}+\frac{1}{2} \tilde{\boldsymbol{\theta}}^{T} \Gamma^{-1} \tilde{\boldsymbol{\theta}} \tag{16.14}
\end{equation*}
$$

It is interesting to remark that the function defined in (16.14) may be regarded as an extension of the Lyapunov function (11.3) used in the study of (nonadaptive) PD control with compensation. The only difference is the introduction of the term $\frac{1}{2} \tilde{\boldsymbol{\theta}}^{T} \Gamma^{-1} \tilde{\boldsymbol{\theta}}$ in the Lyapunov function candidate for the adaptive version.

The time derivative of the Lyapunov function candidate (16.14) becomes

$$
\begin{aligned}
\dot{V}(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}}, \tilde{\boldsymbol{\theta}})= & {[\dot{\tilde{\boldsymbol{q}}}+\Lambda \tilde{\boldsymbol{q}}]^{T} M(\boldsymbol{q}, \boldsymbol{\theta})[\ddot{\tilde{\boldsymbol{q}}}+\Lambda \dot{\tilde{\boldsymbol{q}}}]+\frac{1}{2}[\dot{\tilde{\boldsymbol{q}}}+\Lambda \tilde{\boldsymbol{q}}]^{T} \dot{M}(\boldsymbol{q}, \boldsymbol{\theta})[\dot{\tilde{\boldsymbol{q}}}+\Lambda \tilde{\boldsymbol{q}}] } \\
& +2 \tilde{\boldsymbol{q}}^{T} K_{p} \dot{\tilde{\boldsymbol{q}}}+\tilde{\boldsymbol{\theta}}^{T} \Gamma^{-1} \dot{\tilde{\boldsymbol{\theta}}} .
\end{aligned}
$$

Solving for $M(\boldsymbol{q}) \ddot{\tilde{\boldsymbol{q}}}$ and $\dot{\tilde{\boldsymbol{\theta}}}$ from the closed-loop Equation (16.13) and substituting in the previous equation, we obtain

$$
\dot{V}(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}}, \tilde{\boldsymbol{\theta}})=-[\dot{\tilde{\boldsymbol{q}}}+\Lambda \tilde{\boldsymbol{q}}]^{T} K_{v}[\dot{\tilde{\boldsymbol{q}}}+\Lambda \tilde{\boldsymbol{q}}]+2 \tilde{\boldsymbol{q}}^{T} K_{p} \dot{\tilde{\boldsymbol{q}}}
$$

where we canceled the term

$$
[\dot{\tilde{\boldsymbol{q}}}+\Lambda \tilde{\boldsymbol{q}}]^{T}\left[\frac{1}{2} \dot{M}(\boldsymbol{q}, \boldsymbol{\theta})-C(\boldsymbol{q}, \dot{\boldsymbol{q}}, \boldsymbol{\theta})\right][\dot{\tilde{\boldsymbol{q}}}+\Lambda \tilde{\boldsymbol{q}}]
$$

by virtue of Property 4.2. Now, using $K_{p}=K_{v} \Lambda$, the equation of $\dot{V}(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}}, \tilde{\boldsymbol{\theta}})$ reduces to

$$
\begin{align*}
\dot{V}(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}}, \tilde{\boldsymbol{\theta}}) & =-\dot{\tilde{\boldsymbol{q}}}^{T} K_{v} \dot{\tilde{\boldsymbol{q}}}-\tilde{\boldsymbol{q}}^{T} \Lambda^{T} K_{v} \Lambda \tilde{\boldsymbol{q}} \\
& =-\left[\begin{array}{c}
\tilde{\boldsymbol{q}} \\
\dot{\tilde{\boldsymbol{q}}} \\
\tilde{\boldsymbol{\theta}}
\end{array}\right]^{T}\left[\begin{array}{ccc}
\Lambda^{T} K_{v} \Lambda & 0 & 0 \\
0 & K_{v} & 0 \\
0 & 0 & 0
\end{array}\right]\left[\begin{array}{c}
\tilde{\boldsymbol{q}} \\
\dot{\tilde{\boldsymbol{q}}} \\
\tilde{\boldsymbol{\theta}}
\end{array}\right] . \tag{16.15}
\end{align*}
$$

Recalling that $\Lambda$ is a nonsingular matrix while $K_{v}$ is a symmetric positive definite matrix, it follows that the matrix $\Lambda^{T} K_{v} \Lambda$ is also symmetric positive definite ( $c f$. Lemma 2.1). Therefore, it follows that $\dot{V}(t, \tilde{\boldsymbol{q}}, \dot{\boldsymbol{q}}, \tilde{\boldsymbol{\theta}})$ expressed in (16.15) is a globally negative semidefinite function. Since moreover the Lyapunov function candidate (16.14) is globally positive definite, radially unbounded and decrescent, Theorem 2.3 guarantees that the origin of the closedloop Equation (16.13) is uniformly stable and all the solutions are bounded, i.e.

$$
\begin{gather*}
\tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}} \in L_{\infty}^{n},  \tag{16.16}\\
\tilde{\boldsymbol{\theta}} \in L_{\infty}^{m}
\end{gather*}
$$

Since $\dot{V}(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}}, \tilde{\boldsymbol{\theta}})$ obtained in (16.15) is not negative definite, we may not yet conclude that the origin is an asymptotically stable equilibrium point. On the other hand, La Salle's theorem may not be used either to show asymptotic stability since the closed-loop Equation (16.13) is nonautonomous since it depends implicitly on the functions $\boldsymbol{q}_{d}(t)$ and $\hat{\boldsymbol{\theta}}(t)$.

Thus, from the previous analysis, it is not possible yet to conclude anything about the achievement of the motion control objective. For this, it is necessary to present further arguments.

The idea consists in using Lemma A.5, which establishes the following. Consider a continuously differentiable function $f: \mathbb{R}_{+} \rightarrow \mathbb{R}^{n}$ which satisfies

- $\boldsymbol{f} \in L_{2}^{n}$
- $\boldsymbol{f}, \dot{\boldsymbol{f}} \in L_{\infty}^{n}$.

Then, the function $\boldsymbol{f}$ necessarily satisfies $\lim _{t \rightarrow \infty} \boldsymbol{f}(t)=\mathbf{0} \in \mathbb{R}^{n}$.
Therefore, if we wish to prove that $\lim _{t \rightarrow \infty} \tilde{\boldsymbol{q}}(t)=\mathbf{0} \in \mathbb{R}^{n}$, and we know from (16.16) and Theorem 2.3, that $\tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}} \in L_{\infty}^{n}$, it is only left to prove that $\tilde{\boldsymbol{q}} \in L_{2}^{n}$, that is, it is sufficient to show that there exists a finite positive constant $k$ such that

$$
k \geq \int_{0}^{\infty}\|\tilde{\boldsymbol{q}}(t)\|^{2} d t
$$

This proof is carried out below.
Since $\dot{\tilde{\boldsymbol{q}}}^{T} K_{v} \dot{\tilde{\boldsymbol{q}}} \geq 0$ for all $\dot{\tilde{\boldsymbol{q}}} \in \mathbb{R}^{n}$, it follows from (16.15) that

$$
\begin{align*}
\frac{d}{d t} V(t, \tilde{\boldsymbol{q}}(t), \dot{\tilde{\boldsymbol{q}}}(t), \tilde{\boldsymbol{\theta}}(t)) & \leq-\tilde{\boldsymbol{q}}(t)^{T} \Lambda^{T} K_{v} \Lambda \tilde{\boldsymbol{q}}(t) \\
& \leq-\lambda_{\min }\left\{\Lambda^{T} K_{v} \Lambda\right\}\|\tilde{\boldsymbol{q}}(t)\|^{2} \tag{16.17}
\end{align*}
$$

where we used the fact that $\Lambda^{T} K_{v} \Lambda$ is a symmetric matrix and therefore (cf. Theorem of Rayleigh-Ritz, on page 24),

$$
\tilde{\boldsymbol{q}}^{T}\left[\Lambda^{T} K_{v} \Lambda\right] \tilde{\boldsymbol{q}} \geq \lambda_{\min }\left\{\Lambda^{T} K_{v} \Lambda\right\}\|\tilde{\boldsymbol{q}}\|^{2}
$$

for all $\tilde{\boldsymbol{q}} \in \mathbb{R}^{n}$. Notice that, moreover, $\lambda_{\min }\left\{\Lambda^{T} K_{v} \Lambda\right\}>0$ since the matrix $\Lambda^{T} K_{v} \Lambda$ besides being symmetric, is also positive definite.

The next step consists in integrating the inequality (16.17) from $t=0$ to $t=\infty$, that is ${ }^{2}$

$$
\int_{V_{0}}^{V_{\infty}} d V \leq-\lambda_{\min }\left\{\Lambda^{T} K_{v} \Lambda\right\} \int_{0}^{\infty}\|\tilde{\boldsymbol{q}}(t)\|^{2} d t
$$

where we defined $V_{0}:=(0, \tilde{\boldsymbol{q}}(0), \dot{\tilde{\boldsymbol{q}}}(0), \tilde{\boldsymbol{\theta}}(0))$

$$
V_{\infty}:=\lim _{t \rightarrow \infty} V(t, \tilde{\boldsymbol{q}}(t), \dot{\boldsymbol{q}}(t), \tilde{\boldsymbol{\theta}}(t))
$$

The integral on the left-hand side of this inequality is calculated trivially to obtain

$$
V_{\infty}-V_{0} \leq-\lambda_{\min }\left\{\Lambda^{T} K_{v} \Lambda\right\} \int_{0}^{\infty}\|\tilde{\boldsymbol{q}}(t)\|^{2} d t
$$

or in equivalent form

$$
\begin{equation*}
-V_{0} \leq-\lambda_{\min }\left\{\Lambda^{T} K_{v} \Lambda\right\} \int_{0}^{\infty}\|\tilde{\boldsymbol{q}}(t)\|^{2} d t-V_{\infty} \tag{16.18}
\end{equation*}
$$

We recall that the Lyapunov function candidate $V(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}}, \tilde{\boldsymbol{\theta}})$ is positive definite, radially unbounded and decrescent and moreover, all the signals are bounded. Therefore, $\infty>V_{\infty} \geq 0$ and, from Inequality (16.18), we get
${ }^{2}$ Here we are using the following elementary facts: $\int_{0}^{\infty} \frac{d V}{d t} d t=\int_{V_{0}}^{V_{\infty}} d V$ and, that for functions $g(t)$ and $f(t)$ continuous in $a \leq t \leq b$, satisfying $g(t) \leq f(t)$ for all $a \leq t \leq b$, we have

$$
\int_{a}^{b} g(t) d t \leq \int_{a}^{b} f(t) d t
$$

$$
-V_{0} \leq-\lambda_{\min }\left\{\Lambda^{T} K_{v} \Lambda\right\} \int_{0}^{\infty}\|\tilde{\boldsymbol{q}}(t)\|^{2} d t
$$

From this expression we immediately conclude that

$$
\frac{V_{0}}{\lambda_{\min }\left\{\Lambda^{T} K_{v} \Lambda\right\}} \geq \int_{0}^{\infty}\|\tilde{\boldsymbol{q}}(t)\|^{2} d t
$$

where the left-hand side of the inequality is finite positive and constant. This means that the position error $\tilde{\boldsymbol{q}}$ belongs to the $L_{2}^{n}$ space which is precisely what we wanted to prove.

Thus, according to the arguments above, we may conclude now that the position error $\tilde{\boldsymbol{q}}$ tends asymptotically to the zero vector, i.e.

$$
\lim _{t \rightarrow \infty} \tilde{\boldsymbol{q}}(t)=\mathbf{0} \in \mathbb{R}^{n}
$$

or in words, that the motion control objective has been achieved.
Invoking further arguments one may also show that not only the position error $\tilde{\boldsymbol{q}}$ tends to zero asymptotically, but that so does the velocity error $\dot{\tilde{\boldsymbol{q}}}$. Nevertheless, these conclusions should not be extrapolated to the parametric error $\tilde{\boldsymbol{\theta}}$, unless the desired joint position $\boldsymbol{q}_{d}(t)$ satisfies some special properties that are not discussed here. From these comments we conclude that, in general, the origin of the closed-loop Equation (16.13) may not be asymptotically stable, not even locally. However, as has been demonstrated, the motion control objective is guaranteed.

### 16.3 Examples

Next, we present a series of examples which illustrate the application of PD control with adaptive compensation.

The first example is presented as a solution to the formulated control problem in Example 14.8.

Example 16.1. Consider the model of a pendulum of mass $m$, inertia $J$ with respect to the axis of rotation and distance $l$ from the axis of rotation to the center of mass. The torque $\tau$ is applied at the axis of rotation, that is,

$$
J \ddot{q}+m g l \sin (q)=\tau
$$

We clearly identify $M(q)=J, C(q, \dot{q})=0$ and $g(q)=m g l \sin (q)$.
In Example 14.8 we formulated the following control problem. Assume that the values of the mass $m$, the distance $l$ and the gravity acceleration $g$ are known but that the value of the inertia $J$ is unknown
(yet constant). The control problem consists in designing a controller that is capable of satisfying the motion control objective

$$
\lim _{t \rightarrow \infty} \tilde{q}(t)=0 \in \mathbb{R}
$$

for any desired joint position $q_{d}(t)$ (with bounded first and second time derivatives).

The solution to this control problem may be obtained via PD control with adaptive compensation. The parameter of interest that has been supposed unknown is the inertia $J$. The parameterization which corresponds to (16.2) is, in this example,

$$
\begin{aligned}
& M(q, \theta)\left[\ddot{q}_{d}+\lambda \dot{\tilde{q}}\right]+C(q, \dot{q}, \theta)\left[\dot{q}_{d}+\lambda \tilde{q}\right]+g(q, \theta) \\
& \quad=J\left[\ddot{q}_{d}+\lambda \dot{\tilde{q}}\right]+m g l \sin (q) \\
& \quad=\Phi \theta+M_{0}(q)\left[\ddot{q}_{d}+\lambda \dot{\tilde{q}}\right]+C_{0}(q, \dot{q})\left[\dot{q}_{d}+\lambda \tilde{q}\right]+g_{0}(q)
\end{aligned}
$$

where

$$
\begin{aligned}
\Phi & =\ddot{q}_{d}+\lambda \dot{\tilde{q}} \\
\theta & =J \\
M_{0}(q) & =0 \\
C_{0}(q, \dot{q}) & =0 \\
g_{0}(q) & =m g l \sin (q) .
\end{aligned}
$$

Therefore, the adaptive control system given by Equations (16.8) and (16.9) becomes

$$
\begin{aligned}
\tau & =k_{p} \tilde{q}+k_{v} \dot{\tilde{q}}+\Phi \hat{\theta}+g_{0}(q) \\
& =k_{p} \tilde{q}+k_{v} \dot{\tilde{q}}+\left[\ddot{q}_{d}+\lambda \dot{\tilde{q}}\right] \hat{\theta}+m g l \sin (q)
\end{aligned}
$$

and

$$
\begin{aligned}
\hat{\theta}(t) & =\gamma \int_{0}^{t} \Phi[\dot{\tilde{q}}+\lambda \tilde{q}] d s+\hat{\theta}(0) \\
& =\gamma \int_{0}^{t}\left[\ddot{q}_{d}+\lambda \dot{\tilde{q}}\right][\dot{\tilde{q}}+\lambda \tilde{q}] d s+\hat{\theta}(0)
\end{aligned}
$$

where $k_{p}>0, k_{v}>0, \lambda=k_{p} / k_{v}, \gamma>0$ and $\hat{\theta}(0) \in \mathbb{R}$. Figure 16.1 shows the block-diagram corresponding to this adaptive controller.

We present next, the design of the PD control law with adaptive compensation, the Slotine and Li controller, for a planar 2-DOF robot. As the reader should notice, the resulting adaptive controller presents a higher degree of complexity than the previous example.


Figure 16.1. Block-diagram: pendulum under PD control with adaptive compensation

Example 16.2. Consider the 2-DOF planar manipulator shown in Figure 16.2 and whose dynamic model is described in Example 3.3.

The dynamic model of this planar manipulator is given by (3.8)(3.9), and may be written as

$$
\begin{aligned}
& \theta_{1} \ddot{q}_{1}+\left(\theta_{3} C_{21}+\theta_{4} S_{21}\right) \ddot{q}_{2}-\theta_{3} S_{21} \dot{q}_{2}^{2}+\theta_{4} C_{21} \dot{q}_{2}^{2}=\tau_{1} \\
& \left(\theta_{3} C_{21}+\theta_{4} S_{21}\right) \ddot{q}_{1}+\theta_{2} \ddot{q}_{2}+\theta_{3} S_{21} \dot{q}_{1}^{2}-\theta_{4} C_{21} \dot{q}_{1}^{2}=\tau_{2}
\end{aligned}
$$

where

$$
\begin{aligned}
\theta_{1} & =m_{1} l_{c 1}^{2}+m_{2} l_{1}^{2}+I_{1} \\
\theta_{2} & =m_{2} l_{c 2}^{2}+I_{2} \\
\theta_{3} & =m_{2} l_{1} l_{c 2} \cos (\delta) \\
\theta_{4} & =m_{2} l_{1} l_{c 2} \sin (\delta) .
\end{aligned}
$$

The four dynamic parameters $\theta_{1}, \theta_{2}, \theta_{3}$ and $\theta_{4}$ depend on the physical characteristics of the manipulator such as the masses and inertias


Figure 16.2. Planar 2-DOF manipulator
of its links. The vector of unknown constant dynamic parameters $\boldsymbol{\theta}$ is defined as

$$
\boldsymbol{\theta}=\left[\begin{array}{l}
\theta_{1} \\
\theta_{2} \\
\theta_{3} \\
\theta_{4}
\end{array}\right]
$$

In Example 14.6 we obtained the parameterization (14.9) of the dynamic model, i.e.

$$
\begin{aligned}
M(\boldsymbol{q}, \boldsymbol{\theta}) \boldsymbol{u}+ & C(\boldsymbol{q}, \boldsymbol{w}, \boldsymbol{\theta}) \boldsymbol{v}+\boldsymbol{g}(\boldsymbol{q}, \boldsymbol{\theta}) \\
= & {\left[\begin{array}{llll}
\Phi_{11} & \Phi_{12} & \Phi_{13} & \Phi_{14} \\
\Phi_{21} & \Phi_{22} & \Phi_{23} & \Phi_{24}
\end{array}\right]\left[\begin{array}{c}
\theta_{1} \\
\theta_{2} \\
\theta_{3} \\
\theta_{4}
\end{array}\right] } \\
& +M_{0}(\boldsymbol{q}) \boldsymbol{u}+C_{0}(\boldsymbol{q}, \boldsymbol{w}) \boldsymbol{v}+\boldsymbol{g}_{0}(\boldsymbol{q})
\end{aligned}
$$

where

$$
\begin{aligned}
& \Phi_{11}=u_{1} \\
& \Phi_{12}=0 \\
& \Phi_{13}=C_{21} u_{2}-S_{21} w_{2} v_{2} \\
& \Phi_{14}=S_{21} u_{2}+C_{21} w_{2} v_{2}
\end{aligned}
$$

$$
\begin{aligned}
\Phi_{21} & =0 \\
\Phi_{22} & =u_{2} \\
\Phi_{23} & =C_{21} u_{1}+S_{21} w_{1} v_{1} \\
\Phi_{24} & =S_{21} u_{1}-C_{21} w_{1} v_{1} \\
M_{0}(\boldsymbol{q}) & =0 \in \mathbb{R}^{2 \times 2} \\
C_{0}(\boldsymbol{q}, \dot{\boldsymbol{q}}) & =0 \in \mathbb{R}^{2 \times 2} \\
\boldsymbol{g}_{0}(\boldsymbol{q}) & =\mathbf{0} \in \mathbb{R}^{2} .
\end{aligned}
$$

Hence, the parameterization (16.2) yields

$$
\begin{aligned}
& M(\boldsymbol{q}, \boldsymbol{\theta})\left[\ddot{\boldsymbol{q}}_{d}+\Lambda \dot{\tilde{\boldsymbol{q}}}\right]+C(\boldsymbol{q}, \dot{\boldsymbol{q}}, \boldsymbol{\theta})\left[\dot{\boldsymbol{q}}_{d}+\Lambda \tilde{\boldsymbol{q}}\right]+\boldsymbol{g}(\boldsymbol{q}, \boldsymbol{\theta}) \\
& \quad=\left[\begin{array}{cc}
\theta_{1} & \theta_{3} C_{21}+\theta_{4} S_{21} \\
\theta_{3} C_{21}+\theta_{4} S_{21} & \theta_{2}
\end{array}\right]\left[\ddot{\boldsymbol{q}}_{d}+\Lambda \dot{\tilde{\boldsymbol{q}}}\right] \\
& \\
& \quad+\left[\begin{array}{cc}
0 & \left(\theta_{4} C_{21}-\theta_{3} S_{21}\right) \dot{q}_{2} \\
\left(\theta_{3} S_{21}-\theta_{4} C_{21}\right) \dot{q}_{1} & 0
\end{array}\right]\left[\dot{\boldsymbol{q}}_{d}+\Lambda \tilde{\boldsymbol{q}}\right] \\
& =\Phi \boldsymbol{\theta}
\end{aligned}
$$

where this time,

$$
\begin{aligned}
& \boldsymbol{u}=\ddot{\boldsymbol{q}}_{d}+\Lambda \dot{\tilde{\boldsymbol{q}}}=\left[\begin{array}{l}
u_{1} \\
u_{2}
\end{array}\right]=\left[\begin{array}{l}
\ddot{q}_{d 1}+\lambda_{11} \dot{\tilde{q}}_{1}+\lambda_{12} \dot{\tilde{q}}_{2} \\
\ddot{q}_{d 2}+\lambda_{21} \\
\tilde{\tilde{q}}_{1}+\lambda_{22} \\
\boldsymbol{\tilde { q }}
\end{array}\right] \\
& \boldsymbol{v}=\dot{\boldsymbol{q}}_{d}+\Lambda \tilde{\boldsymbol{q}}=\left[\begin{array}{l}
v_{1} \\
v_{2}
\end{array}\right]=\left[\begin{array}{l}
\dot{q}_{d 1}+\lambda_{11} \tilde{q}_{1}+\lambda_{12} \tilde{q}_{2} \\
\dot{q}_{d 2}+\lambda_{21} \tilde{q}_{1}+\lambda_{22} \tilde{q}_{2}
\end{array}\right] \\
& \boldsymbol{w}=\dot{\boldsymbol{q}}=\left[\begin{array}{l}
w_{1} \\
w_{2}
\end{array}\right]=\left[\begin{array}{l}
\dot{q}_{1} \\
\dot{q}_{2}
\end{array}\right]
\end{aligned}
$$

and

$$
\Lambda=\left[\begin{array}{ll}
\lambda_{11} & \lambda_{12} \\
\lambda_{21} & \lambda_{22}
\end{array}\right] \in \mathbb{R}^{2 \times 2}
$$

The adaptive control system is given by Equations (16.8) and (16.9). Notice that $M_{0}=C_{0}=\boldsymbol{g}_{0}=0$ therefore, the control law becomes

$$
\boldsymbol{\tau}=K_{p} \tilde{\boldsymbol{q}}+K_{v} \dot{\tilde{\boldsymbol{q}}}+\left[\begin{array}{llll}
\Phi_{11} & \Phi_{12} & \Phi_{13} & \Phi_{14} \\
\Phi_{21} & \Phi_{22} & \Phi_{23} & \Phi_{24}
\end{array}\right]\left[\begin{array}{c}
\hat{\theta}_{1} \\
\hat{\theta}_{2} \\
\hat{\theta}_{3} \\
\hat{\theta}_{4}
\end{array}\right]
$$

while the adaptive law is

$$
\left[\begin{array}{l}
\hat{\theta}_{1}(t) \\
\hat{\theta}_{2}(t) \\
\hat{\theta}_{3}(t) \\
\hat{\theta}_{4}(t)
\end{array}\right]=\Gamma \int_{0}^{t}\left[\begin{array}{c}
\Phi_{11}\left[v_{1}-\dot{q}_{1}\right] \\
\Phi_{22}\left[v_{2}-\dot{q}_{2}\right] \\
\Phi_{13}\left[v_{1}-\dot{q}_{1}\right]+\Phi_{23}\left[v_{2}-\dot{q}_{2}\right] \\
\Phi_{14}\left[v_{1}-\dot{q}_{1}\right]+\Phi_{24}\left[v_{2}-\dot{q}_{2}\right]
\end{array}\right] d s+\left[\begin{array}{l}
\hat{\theta}_{1}(0) \\
\hat{\theta}_{2}(0) \\
\hat{\theta}_{3}(0) \\
\hat{\theta}_{4}(0)
\end{array}\right]
$$

where $K_{p}=K_{p}^{T}>0, K_{v}=K_{v}^{T}>0, \Lambda=K_{v}^{-1} K_{p}, \Gamma=\Gamma^{T}>0$ and $\hat{\boldsymbol{\theta}}(0) \in \mathbb{R}^{m}$.

We end this section with an example that illustrates the performance of PD control with adaptive compensation on the Pelican robot prototype.


Figure 16.3. Diagram of the Pelican robot

Example 16.3. Consider the Pelican robot presented in Chapter 5 and shown in Figure 16.3. Its dynamic model is recalled below for ease of reference:

$$
\underbrace{\left[\begin{array}{ll}
M_{11}(\boldsymbol{q}) & M_{12}(\boldsymbol{q}) \\
M_{21}(\boldsymbol{q}) & M_{22}(\boldsymbol{q})
\end{array}\right]}_{M(\boldsymbol{q})} \ddot{\boldsymbol{q}}+\underbrace{\left[\begin{array}{ll}
C_{11}(\boldsymbol{q}, \dot{\boldsymbol{q}}) & C_{12}(\boldsymbol{q}, \dot{\boldsymbol{q}}) \\
C_{21}(\boldsymbol{q}, \dot{\boldsymbol{q}}) & C_{22}(\boldsymbol{q}, \dot{\boldsymbol{q}})
\end{array}\right]}_{C(\boldsymbol{q}, \dot{\boldsymbol{q}})} \dot{\boldsymbol{q}}+\underbrace{\left[\begin{array}{l}
g_{1}(\boldsymbol{q}) \\
g_{2}(\boldsymbol{q})
\end{array}\right]}_{\boldsymbol{g}(\boldsymbol{q})}=\boldsymbol{\tau}
$$

where

$$
\begin{aligned}
M_{11}(\boldsymbol{q}) & =m_{1} l_{c 1}^{2}+m_{2}\left[l_{1}^{2}+l_{c 2}^{2}+2 l_{1} l_{c 2} \cos \left(q_{2}\right)\right]+I_{1}+I_{2} \\
M_{12}(\boldsymbol{q}) & =m_{2}\left[l_{c 2}^{2}+l_{1} l_{c 2} \cos \left(q_{2}\right)\right]+I_{2} \\
M_{21}(\boldsymbol{q}) & =m_{2}\left[l_{c 2}^{2}+l_{1} l_{c 2} \cos \left(q_{2}\right)\right]+I_{2} \\
M_{22}(\boldsymbol{q}) & =m_{2} l_{c 2}^{2}+I_{2} \\
C_{11}(\boldsymbol{q}, \dot{\boldsymbol{q}}) & =-m_{2} l_{1} l_{c 2} \sin \left(q_{2}\right) \dot{q}_{2} \\
C_{12}(\boldsymbol{q}, \dot{\boldsymbol{q}}) & =-m_{2} l_{1} l_{c 2} \sin \left(q_{2}\right)\left[\dot{q}_{1}+\dot{q}_{2}\right] \\
C_{21}(\boldsymbol{q}, \dot{\boldsymbol{q}}) & =m_{2} l_{1} l_{c 2} \sin \left(q_{2}\right) \dot{q}_{1} \\
C_{22}(\boldsymbol{q}, \dot{\boldsymbol{q}}) & =0 \\
g_{1}(\boldsymbol{q}) & =\left[m_{1} l_{c 1}+m_{2} l_{1}\right] g \sin \left(q_{1}\right)+m_{2} l_{c 2} g \sin \left(q_{1}+q_{2}\right) \\
g_{2}(\boldsymbol{q}) & =m_{2} l_{c 2} g \sin \left(q_{1}+q_{2}\right) .
\end{aligned}
$$

For this example we selected as unknown parameters, the mass $m_{2}$, the inertia $I_{2}$ and the distance to the center of mass, $l_{c 2}$.

We wish to design a controller that is capable of driving to zero the articular position error $\tilde{\boldsymbol{q}}$. It is desired that the robot tracks the trajectories $\boldsymbol{q}_{d}(t), \dot{\boldsymbol{q}}_{d}(t)$ and $\ddot{\boldsymbol{q}}_{d}(t)$ represented by Equations (5.7)(5.9). To that end, we use PD control with adaptive compensation.

In Example 14.6 we derived the parameterization (14.9) of the dynamic model, i.e.

$$
\begin{aligned}
& M(\boldsymbol{q}, \boldsymbol{\theta}) \boldsymbol{u}+C(\boldsymbol{q}, \boldsymbol{w}, \boldsymbol{\theta}) \boldsymbol{v}+\boldsymbol{g}(\boldsymbol{q}, \boldsymbol{\theta}) \\
&= {\left[\begin{array}{lll}
\Phi_{11} & \Phi_{12} & \Phi_{13} \\
\Phi_{21} & \Phi_{22} & \Phi_{23}
\end{array}\right]\left[\begin{array}{l}
\theta_{1} \\
\theta_{2} \\
\theta_{3}
\end{array}\right] } \\
&+M_{0}(\boldsymbol{q}) \boldsymbol{u}+C_{0}(\boldsymbol{q}, \boldsymbol{w}) \boldsymbol{v}+\boldsymbol{g}_{0}(\boldsymbol{q})
\end{aligned}
$$

where

$$
\begin{aligned}
\Phi_{11}= & l_{1}^{2} u_{1}+l_{1} g \sin \left(q_{1}\right) \\
\Phi_{12}= & 2 l_{1} \cos \left(q_{2}\right) u_{1}+l_{1} \cos \left(q_{2}\right) u_{2}-l_{1} \sin \left(q_{2}\right) w_{2} v_{1} \\
& -l_{1} \sin \left(q_{2}\right)\left[w_{1}+w_{2}\right] v_{2}+g \sin \left(q_{1}+q_{2}\right) \\
\Phi_{13}= & u_{1}+u_{2} \\
\Phi_{21}= & 0 \\
\Phi_{22}= & l_{1} \cos \left(q_{2}\right) u_{1}+l_{1} \sin \left(q_{2}\right) w_{1} v_{1}+g \sin \left(q_{1}+q_{2}\right) \\
\Phi_{23}= & u_{1}+u_{2} \\
\boldsymbol{\theta}= & {\left[\begin{array}{l}
\theta_{1} \\
\theta_{2} \\
\theta_{3}
\end{array}\right]=\left[\begin{array}{c}
m_{2} \\
m_{2} l_{c 2} \\
m_{2} l_{c 2}^{2}+I_{2}
\end{array}\right]=\left[\begin{array}{c}
2.0458 \\
0.047 \\
0.0126
\end{array}\right] } \\
M_{0}(\boldsymbol{q})= & {\left[\begin{array}{cc}
m_{1} l_{c 1}^{2}+I_{1} & 0 \\
0 & 0
\end{array}\right] }
\end{aligned}
$$

$$
\begin{aligned}
C_{0}(\boldsymbol{q}, \boldsymbol{w}) & =\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right] \\
\boldsymbol{g}_{0}(\boldsymbol{q}) & =\left[\begin{array}{c}
m_{1} l_{c 1} g \sin \left(q_{1}\right) \\
0
\end{array}\right] .
\end{aligned}
$$

Since the numerical values of $m_{2}, I_{2}$ and $l_{c 2}$ are assumed unknown, the vector of dynamic parameters $\boldsymbol{\theta}$ is also unknown. This hypothesis obviously complicates our task of designing a controller that is capable of satisfying our control objective.

Let us now see the form that the PD control law with adaptive compensation takes for the Pelican prototype. For this, we first define

$$
\Lambda=\left[\begin{array}{ll}
\lambda_{11} & \lambda_{12} \\
\lambda_{21} & \lambda_{22}
\end{array}\right] \in \mathbb{R}^{2 \times 2}
$$

Then, the parameterization (16.2) is simply

$$
\begin{aligned}
M(\boldsymbol{q}, \boldsymbol{\theta})\left[\ddot{\boldsymbol{q}}_{d}+\Lambda \dot{\tilde{\boldsymbol{q}}}\right] & +C(\boldsymbol{q}, \dot{\boldsymbol{q}}, \boldsymbol{\theta})\left[\dot{\boldsymbol{q}}_{d}+\Lambda \tilde{\boldsymbol{q}}\right]+\boldsymbol{g}(\boldsymbol{q}, \boldsymbol{\theta}) \\
& =\Phi \boldsymbol{\theta}+M_{0}(\boldsymbol{q})\left[\ddot{\boldsymbol{q}}_{d}+\Lambda \dot{\tilde{\boldsymbol{q}}}\right]+\boldsymbol{g}_{0}(\boldsymbol{q}),
\end{aligned}
$$

where

$$
\begin{aligned}
& \boldsymbol{u}=\ddot{\boldsymbol{q}}_{d}+\Lambda \dot{\tilde{\boldsymbol{q}}}=\left[\begin{array}{l}
u_{1} \\
u_{2}
\end{array}\right]=\left[\begin{array}{l}
\ddot{q}_{d 1}+\lambda_{11} \dot{\tilde{q}}_{1}+\lambda_{12} \dot{\tilde{q}}_{2} \\
\ddot{\tilde{q}}_{d 2}+\lambda_{21} \\
\boldsymbol{v}=\dot{\tilde{q}}_{1}+\lambda_{22}
\end{array}\right] \\
& \boldsymbol{v}=\dot{\boldsymbol{q}}_{d}+\Lambda \tilde{\boldsymbol{q}}=\left[\begin{array}{l}
v_{1} \\
v_{2}
\end{array}\right]=\left[\begin{array}{l}
\dot{q}_{d 1}+\lambda_{11} \tilde{q}_{1}+\lambda_{12} \tilde{q}_{2} \\
\dot{q}_{d 2}+\lambda_{21} \tilde{q}_{1}+\lambda_{22} \tilde{q}_{2}
\end{array}\right] \\
& \boldsymbol{w}=\left[\begin{array}{l}
w_{1} \\
w_{2}
\end{array}\right]=\left[\begin{array}{l}
\dot{q}_{1} \\
\dot{q}_{2}
\end{array}\right] .
\end{aligned}
$$

The adaptive control system is given by Equations (16.8) and (16.9). Therefore the control law becomes

$$
\begin{aligned}
\boldsymbol{\tau}= & K_{p} \tilde{\boldsymbol{q}}+K_{v} \dot{\tilde{\boldsymbol{q}}}+\left[\begin{array}{lll}
\Phi_{11} & \Phi_{12} & \Phi_{13} \\
\Phi_{21} & \Phi_{22} & \Phi_{23}
\end{array}\right]\left[\begin{array}{c}
\hat{\theta}_{1} \\
\hat{\theta}_{2} \\
\hat{\theta}_{3}
\end{array}\right] \\
& +\left[\begin{array}{c}
\left(m_{1} l_{c 1}^{2}+I_{1}\right) u_{1} \\
0
\end{array}\right]+\left[\begin{array}{c}
m_{1} l_{c 1} g \sin \left(q_{1}\right) \\
0
\end{array}\right]
\end{aligned}
$$

while the adaptive law is

$$
\left[\begin{array}{c}
\hat{\theta}_{1}(t) \\
\hat{\theta}_{2}(t) \\
\hat{\theta}_{3}(t)
\end{array}\right]=\Gamma \int_{0}^{t}\left[\begin{array}{c}
\Phi_{11}\left[v_{1}-\dot{q}_{1}\right] \\
\Phi_{12}\left[v_{1}-\dot{q}_{1}\right]+\Phi_{22}\left[v_{2}-\dot{q}_{2}\right] \\
\Phi_{13}\left[v_{1}-\dot{q}_{1}\right]+\Phi_{23}\left[v_{2}-\dot{q}_{2}\right]
\end{array}\right] d s+\left[\begin{array}{c}
\hat{\theta}_{1}(0) \\
\hat{\theta}_{2}(0) \\
\hat{\theta}_{3}(0)
\end{array}\right] .
$$

In this experiment the symmetric positive definite design matrices were chosen as

$$
\begin{aligned}
K_{p} & =\operatorname{diag}\{200,150\} \quad[\mathrm{Nm} / \mathrm{rad}] \\
K_{v} & =\operatorname{diag}\{3\} \quad[\mathrm{N} \mathrm{~m} \mathrm{~s} / \mathrm{rad}] \\
\Gamma & =\operatorname{diag}\left\{1.6\left[\mathrm{~kg} \mathrm{~s}^{2} / \mathrm{m}^{2}\right], 0.004\left[\mathrm{~kg} \mathrm{~s}^{2}\right], 0.004\left[\mathrm{~kg} \mathrm{~m}^{2} \mathrm{~s}^{2}\right]\right\},
\end{aligned}
$$

and therefore $\Lambda=K_{v}^{-1} K_{p}=\operatorname{diag}\{66.6,50\}[1 / s]$.
The corresponding initial conditions for the positions, velocities and adaptive parameters are chosen as

$$
\begin{array}{ll}
q_{1}(0)=0, & q_{2}(0)=0 \\
\dot{q}_{1}(0)=0, & \dot{q}_{2}(0)=0 \\
\hat{\theta}_{1}(0)=0, & \hat{\theta}_{2}(0)=0 \\
\hat{\theta}_{3}(0)=0 . &
\end{array}
$$



Figure 16.4. Graphs of position errors $\tilde{q}_{1}$ and $\tilde{q}_{2}$

Figures 16.4 and 16.5 show the experimental results. In particular, Figure 16.4 shows the steady state tracking position errors $\tilde{\boldsymbol{q}}(t)$, which, by virtue of friction phenomena in the actual robot, are not zero. It is remarkable, however, that if we take the upper-bound on the position errors as a measure of performance, we see that the latter is better than or similar to that of other nonadaptive control systems (compare with Figures $10.2,10.4,11.3,11.5$ and 12.5).

Finally, Figure 16.5 shows the evolution in time of the adaptive parameters. As mentioned before, these parameters were arbitrarily assumed to be zero at the initial instant. This has been done for no specific reason since we did not have any knowledge, a priori, about any of the dynamic parameters $\boldsymbol{\theta}$.


Figure 16.5. Graphs of adaptive parameters $\hat{\theta}_{1}, \hat{\theta}_{2}$, and $\hat{\theta}_{3}$

### 16.4 Conclusions

We conclude this chapter with the following remarks.

- For PD control with adaptive compensation the origin of the state space corresponding to the closed-loop equation, i.e. $\left[\begin{array}{ccc}\tilde{\boldsymbol{q}}^{T} & \dot{\tilde{\boldsymbol{q}}}^{T} & \tilde{\boldsymbol{\theta}}^{T}\end{array}\right]^{T}=\mathbf{0}$, is stable for any choice of symmetric positive definite matrices $K_{p}, K_{v}$ and $\Gamma$. Moreover, the motion control objective is achieved globally. That is, for any initial position error $\tilde{\boldsymbol{q}}(0) \in \mathbb{R}^{n}$ velocity error $\dot{\tilde{\boldsymbol{q}}}(0) \in \mathbb{R}^{n}$, and arbitrary uncertainty over the dynamic parameters $\boldsymbol{\theta} \in \mathbb{R}^{m}$ of the robot model, $\lim _{t \rightarrow \infty} \tilde{\boldsymbol{q}}(t)=\mathbf{0}$.
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## Problems

1. Consider Example 16.1 in which we studied control of the pendulum

$$
J \ddot{q}+m g l \sin (q)=\tau
$$

Supposing that the inertia $J$ is unknown, the PD control law with adaptive compensation is given by

$$
\begin{aligned}
& \tau=k_{p} \tilde{q}+k_{v} \dot{\tilde{q}}+\left[\ddot{q}_{d}+\lambda \dot{\tilde{q}}\right] \hat{\theta}+m g l \sin (q) \\
& \hat{\theta}=\gamma \int_{0}^{t}\left[\ddot{q}_{d}+\lambda \dot{\tilde{q}}\right][\dot{\tilde{q}}+\lambda \tilde{q}] d s+\hat{\theta}(0)
\end{aligned}
$$

where $k_{p}>0, k_{v}>0, \lambda=k_{p} / k_{v}, \gamma>0$ and $\hat{\theta}(0) \in \mathbb{R}$.
a) Obtain the closed-loop equation in terms of the state vector $\left[\begin{array}{ccc}\tilde{q} & \dot{q} & \tilde{\theta}\end{array}\right]^{T} \in$ $\mathbb{R}^{3}$ where $\tilde{\theta}=\hat{\theta}-J$.
b) Show that the origin of the closed-loop equation is a stable equilibrium, by using the following Lyapunov function candidate:

$$
V(\tilde{q}, \dot{\tilde{q}}, \tilde{\theta})=\frac{1}{2}\left[\begin{array}{c}
\tilde{q} \\
\dot{\tilde{q}} \\
\tilde{\theta}
\end{array}\right]^{T}\left[\begin{array}{ccc}
2 k_{p}+I \lambda^{2} & \lambda I & 0 \\
I \lambda & I & 0 \\
0 & 0 & \gamma^{-1}
\end{array}\right]\left[\begin{array}{c}
\tilde{q} \\
\dot{\tilde{q}} \\
\tilde{\theta}
\end{array}\right]
$$

2. Consider again Example 16.1 in which we studied control of the pendulum

$$
J \ddot{q}+m g l \sin (q)=\tau .
$$

Assume now that, in addition, the inertia $J$ and the mass $m$ are unknown. Design a PD controller with adaptive compensation, i.e. give explicitly the control and adaptive laws.
3. On pages $366-368$ we showed that $\tilde{\boldsymbol{q}} \in L_{2}^{n}$. Use similar arguments to prove also that $\dot{\tilde{\boldsymbol{q}}} \in L_{2}^{n}$. May we conclude that $\lim _{t \rightarrow \infty} \dot{\tilde{\boldsymbol{q}}}(t)=\mathbf{0}$ ?
4. Consider the 2-DOF Cartesian robot showed in Figure 16.6. The corresponding dynamic model is given by $M(\boldsymbol{q}) \ddot{\boldsymbol{q}}+\boldsymbol{g}(\boldsymbol{q})=\boldsymbol{\tau}$ where $\boldsymbol{q}=\left[\begin{array}{ll}q_{1} & q_{2}\end{array}\right]^{T}$ and

$$
\begin{aligned}
M(\boldsymbol{q}) & =\left[\begin{array}{cc}
m_{1}+m_{2} & 0 \\
0 & m_{2}
\end{array}\right] \\
\boldsymbol{g}(\boldsymbol{q}) & =\left[\begin{array}{c}
\left(m_{1}+m_{2}\right) g \\
0
\end{array}\right] .
\end{aligned}
$$

Assume that the masses $m_{1}$ and $m_{2}$ are constant but unknown.
a) Design a PD controller with adaptive compensation to achieve the motion control objective. Specifically, determine the matrix $\Phi$ for the control law and for the adaptive law

$$
\begin{aligned}
\boldsymbol{\tau} & =K_{p} \tilde{\boldsymbol{q}}+K_{v} \dot{\tilde{\boldsymbol{q}}}+\Phi \hat{\boldsymbol{\theta}} \\
\hat{\boldsymbol{\theta}} & =\int_{0}^{t} \Phi^{T}[\dot{\tilde{\boldsymbol{q}}}+\Lambda \tilde{\boldsymbol{q}}] d s+\hat{\boldsymbol{\theta}}(0),
\end{aligned}
$$



Figure 16.6. Problem 4. Cartesian 2-DOF robot.
where

$$
\boldsymbol{\theta}=\left[\begin{array}{c}
m_{1}+m_{2} \\
\left(m_{1}+m_{2}\right) g \\
m_{2}
\end{array}\right]
$$

## Appendices

## Mathematical Support

In this appendix we present additional mathematical tools that are employed in the textbook, mainly in the advanced topics of Part IV. It is recommended that the graduate student following these chapters read first this appendix, specifically the material from Section A. 3 which is widely used in the text. As for other chapters and appendices, references are provided at the end.

## A. 1 Some Lemmas on Linear Algebra

The following lemmas, whose proofs may be found in textbooks on linear algebra, are used to prove certain properties of the dynamic model of the robot stated in Chapter 4.

Lemma A.1. Consider a vector $\boldsymbol{x} \in \mathbb{R}^{n}$. Its Euclidean norm, $\|\boldsymbol{x}\|$, satisfies

$$
\|\boldsymbol{x}\| \leq n\left[\max _{i}\left\{\left|x_{i}\right|\right\}\right] .
$$

Lemma A.2. Consider a symmetric matrix $A \in \mathbb{R}^{n \times n}$ and denote by $a_{i j}$ its $i j$ th element. Let $\lambda_{1}\{A\}, \cdots, \lambda_{n}\{A\}$ be its eigenvalues. Then, it holds that

$$
\left|\lambda_{k}\{A\}\right| \leq n\left[\max _{i, j}\left\{\left|a_{i j}\right|\right\}\right] \quad \text { for all } k=1, \cdots, n
$$

Lemma A.3. Consider a symmetric matrix $A=A^{T} \in \mathbb{R}^{n \times n}$ and denote by $a_{i j}$ its $i j t h$ element. The spectral norm of the matrix $A,\|A\|$, induced by the vectorial Euclidean norm satisfies

$$
\|A\|=\sqrt{\lambda_{\mathrm{Max}}\left\{A^{T} A\right\}} \leq n\left[\max _{i, j}\left\{\left|a_{i j}\right|\right\}\right]
$$

We present here a useful theorem on partitioned matrices which is taken from the literature.

Theorem A.1. Assume that a symmetric matrix is partitioned as

$$
\left[\begin{array}{cc}
A & B  \tag{A.1}\\
B^{T} & C
\end{array}\right]
$$

where $A$ and $C$ are square matrices. The matrix is positive definite if and only if

$$
\begin{aligned}
A & >0 \\
C-B^{T} A^{-1} B & >0
\end{aligned}
$$

## A. 2 Vector Calculus

## Theorem A.2. Mean-value

Consider the continuous function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$. If moreover $f\left(z_{1}, z_{2}, \cdots, z_{n}\right)$ has continuous partial derivatives then, for any two constant vectors $\boldsymbol{x}, \boldsymbol{y} \in$ $\mathbb{R}^{n}$ we have

$$
f(\boldsymbol{x})-f(\boldsymbol{y})=\left[\begin{array}{c}
\left.\frac{\partial f(\boldsymbol{z})}{\partial z_{1}}\right|_{\boldsymbol{z}=\boldsymbol{\xi}} \\
\left.\frac{\partial f(\boldsymbol{z})}{\partial z_{2}}\right|_{\boldsymbol{z}=\boldsymbol{\xi}} \\
\vdots \\
\left.\frac{\partial f(\boldsymbol{z})}{\partial z_{n}}\right|_{\boldsymbol{z}=\boldsymbol{\xi}}
\end{array}\right]^{T}[\boldsymbol{x}-\boldsymbol{y}]
$$

where $\boldsymbol{\xi} \in \mathbb{R}^{n}$ is a vector suitably chosen on the line segment which joins the vectors $\boldsymbol{x}$ and $\boldsymbol{y}$, i.e. which satisfies

$$
\begin{aligned}
\boldsymbol{\xi} & =\boldsymbol{y}+\alpha[\boldsymbol{x}-\boldsymbol{y}] \\
& =\alpha \boldsymbol{x}+(1-\alpha) \boldsymbol{y}
\end{aligned}
$$

for some real $\alpha$ in the interval $(0,1)$. Notice moreover, that the norm of $\boldsymbol{\xi}$ verifies

$$
\|\boldsymbol{\xi}\| \leq\|\boldsymbol{y}\|+\|\boldsymbol{x}-\boldsymbol{y}\|
$$

and also

$$
\|\boldsymbol{\xi}\| \leq\|\boldsymbol{x}\|+\|\boldsymbol{y}\| .
$$

An extension of the mean-value theorem for vectorial functions is presented next

## Theorem A.3. Mean-value theorem for vectorial functions

Consider the continuous vectorial function $\boldsymbol{f}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$. If $f_{i}\left(z_{1}, z_{2}, \cdots, z_{n}\right)$ has continuous partial derivatives for $i=1, \cdots, m$, then for each pair of vectors $\boldsymbol{x}, \boldsymbol{y} \in \mathbb{R}^{n}$ and each $\boldsymbol{w} \in \mathbb{R}^{m}$ there exists $\boldsymbol{\xi} \in \mathbb{R}^{n}$ such that

$$
[\boldsymbol{f}(\boldsymbol{x})-\boldsymbol{f}(\boldsymbol{y})]^{T} \boldsymbol{w}=\boldsymbol{w}^{T} \underbrace{\text { Jacobian of } \boldsymbol{f} \text { evaluated in } \boldsymbol{z}=\boldsymbol{\xi}}_{\left.\begin{array}{ccc}
\left.\frac{\partial f_{1}(\boldsymbol{z})}{\partial z_{1}}\right|_{\boldsymbol{z}=\boldsymbol{\xi}} & \left.\frac{\partial f_{1}(\boldsymbol{z})}{\partial z_{2}}\right|_{\boldsymbol{z}=\boldsymbol{\xi}} & \cdots \\
\left.\frac{\partial f_{2}(\boldsymbol{z})}{\partial z_{1}}\right|_{\boldsymbol{z}=\boldsymbol{\xi}} & \left.\frac{\partial f_{1}(\boldsymbol{z})}{\partial z_{n}}\right|_{\boldsymbol{z}=\boldsymbol{\xi}} \\
\vdots & \left.\vdots z_{2}\right) & \ldots \\
\boldsymbol{z}_{\boldsymbol{z}=\boldsymbol{\xi}} & \left.\frac{\partial f_{2}(\boldsymbol{z})}{\partial z_{n}}\right|_{\boldsymbol{z}=\boldsymbol{\xi}} \\
\left.\left.\frac{\partial f_{m}(\boldsymbol{z})}{\partial z_{1}}\right|_{\boldsymbol{z}=\boldsymbol{\xi}} \frac{\partial f_{m}(\boldsymbol{z})}{\partial z_{2}}\right|_{\boldsymbol{z}=\boldsymbol{\xi}} & \cdots & \left.\frac{\partial f_{m}(\boldsymbol{z})}{\partial z_{n}}\right|_{\boldsymbol{z}=\boldsymbol{\xi}}
\end{array}\right]}
$$

$$
=\left.\boldsymbol{w}^{T} \frac{\partial \boldsymbol{f}(\boldsymbol{z})}{\partial \boldsymbol{z}}\right|_{\boldsymbol{z}=\boldsymbol{\xi}}[\boldsymbol{x}-\boldsymbol{y}]
$$

where $\boldsymbol{\xi}$ is a vector on the line segment that joins the vectors $\boldsymbol{x}$ and $\boldsymbol{y}$, and consequently satisfies

$$
\boldsymbol{\xi}=\boldsymbol{y}+\alpha[\boldsymbol{x}-\boldsymbol{y}]
$$

for some real $\alpha$ in the interval $(0,1)$.
We present next a useful corollary, which follows from the statements of Theorems A. 2 and A. 3.

Corollary A.1. Consider the smooth matrix-function $A: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n \times n}$. Assume that the partial derivatives of the elements of the matrix $A$ are bounded functions, that is, that there exists a finite constant $\delta$ such that

$$
\left.\left|\frac{\partial a_{i j}(\boldsymbol{z})}{\partial z_{k}}\right|_{\boldsymbol{z}=\boldsymbol{z}_{0}} \right\rvert\, \leq \delta
$$

for $i, j, k=1,2, \cdots, n$ and all vectors $\boldsymbol{z}_{0} \in \mathbb{R}^{n}$.
Define now the vectorial function

$$
[A(\boldsymbol{x})-A(\boldsymbol{y})] \boldsymbol{w}
$$

with $\boldsymbol{x}, \boldsymbol{y}, \boldsymbol{w} \in \mathbb{R}^{n}$. Then, the norm of this function satisfies

$$
\begin{equation*}
\|[A(\boldsymbol{x})-A(\boldsymbol{y})] \boldsymbol{w}\| \leq n^{2} \max _{i, j, k, z_{0}}\left\{\left.\left|\frac{\partial a_{i j}(\boldsymbol{z})}{\partial z_{k}}\right|_{\boldsymbol{z}=\boldsymbol{z}_{0}} \right\rvert\,\right\}\|\boldsymbol{x}-\boldsymbol{y}\|\|\boldsymbol{w}\| \tag{A.2}
\end{equation*}
$$

where $a_{i j}(\boldsymbol{z})$ denotes the ijth element of the matrix $A(\boldsymbol{z})$ while $z_{k}$ denotes the $k$ th element of the vector $\boldsymbol{z} \in \mathbb{R}^{n}$.

Proof. The proof of the corollary may be carried out by the use of Theorems A. 2 or A.3. Here we use Theorem A.2.

The norm of the vector $A(\boldsymbol{x}) \boldsymbol{w}-A(\boldsymbol{y}) \boldsymbol{w}$ satisfies

$$
\|A(\boldsymbol{x}) \boldsymbol{w}-A(\boldsymbol{y}) \boldsymbol{w}\| \leq\|A(\boldsymbol{x})-A(\boldsymbol{y})\|\|\boldsymbol{w}\|
$$

Considering Lemma A.3, we get

$$
\begin{equation*}
\|A(\boldsymbol{x}) \boldsymbol{w}-A(\boldsymbol{y}) \boldsymbol{w}\| \leq n\left[\max _{i, j}\left\{\left|a_{i j}(\boldsymbol{x})-a_{i j}(\boldsymbol{y})\right|\right\}\right]\|\boldsymbol{w}\| \tag{A.3}
\end{equation*}
$$

On the other hand, since by hypothesis the matrix $A(\boldsymbol{z})$ is a smooth function of its argument, its elements have continuous partial derivatives. Consequently, given two constant vectors $\boldsymbol{x}, \boldsymbol{y} \in \mathbb{R}^{n}$, according to the mean-value Theorem ( $c f$. Theorem A.2), there exists a real number $\alpha_{i j}$ in the interval $[0,1]$ such that

$$
a_{i j}(\boldsymbol{x})-a_{i j}(\boldsymbol{y})=\left[\begin{array}{c}
\left.\frac{\partial a_{i j}(\boldsymbol{z})}{\partial z_{1}}\right|_{\boldsymbol{z}=\boldsymbol{y}+\alpha_{i j}[\boldsymbol{x}-\boldsymbol{y}]} \\
\left.\frac{\partial a_{i j}(\boldsymbol{z})}{\partial z_{2}}\right|_{\boldsymbol{z}=\boldsymbol{y}+\alpha_{i j}[\boldsymbol{x}-\boldsymbol{y}]} ^{\vdots} \\
\left.\frac{\partial a_{i j}(\boldsymbol{z})}{\partial z_{n}}\right|_{\boldsymbol{z}=\boldsymbol{y}+\alpha_{i j}[\boldsymbol{x}-\boldsymbol{y}]}
\end{array}\right]^{T}[\boldsymbol{x}-\boldsymbol{y}]
$$

Therefore, taking the absolute value on both sides of the previous equation and using the triangle inequality, $\left|\boldsymbol{a}^{T} \boldsymbol{b}\right| \leq\|\boldsymbol{a}\|\|\boldsymbol{b}\|$, we obtain the inequality

$$
\begin{aligned}
&\left|a_{i j}(\boldsymbol{x})-a_{i j}(\boldsymbol{y})\right| \leq\left\|\begin{array}{c}
\left.\frac{\partial a_{i j}(\boldsymbol{z})}{\partial z_{1}}\right|_{\boldsymbol{z}=\boldsymbol{y}+\alpha_{i j}[\boldsymbol{x}-\boldsymbol{y}]} \\
\left.\frac{\partial a_{i j}(\boldsymbol{z})}{\partial z_{2}}\right|_{\boldsymbol{z}=\boldsymbol{y}+\alpha_{i j}[\boldsymbol{x}-\boldsymbol{y}]} \\
\vdots \\
\left.\frac{\partial a_{i j}(\boldsymbol{z})}{\partial z_{n}}\right|_{\boldsymbol{z}=\boldsymbol{y}+\alpha_{i j}[\boldsymbol{x}-\boldsymbol{y}]} \|
\end{array}\right\| \boldsymbol{x}-\boldsymbol{y} \| \\
& \leq n\left[\max _{k}\left\{\left.\left|\frac{\partial a_{i j}(\boldsymbol{z})}{\partial z_{k}}\right|_{\boldsymbol{z}=\boldsymbol{y}+\alpha_{i j}[\boldsymbol{x}-\boldsymbol{y}]} \right\rvert\,\right\}\right]\|\boldsymbol{x}-\boldsymbol{y}\|,
\end{aligned}
$$

where for the last step we used Lemma A.1 $\left(\|x\| \leq n\left[\max _{i}\left\{\left|x_{i}\right|\right\}\right]\right)$.
Moreover, since it has been assumed that the partial derivatives of the elements of $A$ are bounded functions then, we may claim that

$$
\left|a_{i j}(\boldsymbol{x})-a_{i j}(\boldsymbol{y})\right| \leq n\left[\max _{k, z_{0}}\left\{\left.\left|\frac{\partial a_{i j}(\boldsymbol{z})}{\partial z_{k}}\right|_{\boldsymbol{z}=\boldsymbol{z}_{0}} \right\rvert\,\right\}\right]\|\boldsymbol{x}-\boldsymbol{y}\| .
$$

From the latter expression and from (A.3) we conclude the statement contained in (A.2).

## Truncated Taylor Representation of a Function

We present now a result well known from calculus and optimization. In the first case, it comes from the 'theorem of Taylor' and in the second, it comes from what is known as 'Lagrange's residual formula'. Given the importance of this lemma in the study of positive definite functions in Appendix B the proof is presented in its complete form.

Lemma A.4. Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a continuous function with continuous partial derivatives up to at least the second one. Then, for each $\boldsymbol{x} \in \mathbb{R}^{n}$, there exists a real number $\alpha(1 \geq \alpha \geq 0)$ such that

$$
f(\boldsymbol{x})=f(\mathbf{0})+\frac{\partial f}{\partial \boldsymbol{x}}(\mathbf{0})^{T} \boldsymbol{x}+\frac{1}{2} \boldsymbol{x}^{T} H(\alpha \boldsymbol{x}) \boldsymbol{x}
$$

where $H(\alpha \boldsymbol{x})$ is the Hessian matrix (that is, its second partial derivative) of $f(\boldsymbol{x})$ evaluated at $\alpha \boldsymbol{x}$.

Proof. Let $\boldsymbol{x} \in \mathbb{R}^{n}$ be a constant vector. Consider the time derivative of $f(t \boldsymbol{x})$

$$
\begin{aligned}
\frac{d}{d t} f(t \boldsymbol{x}) & =\left[\left.\frac{\partial f(\boldsymbol{s})}{\partial s}\right|_{s=t \boldsymbol{x}}\right]^{T} \boldsymbol{x} \\
& =\frac{\partial f}{\partial \boldsymbol{x}}(t \boldsymbol{x})^{T} \boldsymbol{x}
\end{aligned}
$$

Integrating from $t=0$ to $t=1$,

$$
\begin{align*}
\int_{f(0 \cdot \boldsymbol{x})}^{f(1 \cdot \boldsymbol{x})} d f(t \boldsymbol{x}) & =\int_{0}^{1} \frac{\partial f}{\partial \boldsymbol{x}}(t \boldsymbol{x})^{T} \boldsymbol{x} d t \\
f(\boldsymbol{x})-f(\mathbf{0}) & =\int_{0}^{1} \frac{\partial f}{\partial \boldsymbol{x}}(t \boldsymbol{x})^{T} \boldsymbol{x} d t \tag{A.4}
\end{align*}
$$

The integral on the right-hand side above may be written as

$$
\begin{equation*}
\int_{0}^{1} \boldsymbol{y}(t)^{T} \boldsymbol{x} d t \tag{A.5}
\end{equation*}
$$

where

$$
\begin{equation*}
\boldsymbol{y}(t)=\frac{\partial f}{\partial \boldsymbol{x}}(t \boldsymbol{x}) \tag{A.6}
\end{equation*}
$$

Defining

$$
\begin{aligned}
& u=\boldsymbol{y}(t)^{T} \boldsymbol{x} \\
& v=t-1
\end{aligned}
$$

and consequently

$$
\begin{aligned}
\frac{d u}{d t} & =\dot{y}(t)^{T} \boldsymbol{x} \\
\frac{d v}{d t} & =1
\end{aligned}
$$

the integral (A.5) may be solved by parts ${ }^{1}$

$$
\begin{align*}
\int_{0}^{1} \boldsymbol{y}(t)^{T} \boldsymbol{x} d t & =-\int_{0}^{1}[t-1] \boldsymbol{y}(t)^{T} \boldsymbol{x} d t+\left.\boldsymbol{y}(t)^{T} \boldsymbol{x}[t-1]\right|_{0} ^{1} \\
& \left.=\int_{0}^{1}[1-t)\right] \dot{\boldsymbol{y}}(t)^{T} \boldsymbol{x} d t+\boldsymbol{y}(0)^{T} \boldsymbol{x} \tag{A.7}
\end{align*}
$$

Now, using the mean-value theorem for integrals ${ }^{2}$, and noting that $(1-t) \geq$ 0 for all $t$ between 0 and 1, the integral on the right-hand side of Equation (A.7) may be written as

$$
\begin{aligned}
\int_{0}^{1}(1-t) \dot{\boldsymbol{y}}(t)^{T} \boldsymbol{x} d t & =\dot{\boldsymbol{y}}(\alpha)^{T} \boldsymbol{x} \int_{0}^{1}(1-t) d t \\
& =\frac{1}{2} \dot{\boldsymbol{y}}(\alpha)^{T} \boldsymbol{x}
\end{aligned}
$$

for some $\alpha(1 \geq \alpha \geq 0)$.
Incorporating this in (A.7) we get

$$
\begin{aligned}
& { }^{1} \text { We recall here the formula: } \\
& \qquad \int_{0}^{1} u \frac{d v}{d t} d t=-\int_{0}^{1} v \frac{d u}{d t} d t+\left.u v\right|_{0} ^{1} .
\end{aligned}
$$

${ }^{2}$ Recall that for functions $h(t)$ and $g(t)$, continuous on the closed interval $a \leq t \leq b$, and where $g(t) \geq 0$ for each $t$ from the interval, there always exists a number $c$ such that $a \leq c \leq b$ and

$$
\int_{a}^{b} h(t) g(t) d t=h(c) \int_{a}^{b} g(t) d t
$$

$$
\int_{0}^{1} \boldsymbol{y}(t)^{T} \boldsymbol{x} d t=\frac{1}{2} \dot{\boldsymbol{y}}(\alpha)^{T} \boldsymbol{x}+\boldsymbol{y}(0)^{T} \boldsymbol{x}
$$

and therefore, (A.4) may be written as

$$
\begin{equation*}
f(\boldsymbol{x})-f(\mathbf{0})=\frac{1}{2} \dot{\boldsymbol{y}}(\alpha)^{T} \boldsymbol{x}+\boldsymbol{y}(0)^{T} \boldsymbol{x} \tag{A.8}
\end{equation*}
$$

On the other hand, using the definition of $\boldsymbol{y}(t)$ given in (A.6), we get

$$
\dot{\boldsymbol{y}}(t)=H(t \boldsymbol{x}) \boldsymbol{x}
$$

and therefore $\dot{\boldsymbol{y}}(\alpha)=H(\alpha \boldsymbol{x}) \boldsymbol{x}$. Incorporating this and (A.6) in (A.8), we obtain

$$
f(\boldsymbol{x})-f(\mathbf{0})=\frac{1}{2} \boldsymbol{x}^{T} H(\alpha \boldsymbol{x})^{T} \boldsymbol{x}+\frac{\partial f}{\partial \boldsymbol{x}}(\mathbf{0})^{T} \boldsymbol{x}
$$

which is what we wanted to prove.

We present next a simple example with the aim of illustrating the use of the statement of Lemma A.4.

Example A.1. Consider the function $f: \mathbb{R} \rightarrow \mathbb{R}$ defined by

$$
f(x)=e^{x} .
$$

According to Lemma A.4, the function $f(x)$ may be written as

$$
f(x)=e^{x}=1+x+\frac{1}{2} e^{\alpha x} x^{2}
$$

where for each $x \in \mathbb{R}$ there exists an $\alpha(1 \geq \alpha \geq 0)$. Specifically, for $x=0 \in \mathbb{R}$ any $\alpha \in[0,1]$ applies (indeed, any $\alpha \in \mathbb{R}$ ). In the case that $x \neq 0 \in \mathbb{R}$ then $\alpha$ is explicitly given by

$$
\alpha=\frac{\ln \left(\frac{2\left(e^{x}-1-x\right)}{x^{2}}\right)}{x} .
$$

Figure A. 1 shows the corresponding graph of $\alpha$ versus $x$.


Figure A.1. Example A.1: graph of $\alpha$

## A. 3 Functional Spaces

A special class of vectorial spaces are the so-called $L_{p}^{n}$ (pronounce "el/pi:/en") where $n$ is a positive integer and $p \in(0, \infty]$. The elements of the $L_{p}^{n}$ spaces are functions with particular properties.

The linear spaces denoted by $L_{2}^{n}$ and $L_{\infty}^{n}$, which are defined below, are often employed in the analysis of interconnected dynamical systems in the theory of input-output stability. Formally, this methodology involves the use of operators that characterize the behavior of the distinct parts of the interconnected dynamic systems.

We present next a set of definitions and properties of spaces of functions that are useful in establishing certain convergence properties of solutions of differential equations.

For the purposes of this book, we say that a function $\boldsymbol{f}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ is said to be continuous if

$$
\lim _{\boldsymbol{x} \rightarrow \boldsymbol{x}_{0}} \boldsymbol{f}(\boldsymbol{x})=\boldsymbol{f}\left(\boldsymbol{x}_{0}\right) \quad \forall \boldsymbol{x}_{0} \in \mathbb{R}^{n}
$$

A necessary condition for a function to be continuous is that it is defined at every point $\boldsymbol{x} \in \mathbb{R}^{n}$. It is also apparent that it is not necessary for a function to be continuous that the function's derivative be defined everywhere. For instance the derivative of the continuous function $f(x)=|x|$ is not defined at the origin, i.e. at $x=0$. However, if a function's derivative is defined everywhere then the function is continuous.

The space $L_{2}^{n}$ consists in the set of all the continuous functions $\boldsymbol{f}: \mathbb{R}_{+} \rightarrow$ $\mathbb{R}^{n}$ such that

$$
\int_{0}^{\infty} \boldsymbol{f}(t)^{T} \boldsymbol{f}(t) d t=\int_{0}^{\infty}\|\boldsymbol{f}(t)\|^{2} d t<\infty
$$

In words, a function $\boldsymbol{f}$ belongs to the $L_{2}^{n}$ space $\left(\boldsymbol{f} \in L_{2}^{n}\right)$ if the integral of its Euclidean norm squared, is bounded from above. We also say that $f$ is square-integrable.

The $L_{\infty}^{n}$ space consists of the set of all continuous functions $\boldsymbol{f}: \mathbb{R}_{+} \rightarrow \mathbb{R}^{n}$ such that their Euclidean norms are upperbounded as ${ }^{3}$,

$$
\sup _{t \geq 0}\|\boldsymbol{f}(t)\|<\infty
$$

The symbols $L_{2}$ and $L_{\infty}$ denote the spaces $L_{2}^{1}$ and $L_{\infty}^{1}$ respectively.
We present next an example to illustrate the above-mentioned definitions.

Example A.2. Consider the continuous functions $f(t)=e^{-\alpha t}$ and $g(t)=\alpha \sin (t)$ where $\alpha>0$. We want to determine whether $f$ and $g$ belong to the spaces of $L_{2}$ and $L_{\infty}$.

Consider first the function $f(t)$ :

$$
\begin{aligned}
\int_{0}^{\infty}|f(t)|^{2} d t & =\int_{0}^{\infty} f^{2}(t) d t \\
& =\int_{0}^{\infty} e^{-2 \alpha t} d t \\
& =\frac{1}{2 \alpha}<\infty
\end{aligned}
$$

hence, $f \in L_{2}$. On the other hand, $|f(t)|=\left|e^{-\alpha t}\right| \leq 1<\infty$ for all $t \geq 0$, hence $f \in L_{\infty}$. We conclude that $f(t)$ is bounded and squareintegrable, i.e. $f \in L_{\infty} \cap L_{2}$ respectively.

Consider next the function $g(t)$. Notice that the integral

$$
\int_{0}^{\infty}|g(t)|^{2} d t=\alpha^{2} \int_{0}^{\infty} \sin ^{2}(t) d t
$$

does not converge; consequently $g \notin L_{2}$. Nevertheless $|g(t)|=|\alpha \sin (t)|$ $\leq \alpha<\infty$ for all $t \geq 0$, and therefore $g \in L_{\infty}$.

A useful observation for analysis of convergence of solutions of differential equations is that if we consider a function $\boldsymbol{x}: \mathbb{R}_{+} \rightarrow \mathbb{R}^{n}$ and a radially unbounded positive definite function $W: \mathbb{R}^{n} \rightarrow \mathbb{R}_{+}$then, since $W(\boldsymbol{x})$ is continuous in $\boldsymbol{x}$ the composition $w(t):=W(\boldsymbol{x}(t))$ satisfies $w \in L_{\infty}$ if and only if $\boldsymbol{x} \in L_{\infty}^{n}$.

[^43]We remark that a continuous function $\boldsymbol{f}$ belonging to the space $L_{2}^{n}$ may not have a limit. We present next a result from the functional analysis literature which provides sufficient conditions for functions belonging to the $L_{2}^{n}$ space to have a limit at zero. This result is very often used in the literature of motion control of robot manipulators and in general, in the adaptive control literature.

Lemma A.5. Consider a once continuously differentiable function $\boldsymbol{f}: \mathbb{R}_{+} \rightarrow$ $\mathbb{R}^{n}$. Suppose that $\boldsymbol{f}$ and its time derivative satisfy the following

- $\boldsymbol{f}, \dot{\boldsymbol{f}}=\frac{d}{d t} \boldsymbol{f} \in L_{\infty}^{n}$,
- $\boldsymbol{f} \in L_{2}^{n}$.

Then, necessarily $\lim _{t \rightarrow \infty} \boldsymbol{f}(t)=\mathbf{0} \in \mathbb{R}^{n}$.
Proof. It follows by contradiction ${ }^{4}$. Specifically we show that if the conclusion of the lemma does not hold then the hypothesis that $f \in L_{2}^{n}$ is violated.

To that end we first need to establish a convenient bound for the function $\|\boldsymbol{f}(t)\|^{2}=\boldsymbol{f}(t)^{T} \boldsymbol{f}(t)$. Its total time derivative is $2 \boldsymbol{f}(t)^{T} \dot{\boldsymbol{f}}(t)$ and is continuous by assumption so we may invoke the mean value theorem (see Theorem A.2) to conclude that for any pair of numbers $t, t_{1} \in \mathbb{R}_{+}$there exists a number $s$ laying on the line segment that joins $t$ and $t_{1}$, such that

$$
\left|\|\boldsymbol{f}(t)\|^{2}-\left\|\boldsymbol{f}\left(t_{1}\right)\right\|^{2}\right| \leq 2 \boldsymbol{f}(s)^{T} \dot{\boldsymbol{f}}(s)\left|t-t_{1}\right|
$$

On the other hand, since $\boldsymbol{f}, \dot{\boldsymbol{f}} \in L_{\infty}^{n}$ it follows that there exists $k>0$ such that

$$
\begin{equation*}
\left|\|\boldsymbol{f}(t)\|^{2}-\left\|\boldsymbol{f}\left(t_{1}\right)\right\|^{2}\right| \leq k\left|t-t_{1}\right| \quad \forall t, t_{1} \in \mathbb{R}_{+} \tag{A.9}
\end{equation*}
$$

Next, notice that

$$
\|\boldsymbol{f}(t)\|^{2}=\|\boldsymbol{f}(t)\|^{2}-\left\|\boldsymbol{f}\left(t_{1}\right)\right\|^{2}+\left\|\boldsymbol{f}\left(t_{1}\right)\right\|^{2}
$$

for all $t, t_{1} \in \mathbb{R}_{+}$. Now we use the inequality $|a+b| \geq|a|-|b|$ which holds for all $a, b \in \mathbb{R}$, with $a=\left\|\boldsymbol{f}\left(t_{1}\right)\right\|^{2}$ and $b=\left[\|\boldsymbol{f}(t)\|^{2}-\left\|\boldsymbol{f}\left(t_{1}\right)\right\|^{2}\right]$ to see that

[^44]$$
\|\boldsymbol{f}(t)\|^{2} \geq\left\|\boldsymbol{f}\left(t_{1}\right)\right\|^{2}-\left|\|\boldsymbol{f}(t)\|^{2}-\left\|\boldsymbol{f}\left(t_{1}\right)\right\|^{2}\right|
$$
for all $t, t_{1} \in \mathbb{R}_{+}$. Then, we use (A.9) to obtain
\[

$$
\begin{equation*}
\|\boldsymbol{f}(t)\|^{2} \geq\left\|\boldsymbol{f}\left(t_{1}\right)\right\|^{2}-k\left|t-t_{1}\right| \tag{A.10}
\end{equation*}
$$

\]

Assume now that the conclusion of the lemma does not hold i.e, either $\lim _{t \rightarrow \infty} \boldsymbol{f}(t) \neq \mathbf{0}$ or this limit does not exist. In either case, it follows that for each $T \geq 0$ there exists an infinite unbounded sequence $\left\{t_{1}, t_{2}, \ldots\right\}$, denoted $\left\{t_{n}\right\} \in \mathbb{R}_{+}$with $t_{n} \rightarrow \infty$ as $n \rightarrow \infty$, and a constant $\varepsilon>0$ such that

$$
\begin{equation*}
\left\|\boldsymbol{f}\left(t_{i}\right)\right\|^{2}>\varepsilon \quad \forall t_{i} \geq T \tag{A.11}
\end{equation*}
$$

To better see this, we recall that if $\lim _{t \rightarrow \infty} \boldsymbol{f}(t)$ exists and is zero then, for any $\varepsilon$ there exists $T(\varepsilon)$ such that for all $t \geq T$ we have $\|\boldsymbol{f}(t)\|^{2} \leq \varepsilon$. Furthermore, without loss of generality, defining $\delta:=\frac{\varepsilon}{2 k}$, we may assume that for all $i \leq n, t_{i+1}-t_{i} \geq \delta$-indeed, if this does not hold, we may always extract another infinite unbounded subsequence $\left\{t_{i}^{\prime}\right\}$ such that $t_{i+1}^{\prime}-t_{i}^{\prime} \geq \delta$ for all $i$.

Now, since Inequality (A.10) holds for any $t$ and $t_{1}$ it also holds for any element of $\left\{t_{n}\right\}$. Then, in view of (A.11) we have, for each $t_{i}$ belonging to $\left\{t_{n}\right\}$ and for all $t \in \mathbb{R}_{+}$,

$$
\begin{equation*}
\|\boldsymbol{f}(t)\|^{2}>\varepsilon-k\left|t-t_{i}\right| \tag{A.12}
\end{equation*}
$$

Integrating Inequality (A.12) from $t_{i}$ to $t_{i}+\delta$ we obtain

$$
\begin{equation*}
\int_{t_{i}}^{t_{i}+\delta}\|\boldsymbol{f}(t)\|^{2} d t>\int_{t_{i}}^{t_{i}+\delta} \varepsilon d t-\int_{t_{i}}^{t_{i}+\delta} k\left|t-t_{i}\right| d t \tag{A.13}
\end{equation*}
$$

Notice that in the integrals above, $t \in\left[t_{i}, t_{i}+\delta\right]$ therefore, $-k\left|t-t_{i}\right| \geq-k \delta$. From this and (A.13) it follows that

$$
\int_{t_{i}}^{t_{i}+\delta}\|\boldsymbol{f}(t)\|^{2} d t>\varepsilon \delta-k \delta^{2}
$$

and since by definition $\frac{\varepsilon}{2 k}=\delta$ we finally obtain

$$
\begin{equation*}
\int_{t_{i}}^{t_{i}+\delta}\|\boldsymbol{f}(t)\|^{2} d t>\frac{\varepsilon \delta}{2}>0 \tag{A.14}
\end{equation*}
$$

On the other hand, since $t_{i+1} \geq t_{i}+\delta$ for each $t_{i}$, it also holds that

$$
\begin{align*}
\lim _{t \rightarrow \infty} \int_{0}^{t}\|\boldsymbol{f}(\tau)\|^{2} d \tau & \geq \sum_{\left\{t_{i}\right\}} \int_{t_{i}}^{t_{i+1}}\|\boldsymbol{f}(\tau)\|^{2} d \tau  \tag{A.15}\\
& \geq \sum_{\left\{t_{i}\right\}} \int_{t_{i}}^{t_{i}+\delta}\|\boldsymbol{f}(\tau)\|^{2} d \tau \tag{A.16}
\end{align*}
$$

We see that on one hand, the term on the left-hand side of Inequality (A.15) is bounded by assumption (since $\boldsymbol{f} \in L_{2}^{n}$ ) and on the other hand, since $\left\{t_{n}\right\}$ is infinite and (A.14) holds for each $t_{i}$ the term on the right-hand side of Inequality (A.16) is unbounded. From this contradiction we conclude that it must hold that $\lim _{t \rightarrow \infty} \boldsymbol{f}(t)=\mathbf{0}$ which completes the proof.
$\diamond \diamond \diamond$
As an application of Lemma A. 5 we present below the proof of Lemma 2.2 used extensively in Parts II and III of this text.

Proof of Lemma 2.2. Since $V(t, \boldsymbol{x}, \boldsymbol{z}, h) \geq 0$ and $\dot{V}(t, \boldsymbol{x}, \boldsymbol{z}, h) \leq 0$ for all $\boldsymbol{x}, \boldsymbol{z}$ and $h$ then these inequalities also hold for $\boldsymbol{x}(\tau), \boldsymbol{z}(\tau)$ and $h(\tau)$ and all $\tau \geq 0$. Integrating on both sides of $\dot{V}(\tau, \boldsymbol{x}(\tau), \boldsymbol{z}(\tau), h(\tau)) \leq 0$ from 0 to $t$ we obtain ${ }^{5}$

$$
V(0, \boldsymbol{x}(0), \boldsymbol{z}(0), h(0)) \geq V(t, \boldsymbol{x}(t), \boldsymbol{z}(t), h(t)) \geq 0 \quad \forall t \geq 0 .
$$

Now, since $P(t)$ is positive definite for all $t \geq 0$ we may invoke the theorem of Rayleigh-Ritz which establishes that $\boldsymbol{x}^{T} K \boldsymbol{x} \geq \lambda_{\min }\{K\} \boldsymbol{x}^{T} \boldsymbol{x}$ where $K$ is any symmetric matrix and $\lambda_{\min }\{K\}$ denotes the smallest eigenvalue of $K$, to conclude that there exists ${ }^{6} p_{m}>0$ such that $\boldsymbol{y}^{T} P(t) \boldsymbol{y} \geq p_{m}\{P\}\|\boldsymbol{y}\|^{2}$ for all $\boldsymbol{y} \in \mathbb{R}^{n+m}$ and all $t \in \mathbb{R}_{+}$. Furthermore, with an abuse of notation, we will denote such constant by $\lambda_{\min }\{P\}$. It follows that

$$
\left[\begin{array}{l}
\boldsymbol{x}(0) \\
\boldsymbol{z}(0)
\end{array}\right]^{T} P(0)\left[\begin{array}{l}
\boldsymbol{x}(0) \\
\boldsymbol{z}(0)
\end{array}\right]+h(0) \geq \lambda_{\min }\{P\}\|\boldsymbol{x}(t)\|^{2}+h(t) \geq 0 \quad \forall t \geq 0
$$

hence, the functions $\boldsymbol{x}(t), \boldsymbol{z}(t)$ and $h(t)$ are bounded for all $t \geq 0$. This proves item 1.

To prove item 2 consider the expression

$$
\dot{V}(t, \boldsymbol{x}(t), \boldsymbol{z}(t), h(t))=-\boldsymbol{x}(t)^{T} Q(t) \boldsymbol{x}(t)
$$

Integrating between 0 and $T \in \mathbb{R}_{+}$we get

$$
V(T, \boldsymbol{x}(T), \boldsymbol{z}(T), h(T))-V(0, \boldsymbol{x}(0), \boldsymbol{z}(0), h(0))=-\int_{0}^{T} \boldsymbol{x}(\tau)^{T} Q(\tau) \boldsymbol{x}(\tau) d \tau
$$

[^45]which, using the fact that $V(0, \boldsymbol{x}(0), \boldsymbol{z}(0), h(0)) \geq V(T, \boldsymbol{x}(T), \boldsymbol{z}(T), h(T)) \geq 0$ yields the inequality
$$
V(0, \boldsymbol{x}(0), \boldsymbol{z}(0), h(0)) \geq \int_{0}^{T} \boldsymbol{x}(\tau)^{T} Q(\tau) \boldsymbol{x}(\tau) d \tau \quad \forall T \in \mathbb{R}_{+}
$$

Notice that this inequality continues to hold as $T \rightarrow \infty$ hence,

$$
V(0, \boldsymbol{x}(0), \boldsymbol{z}(0), h(0)) \geq \int_{0}^{\infty} \boldsymbol{x}(\tau)^{T} Q(\tau) \boldsymbol{x}(\tau) d \tau
$$

so using that $Q$ is positive definite we obtain ${ }^{7} \boldsymbol{x}^{T} Q(t) \boldsymbol{x} \geq \lambda_{\min }\{Q\}\|\boldsymbol{x}\|^{2}$ for all $\boldsymbol{x} \in \mathbb{R}^{n}$ and $t \in \mathbb{R}_{+}$therefore

$$
\frac{V(0, \boldsymbol{x}(0), \boldsymbol{z}(0), h(0))}{\lambda_{\min }\{Q\}} \geq \int_{0}^{\infty} \boldsymbol{x}(\tau)^{T} \boldsymbol{x}(\tau) d \tau
$$

The term on the left-hand side of this inequality is finite, which means that $\boldsymbol{x} \in L_{2}^{n}$.

Finally, since by assumption $\dot{\boldsymbol{x}} \in L_{\infty}^{n}$, invoking Lemma A. 5 we may conclude that $\lim _{t \rightarrow \infty} \boldsymbol{x}(t)=\mathbf{0}$.

The following result is stated without proof. It can be established using the so-called Barbălat's lemma (see the Bibliography at the end of the appendix).

Lemma A.6. Let $\boldsymbol{f}: \mathbb{R}_{+} \rightarrow \mathbb{R}^{n}$ be a continuously differentiable function satisfying

- $\lim _{t \rightarrow \infty} \boldsymbol{f}(t)=\mathbf{0}$
- $\boldsymbol{f}, \dot{\boldsymbol{f}}, \ddot{\boldsymbol{f}} \in L_{\infty}^{n}$.

Then,

- $\lim _{t \rightarrow \infty} \dot{\boldsymbol{f}}(t)=\mathbf{0}$.

Another useful observation is the following.
Lemma A.7. Consider the two functions $\boldsymbol{f}: \mathbb{R}_{+} \rightarrow \mathbb{R}^{n}$ and $h: \mathbb{R}_{+} \rightarrow \mathbb{R}$ with the following characteristics:

- $\boldsymbol{f} \in L_{2}^{n}$
- $h \in L_{\infty}$.

Then, the product $h \boldsymbol{f}$ satisfies

- $h \boldsymbol{f} \in L_{2}^{n}$.

[^46]Proof. According to the hypothesis made, there exist finite constants $k_{f}>0$ and $k_{h}>0$ such that

$$
\begin{aligned}
\int_{0}^{\infty} \boldsymbol{f}(t)^{T} \boldsymbol{f}(t) d t & \leq k_{f} \\
\sup _{t \geq 0}|h(t)| & \leq k_{h}
\end{aligned}
$$

Therefore

$$
\begin{aligned}
\int_{0}^{\infty}[h(t) \boldsymbol{f}(t)]^{T}[h(t) \boldsymbol{f}(t)] d t & =\int_{0}^{\infty} h(t)^{2} \boldsymbol{f}(t)^{T} \boldsymbol{f}(t) d t \\
& \leq k_{h}^{2} \int_{0}^{\infty} \boldsymbol{f}(t)^{T} \boldsymbol{f}(t) d t \leq k_{h}^{2} k_{f}
\end{aligned}
$$

which means that $h \boldsymbol{f} \in L_{2}^{n}$.
Consider a dynamic linear system described by the following equations

$$
\begin{aligned}
\dot{\boldsymbol{x}} & =A \boldsymbol{x}+B \boldsymbol{u} \\
\boldsymbol{y} & =C \boldsymbol{x}
\end{aligned}
$$

where $\boldsymbol{x} \in \mathbb{R}^{m}$ is the system's state $\boldsymbol{u} \in \mathbb{R}^{n}$, stands for the input, $\boldsymbol{y} \in \mathbb{R}^{n}$ for the output and $A \in \mathbb{R}^{m \times m}, B \in \mathbb{R}^{m \times n}$ and $C \in \mathbb{R}^{n \times m}$ are matrices having constant real coefficients. The transfer matrix function $H(s)$ of the system is then defined as $H(s)=C(s I-A)^{-1} B$ where $s$ is a complex number $(s \in \mathbf{C})$.

The following result allows one to draw conclusions on whether $\boldsymbol{y}$ and $\dot{\boldsymbol{y}}$ belong to $L_{2}^{n}$ or $L_{\infty}^{n}$ depending on whether $\boldsymbol{u}$ belongs to $L_{2}^{n}$ or $L_{\infty}^{n}$.

Lemma A.8. Consider the square matrix function of dimension $n, H(s) \in$ $\mathbb{R}^{n \times n}(s)$ whose elements are rational strictly proper ${ }^{8}$ functions of the complex variable s. Assume that the denominators of all its elements have all their roots on the left half of the complex plane (i.e. they have negative real parts).

1. If $\boldsymbol{u} \in L_{2}^{n}$ then $\boldsymbol{y} \in L_{2}^{n} \cap L_{\infty}^{n}, \dot{\boldsymbol{y}} \in L_{2}^{n}$ and $\boldsymbol{y}(t) \rightarrow \mathbf{0}$ as $t \rightarrow \infty$.
2. If $\boldsymbol{u} \in L_{\infty}^{n}$ then $\boldsymbol{y} \in L_{\infty}^{n}, \dot{\boldsymbol{y}} \in L_{\infty}^{n}$.

To illustrate the utility of the lemma above consider the differential equation

$$
\dot{\boldsymbol{x}}+A \boldsymbol{x}=\boldsymbol{u}
$$

where $\boldsymbol{x} \in \mathbb{R}^{n}$ and $A \in \mathbb{R}^{n \times n}$ is a constant positive definite matrix. If $\boldsymbol{u} \in L_{2}^{n}$, then we have from Lemma A. 8 that $\boldsymbol{x} \in L_{2}^{n} \cap L_{\infty}^{n}, \dot{\boldsymbol{x}} \in L_{2}^{n}$ and $\boldsymbol{x}(t) \rightarrow \mathbf{0}$ when $t \rightarrow \infty$.

Finally, we present the following corollary whose proof follows immediately from Lemma A.8.

[^47]Corollary A.2. For the transfer matrix function $H(s) \in \mathbb{R}^{n \times n}(s)$, let $\boldsymbol{u}$ and $\boldsymbol{y}$ denote its inputs and outputs respectively and let the assumptions of Lemma A. 8 hold. If $\boldsymbol{u} \in L_{2}^{n} \cap L_{\infty}^{n}$, then

- $\boldsymbol{y} \in L_{2}^{n} \cap L_{\infty}^{n}$
- $\dot{\boldsymbol{y}} \in L_{2}^{n} \cap L_{\infty}^{n}$
- $\boldsymbol{y}(t) \rightarrow \mathbf{0}$ when $t \rightarrow \infty$.

The following interesting result may be proved without much effort from the definitions of positive definite function and decrescent function.

Lemma A.9. Consider a continuous function $\boldsymbol{x}: \mathbb{R}_{+} \rightarrow \mathbb{R}^{n}$ and a radially unbounded, positive definite, decrescent continuous function $V: \mathbb{R}_{+} \times \mathbb{R}^{n} \rightarrow$ $\mathbb{R}_{+}$. The composition $v(t):=V(t, \boldsymbol{x}(t))$ satisfies $v \in L_{\infty}$ if and only if $\boldsymbol{x} \in$ $L_{\infty}^{n}$.
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## Problems

1. Consider the continuous function

$$
f(t)= \begin{cases}2^{n+2}[t-n] & \text { if } n<t<n+\frac{1}{2^{n+2}} \\ 1-2^{n+2}\left[t-\left[n+\frac{1}{2^{n+2}}\right]\right] & \text { if } n+\frac{1}{2^{n+2}} \leq t<n+\frac{1}{2^{n+1}} \\ 0 & \text { if } n+\frac{1}{2^{n+1}} \leq t \leq n+1\end{cases}
$$

with $n=0,1,2, \cdots$. The limit when $t \rightarrow \infty$ of $f(t)$ does not exist (see the Figure A.2). Show that $f(t)$ belongs to $L_{2}$.


Figure A.2. Problem 1

Hint: Notice that $f^{2}(t) \leq h^{2}(t)$ where

$$
h^{2}(t)=\left\{\begin{array}{l}
1 \text { if } n<t<n+\frac{1}{2^{n+2}} \\
1 \text { if } n+\frac{1}{2^{n+2}} \leq t<n+\frac{1}{2^{n+1}} \\
0 \text { if } n+\frac{1}{2^{n+1}} \leq t \leq n+1
\end{array}\right.
$$

and $\int_{0}^{\infty}|h(t)|^{2} d t=\sum_{i=1}^{\infty}\left(1 / 2^{i}\right)$.

## Support to Lyapunov Theory

## B. 1 Conditions for Positive Definiteness of Functions

The interest of Lemma A. 4 in this textbook resides in that it may be used to derive sufficient conditions for a function to be positive definite (locally or globally). We present such conditions in the statement of the following lemma.

Lemma B.1. Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a continuously differentiable function with continuous partial derivatives up to at least second order. Assume that

- $\quad f(\mathbf{0})=0 \in \mathbb{R}$
- $\frac{\partial f}{\partial \boldsymbol{x}}(\mathbf{0})=\mathbf{0} \in \mathbb{R}^{n}$.

Furthermore,

- if the Hessian matrix satisfies $H(\mathbf{0})>0$, then $f(\boldsymbol{x})$ is a positive definite function (at least locally).
- If the Hessian matrix $H(\boldsymbol{x})>0$ for all $\boldsymbol{x} \in \mathbb{R}^{n}$, then $f(\boldsymbol{x})$ is a globally positive definite function.

Proof. Considering Lemma A. 4 and the hypothesis made on the function $f(\boldsymbol{x})$ we see that for each $\boldsymbol{x} \in \mathbb{R}^{n}$ there exists an $\alpha(1 \geq \alpha \geq 0)$ such that

$$
f(\boldsymbol{x})=\frac{1}{2} \boldsymbol{x}^{T} H(\alpha \boldsymbol{x}) \boldsymbol{x} .
$$

Under the hypothesis of continuity up to the second partial derivative, if the Hessian matrix evaluated at $\boldsymbol{x}=\mathbf{0}$ is positive definite $(H(\mathbf{0})>0)$, then the Hessian matrix is also positive definite in a neighborhood of $\boldsymbol{x}=\mathbf{0} \in \mathbb{R}^{n}$, e.g. for all $\boldsymbol{x} \in \mathbb{R}^{n}$ such that $\|\boldsymbol{x}\| \leq \varepsilon$ and for some $\varepsilon>0$, i.e.

$$
H(\boldsymbol{x})>0 \quad \forall \boldsymbol{x} \in \mathbb{R}^{n}:\|\boldsymbol{x}\| \leq \varepsilon .
$$

Of course, $H(\alpha \boldsymbol{x})>0$ for all $\boldsymbol{x} \in \mathbb{R}^{n}$ such that $\|\boldsymbol{x}\| \leq \varepsilon$ and for any $\alpha$ $(1 \geq \alpha \geq 0)$. Since for all $\boldsymbol{x} \in \mathbb{R}^{n}$ there exists an $\alpha(1 \geq \alpha \geq 0)$ and

$$
f(\boldsymbol{x})=\frac{1}{2} \boldsymbol{x}^{T} H(\alpha \boldsymbol{x}) \boldsymbol{x}
$$

then $f(\boldsymbol{x})>0$ for all $\boldsymbol{x} \neq \mathbf{0} \in \mathbb{R}^{n}$ such that $\|\boldsymbol{x}\| \leq \varepsilon$. Furthermore, since by hypothesis $f(\mathbf{0})=0$, it follows that $f(\boldsymbol{x})$ is positive definite at least locally. On the other hand, if the Hessian matrix $H(\boldsymbol{x})$ is positive definite for all $\boldsymbol{x} \in \mathbb{R}^{n}$, it follows that so is $H(\alpha \boldsymbol{x})$ and this, not only for $1 \geq \alpha \geq 0$ but for any real $\alpha$. Therefore, $f(\boldsymbol{x})>0$ for all $\boldsymbol{x} \neq \mathbf{0} \in \mathbb{R}^{n}$ and, since we assumed that $f(\mathbf{0})=0$ we conclude that $f(\boldsymbol{x})$ is globally positive definite.

Next, we present some examples to illustrate the application of the previous lemma.

Example B.1. Consider the following function $f: \mathbb{R}^{2} \rightarrow \mathbb{R}$ used in the study of stability of the origin of the differential equation that models the behavior of an ideal pendulum, that is,

$$
f\left(x_{1}, x_{2}\right)=m g l\left[1-\cos \left(x_{1}\right)\right]+J \frac{x_{2}^{2}}{2}
$$

Clearly, we have $f(0,0)=0$ that is, the origin is an equilibrium point. The gradient of $f\left(x_{1}, x_{2}\right)$ is given by

$$
\frac{\partial f}{\partial \boldsymbol{x}}(\boldsymbol{x})=\left[\begin{array}{c}
m g l \sin \left(x_{1}\right) \\
J x_{2}
\end{array}\right]
$$

which, evaluated at $\boldsymbol{x}=\mathbf{0} \in \mathbb{R}^{2}$ is zero. Next, the Hessian matrix is given by

$$
H(\boldsymbol{x})=\left[\begin{array}{cc}
m g l \cos \left(x_{1}\right) & 0 \\
0 & J
\end{array}\right]
$$

and is positive definite at $\boldsymbol{x}=\mathbf{0} \in \mathbb{R}^{2}$. Hence, according to Lemma B. 1 the function $f\left(x_{1}, x_{2}\right)$ is positive definite at least locally. Notice that this function is not globally positive definite since $\cos \left(x_{1}\right)=0$ for all $x_{1}=\frac{n \pi}{2}$ with $n=1,2,3 \ldots$ and $\cos \left(x_{1}\right)<0$ for all $x_{1} \in$ $\left(\frac{n \pi}{2}, \frac{(n+2) \pi}{2}\right)$ for all $n=1,5,7,9, \ldots$

The following example, less trivial than the previous one, presents a function that is used as part of Lyapunov functions in the study of stability of various control schemes of robots.

Example B.2. Consider the function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ defined as

$$
f(\tilde{\boldsymbol{q}})=\mathcal{U}\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)-\mathcal{U}\left(\boldsymbol{q}_{d}\right)+\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)^{T} \tilde{\boldsymbol{q}}+\frac{1}{\varepsilon} \tilde{\boldsymbol{q}}^{T} K_{p} \tilde{\boldsymbol{q}}
$$

where $K_{p}=K_{p}^{T}>0, \boldsymbol{q}_{d} \in \mathbb{R}^{n}$ is a constant vector, $\varepsilon$ is a real positive constant and $\mathcal{U}(\boldsymbol{q})$ stands for the potential energy of the robot. Here, we assume that all the joints of the robot are revolute.

The objective of this example is to show that if $K_{p}$ is selected so that ${ }^{1}$

$$
\lambda_{\min }\left\{K_{p}\right\}>\frac{\varepsilon}{2} k_{g}
$$

then $f(\tilde{\boldsymbol{q}})$ is a globally positive definite function.
To prove the latter we use Lemma B.1. Notice first that $f(\mathbf{0})=0$.
The gradient of $f(\tilde{\boldsymbol{q}})$ with respect to $\tilde{\boldsymbol{q}}$ is

$$
\frac{\partial}{\partial \tilde{\boldsymbol{q}}} f(\tilde{\boldsymbol{q}})=\frac{\partial \mathcal{U}\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)}{\partial \tilde{\boldsymbol{q}}}+\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)+\frac{2}{\varepsilon} K_{p} \tilde{\boldsymbol{q}} .
$$

Recalling from (3.20) that $\boldsymbol{g}(\boldsymbol{q})=\partial \mathcal{U}(\boldsymbol{q}) / \partial \boldsymbol{q}$ and $^{2}$

$$
\frac{\partial}{\partial \tilde{\boldsymbol{q}}} \mathcal{U}\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)=\frac{\partial\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)^{T}}{\partial \tilde{\boldsymbol{q}}} \frac{\partial \mathcal{U}\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)}{\partial\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)}
$$

we finally obtain the expression:

$$
\frac{\partial}{\partial \tilde{\boldsymbol{q}}} f(\tilde{\boldsymbol{q}})=-\boldsymbol{g}\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)+\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)+\frac{2}{\varepsilon} K_{p} \tilde{\boldsymbol{q}} .
$$

Clearly the gradient of $f(\tilde{\boldsymbol{q}})$ is zero at $\tilde{\boldsymbol{q}}=\mathbf{0} \in \mathbb{R}^{n}$.
On the other hand, the (symmetric) Hessian matrix $H(\tilde{\boldsymbol{q}})$ of $f(\tilde{\boldsymbol{q}})$, defined as
${ }^{1}$ The constant $k_{g}$ has been defined in Property 4.3 and satisfies

$$
k_{g} \geq\left\|\frac{\partial \boldsymbol{g}(\boldsymbol{q})}{\partial \boldsymbol{q}}\right\|
$$

${ }^{2}$ Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}, \boldsymbol{g}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}, \boldsymbol{x}, \boldsymbol{y} \in \mathbb{R}^{n}$ and $\boldsymbol{x}=\boldsymbol{g}(\boldsymbol{y})$. Then,

$$
\frac{\partial f(\boldsymbol{x})}{\partial \boldsymbol{y}}=\left[\frac{\partial \boldsymbol{g}(\boldsymbol{y})}{\partial \boldsymbol{y}}\right]^{T} \frac{\partial f(\boldsymbol{x})}{\partial \boldsymbol{x}}
$$

$$
H(\tilde{\boldsymbol{q}})=\frac{\partial}{\partial \tilde{\boldsymbol{q}}}\left[\frac{\partial f(\tilde{\boldsymbol{q}})}{\partial \tilde{\boldsymbol{q}}}\right]=\left[\begin{array}{cccc}
\frac{\partial^{2} f(\tilde{\boldsymbol{q}})}{\partial \tilde{q}_{1} \partial \tilde{q}_{1}} & \frac{\partial^{2} f(\tilde{\boldsymbol{q}})}{\partial \tilde{q}_{1} \partial \tilde{q}_{2}} & \cdots & \frac{\partial^{2} f(\tilde{\boldsymbol{q}})}{\partial \tilde{q}_{1} \partial \tilde{q}_{n}} \\
\frac{\partial^{2} f(\tilde{\boldsymbol{q}})}{\partial \tilde{q}_{2} \partial \tilde{q}_{1}} & \frac{\partial^{2} f(\tilde{\boldsymbol{q}})}{\partial \tilde{q}_{2} \partial \tilde{q}_{2}} & \cdots & \frac{\partial^{2} f(\tilde{\boldsymbol{q}})}{\partial \tilde{q}_{2} \partial \tilde{q}_{n}} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial^{2} f(\tilde{\boldsymbol{q}})}{\partial \tilde{q}_{n} \partial \tilde{q}_{1}} & \frac{\partial^{2} f(\tilde{\boldsymbol{q}})}{\partial \tilde{q}_{n} \partial \tilde{q}_{2}} & \cdots & \frac{\partial^{2} f(\tilde{\boldsymbol{q}})}{\partial \tilde{q}_{n} \partial \tilde{q}_{n}}
\end{array}\right],
$$

actually corresponds to ${ }^{3}$

$$
H(\tilde{\boldsymbol{q}})=\frac{\partial \boldsymbol{g}\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)}{\partial\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)}+\frac{2}{\varepsilon} K_{p} .
$$

According to Lemma B.1, if $H(\tilde{\boldsymbol{q}})>0$ for all $\tilde{\boldsymbol{q}} \in \mathbb{R}^{n}$, then the function $f(\tilde{\boldsymbol{q}})$ is globally positive definite.

To show that $H(\tilde{\boldsymbol{q}})>0$ for all $\tilde{\boldsymbol{q}} \in \mathbb{R}^{n}$, we appeal to the following result. Let $A, B \in \mathbb{R}^{n \times n}$ be symmetric matrices. Assume moreover that the matrix $A$ is positive definite, but $B$ may not be so. If $\lambda_{\min }\{A\}>\|B\|$, then the matrix $A+B$ is positive definite ${ }^{4}$. Defining
${ }^{3}$ Let $\boldsymbol{f}, \boldsymbol{g}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}, \boldsymbol{x}, \boldsymbol{y} \in \mathbb{R}^{n}$ and $\boldsymbol{x}=\boldsymbol{g}(\boldsymbol{y})$. Then,

$$
\frac{\partial \boldsymbol{f}(\boldsymbol{x})}{\partial \boldsymbol{y}}=\frac{\partial \boldsymbol{f}(\boldsymbol{x})}{\partial \boldsymbol{x}} \frac{\partial \boldsymbol{g}(\boldsymbol{y})}{\partial \boldsymbol{y}} .
$$

${ }^{4}$ Proof. Since by hypothesis $\lambda_{\min }\{A\}>\|B\|$, then

$$
\lambda_{\min }\{A\}\|\boldsymbol{x}\|^{2}>\|B\|\|\boldsymbol{x}\|^{2}
$$

for all $\boldsymbol{x} \neq \mathbf{0}$.
Observe that the left-hand side of the inequality above satisfies

$$
\boldsymbol{x}^{T} A \boldsymbol{x} \geq \lambda_{\min }\{A\}\|\boldsymbol{x}\|^{2}
$$

while the right-hand side satisfies

$$
\begin{aligned}
\|B\|\|\boldsymbol{x}\|^{2} & =\|B\|\|\boldsymbol{x}\|\|\boldsymbol{x}\| \\
& \geq\|B \boldsymbol{x}\|\|\boldsymbol{x}\| \\
& \geq\left|\boldsymbol{x}^{T} B \boldsymbol{x}\right| \\
& \geq-\boldsymbol{x}^{T} B \boldsymbol{x} .
\end{aligned}
$$

Therefore,

$$
\boldsymbol{x}^{T} A \boldsymbol{x}>-\boldsymbol{x}^{T} B \boldsymbol{x}
$$

for all $\boldsymbol{x} \neq \mathbf{0}$, that is

$$
\boldsymbol{x}^{T}[A+B] \boldsymbol{x}>\mathbf{0},
$$

which is equivalent to matrix $A+B$ being positive definite.
$A=\frac{2}{\varepsilon} K_{p}, B=\frac{\partial \boldsymbol{g}(\boldsymbol{q})}{\partial \boldsymbol{q}}$, and using the latter result, we conclude that the Hessian matrix is positive definite provided that

$$
\begin{equation*}
\lambda_{\min }\left\{K_{p}\right\}>\frac{\varepsilon}{2}\left\|\frac{\partial \boldsymbol{g}(\boldsymbol{q})}{\partial \boldsymbol{q}}\right\| . \tag{B.1}
\end{equation*}
$$

Since the constant $k_{g}$ satisfies $k_{g} \geq\left\|\frac{\partial \boldsymbol{g}(\boldsymbol{q})}{\partial \boldsymbol{q}}\right\|$, the condition (B.1) is implied by

$$
\lambda_{\min }\left\{K_{p}\right\}>\frac{\varepsilon}{2} k_{g} .
$$

The following example may be considered as a corollary of the previous example.

Example B.3. This example shows that the function $f(\tilde{\boldsymbol{q}})$ defined in the previous example is lower-bounded by a quadratic function of $\tilde{\boldsymbol{q}}$ and therefore it is positive definite.

Specifically we show that

$$
\mathcal{U}\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)-\mathcal{U}\left(\boldsymbol{q}_{d}\right)+\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)^{T} \tilde{\boldsymbol{q}}+\frac{1}{2} \tilde{\boldsymbol{q}}^{T} K_{p} \tilde{\boldsymbol{q}} \geq \frac{1}{2}\left[\lambda_{\min }\left\{K_{p}\right\}-k_{g}\right]\|\tilde{\boldsymbol{q}}\|^{2}
$$

is valid for all $\tilde{\boldsymbol{q}} \in \mathbb{R}^{n}$, with $K_{p}=K_{p}^{T}$ such that $\lambda_{\min }\left\{K_{p}\right\}>k_{g}$, where $\boldsymbol{q}_{d} \in \mathbb{R}^{n}$ is a constant vector and $\mathcal{U}(\boldsymbol{q})$ corresponds to the potential energy of the robot. As usual, we assume that all the joints of the robot are revolute.

To carry out the proof, we appeal to the argument of showing that the function
$f(\tilde{\boldsymbol{q}})=\mathcal{U}\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)-\mathcal{U}\left(\boldsymbol{q}_{d}\right)+\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)^{T} \tilde{\boldsymbol{q}}+\frac{1}{2} \tilde{\boldsymbol{q}}^{T} K_{p} \tilde{\boldsymbol{q}}-\frac{1}{2}\left[\lambda_{\min }\left\{K_{p}\right\}-k_{g}\right]\|\tilde{\boldsymbol{q}}\|^{2}$
is globally positive definite. With this objective in mind we appeal to Lemma B.1. Notice first that $f(\mathbf{0})=0$.

The gradient of $f(\tilde{\boldsymbol{q}})$ with respect to $\tilde{\boldsymbol{q}}$ is

$$
\frac{\partial}{\partial \tilde{\boldsymbol{q}}} f(\tilde{\boldsymbol{q}})=-\boldsymbol{g}\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)+\boldsymbol{g}\left(\boldsymbol{q}_{d}\right)+K_{p} \tilde{\boldsymbol{q}}-\left[\lambda_{\min }\left\{K_{p}\right\}-k_{g}\right] \tilde{\boldsymbol{q}}
$$

Clearly the gradient of $f(\tilde{\boldsymbol{q}})$ is zero at $\tilde{\boldsymbol{q}}=\mathbf{0} \in \mathbb{R}^{n}$.
The Hessian matrix $H(\tilde{\boldsymbol{q}})$ of $f(\tilde{\boldsymbol{q}})$ becomes

$$
H(\tilde{\boldsymbol{q}})=\frac{\partial \boldsymbol{g}\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)}{\partial\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}\right)}+K_{p}-\left[\lambda_{\min }\left\{K_{p}\right\}-k_{g}\right] I .
$$

We show next that the latter is positive definite. For this, we start from the fact that the constant $k_{g}$ satisfies

$$
k_{g}>\left\|\frac{\partial \boldsymbol{g}(\boldsymbol{q})}{\partial \boldsymbol{q}}\right\|
$$

for all $\boldsymbol{q} \in \mathbb{R}^{n}$. Therefore, it holds that

$$
\lambda_{\min }\left\{K_{p}\right\}-\lambda_{\min }\left\{K_{p}\right\}+k_{g}>\left\|\frac{\partial \boldsymbol{g}(\boldsymbol{q})}{\partial \boldsymbol{q}}\right\|
$$

or equivalently,

$$
\lambda_{\min }\left\{K_{p}\right\}-\lambda_{\operatorname{Max}}\left\{\left[\lambda_{\min }\left\{K_{p}\right\}-k_{g}\right] I\right\}>\left\|\frac{\partial \boldsymbol{g}(\boldsymbol{q})}{\partial \boldsymbol{q}}\right\|
$$

By virtue of the fact that for two symmetric matrices $A$ and $B$ we have that $\lambda_{\min }\{A-B\} \geq \lambda_{\min }\{A\}-\lambda_{\operatorname{Max}}\{B\}$, it follows that

$$
\lambda_{\min }\left\{K_{p}-\left[\lambda_{\min }\left\{K_{p}\right\}-k_{g}\right] I\right\}>\left\|\frac{\partial \boldsymbol{g}(\boldsymbol{q})}{\partial \boldsymbol{q}}\right\| .
$$

Finally, invoking the fact that for any given symmetric positive definite matrix $A$, and a symmetric matrix $B$ it holds that $A+B>0$ provided that $\lambda_{\min }\{A\}>\|B\|$, we conclude that

$$
K_{p}-\left[\lambda_{\min }\left\{K_{p}\right\}-k_{g}\right] I+\frac{\partial \boldsymbol{g}(\boldsymbol{q})}{\partial \boldsymbol{q}}>0
$$

which corresponds precisely to the expression for the Hessian. Therefore, the latter is positive definite and according to Lemma B.1, we conclude that the function $f(\tilde{\boldsymbol{q}})$ is globally positive definite.

## C

## Proofs of Some Properties of the Dynamic Model

## Proof of Property 4.1.3

The proof of the inequality (4.2) follows straightforward invoking Corollary A.1. This is possible due to the fact that the inertia matrix $M(\boldsymbol{q})$ is continuous in $\boldsymbol{q}$ as well as the partial derivative of each of its elements $M_{i j}(\boldsymbol{q})$. Since moreover we considered the case of robots whose joints are all revolute, we obtain the additional characteristic that

$$
\left.\left|\frac{\partial M_{i j}(\boldsymbol{q})}{\partial q_{k}}\right|_{\boldsymbol{q}=\boldsymbol{q}_{0}} \right\rvert\,
$$

is a function of $\boldsymbol{q}_{0}$ bounded from above.
Therefore, given any two vectors $\boldsymbol{x}, \boldsymbol{y} \in \mathbb{R}^{n}$, according to Corollary A.1, the norm of the vector $M(\boldsymbol{x}) \boldsymbol{z}-M(\boldsymbol{y}) \boldsymbol{z}$ satisfies

$$
\|M(\boldsymbol{x}) \boldsymbol{z}-M(\boldsymbol{y}) \boldsymbol{z}\| \leq n^{2} \max _{i, j, k, q_{0}}\left\{\left.\left|\frac{\partial M_{i j}(\boldsymbol{q})}{\partial q_{k}}\right|_{\boldsymbol{q}=\boldsymbol{q}_{0}} \right\rvert\,\right\}\|\boldsymbol{x}-\boldsymbol{y}\|\|\boldsymbol{z}\| .
$$

Now, choosing the constant $k_{M}$ in accordance with (4.3), i.e.

$$
k_{M}=n^{2} \max _{i, j, k, q_{0}}\left\{\left.\left|\frac{\partial M_{i j}(\boldsymbol{q})}{\partial q_{k}}\right|_{\boldsymbol{q}=\boldsymbol{q}_{0}} \right\rvert\,\right\},
$$

we obtain

$$
\|M(\boldsymbol{x}) \boldsymbol{z}-M(\boldsymbol{y}) \boldsymbol{z}\| \leq k_{M}\|\boldsymbol{x}-\boldsymbol{y}\|\|\boldsymbol{z}\|
$$

which corresponds to the inequality stated in (4.2).

## Proof of Property 4.2.6

To carry out the proof of inequality (4.5) we start by considering (4.4) which allows one to express the vector $C(\boldsymbol{x}, \boldsymbol{z}) \boldsymbol{w}-C(\boldsymbol{y}, \boldsymbol{v}) \boldsymbol{w}$ as

$$
C(\boldsymbol{x}, \boldsymbol{z}) \boldsymbol{w}-C(\boldsymbol{y}, \boldsymbol{v}) \boldsymbol{w}=\left[\begin{array}{c}
\boldsymbol{w}^{T} C_{1}(\boldsymbol{x}) \boldsymbol{z}  \tag{C.1}\\
\boldsymbol{w}^{T} C_{2}(\boldsymbol{x}) \boldsymbol{z} \\
\vdots \\
\boldsymbol{w}^{T} C_{n}(\boldsymbol{x}) \boldsymbol{z}-
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{w}^{T} C_{1}(\boldsymbol{y}) \boldsymbol{v} \\
\boldsymbol{w}^{T} C_{2}(\boldsymbol{y}) \boldsymbol{v} \\
\vdots \\
\boldsymbol{w}^{T} C_{n}(\boldsymbol{y}) \boldsymbol{v}
\end{array}\right]
$$

where $C_{k}(\boldsymbol{q})$ is a symmetric matrix of dimension $n$, continuous in $\boldsymbol{q}$ and with the characteristic of that all of its elements $C_{k_{i j}}(\boldsymbol{q})$ are bounded for all $\boldsymbol{q} \in \mathbb{R}^{n}$ and moreover, so are its partial derivatives $\left(C_{k_{i j}}(\boldsymbol{q}) \in \mathcal{C}^{\infty}\right)$.

According to Equation (C.1), the vector $C(\boldsymbol{x}, \boldsymbol{z}) \boldsymbol{w}-C(\boldsymbol{y}, \boldsymbol{v}) \boldsymbol{w}$ may also be written as

$$
\begin{aligned}
C(\boldsymbol{x}, \boldsymbol{z}) \boldsymbol{w}-C(\boldsymbol{y}, \boldsymbol{v}) \boldsymbol{w} & =\left[\begin{array}{c}
\boldsymbol{w}^{T}\left[C_{1}(\boldsymbol{x})-C_{1}(\boldsymbol{y})\right] \boldsymbol{z}-\boldsymbol{w}^{T} C_{1}(\boldsymbol{y})[\boldsymbol{v}-\boldsymbol{z}] \\
\boldsymbol{w}^{T}\left[C_{2}(\boldsymbol{x})-C_{2}(\boldsymbol{y})\right] \boldsymbol{z}-\boldsymbol{w}^{T} C_{2}(\boldsymbol{y})[\boldsymbol{v}-\boldsymbol{z}] \\
\vdots \\
\boldsymbol{w}^{T}\left[C_{n}(\boldsymbol{x})-C_{n}(\boldsymbol{y})\right] \boldsymbol{z}-\boldsymbol{w}^{T} C_{n}(\boldsymbol{y})[\boldsymbol{v}-\boldsymbol{z}]
\end{array}\right] \\
& =\left[\begin{array}{c}
\boldsymbol{w}^{T}\left[C_{1}(\boldsymbol{x})-C_{1}(\boldsymbol{y})\right] \boldsymbol{z} \\
\boldsymbol{w}^{T}\left[C_{2}(\boldsymbol{x})-C_{2}(\boldsymbol{y})\right] \boldsymbol{z} \\
\vdots \\
\boldsymbol{w}^{T}\left[C_{n}(\boldsymbol{x})-C_{n}(\boldsymbol{y})\right] \boldsymbol{z}
\end{array}\right]-C(\boldsymbol{y}, \boldsymbol{v}-\boldsymbol{z}) \boldsymbol{w}
\end{aligned}
$$

Evaluating the norms of the terms on each side of the equality above we immediately obtain

$$
\|C(\boldsymbol{x}, \boldsymbol{z}) \boldsymbol{w}-C(\boldsymbol{y}, \boldsymbol{v}) \boldsymbol{w}\| \leq\left\|\begin{array}{c}
\boldsymbol{w}^{T}\left[C_{1}(\boldsymbol{x})-C_{1}(\boldsymbol{y})\right] \boldsymbol{z}  \tag{C.2}\\
\boldsymbol{w}^{T}\left[C_{2}(\boldsymbol{x})-C_{2}(\boldsymbol{y})\right] \boldsymbol{z} \\
\vdots \\
\boldsymbol{w}^{T}\left[C_{n}(\boldsymbol{x})-C_{n}(\boldsymbol{y})\right] \boldsymbol{z}
\end{array}\right\|+\|C(\boldsymbol{y}, \boldsymbol{v}-\boldsymbol{z}) \boldsymbol{w}\|
$$

We proceed next to determine upper-bounds on the two normed terms on the right-hand side of this inequality. First, using Lemma A. 1 we get

$$
\left\|\begin{array}{c}
\boldsymbol{w}^{T}\left[C_{1}(\boldsymbol{x})-C_{1}(\boldsymbol{y})\right] \boldsymbol{z}  \tag{C.3}\\
\boldsymbol{w}^{T}\left[C_{2}(\boldsymbol{x})-C_{2}(\boldsymbol{y})\right] \boldsymbol{z} \\
\vdots \\
\boldsymbol{w}^{T}\left[C_{n}(\boldsymbol{x})-C_{n}(\boldsymbol{y})\right] \boldsymbol{z}
\end{array}\right\| \leq n \max _{k}\left\{\left|\boldsymbol{w}^{T}\left[C_{k}(\boldsymbol{x})-C_{k}(\boldsymbol{y})\right] \boldsymbol{z}\right|\right\}
$$

Furthermore, since the partial derivatives of the elements of the matrices $C_{k}(\boldsymbol{q})$ are bounded functions, Corollary A. 1 leads to

$$
\begin{aligned}
\left|\boldsymbol{w}^{T}\left[C_{k}(\boldsymbol{x})-C_{k}(\boldsymbol{y})\right] \boldsymbol{z}\right| \leq & \left\|\left[C_{k}(\boldsymbol{x})-C_{k}(\boldsymbol{y})\right] \boldsymbol{z}\right\|\|\boldsymbol{w}\| \\
\leq & n^{2} \max _{i, j, l, q_{0}}\left\{\left.\left|\frac{\partial C_{k_{i j}}(\boldsymbol{q})}{\partial q_{l}}\right|_{\boldsymbol{q}=\boldsymbol{q}_{0}} \right\rvert\,\right\}\|\boldsymbol{x}-\boldsymbol{y}\| \\
& \|\boldsymbol{z}\|\|\boldsymbol{w}\|
\end{aligned}
$$

and therefore, it follows that

$$
\begin{aligned}
& n \max _{k}\left\{\left|\boldsymbol{w}^{T}\left[C_{k}(\boldsymbol{x})-C_{k}(\boldsymbol{y})\right] \boldsymbol{z}\right|\right\} \leq n^{3} \max _{i, j, k, l, q_{0}}\left\{\left.\left|\frac{\partial C_{k_{i j}}(\boldsymbol{q})}{\partial q_{l}}\right|_{\boldsymbol{q}=\boldsymbol{q}_{0}} \right\rvert\,\right\} \\
&\|\boldsymbol{x}-\boldsymbol{y}\|\|\boldsymbol{z}\|\|\boldsymbol{w}\|
\end{aligned}
$$

Incorporating this last inequality in (C.3) we finally obtain

$$
\begin{align*}
& \left.\| \begin{array}{c}
\boldsymbol{w}^{T}\left[C_{1}(\boldsymbol{x})-C_{1}(\boldsymbol{y})\right] \boldsymbol{z} \\
\boldsymbol{w}^{T}\left[C_{2}(\boldsymbol{x})-C_{2}(\boldsymbol{y})\right] \boldsymbol{z} \\
\vdots \\
\boldsymbol{w}^{T}\left[C_{n}(\boldsymbol{x})-C_{n}(\boldsymbol{y})\right] \boldsymbol{z}
\end{array} \right\rvert\, \leq \\
& n^{3} \max _{i, j, k, l, q_{0}}\left\{\left.\left|\frac{\partial C_{k_{i j}}(\boldsymbol{q})}{\partial q_{l}}\right|_{\boldsymbol{q}=\boldsymbol{q}_{0}} \right\rvert\,\right\}\|\boldsymbol{x}-\boldsymbol{y}\|\|\boldsymbol{z}\|\|\boldsymbol{w}\| . \tag{C.4}
\end{align*}
$$

On the other hand, using (4.8) it follows that the second normed term on the right-hand side of Inequality (C.2) may be bounded as

$$
\begin{equation*}
\|C(\boldsymbol{y}, \boldsymbol{v}-\boldsymbol{z}) \boldsymbol{w}\| \leq n^{2}\left(\max _{k, i, j, q}\left|C_{k_{i j}}(\boldsymbol{q})\right|\right)\|\boldsymbol{v}-\boldsymbol{z}\|\|\boldsymbol{w}\| \tag{C.5}
\end{equation*}
$$

Defining the constant $k_{C_{1}}$ and $k_{C_{2}}$ in accordance with table 4.1, i.e.

$$
\begin{aligned}
& k_{C_{1}}=n^{2}\left(\max _{i, j, k, q}\left|C_{k_{i j}}(\boldsymbol{q})\right|\right) \\
& k_{C_{2}}=n^{3}\left(\max _{i, j, k, l, q}\left|\frac{\partial C_{k_{i j}}(\boldsymbol{q})}{\partial q_{l}}\right|\right),
\end{aligned}
$$

and using (C.4) and (C.5) in the Inequality (C.2), we finally get

$$
\|C(\boldsymbol{x}, \boldsymbol{z}) \boldsymbol{w}-C(\boldsymbol{y}, \boldsymbol{v}) \boldsymbol{w}\| \leq k_{C_{1}}\|\boldsymbol{v}-\boldsymbol{z}\|\|\boldsymbol{w}\|+k_{C_{2}}\|\boldsymbol{x}-\boldsymbol{y}\|\|\boldsymbol{z}\|\|\boldsymbol{w}\|
$$

which is what we wanted to demonstrate.

## Proof of Property 4.3.3

The proof of inequality (4.10) follows invoking Theorem A.3. Since the vector of gravitational torques $\boldsymbol{g}(\boldsymbol{q})$ is a vectorial continuous function, then for any two vectors $\boldsymbol{x}, \boldsymbol{y} \in \mathbb{R}^{n}$, we have

$$
\boldsymbol{g}(\boldsymbol{x})-\boldsymbol{g}(\boldsymbol{y})=\left.\frac{\partial \boldsymbol{g}(\boldsymbol{q})}{\partial \boldsymbol{q}}\right|_{\boldsymbol{q}=\boldsymbol{\xi}}[\boldsymbol{x}-\boldsymbol{y}]
$$

where $\boldsymbol{\xi}=\boldsymbol{y}+\alpha[\boldsymbol{x}-\boldsymbol{y}]$ and $\alpha$ is a number suitably chosen within the interval $[0,1]$. Evaluating the norms of the terms on both sides of the equation above we obtain

$$
\begin{equation*}
\|\boldsymbol{g}(\boldsymbol{x})-\boldsymbol{g}(\boldsymbol{y})\| \leq\left\|\left.\frac{\partial \boldsymbol{g}(\boldsymbol{q})}{\partial \boldsymbol{q}}\right|_{\boldsymbol{q}=\boldsymbol{\xi}}\right\|\|\boldsymbol{x}-\boldsymbol{y}\| \tag{C.6}
\end{equation*}
$$

On the other hand, using Lemma A.3, we get

$$
\left\|\left.\frac{\partial \boldsymbol{g}(\boldsymbol{q})}{\partial \boldsymbol{q}}\right|_{\boldsymbol{q}=\boldsymbol{\xi}}\right\| \leq n \max _{i, j}\left\{\left.\left|\frac{\partial g_{i}(\boldsymbol{q})}{\partial q_{j}}\right|_{\boldsymbol{q}=\boldsymbol{\xi}} \right\rvert\,\right\}
$$

Furthermore, since we considered the case of robots with only revolute joints, the function

$$
\left|\frac{\partial g_{i}(\boldsymbol{q})}{\partial q_{j}}\right|
$$

is bounded. Therefore, it is also true that

$$
\left\|\left.\frac{\partial \boldsymbol{g}(\boldsymbol{q})}{\partial \boldsymbol{q}}\right|_{\boldsymbol{q}=\boldsymbol{\xi}}\right\| \leq n \max _{i, j, q}\left\{\left|\frac{\partial g_{i}(\boldsymbol{q})}{\partial q_{j}}\right|\right\}
$$

Incorporating this inequality in (C.6), we obtain

$$
\|\boldsymbol{g}(\boldsymbol{x})-\boldsymbol{g}(\boldsymbol{y})\| \leq n \max _{i, j, q}\left\{\left|\frac{\partial g_{i}(\boldsymbol{q})}{\partial q_{j}}\right|\right\}\|\boldsymbol{x}-\boldsymbol{y}\|
$$

Choosing next the constant $k_{g}$ as in (4.11), i.e.

$$
k_{g}=n\left(\max _{i, j, q}\left|\frac{\partial g_{i}(\boldsymbol{q})}{\partial q_{j}}\right|\right)
$$

which by the way implies, from Lemma A.3, that

$$
k_{g} \geq\left\|\frac{\partial \boldsymbol{g}(\boldsymbol{q})}{\partial \boldsymbol{q}}\right\|
$$

we finally get the expression

$$
\|\boldsymbol{g}(\boldsymbol{x})-\boldsymbol{g}(\boldsymbol{y})\| \leq k_{g}\|\boldsymbol{x}-\boldsymbol{y}\|
$$

which is what we were seeking.

## Dynamics of Direct-current Motors

The actuators of robot manipulators may be electrical, hydraulic or pneumatic. The simplest electrical actuators used in robotics applications are permanent-magnet direct-current motors (DC).


Figure D.1. DC motor

An idealized mathematical model that characterizes the behavior of a permanent-magnet DC motor controlled by the armature voltage is typically described by the set of equations (see Figure D.1)

$$
\begin{align*}
\tau_{m} & =K_{a} i_{a}  \tag{D.1}\\
v & =R_{a} i_{a}+L_{a} \frac{d i_{a}}{d t}+e_{b}  \tag{D.2}\\
e_{b} & =K_{b} \dot{q}_{m}  \tag{D.3}\\
q_{m} & =r q,
\end{align*}
$$

where

- $K_{a}$ : motor-torque constant ( $\mathrm{Nm} / \mathrm{A}$ )
- $R_{a}$ : armature resistance $(\Omega)$
- $L_{a}$ : armature inductance (H)
- $K_{b}$ : back emf constant (Vs/rad)
- $\tau_{m}$ : torque at the axis of the motor $(\mathrm{Nm})$
- $i_{a}$ : armature current (A)
- $e_{b}$ : back emf (V)
- $q_{m}$ : angular position of the axis of the motor (rad)
- $q$ : angular position of the axis of the mechanical load ${ }^{1}(\mathrm{rad})$
- $r$ : gears reduction ratio (in general $r \gg 1$ )
- $\quad v$ : armature voltage (V).

The equation of motion for this system is

$$
\begin{equation*}
J_{m} \ddot{q}_{m}=\tau_{m}-f_{m}\left(\dot{q}_{m}\right)-\frac{\tau}{r} \tag{D.4}
\end{equation*}
$$

where $\tau$ is the torque applied after the gear box at the axis of the load, $J_{m}$ is the rotor inertia of the rotor, and $f_{m}\left(\dot{q}_{m}\right)$ is the torque due to friction between the rotor and its bearings, which in general, is a nonlinear function of its argument.

From a dynamic systems viewpoint, the DC motor may be regarded as a device whose input is the voltage $v$ and output is the torque $\tau$, which is applied after the gear box. Eventually, the time derivative $\dot{\tau}$ of the torque $\tau$ may also be considered as an output.

The dynamic model that relates the voltage $v$ to the torque $\tau$ is obtained in the following manner. First, we proceed to replace $i_{a}$ from (D.1) and $e_{b}$ from (D.3) in (D.2) to get

$$
\begin{equation*}
v=\frac{R_{a}}{K_{a}} \tau_{m}+L_{a} \frac{d i_{a}}{d t}+K_{b} \dot{q}_{m} \tag{D.5}
\end{equation*}
$$

Next, evaluating the time derivative on both sides of Equation (D.1) we obtain $\frac{d i_{a}}{d t}=\dot{\tau}_{m} / K_{a}$ which, when replaced in (D.5) yields

$$
\begin{equation*}
v=\frac{R_{a}}{K_{a}} \tau_{m}+\frac{L_{a}}{K_{a}} \dot{\tau}_{m}+K_{b} \dot{q}_{m} \tag{D.6}
\end{equation*}
$$

On the other hand, from (D.4) we get $\tau_{m}$ as

$$
\tau_{m}=J_{m} \ddot{q}_{m}+f_{m}\left(\dot{q}_{m}\right)+\frac{\tau}{r}
$$

and whose time derivative is

$$
\dot{\tau}_{m}=J_{m} \frac{d}{d t} \ddot{q}_{m}+\frac{\partial f_{m}\left(\dot{q}_{m}\right)}{\partial \dot{q}_{m}} \ddot{q}_{m}+\frac{\dot{\tau}}{r}
$$

which, substituted in (D.6) yields

[^48]\[

$$
\begin{aligned}
v= & \frac{R_{a}}{K_{a}}\left[J_{m} \ddot{q}_{m}+f_{m}\left(\dot{q}_{m}\right)+\frac{\tau}{r}\right]+\frac{L_{a}}{K_{a}}\left[J_{m} \frac{d}{d t} \ddot{q}_{m}+\frac{\partial f_{m}\left(\dot{q}_{m}\right)}{\partial \dot{q}_{m}} \ddot{q}_{m}+\frac{\dot{\tau}}{r}\right] \\
& +K_{b} \dot{q}_{m} .
\end{aligned}
$$
\]

Finally, using the relation $q_{m}=r q$, the previous equation may be written as

$$
\begin{align*}
\frac{K_{a}}{r R_{a}} v= & \frac{L_{a} J_{m}}{R_{a}} \frac{d}{d t} \ddot{q}+\left(J_{m}+\frac{L_{a}}{R_{a}} \frac{\partial f_{m}(r \dot{q})}{\partial(r \dot{q})}\right) \ddot{q}+\frac{1}{r} f_{m}(r \dot{q}) \\
& +\frac{K_{a} K_{b}}{R_{a}} \dot{q}+\frac{\tau}{r^{2}}+\frac{L_{a}}{r^{2} R_{a}} \dot{\tau} \tag{D.7}
\end{align*}
$$

which may also be expressed in terms of the state vector $\left[\begin{array}{lll}q & \dot{q} & \ddot{q}\end{array}\right]$, as

$$
\left.\frac{d}{d t}\left[\begin{array}{c}
q  \tag{D.8}\\
\dot{q} \\
L_{a} \ddot{q}
\end{array}\right]=\left[\begin{array}{c}
\dot{q} \\
\ddot{q} \\
\frac{1}{J_{m}}\left[\frac{K_{a}}{r} v-\left(R_{a} J_{m}+L_{a} \frac{\partial f_{m}(r \dot{q})}{\partial(r \dot{q})}\right) \ddot{q}+g(\dot{q}, \tau, \dot{\tau})\right.
\end{array}\right]\right]
$$

where

$$
g(\dot{q}, \tau, \dot{\tau})=-\frac{R_{a}}{r} f_{m}(r \dot{q})-K_{a} K_{b} \dot{q}-R_{a} \frac{\tau}{r^{2}}-L_{a} \frac{\dot{\tau}}{r^{2}}
$$

Equation (D.8) constitutes a differential equation of third order. In addition, this equation is nonlinear if the friction term $f_{m}(\cdot)$ is a nonlinear function of its argument. The presence of the armature inductance $L_{a}$ multiplying $\frac{d}{d t} \ddot{q}$, causes the equation to be a 'singularly-perturbed' ${ }^{2}$ differential equation for "small" inductance values.

## Negligible Armature Inductance ( $L_{a} \approx 0$ )

In several applications, the armature inductance $L_{a}$ is negligible ( $L_{a} \approx 0$ ). In the rest of the present appendix we assume that this is the case. Thus, considering $L_{a}=0$, Equation (D.7) becomes

$$
\begin{equation*}
J_{m} \ddot{q}+\frac{1}{r} f_{m}(r \dot{q})+\frac{K_{a} K_{b}}{R_{a}} \dot{q}+\frac{\tau}{r^{2}}=\frac{K_{a}}{r R_{a}} v \tag{D.9}
\end{equation*}
$$

or equivalently, in terms of the state vector $\left[\begin{array}{ll}q & \dot{q}\end{array}\right]$

$$
\frac{d}{d t}\left[\begin{array}{c}
q \\
\dot{q}
\end{array}\right]=\left[\frac{1}{J_{m}}\left[\frac{K_{a}}{r R_{a}} v-\frac{f_{m}(r \dot{q})}{r}-\frac{K_{a} K_{b}}{R_{a}} \dot{q}-\frac{\tau}{r^{2}}\right]\right]
$$

[^49]This important equation relates the voltage $v$ applied to the armature of the motor, to the torque $\tau$ applied to the mechanical load, in terms of the angular position, velocity and acceleration of the latter.

Example D.1. Model of a motor with a mechanical load whose center of mass is located at the axis of rotation.
In the particular case when the load is modeled by a single inertia $J_{L}$ with friction torques $f_{L}(\dot{q})$ as illustrated in Figure D.2, the torque $\tau$ is obtained from the equation of motion associated with the load as

$$
\begin{equation*}
J_{L} \ddot{q}=\tau-f_{L}(\dot{q}) . \tag{D.10}
\end{equation*}
$$



Figure D.2. DC motor with cylindrical inertia

The model of the motor-with-load for this case is obtained by substituting $\tau$ from (D.10) in (D.9), that is,

$$
\begin{equation*}
\left(\frac{J_{L}}{r^{2}}+J_{m}\right) \ddot{q}+\frac{1}{r} f_{m}(r \dot{q})+\frac{1}{r^{2}} f_{L}(\dot{q})+\frac{K_{a} K_{b}}{R_{a}} \dot{q}=\frac{K_{a}}{r R_{a}} v . \tag{D.11}
\end{equation*}
$$

Example D.2. Model of a pendular device.
Consider the pendular device depicted in Figure D.3. The joint consists of a DC motor connected through gears to the pendular arm.

The equation of motion for the arm and its load is given by

$$
\begin{equation*}
\left(J+m l^{2}\right) \ddot{q}+f_{L}(\dot{q})+\left(m_{b} l_{b}+m l\right) g \sin (q)=\tau \tag{D.12}
\end{equation*}
$$

where

- $J$ : arm inertia (without load)
- $m_{b}:$ arm mass (without load)
- $l_{b}$ : distance from the axis of rotation to the center of mass of the arm (without load)
- $m:$ load mass (assumed concentrated at the center of mass)
- $\quad l$ : distance from the axis of rotation to the load $m$
- $g$ : gravity acceleration
- $\tau$ : applied torque at the axis of rotation
- $f_{L}(\dot{q})$ : friction torque between the arm and its bearings.


Figure D.3. Pendular device

Equation (D.12) may rewritten in compact form

$$
\begin{equation*}
J_{L} \ddot{q}+f_{L}(\dot{q})+k_{L} \sin (q)=\tau \tag{D.13}
\end{equation*}
$$

where

$$
\begin{aligned}
J_{L} & =J+m l^{2} \\
k_{L} & =\left(m_{b} l_{b}+m l\right) g .
\end{aligned}
$$

Thus, the complete model of the pendular device that we obtain by substituting $\tau$ from (D.13) in the model of the DC motor (D.9) is

$$
\begin{equation*}
\left(\frac{J_{L}}{r^{2}}+J_{m}\right) \ddot{q}+\frac{1}{r} f_{m}(r \dot{q})+\frac{1}{r^{2}} f_{L}(\dot{q})+\frac{K_{a} K_{b}}{R_{a}} \dot{q}+\frac{k_{L}}{r^{2}} \sin (q)=\frac{K_{a}}{r R_{a}} v . \tag{D.14}
\end{equation*}
$$

Notice that the previous model constitutes a nonlinear differential equation due not only to the friction torques $f_{m}(r \dot{q})$ and $f_{L}(\dot{q})$ but also due to the term $\left(k_{L} / r^{2}\right) \sin (q)$.

In the particular case where the gear reduction ratio $r$ is high $(r \gg 1)$ then, neglecting terms in $1 / r^{2}$, the model (D.14) may be approximated by the model of the DC motor (D.9) with zero torque $(\tau=0)$. Also, observe that if the center of mass of the arm and that of the load are both located on the axis of rotation (i.e. $l_{b}=l=0 \quad \Rightarrow$
$\left.k_{L}=0\right)$ then, Equation (D.11) corresponds to the model of a motor with load whose center of mass is located on the axis of rotation.

## D. 1 Motor Model with Linear Friction

In spite of the complexity of friction phenomena, typically linear models are used to characterize their behavior, that is,

$$
\begin{equation*}
f_{m}\left(\dot{q}_{m}\right)=f_{m} \dot{q}_{m} \tag{D.15}
\end{equation*}
$$

where $f_{m}$ is a positive constant.
Considering the linear model above for the friction torques, Equation (D.9), that relates the voltage $v$ applied at the armature of the motor to the torque $\tau$ applied on the load, takes the form

$$
\begin{equation*}
J_{m} \ddot{q}+\left(f_{m}+\frac{K_{a} K_{b}}{R_{a}}\right) \dot{q}+\frac{\tau}{r^{2}}=\frac{K_{a}}{r R_{a}} v . \tag{D.16}
\end{equation*}
$$

Example D.3. Model of the motor with a load whose center of mass is located on the axis of rotation (linear friction).
Consider the linear model (D.15) for the friction torque corresponding to the rotor with respect to its bearings as well as the following linear equation for the friction torque between the load and its bearings:

$$
f_{L}(\dot{q})=f_{L} \dot{q}
$$

where $f_{L}$ is a positive constant. The model of the motor-with-load (D.11) reduces to

$$
\left(\frac{J_{L}}{r^{2}}+J_{m}\right) \ddot{q}+\left(f_{m}+\frac{f_{L}}{r^{2}}+\frac{K_{a} K_{b}}{R_{a}}\right) \dot{q}=\frac{K_{a}}{r R_{a}} v
$$

or, in compact form

$$
\left(\frac{J_{L}}{r^{2}}+J_{m}\right) \ddot{q}+\frac{f_{L}}{r^{2}} \dot{q}+b \dot{q}=k v
$$

where

$$
\begin{aligned}
b & =f_{m}+\frac{K_{a} K_{b}}{R_{a}} \\
k & =\frac{K_{a}}{r R_{a}}
\end{aligned}
$$

## D. 2 Motor Model with Nonlinear Friction

A more realistic model that characterizes the friction torques is given by the nonlinear expression

$$
\begin{equation*}
f_{m}\left(\dot{q}_{m}\right)=f_{m} \dot{q}_{m}+c_{1} \operatorname{sign}\left(\dot{q}_{m}\right) \tag{D.17}
\end{equation*}
$$

where $f_{m}$ and $c_{1}$ are positive constants (see Figure D.4) and $\operatorname{sign}(\cdot)$ is the sign function which is defined as $\operatorname{sign}(s)=-1$ if $s<0, \operatorname{sign}(s)=+1$ if $s>0$ and at zero this function is discontinuous since clearly, its limits from the left and from the right are different.


Figure D.4. Nonlinear friction

Strictly speaking one must be very careful in studying the stability of a system described by a differential equation which contain discontinuous functions. None of the theorems of stability presented here apply to this case. In general one cannot even guarantee the basic assumption that we made on page 28 that the solutions are unique for each initial condition. All this makes the study of Lyapunov stability for these systems a highly complex problem that is beyond the scope of this textbook.

Nevertheless, for the sake of completeness we present below the dynamic model of the motor with a discontinuous friction term. Considering the nonlinear model above for the friction torques, Equation (D.9) relating the voltage $v$ applied to the armature of the motor together with the torque $\tau$ applied to the load, becomes

$$
J_{m} \ddot{q}+\left(f_{m}+\frac{K_{a} K_{b}}{R_{a}}\right) \dot{q}+\frac{c_{1}}{r} \operatorname{sign}(r \dot{q})+\frac{\tau}{r^{2}}=\frac{K_{a}}{r R_{a}} v .
$$

Example D.4. Model of the motor with load whose center of mass is located on the axis of rotation (nonlinear friction).
Consider the model of nonlinear friction (D.17) for the friction torque between the axis of the rotor and its bearings, and the corresponding load's friction,

$$
\begin{equation*}
f_{L}(\dot{q})=f_{L} \dot{q}+c_{2} \operatorname{sign}(\dot{q}) \tag{D.18}
\end{equation*}
$$

where $f_{L}$ and $c_{2}$ are positive constants.
Taking into account the functions (D.17) and (D.18), the motor-with-load model (D.11) becomes

$$
\left(J_{L}+J_{m}\right) \ddot{q}+\left(f_{m}+\frac{K_{a} K_{b}}{R_{a}}+f_{L}\right) \dot{q}+\left(c_{1}+c_{2}\right) \operatorname{sign}(\dot{q})=\frac{K_{a}}{R_{a}} v
$$

where for simplicity, we took $r=1$.
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[^0]:    * Original citation in French: "Des lecteurs attentifs, qui se communiquent leurs pensées, vont toujours plus loin que l'auteur", in Traité sur la tolérence à l'occasion de la mort de Jean Calas, Voltaire, 1763.

[^1]:    ${ }^{2}$ The symbol ":=" stands for is defined as.

[^2]:    ${ }^{1}$ That is the working regime.
    ${ }^{2}$ That is, they depend on the state variables and time. See Chapter 2.

[^3]:    ${ }^{3}$ Until June 2004 only.

[^4]:    ${ }^{1}$ It is important to remark that $A>0$ means that the matrix $A$ is positive definite and shall not be read as " $A$ is greater than 0 " which makes no mathematical sense.

[^5]:    ${ }^{2}$ It is important to see that we employ the same symbol for the Euclidean norm of a vector and the spectral norm of a matrix. The reader should take special care in not mistaking them. The distinction can be clearly made via the fonts used for the argument of $\|\cdot\|$, i.e. we use small bold letters for vectors and capital letters for matrices.

[^6]:    ${ }^{3}$ From this inequality the dependence of $\delta$ on $\varepsilon$ is clear.

[^7]:    ${ }^{4}$ In some of the specialized literature authors do not assume differentiability. We shall not deal with that here.

[^8]:    ${ }^{5}$ While in the western literature this result is mainly attributed to the French mathematician J. P. La Salle, some authors call this "Krasovskiï-La Salle's theorem" to give credit to the Russian mathematician N. N. Krasovskiĭ who independently reported the same theorem. See the bibliographical remarks at the end of the chapter.

[^9]:    ${ }^{1}$ These are also known as positions in the operational space or workspace.

[^10]:    ${ }^{3}$ Some readers may be surprised that we use the word speed as opposed to velocity. We emphasize that velocity is a vector quantity hence, it has a magnitude and direction. The magnitude of the velocity is called speed.

[^11]:    ${ }^{4}$ Here, we neglect the gyroscopic and other coupling effects between the rotors and the links.
    ${ }^{5}$ We assume here that the rotors constitute uniform cylinders so that they do not contribute to the total potential energy. Therefore, in (3.26) there is no term ${ }^{\prime} \mathcal{U}_{2}(\boldsymbol{\theta})$ '.

[^12]:    ${ }^{6}$ Again, we neglect the gyroscopic and other coupling effects between the rotors and the links.

[^13]:    ${ }^{7}$ That is, it is all concentrated at a point - the center of mass - and has no "size" or shape.

[^14]:    ${ }^{1}$ Note that, in general, because $\boldsymbol{q}_{d}$ depends on time so does the function of residual dynamics.

[^15]:    ${ }^{1}$ For a definition and a detailed treatment of differential kinematics see the book (Sciavicco, Siciliano 2000) —cf. Bibliography at the end of Chapter 1.

[^16]:    4 "Centro de Investigación Científica y de Educación Superior de Ensenada".

[^17]:    ${ }^{1}$ Note that we are not claiming that the matrix product $M\left(\boldsymbol{q}_{d}-\tilde{\boldsymbol{q}}(t)\right)^{-1} K_{p}$ is positive definite. This is not true in general. We are only using the fact that this matrix product is nonsingular.

[^18]:    ${ }^{2}$ Counter example: For $x(t)=\ln (t+1)$ we have $\lim _{t \rightarrow \infty} \dot{x}(t)=0$; however, $\lim _{t \rightarrow \infty} x(t)=\infty$ !

[^19]:    ${ }^{1}$ See also Definition 4.1 on page 103.

[^20]:    ${ }^{2}$ This problem is taken from Craig J. J., 1989, " Introduction to robotics: Mechanics and control", Second edition, Addison-Wesley.

[^21]:    ${ }^{1}$ See also Example B. 2 in Appendix B.

[^22]:    ${ }^{4}$ It is worth emphasizing that it is not redundant to speak of a unique global minimum.

[^23]:    ${ }^{5}$ This controller was proposed and analyzed in Tomei P., 1991, "A simple PD controller for robots with elastic joints", IEEE Transactions on Automatic Control, Vol. 36, No. 10, October.

[^24]:    ${ }^{1}$ By 'tuning procedure' the reader should interpret the process of determining the numerical values of the design parameters of the control law, which guarantee the achievement of the control objective.

[^25]:    Example 9.1. Consider the Pelican prototype robot studied in Chapter 5, and shown in Figure 5.2.

    Considering $\boldsymbol{\tau}_{0}=\mathbf{0} \in \mathbb{R}^{2}$ and the initial condition $\left[\begin{array}{lll}q_{d 1} & q_{d 2} & \dot{q}_{d 1}\end{array}\right.$ $\left.\dot{q}_{d 2}\right]^{T}=\left[\begin{array}{llll}-\pi / 20 & \pi / 20 & 0 & 0\end{array}\right]^{T}$; the numerical solution of (9.6) for $\boldsymbol{q}_{d}(t)$, is shown in Figure 9.2.

    With $\boldsymbol{q}_{d}(t)$, whose two components are shown in Figure 9.2, the origin $\left[\begin{array}{ccc}\boldsymbol{\xi}^{T} & \tilde{\boldsymbol{q}}^{T} & \dot{\tilde{\boldsymbol{q}}}^{T}\end{array}\right]^{T}=\mathbf{0} \in \mathbb{R}^{6}$ is an equilibrium of the closed-loop equation formed by the PID control and the robot in question. $\diamond$

[^26]:    ${ }^{2}$ Roughly, for the purposes of this book, a domain of attraction may be considered as the set of all possible initial conditions which generate trajectories that tend to the equilibrium asymptotically.

[^27]:    ${ }^{4}$ See any of the cited texts on nonlinear systems.

[^28]:    ${ }^{1}$ The material of this section may appear advanced to some readers; in particular, for a senior course on robot control since it makes use of results involving concepts such as 'functional spaces', material exposed in Appendix A and reserved for the advanced student. Therefore, the material may be skipped if convenient without affecting the continuity of the exposition of motion controllers. The material is adapted from the corresponding references cited as usual, at the end of the chapter.

[^29]:    ${ }^{2}$ The technical details of why the latter is true rely on the use of Corollary A. 2 which is reserved to the advanced reader.

[^30]:    ${ }^{1}$ See Remark 2.1 on page 25.

[^31]:    ${ }^{3}$ Notice that since the task here is position control, in this case the controller is simply of type PD with gravity compensation.

[^32]:    ${ }^{1}$ Here we write "closed-loop" in quotes since as a matter of fact the control system in itself is a system in open loop.

[^33]:    ${ }^{2}$ Notice that $V=V(t, \tilde{\boldsymbol{q}}, \dot{\tilde{\boldsymbol{q}}})$. The dependence of $t$ comes from the fact that, to avoid cumbersome notation, we have abbreviated $M\left(\boldsymbol{q}_{d}(t)-\tilde{\boldsymbol{q}}\right)$ to $M(\boldsymbol{q})$.

[^34]:    ${ }^{1}$ This controller was analyzed in Berghuis H., Nijmeijer H., 1993, "Global regulation of robots using only position measurements", Systems and Control Letters, Vol. 21, October, pp. 289-293.
    ${ }^{2}$ By virtue of La Salle's Theorem it may also be proved that the origin is globally asymptotically stable.

[^35]:    ${ }^{3}$ This controller was proposed and analyzed in Kelly R., Ortega R., Ailon A., Loria A., 1994, "Global regulation of flexible joint robots using approximate differentiation", IEEE Transactions on Automatic Control, Vol. 39, No. 6, June, pp. 1222-1224.

[^36]:    ${ }^{1}$ Under the ideal conditions of rigid links, no elasticity at joints, no friction and having actuators with negligible dynamics.
    ${ }^{2}$ In this textbook we have used $\boldsymbol{\theta}$ to denote the joint positions of the motor shafts for models of robots with elastic joints. With an abuse of notation, in this and the

[^37]:    ${ }^{3}$ We remind the student reader that the notation $L_{\infty}$ is described in detail in Appendix A which is left as self-study.

[^38]:    ${ }^{4} \mathrm{By}{ }^{‘} \Phi(q, \ddot{q}, \dot{q}, \dot{q})$ and $C_{0}(q, \dot{q})$ known' we understand that $\Phi(q, u, v, w)$ and $C_{0}(q, w)$ are known respectively. By ' $\boldsymbol{\theta} \in \mathbb{R}^{m}$ unknown' we mean that the numerical values of its $m$ components $\theta_{1}, \theta_{2}, \cdots, \theta_{m}$ are unknown.

[^39]:    ${ }^{5}$ The manipulated object (load) may be considered as part of the last link of the robot.

[^40]:    ${ }^{6}$ In (14.20) as in other integrals, we avoid the cumbersome notation $\psi\left(t, \boldsymbol{q}(t), \dot{\boldsymbol{q}}(t), \ddot{\boldsymbol{q}}(t), \boldsymbol{q}_{d}(t), \dot{\boldsymbol{q}}_{d}(t), \ddot{\boldsymbol{q}}_{d}(t)\right)$.

[^41]:    ${ }^{1}$ Recall that for functions $g(t)$ and $f(t)$ continuous in $a \leq t \leq b$, satisfying $g(t) \leq$ $f(t)$ for all $a \leq t \leq b$, we have

[^42]:    ${ }^{1}$ In (16.6) as in other integrals throughout the chapter, we avoid the correct but cumbersome notation $\boldsymbol{\psi}\left(s, \boldsymbol{q}(s), \dot{\boldsymbol{q}}(s), \boldsymbol{q}_{d}(s), \dot{\boldsymbol{q}}_{d}(s), \ddot{\boldsymbol{q}}_{d}(s)\right)$.

[^43]:    ${ }^{3}$ For those readers not familiar with the sup of a function $f(t)$, it corresponds to the smallest possible number which is larger than $f(t)$ for all $t \geq 0$. For instance $\sup |\tanh (t)|=1$ but $|\tanh (t)|$ has no maximal value since $\tanh (t)$ is ever increasing and tends to 1 as $t \rightarrow \infty$.

[^44]:    ${ }^{4}$ Proof "by contradiction" or, "by reductio ad absurdum", is a technique widely used in mathematics to prove theorems and other truths. To illustrate the method consider a series of logical statements denoted $A, B, C$, etc. and their negations, denoted $\bar{A}, \bar{B}, \bar{C}$, etc. Then, to prove by contradiction the claim, " $A$ and $B \Longrightarrow$ $C^{\prime \prime}$, we proceed as follows. Assume that A and B hold but not C. Then, we seek for a series of implications that lead to a negation of $A$ and $B$, i.e. we look for other statements $D, E$, etc. such that $\bar{C} \Longrightarrow D \Longrightarrow E \Longrightarrow \overline{A \text { and } B}$. So we conclude that $\bar{C} \Longrightarrow \overline{A \text { AND } B}$. However, in view of the fact that $A$ and $B$ must hold, this contradicts the initial hypothesis of the proof that $C$ does not hold (i.e. $\bar{C})$. Notice that $\overline{A \text { AND } B}=\bar{A}$ or $\bar{B}$.

[^45]:    ${ }^{5}$ One should not confuse $V(t, \boldsymbol{x}, \boldsymbol{z}, h)$ with $V(t, \boldsymbol{x}(t), \boldsymbol{z}(t), h(t))$ as often happens in the literature. The first denotes a function of four variables while the second is a functional. In other words, the second corresponds to the function $V(t, \boldsymbol{x}, \boldsymbol{z}, h)$ evaluated on certain trajectories which depend on time. Therefore, $V(t, \boldsymbol{x}(t), \boldsymbol{z}(t), h(t))$ is a function of time.
    ${ }^{6}$ In general, for such a bound to exist it may not be sufficient that $P$ is positive definite for each $t$ but we shall not deal with such issues here and rather, we assume that $P$ is such that the bound exists. See also Remark 2.1 on page 25.

[^46]:    ${ }^{7}$ See footnote 6 on page 394.

[^47]:    ${ }^{8}$ That is, the degree of the denominator is strictly larger than that of the numerator.

[^48]:    ${ }^{1}$ For instance, a link of a robot.

[^49]:    ${ }^{2}$ See for instance H. Khalil, Nonlinear Systems, Prentice-Hall, 1996.

