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PREFACE

OBJECTIVES

The building of ‘information superhighways', in thefirst instance exemplified by
the massive growth of the Internet, hasintroduced the general publicto computers
in communication. The end result is to adlow the sharing of computer-based
resources that are physicaly located in al parts of the world. From the point of
view of most users, the mechanisms by which computers communicate are best
kept hidden. However, without these mechanisms, no sharing of resources could
happen. Thisbook aimstoreveal thebasi ¢ princi plesof computer communications,
and show how these underpin the practical communication mechanisms that are
actually used. It is intended both for readers who will be involved in getting
computers to communicate, and aso those who just have a generd interest in
what happens under the tarmac of the information highway.

Thebook isddliberately focused tightly on mattersconcerned with communic-
ation. It avoids excursionsinto other areas of computer science, such as computer
programming, modelling or simulation, not to mention e ectronics, photonics or
mathematics. Such matters are covered in other speciaized texts. The reader re-
quires no background in computer communications, only a basic familiarity with
computers in general. A knowledge of computer programming is not required
athough, in avery few places, alittle knowledge would aid full understanding of
points made. However, thisisnot crucia to the main plot. Conversely, the author
hopes that the book can also offer something to the reader who does have practical
experience of computer communications, by setting this experience in an overall
context, and revealing alternative possibilities.

In several respects, thisbook differsfrom other general textbookson computer
communications. Thisisnot likely to troublethe beginner, but alittle explanation
is in order for a reader who is not new to the subject area. First, the general

xiii
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approach isto identify the basic principles of computer communication (strongly
motivated by how human communication works), and then apply these principles
inincreasingly practical settings. Thiscontrastswith amoreconventional approach
that catalogues practical examples of computer communication systems, noting
principles (sometimes repeatedly) as the cataloguing proceeds. One important
benefit of this book’s approach is to give coverage that should stand the test of
time. The basic principles underpinning the book have endured through a period
when massive changes and developmentsin practical computer communications
have come about.

The second difference concerns the presentation of the material. Most text-
books on computer communications become bogged down, both by technical
details and by technical terminology. This obstructs understanding of the import-
ant issues. This book tackles the problem in two ways. Oneisto omit the lowest
levels of technical description of virtually all practical mechanisms included.
Thereissufficient detail for areader to understand how the mechanisms work, but
areader who needs enough detail to actually implement the mechanisms will need
to seek extra specialist information elsewhere. The author feels that the benefits
of comprehension for al far outweigh the benefits of encyclopaedic status for a
few. The other policy is to use a uniform technical vocabulary throughout the
book. Rather than describe practical mechanisms in terms of their particular jar-
gon and acronyms, each isdescribed using consi stent terminol ogy that refers back
to the basic principles of communication. The author feels that thisis desirable
both to aid comprehension and also to stress that there are only afew basic ideas
underpinning an apparent plethoraof different mechanisms.

USING THE BOOK
The book has five main parts:

Chapter 1: introduction

Chapters 2-5: basic principles
Chapters 6-8: computer networking
Chapters 9-11: three case studies
Chapter 12: standardization

The recommended way to usethe book isto read thefivepartsin thisorder, that is,
toread thebook from beginning to end. Forward and backward cross-referencesin
the text have been designed to be optimal for a sequential reader. However, some
readers might want to vary the order, either because they are already familiar with
some of the material or because they prefer to see complete practical examples
before tackling the basic principles. This is feasible, making use of the index to
check up on any unfamiliar termsthat are defined in earlier, unread, chapters.
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For areader who wants to start with alarge practical example, Chapter 9 is
a good place to begin. It contains a case study of accessing a World Wide Web
page. This is likely to be familiar from first-hand experience, and studying the
communication problemsinvolved gives an introductionto most of the themes of
the book. It aso alowsalook at the workingsof the Internet, which isthe largest,
and best-known, example of computer networking in the world. For a complete
beginner, many of the technical details, and general issues, of Chapter 9 can be
ignored at a first reading. There will still be enough accessible ‘mesat’ |eft in the
case study.

For a reader who seeks a basic understanding of the techniques of computer
communications, without surrounding context, then Chapters 2 to 8 are enough,
possibly illuminated by one of the three case study chapters. For a more rapid
read, the many examplesincluded in these chapters can beread selectively. To see
why Chapters 1 and 12 are dispensible for such a reader, it is worth explaining
their purposes.

Chapter 1 is mainly concerned with constraints placed on computer commu-
nications:

e by the activitiesthat are using the computer communications; and
¢ by the physica communication mediathat are available to link computers.

That is, it presents computer communications as an activity that lies between the
physical world of communication media and the logical world of computer users.
If these external constraints are taken on trust, the details may be omitted by the
reader.

Chapter 12 is a'so concerned with constraints, but of a different and more
specialized type. If one computer isto communicate with one or more others, then
there must be agreement on the way in which communication will take place,
otherwise the computers will not understand one another. Humans are responsible
for putting agreementsin place, and thisexposes computer communicationsto the
process of international standardization. The result is further constraints on what
can be done and, if these are taken on trust, the details may be omitted by the
reader.

The material on basic principles contained in Chapters 2, 3 and 5 (Chapter 4
expands on theideas in Chapter 3) formsthe core of the book. Thus, it isessentia
reading. There is some scope for omission, especialy by a reader who has some
prior experience of computer communications. Each basic principleintroduced is
first motivated by examples of the principle occurring in human communications.
Some readers may not need thismotivation, or will be happy with fewer examples.
Also, each basic principleisillustrated with examples of the principleoccurringin
computer communi cations. Readers may already be familiar with some examples,
or will need fewer exampl es to understand the point.

The materia on computer networking contained in Chapters 6, 7 and 8 in-
troducesthe topicin three stages, each stage involving more complex networking
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techniques. The treatment combines and applies the basic principles of computer
communications. It isalso essentia reading, since networkingisabsolutely central
to modern computer communi cations. Thereare many examplesinthese chapters,
somefairly detailed, sincetheaim istoincludeall of theimportant network types.
Thus, there are more examples than strictly necessary to illustrate the general
principles. A reader may choose to omit some of these exampl es, perhaps because
of prior experience or lack of relevance.

The three case studies in Chapters 9, 10 and 11 are included to show how
complete computer communication systems fit together, in order to bridge the
gap between physical communication media and the demands of computer users.
Readers are recommended to follow at least one of these case studies, otherwise
the material in preceding chapters may seem rather digointed. An alternative, for
students aided by an instructor, is to choose a completely different problem that
has ready familiarity, and then analyse it in a similar manner to the case studies
presented in the book.

EXERCISES AND FURTHER READING

Thereis an ‘exercises and further reading’ section at the end of each chapter. In
total, there are over 300 exercises in the book. None of these exercises is of the
type that is just designed to test whether the reader has read and absorbed the
material contained in a chapter. Instead, the exercises are of three main types,
intended to encourage the reader to:

o relatetopics covered to rea-life human communication experience;
o think more deeply about less straightforward topics; and
¢ find out more information about certain topics.

The exercises vary widely in difficulty, from those that require a few moments
thought, to those that have the potential to become term projects for a group
of students. The instructor’s guide that is associated with the book gives further
guidance on this matter, to assist in the selection of exercises for classroom use.

The exercises, and further reading suggestions, have been carefully chosen to
minimizethe extraresourcesthat arerequired by thereader. Theauthor fully appre-
ciates that many readers will not have access to well-stocked libraries containing
specialist books, academic journals, technical reports and product documentation.
Further, readers might not have access to state of the art computer communica
tion facilities that allow practical experimentation. Therefore, only one primary
resource is particularly desirable to underpin extra activities of the reader: access
to the Internet.

The ability to access the Internet, and its facilities, allows the reader to
experiment with many of thetechnical pointscoveredinthebook. Further, it makes
avast collection of information on computer communications readily and freely
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available to the reader. It seems particularly appropriate for a book on computer
communications to make practical use of the technology described, as much as
possible. The most obvious Internet facility of interest for information gathering
isthe World Wide Web (WWW). Knowing well that the phrase * here today, gone
tomorrow’ could have been invented to describe material on the WWW, the author
has avoided giving explicit WWW references, except in a handful of very safe
cases. Thereader can use one of the WWW searching enginesto track down useful
meaterial. Thetechnical reasons behind the variousfrustrationsof using the WWWwW
are explained in the case study of Chapter 9.

A key information resource is the ever-enlarging collection of Internet ‘ Re-
guestsfor Comments' (RFCs), which can beaccessed throughthe WWW. Thisisa
splendid collection, combining folk history, technical discussion and specification
of Internet technology. Many of the end-of-chapter exercises involve looking at
an RFC, either to skim or to digest. Of course, thisintroduces a potential danger
of introducing an Internet biasto the material under consideration, but the author
believes that the ready availability, and the well-written nature, of the RFC series
make it avery worthy source.

Aside from the electronic information resources, the author has been very
parsimonious in recommending other printed sources. Fourteen other books are
mentioned, covering various areas of computer communications in more depth
thanispossible (or desirable) inthisbook. Booksstill haveaplaceinthee ectronic
information age, to give overall coherence to a body of material culled from
NUMErouS SOUrCes.

Departing from normal textbook tradition, thisbook doesnot includealengthy
section of worthy references to academic papers. Thisdoes not reflect laziness on
the part of the author — rather, it isthe product of experience and consideration. It
would have been very easy toincludereferencesto the numerous papers consulted
while writing the book, not to mention stitching on various‘ standard’ references.
However, not only might many of the referenced papers be inaccessible to the
average reader, but also the author knows that most references remain firmly
unconsulted even if they are accessible. A further point isthat, in thisfast-moving
subject area, many such references become rapidly out of date.

Having said al this, the book has a few references to particularly relevant
journal articles, but these are in journals most likely to be present in a com-
puting library. For general reading, Computer Communication Review, published
by the ACM SIGCOMM (Specia Interest Group on Communication), including
the proceedings of the annual SIGCOMM conference, is recommended for the
reader who wantsto track the major computer communications issues of the day.
Other possible medium weight sources on topical communications issues are the
|IEEE Network and Communications magazines, or general purpose computing
magazines such as Byte.
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CHAPTER

ONE
INTRODUCTION

The main topics in this introductory chapter are:

benefits of communication

history of human and computer communi cation mechanisms
present-day uses for computer communications

physical underpinning of computer communications

the main principles of computer communications

1.1 BACKGROUND

Communication is beneficia for the human race. By communicating with one
another, information can be shared — past experience, current affairs, predictions
of the future — from here, there and everywhere. Also, resources and expertise
can be shared, by communicating with the right people. Only hermits are noted
for their ability to live satisfactorily in the absence of any communication with
other people.
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Similar observationsapply to computerstoo. | ndividual computersarecapable
of gathering, processing, storing and distributinginformation, under the direction
of humans. They are not only found in distinctive boxes with keyboards, mice and
screensattached, or inlarge cabinetsbristlingwith flashing lightsand whirling tape
drives, as seen in ageing science fiction films. Their basic information-handling
capabilities can be harnessed for controlling other machinery, and so they are also
hiddeninside thingslike wristwatches, microwave ovens, central heating systems,
factory production line equipment and nuclear power plant safety systems.

There are three main areas where benefits can be expected if one computer is
able to communicate with others:

e itcan getinformationthat is stored by other computers;
e it can get other computersto do specialized work; and
e it can communicate with humans that use other computers.

The benefits need not only be in one direction — this computer can aso export
its own information, its specialized abilities and access to its human users. The
outcome is abeneficia sharing of resources.

At present, it is usualy the case that computers inside personal items like
wristwatches, or inside domestic equipment like microwave ovens, do not com-
municate with others. However, this situation is on the point of changing, given
that communi cati on between the more recogni zabl e typesof computershas proved
to be very useful, and that appropriate communi cation technol ogies are becoming
available. It might also seem that a conventional home computer, or asingle com-
puter tucked into a musty office, isisland-like, cut off from the world community
of computers. However, thisis a delusion, since such computers usually have an
obliging communication mechanism: human beings transferring the latest fruits
of the computing trade on floppy disk or compact disk.

This book is concerned with computer communications where there are no
human middlemen, so that computers can converse directly with one another.
Although human participation in the role of intermediary is being eliminated,
it should not be forgotten that computers only communicate because humans
have instructed them to and, moreover, that thisis possible because humans have
instructed the computers how to communicate.

The techniques covered arise from communications between conventional
types of computer. However, they are equally applicable to the world of the
future, where there will be thingslike intelligent houses with communication not
just between domestic appliances but a so with the fabric of the building itself.

The act of communication is not dways easy for humans. For example, it is
not feasible for every person in the world to communicate effectively with any
other person whenever desired. Differences in culture, availability and physica
location cause problems. Things get even tougher if one broadens communi cation
to include other species of animal or plant, never mind any aien life forms that
might visit or be visited.
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Similar problems affect communi cation between computers. Because of this,
the solutions used are rather similar to those developed by humans over the mil-
lenia, and so are usualy familar to the neophyte from normal human experience.
This is good, since it means that explanations of techniques used can be well
motivated by appropriate examples from human communications.

Aside from reconciling differences between communicating parties, afurther
problem is how communication is physicaly achieved. For humans, there is a
mixtureof movement and media. Peoplemay moveto make communication essier,
or even possibleat al. For example, one may climb amountain to consult aguru,
travel to work or attend a concert. Once the communicating parties are in suitable
positions, communication might take place using sound through the air, visible
sign language, telephones, television or sending items through the postal system.
For computers, thereisusually no movement invol ved in communication, robotics
still being in itsrelative infancy. Because of this, computers communicate using
media that physicaly reach the computers, and that are capable of transmitting
computer conversations. Of course, thisdoes not rule out the possibility of humans
moving the computers to places where they can be reached by media.

The main themes of the book are concerned with these communi cation prob-
lems. The next two sections of this introductory chapter provide the enclosing
framework for these themes. First, Section 1.2 surveys the main practical uses
made of communications between computers. Such uses provide the rationae
for indulging in computer communications in the first place, and indicate what
are the main requirements of computer communications. After this, Section 1.3
surveys the physical media that can be used for the transmission of information
between computers. Thisindicates the physical limitsthat apply to the process of
communication and which, ultimately, affect what can be offered to the users of
computer communication facilities.

Following Sections 1.2 and 1.3, Section 1.4 introducesthe main themes of the
book. The features of communications are classified under three main headings:

information: the type of information that is communi cated;

time: when, and how quickly, a communication takes place; and

space: which computers, and inter-connecting channels between computers,
areinvolved in acommunication.

There are two main problems associated with communication: achieving agree-
ment between computers on the nature of communications; and implementing
the required communi cations using available physical communication media. The
processes of achieving agreement and implementation require a lot of human
decision making prior to communications being possible. This entails human
communications of arather specialist kind. The section ends by introducing the
ways in which these technical and political human communications have amajor
influence on what is possible and not possiblein the computer world.
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1.2 USES OF COMPUTER COMMUNICATIONS

Present-day uses for computer communications arise from a convergence between
two different worlds. The first is a computer-centred world, where computers
existed, and then it became convenient to inter-connect them. The other is a
human-oriented world, where communication facilitiesexisted, and thenit became
convenient to computerize these facilities. In the latter world, there was aso
convergence between telecommunicationsfacilitieslargely used for inter-personal
communication, such asthe telephone, and broadcasting facilitieslargely used for
entertainment, such as television.

One term often used to describe the fruits of this general convergence is
the global village. It is interesting to note that, when this phrase was coined by
Marshall McLuhan in 1964, it was based on an extrapolation of existing human-
oriented facilities, and did not envisage the futureinvolvement of computer com-
munications. However, it isstill equally apt to embrace computer-based facilities.
The technology shift is captured in another, more modern, term: the infor mation
superhighway. This refers to the collection of communication technology and
information technology that will be used to underpin the global village of the fu-
ture. Just as roads underpin the movement of people and goods, so theinformation
superhighway will underpin the movement of information.

To understand the current uses made of computer communications, and to
point ahead to future developments, it is useful to conduct a brief historical
survey of how different communication systems emerged and then converged.
This follows in the next three sub-sections, which cover developments on the
computer front, on the telecommunications front, and on the broadcasting front,
respectively. A central concern is the demands that are made by these differing
typesof systemsif they areto berealized using computer communication facilities.

To quantify these demands, time can be measured as usua, in seconds, or in
fractions or multiples of seconds. Information can be measured using bits (short
for ‘binary digits’). The quantity of informationavailableinonebitisthat required
to distinguish between two possible values. For example, one bit of information
is enough to distinguish between ‘on’ and ‘off’, ‘black’ and ‘white’ or ‘yes’ and
‘no’. A more precise definition of both information, and the bit as a measure of
information, isgivenin Chapter 2. Thebit islikeany other unit, so it isconvenient
to talk of the kilobit (kbit), which is 1000 bits, and the megabit (Mbit), which is
1 000 000 hits. Note that these units are powers of ten, rather than the powers of
two (2'° and 22°) sometimes used in computing circles.

1.2.1 Computer-oriented communication

Inthe earliest days of computers, the roomful of boxes containing the component
parts of the computer was the centre of attention. Information was supplied to a
computer, and retrieved from a computer, by people who were physically present
in the computer room. This isillustrated schematicaly in Figure 1.1(a). In the
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(a) computer with only directly-connected input/output devices

(b) computer with remotely-connected input/output terminals

(c) computer with terminals connected via communication service

(d) computers connected via communication service

Figure1.1 Evolution of computer-oriented communications
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unusua event that there was any communication between computers at al, this
was done by carrying paper tapes or magnetic tapes produced by one computer
along to beread by another computer. Thus, people werethe servants of computers
as much as computers were the servants of people.

The first developments in communi cations were designed to make life easier
for people, by eliminating the need to be physicaly adjacent to the computer
when interacting with it. One of these was the introduction of a remote terminal
— atypewriter-like device with a keyboard for input and a teleprinter for output
— connected by a cable to the computer. Thisisillustrated in Figure 1.1(b). In
essence, terminals were just extra peripheral devices for the computer, the only
difference being that they were alonger distance away. Because of this, and thefact
that termina swere el ectro-mechani cal devices, they operated at very slow speeds
in computer terms. a few characters input per second and around 30 characters
output per second.

This basic capability evolved into a model of interaction with computers
that survives to the present day. There are two major improvements. One isin
terminal technology, with video screens replacing printing, giving a consequent
large increase in output speed, and also with terminals containing computers as
their controllers(or, indeed, computersjust emul ating the behaviour of terminals).
Beyond terminals, full WIMP (Window, Icon, Menu and Pointer) interfaces can
also be used, if the computer is sophisticated enough to interact via such an
interface.

The other improvement is the one of interest to computer communications.
This is that the direct physical cable between termina and computer can be
replaced by any communication channel capable of passing information between
aterminal and acomputer. Useable communication channel sincludelinksthrough
the conventional telephone system or through specialized computer networks. This
isillustratedin Figure1.1(c). Thel nter net has become the best-known specidized
mechanism for providing links between computerslocated in al continents of the
world. In 1997, it was estimated that around 20 000 000 computers could make
use of the Internet. The overall effect presented to a human user is still of adirect
physical link between terminal and computer, but thisisan illusion.

Theincreased distancing of terminal from computer presents two agreement
problems that must be solved to enable communications. The first is that a wide
variety of terminals (or computers masguarading as terminals) may be used, and
each terminal’s behaviour must be reconciled with that expected by the computer.
Thisissue, and itsresolution, is discussed more fully on page 44 in Chapter 2.

The second problem concerns the human using the termina. This person
i ssues commands to the computer, or inputsinformation to the computer, through
the keyboard. Given that theterminal is behaving as thoughit isareal peripheral
device of the computer, its user must know exactly how to interact with that
particular type of computer. Thisis acceptable if only one computer is ever used
viathe terminal, but the whole point is that communications advances now allow
all sorts of computers, all over the world, to be used. No single person can be
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expected to know how to interact with al of the different computers that are
accessible.

A solution to this problem is for a particular user just to interact with his
or her own familiar computer, and then that computer interacts with any other
computers of interest on the user’s behaf. This introduces some automation of
the task faced by the human terminal user. In early versions of such facilities,
the user’'s computer just pretended to be a human user of the distant computers.
That is, it transmitted informationthat appeared to come from atermina keyboard
(albeit with arather faster typist than normal) and then received back information
by pretending to be atermina printer or screen. This sort of interaction alowed
filesto be sent to, or fetched from, distant computers, € ectronic mail to be sent or
received, or processing jobs to be given to distant computers and their results to
be retrieved. These operationswere directed by the human user.

In time, such procedures became refined, to eiminate the unnecessary hu-
manization of the dial ogue between computers. That is, new agreements to spe-
cify appropriate direct interactions between computers replaced the more verbose
means used by humans. The resulting situationisillustrated in Figure 1.1(d). The
new agreements covered thingsliketransferring files, sending electronic mail and
submitting jobs. These matters are discussed in more detail in Section 2.2.2. A
further effect of such advances is that users gradually got more insulated from
the vagaries of particular types of computer. For example, the same user inter-
face could be used for something like electronic mail, regardless of what type
of computers were involved in the mail transmission. Further extensions of the
insulation process led to distributed systems, where the existence of a collection
of computers is completely hidden from a user. Thus, it appears that a service is
being provided by one single uniform computer system.

In distributed systems, it isfairly common for the computersinvolved to take
on server and client roles. Servers have special capabilities, for example, storing
particular information, performing particular processing of information, or having
particular input or output devices attached. Clients can make use of servers by
issuing requests, and by getting responsesback. Overall, thisissimilar to theways
that humans directly interact with computers. However, in a distributed system,
the computer client-server relationships are hidden from human users. The World
Wide Web (WWW), considered in detail in Chapter 9, is an example familiar to
many, in which the illusion of a world of information is presented to a user. In
fact, the user’s computer acts as aclient, and computers throughout the world that
store particular WWW pages of information act as servers for thisclient.

In summary, the evolution of computer-oriented communications has gone
from asituation where aterminal was connected to acomputer viaaphysica cable
to a situation where a computer can be connected to numerous other computers
viaindirect channels supplied by complex communication systems. The types of
information shared are more complex and the quantities are potentially huge. The
speeds are related to computer rates rather than human rates. Early terminal links
required the communication of only 300 bits per second. Two high speed com-
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puters might be able to cope with the communication of 1 gigabit (1 000 000 000
bits) per second nowadays. When pushed to one extreme, a collection of com-
municating computers can be placed into one box, with high speed eectronic
interconnections, to form a supercomputer: a new, high speed computer consist-
ing of many individual computing elements. Thisisthe point a which computer
communi cations meets the subject area of paralel computation.

1.2.2 Telecommunications

Human communication via a medium is long-established. In the mid-nineteenth
century, the telegraph became an economical method for the electrical transmis-
sion of information represented in Morse code, or similar, over long distances. In
style, Morse code is not far removed from the bit-focused approach to inform-
ation followed by computers. The difference is that information is expressed in
a three-valued form (dot, dash and pause) rather than a two-vaued form. The
major problem with the telegraph was the need for an expensive physica cable
between the communi cating parties. The devel opment of telegraph systems often
occurred in parallel with railways, with telegraph cables being located alongside
the railway tracks. The medium was used fairly wastefully, because the speed of
transmission was limited to the speed at which people could press Morse keys to
send information and the speed a which people could listen to the transmission
to decode the information. Thus, the restriction came from human frailty, rather
than any fundamental physical limitation of the cabling.

Around the turn of the twentieth century, the telephone became available.
Like thetelegraph, alarge investment in cabling was necessary. However, unlike
thetelegraph, the tel ephonewas an ana ogue device, in that human speech wasdir-
ectly converted to electrical waveforms for transmission. Experience of using the
telephone until recent times confirms the main problem of anal ogue transmission:
dubious effects on the electrical signal are reflected as audible crackles, whines,
etc. on reception. Nowadays, most tel ephone systems employ digital transmission
systems, with speech being represented using a series of bits. This is because it
is rather easier to reconstruct a series of bits from a damaged electrica signa
than directly encoded speech. A complex collection of automated nationa and
internationa telephone exchanges provides a near-worl dwide tel ephone commu-
nication system, going a fair way towards a god of allowing every person in the
worldto speak to any other. Transmissionisnot exclusively viacabling, withradio
transmission becoming increasingly used by mobile telephones.

The telephone system can be used as a vehicle for computer-oriented com-
munication, for example, as a way of connecting a terminal to a computer. This
does not involve computers speaking to one another in a human way over the
telephone. Instead, e ectrical waveforms of asimilar styleto those used to encode
speech are transmitted, but they in fact encode series of bits of computer-style
information.
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The modern telephone system has evolved to be like a distributed computer
system. The digital exchanges are just special-purpose computers, and the links
between them are similar to links between computers. To an extent, afully digital
service is offered to end users of the telephone system, through the Integrated
Services Digital Network (ISDN) service, and other offerings. However, in the
main, the typical subscriber is till supplied with a traditiona analogue-style
service. Thisisimplemented using the underlying digitd facilities. Thus, if such
a subscriber uses the service for computer communication, the information is
needlessly passed through an anal ogue form before being transmitted digitaly.

One extension to the conventional telephoneisto make it into a videophone,
where a picture of the caller is transmitted as well as the speech of the caller.
It is feasible to supply a videophone service over a normal telephone line, but
the picture quality is fairly crude. A further catch is that few people possess
videophone equi pment. However, the main problemisthat much moreinformation
must be transmitted to encode pictures and so, to achieve better quality, a better
communication facility is needed. For speech aone, it is enough to transmit
about 10 kbits of information per second. However, for video, around 60 kbits of
information per second is alowest limit, with 1500 kbits per second needed for
decent quality.

Other tel ecommuni cation services have been devel oped in additionto thetele-
phone, geared to transmitting textual -style information rather than direct human
communications. One of these is fax (facsimile), which can be used to transmit
an image of atext page from one telephone user to another. This involves a di-
gital representation of the page in terms of bits of information being transmitted
between two fax machines, encoded as atelephone-style electrical signal. Thefax
machines are really just specia -purpose computers, which conduct a conversation
over the anal ogue tel ephone system. Many computers can now emul ate the beha
viour of fax machines, so that they can transmit page images to other computers or
fax machines. The number of bits of information needed to represent afaxed page
variesaccording to the pattern of black on whiteon the page. However, on average
around 200 kbits are sufficient for one page. More details of fax representation are
given on page 53 in Chapter 2.

A further family of informationtransmission servicesarethosebased ontelex.
These arefairly close relatives of computer-oriented communicationsthat involve
textual information being sent between computers and terminalsor between com-
puters. Telex itself is a long-established telegraph service that allows textua
messages to be transmitted between subscribers. There are about 1.2 million sub-
scribers, mostly businesses, around the world. The messages can be composed
of upper case letters, numerical digits and some punctuation symbols. They are
transmitted in adigital form, but the transmission rate is only 50 bits of informa-
tion per second, which equates to only 10 characters per second. A more modern
offering isteletex, which allows a much larger character set, including graphical
symbols and word processor style facilities for composing pages. It has a much
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faster transmission rate of 2400 bits per second, but thisis till Slow in modern
computer communications terms.

Both telex and tel etex are simple mechanismsfor transmitting digital inform-
ation between two specialized machines. Videotex isavariation that isakinto the
client-server model for distributed computer systems. It is used over the normal
telephone system. A user of videotex has a specia video terminal attached to the
telephone line, and this acts as the client. It is possible to telephone computer
databases worldwide, and then conduct searches for information. The databases
are the servers. One place where videotex is often seen isin travel agents, where
video terminals are used to interrogate holiday and travel booking systems over
the telephone. Videotex is an example of a value-added service operated by
telecommuni cations providers. In addition to araw communication facility, extra
services are provided on top. This type of service illustrates a convergence of
telecommuni cations with computer-oriented communications.

1.2.3 Radio and television broadcasting

Around theturn of thetwentieth century, at the same time as thetel ephonewas be-
coming available, afree worl dwidecommunication medium was being harnessed:
the el ectro-magnetic spectrum. This allowed the use of physical phenomena such
as radio waves, rather than expensive cabling, for transmission. The first applic-
ation was a wirdess version of the telegraph. Although it seems strange with
hindsight, the obvious use of this medium — broadcasting — was not redlized
until after the First World War. To an extent, this was due to an attitude that
communi cation technology was only relevant for closed commercia and military
applications, rather than the general public. The average person was still expected
to travel in order to communicate directly. A further reason was that the cost of
transmitting and receiving equipment was high, athough there were no wiring
charges. Since these early days, of course, there has been a massive growth in
public radio and tel evision broadcasting services.

Until thelast years of thetwentieth century, the sound and pictureinformation
of radio and television has been transmitted as an analogue signal. These signals
are received using aerial's, and then decoded. Digitd transmission, with sound and
pictures encoded using series of bits was only in its infancy in 1997. However,
thisis undoubtably the transmission style of the future, marking a convergence of
radio and television with computer-oriented communications.

Compared with the transmission demands of the telephone and videophone,
those of radio and television are much higher. In the case of radio, thisis because
the whole range of audible sounds must be transmittable, rather than just human
speech. In addition, extras like stereo sound are aso desirable. The information
rate needed for highfidelity audio transmissionisabout 100 kbitsper second —ten
times the rate for telephony. In the case of television, pictures are larger, contain
more detail and involve more motion over time. The information rate needed for
television-quality video transmission is about 15 Mbits per second — again, ten
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times the rate for decent-quality video telephony. Note that these rates are for
digital transmission, where extensive computer processing of the information can
compress it to fit these rates. Without such processing, the required rate for raw
video transmission is very much higher.

Just asvideotex allowstheretrieval of digital information using thetelephone
system, so teletext isasimilar facility associated with television. Note the subtle
naming difference between the television world’s teletext and the telecommunic-
ation world’s teletex. Teletext has far less scope for interaction, compared with
videotex. All of the available information is continuously broadcast in sequence,
and then thetelevision receiver hasto filter out theinformation of nointerest. This
isin contrast to videotex, where a user explicitly initiates searches for inform-
ation of interest. However, like videotex, teletext illustrates a convergence with
computer-oriented communications.

Therise of cable television illustrates a convergence between television and
telecommunications. The same physical technology can be used to deliver both
telephone and television services to an end user. It can aso be used to deliver
computer-oriented communication services, thus completing a convergence of
communication facilitieswith rather different histories. Although ana ogue trans-
mission is still used for cable television, in time, with the advance of digital
television, the raw physica cable will become the bearer of adigita information
bit carrying service, which is then used to support different value-added com-
munication services. Thiswill represent each user’s dlip road to the information
superhighway.

1.2.4 Summary of uses of computer communications

From the point of view of auser, theinterface to the converged world of computer
communi cations, telecommunications, radio and television should alow easy ac-
cess to information, communication facilities and entertainment. These will be
underpinned by the techniques associated with computer communications today.
Indeed, aready, devices such as telephones and television sets are really just
speci al-purpose computers from atechnical communications point of view.

The blending of computers and everyday devices will continue, to a point
where, from a user point of view, explictly visible computers are not likely to
be present. A user will only see ‘intelligent’ devices,; these will be internaly
underpinned by computers. The devices might be examples of wear able comput-
ing, embedded in clothes or spectacles (or even in the body), or of ubiquitous
computing, embedded in numerous objects al around the user. One particular
new type of device will be aknowledge robot — adevice that can speculatively
gather information that is likely to be of interest to its user, an improvement on
conventional facilitiesthat only gather specific information when ordered to.

One key component of a converged information interface is the use of mul-
timedia, where a blend of sound, still pictures, video sequences and computer-
encoded text can be used to present information. Another key component is in-



12 COMPUTERS IN COMMUNICATION

Table1.1 Information sizes (in bits)

Type of information Number of bits
Teletext page 7000

One second of speech 10000
Computer-stored page of text 12000
Character-based video screenful 15000

One second of hi-fi audio 100 000
Typical faxed page 200000

One second of quality videophone 1500 000
Colour photograph 4000 000

One second of entertainment video 15000 000

teraction, where the user isnot just apassive recipient asfor radio and television.
Asalfirst step, video on demand is seen as an extremely important facility of the
future. Thisalowsusersto select filmsfor immediate viewing — akin to going to
alocal video library — rather than having to fit in with thewhims of broadcasters.
Later, it is possible to imagine that interactive films will be produced, alowing
viewersto participate. Such facilitiesare rather akinto theinteractive multi-player
computer games, already available through computer communication facilities.

The demands placed on computer communication facilities will be great.
From an information point of view, arich variety of types of information must be
dealt with, with some of these types being very large in terms of the number of
bits of information required. Table 1.1 summarizes some approximate minimum
information sizes, many of them quoted earlier in this section. From atime point
of view, ideally communications must happen quickly enough that there is no
unacceptable delay to a user (for example, within half a second for speech over
a telephone) and then continue at a fast enough rate to ensure high quality. From
a space point of view, ideally any computer-based device in the world should be
able to communicate with any other, and adequate channels must be available
to support these communications. Most of this is technically feasible, but only
at extortionate cost. Therefore, the practical decision ison what facilities can be
provided at areasonable cost.

1.3 PHYSICAL LINKS

Just as human communication devices like the telephone and television are un-
derpinned by physica media, including electrical cables and broadcasts in the
electro-magnetic spectrum, so are computer communications. This book is not
concerned with the physical details of how such media are put to work, but only
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with their observable behaviour: essentially, how good they are for transferring
information. This encompasses issues like transfer rate, reliability and, of course,
cost.

For any particular medium, its communication abilities can be categorized
under theheadings of information, timeand space. The assumptionfor information
isthat any medium used is capabl e of transmittingbits, i.e., two-valued quantities,
either individually or in a sequence. This service must be offered as a basis for
computer communications, and nothing more complex is necessary. Therefore,
the bit forms the atomic unit of information for communications. The details of
how bitsare transmitted, as signa's, waveforms or whatever, are not relevant here.
The service need not necessarily be completely reliable, in that some transmitted
bits may be lost completely, changed in value or duplicated. However, it must be
sufficiently usesble that it can form abasisfor reliable bit transmission.

From the point of view of time, there are two main measures of interest.
The first isthe latency of the medium, that is, the time taken between a bit being
transmitted and being received. Thefundamental physical limitation isthe speed of
light, whichis approximately 3 x 10® metres per second. For example, thismeans
that information cannot travel a distance of 1 km in less than 3.3 microseconds.
Even if theraw medium has alatency as low asthe limitimposed by the speed of
light, the actual latency is likely to be increased by delays in the interfaces used
to convert bits of information into signals for a medium.

The other important time measure isthe rate of the medium, that is, the rate
at which individual bitsin a sequence can be transmitted. The subject of discrete
information theory iscovered in some detail in Section 2.3.1. Fundamental results
from continuousinformation theory, atopic not covered in thisbook, can be used
to derive limitson the maximum transmission rate possible over particular media,
given thingslike the frequency range of waveforms used and inherent error rates.

Finally, from the point of view of space, physical mediamust act as channels
for information being sent between computers. A fundamental property isthearea
or distance that can be spanned by a particular medium. Most media introduce a
deteriorationin the quality of tranmission as distanceincreases, to the point where
practical bit transmission isno longer possible. Very often, thiseffect isrelated to
the transmission rate — roughly, the faster the rate, the shorter the distance that
can be spanned by most media

Aside from area and distance, two distinctions can be drawn between the
inherent properties of media. One distinctionis between:

e unicast; and
e broadcast

media. Theformer alow one computer to send information to one other computer.
This is the style of transmission familiar from the telephone system. The latter
allow one computer to send information to awhole collection of other computers,
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some of which may choose to receive the information and others may not. This
styleisfamiliar from broadcast radio and television.

Thisfirst distinction should not be confused with a different distinction. It is
between:

e Quided; and
e unguided

media. The former involve some type of cabling that is used to physically guide
transmitted bits along their channel. The latter involve transmission ‘ through the
air’ with the effects spreading over awider area, which includes the destination(s)
of thechannel . Exampl es of theless obviouscases areradio telephonesfor unicast,
unguided transmission, and cable television for broadcast, guided transmission.
The term wireless is also used to refer to unguided media, reflecting the fact
that no wires are involved. This category includes radio, which traditionally was
synonymous with the word ‘wireless'.

Section 1.3.1 below containsa brief survey of the most common types of raw
physical transmission media, focusing on their bit transmission abilities. However,
thisis not the full story for rea-life computer communications. In practice, there
are legal and technical restrictions on the ways that media can be used. For ex-
ample, thereare no general rightsthat allow guided mediato belaid across private
property. In most countries, only national telecommuni cations organi zations have
the right to lay long distance cabling, or cabling along public roads. As another
example, there are wide restrictions on transmission in the el ectro-magnetic spec-
trum. Different frequencies are alocated to radio and television companies, the
military and other specialized uses. Asaresult, for communications outside small
privately owned areas, services offered by approved operators must formthebasis
for computer communications, rather than direct use of raw media. Such services
are discussed in Section 1.3.2 below.

1.3.1 Physical media and their properties

The basic characteristic of practica physical media is that, when in use, they
involvethe continuoustransmission of asignal from one point to other points. This
signal is used to encode sequences of one or more bitsthat form the information
to be communicated. A distinction can be drawn between:

o digital; and
e analogue

signals. A digitd signa has a smal number of different possible values, for
example, two different values for a binary digital signal. Over time, the value of
the signal changes in discrete steps. An analogue signa has values drawn from
a continuous range and, over time, the value of the signal varies over thisrange.
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Signal
level 2
level 1
Time
(a) digital signal with two different levels
Signal
range of
levels
Time

(b) analogue signal over range of levels

Figure 1.2 Examples of transmission signals

Figure 1.2 shows examples of these two types of signa viewed over a period of
time.

While*digita’ and ‘analogue’ are familiar termsin the computer world, two
aternative terms are often used loosely in the computer communications world:
baseband and broadband. The looseness of usage comes from the fact that
these terms have precise meanings in the telecommunications world, referring to
the way in which frequency bands are used. However, this is not an immediate
concern here, dthoughalittlemorediscussion of thispointiscontained on page 65
in Chapter 2. One further caveat is that the term *broadband’ is now often just
used as an adjective meaning ‘high speed’, in contrast to another technical term,
‘narrowband’, which is now often used just to mean ‘low speed’.
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The most-used media for computer communications are examined below
in increasing order of potential (rather than typical) transmission rate. This has
the side-effect of presenting unguided media first, then guided media. The main
benefit of unguided media over guided media is one of mobility. The positioning
of computers is not constrained by the need to be adjacent to inter-connecting
cabling. If the equipment needed for transmitting and receiving over an unguided
medium is small and light enough, then mobility trandatesinto true portability.

There are few suprises below, since al of the media should be familiar to the
reader from everyday human communication systems. The presentation omitstwo
more special -case suggestionsthat have arisen from the Internet community. One
is Waitzman's ‘avian carrier’ system, proposed on 1 April 1990, which involves
bits being transferred on a roll of paper attached to one leg of an avian carrier.
The other is Eriksson’s *accoustical transmission medium’ system, proposed on
1 April 1996, which involves bits being transmitted using Morse code on sound
waves emitted by the beeper of a personal computer.

Radio

Radio waves are an unguided, broadcast, analogue medium. The two different bit
values are represented by differing transmitted radio waveforms. Inthe past, radio
has been a Cinderella of the computer communications trade, to a large extent
restricted to recreationa activities by amateur radio enthusiasts. One notable ex-
ception was the pioneering use of radioto link computers distributed over various
Hawaiian idands, which has impacted on several genera aspects of computer
communications. However, radio is now ‘going to the bal’, with the advent of
portable computers and mobile communications. Radio offers afree medium, and
flexibility of attachment for computers.

Radio transmissionisused over fairly modest distances, for example, within
a town or city, or over a smalish rural area. Over such distances, transmission
rates are dow — as little as 50 kbits per second. However, over much shorter
distances like 100 metres, rates of 10 Mbits per second are feasible. This alows
a little flexibility, combined with respectable (i.e., computer-like) speeds. Each
transmitted bit arrives at the speed of light over a direct path, which means the
shortest latency possible. The problemwith radio over any distanceisinterference
from geographical features like mountains and lakes, not to mention amateur
radio enthusiasts, and this can lead to rather high probabilities of bits arriving
a a receiver damaged. Whole sequences of bits might be lost in unfavourable
atmospheric conditions. Thisisfar less of a problem over short distancesindoors.

Infra-red

Infra-red transmission involves higher frequency waveforms than radio, and is
useful for communication over short distances. Inthehome, itisafamiliar medium
for thingslikeremotetel evision controls. A main differencefromradioisthat infra-
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red waves do not pass through solid objects, and so its use is confined to within
rooms. Infra-red is not normally usable outdoors, since the sun’s rays interfere.
One advantage of thein-room useisthat infra-red transmissionsare not regul ated,
unlikeradio, which involvesthe central assignment of radio frequencies to users.

Infrecred is an unguided medium that is naturally unicast, but can be used in
either unicast or broadcast modes. For unicasts, an infra-red beam isjust directly
pointed at areceiver. For broadcasts, a diffuser is used to spread out the infra-red
transmission so that it can be received throughout a room.

Digital transmission is used for slower infra-red transmissions, up to about 2
Mbits per second. This essentially involves switching the infra-red beam off and
on to represent the two different bit values. For faster transmission rates, around
10 Mbits per second, anal ogue transmission has to be used, as for radio. Different
waveforms are used to represent the different bit values. The main reliability issue
involved in infra-red transmission is ensuring that the beam is not interrupted by
aperson or object standing in the way. This hasthe effect of causing the complete
loss of abit stream for the duration of the obstruction.

Microwave

Microwaves reside between radio and infra-red in the el ectro-magnetic spectrum.
While infrared is an attractive dternative to radio over very short distances,
microwaves are usually used over long distances. However, some use is made of
microwavesinthelndustrial Scientificand Medical (ISM) waveband over short
distances. One waveband is allocated to ISM worldwide, and transmissions can
be made locally with no further regulation.

Microwaves travel in a straight line, and are narrowly focused, and so are
an unguided unicast medium. Analogue transmission is used. Operating directly
between two points, microwaves can be used for terrestial communi cations over
distances of 50 kilometres or more. Until the advent of fibre-optic cables, dis-
cussed below, microwave transmission formed the backbone of the long-distance
telephone system for severa decades.

Microwaves are aso used for communication between the earth and geo-
stationary satellites. By bouncing signas off satellites, global distances can be
covered. Direct transmission is not possible because of the curvature of the earth.
When using such a satellite, most of the microwave's voyage is outside the at-
mosphere, and so interference is reduced and reliability isimproved. Within the
atmosphere, microwaves are proneto disruption, for example, by passing through
rainfall. Geostationary satellitesare positioned about 36 000 km above the equator,
and revolve at the same rate as the earth, which means that they appear stationary
from the ground. Positioning of such satellitesis closely regul ated.

In the 1990s, the first proposals for collections of low-orbit satellites were
made. These orbit at an atitudeof only 750 km, and so would not be geostationary.
Instead, a sufficiently large number of satellitesarein orbit that at |east oneisover
any particular area at al times. The Iridium low-orbit satellite project, proposed
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by Motorola, and targeted at mobile telephones, involves 66 satellites (and six
spares). The first three satellites were launched at the beginning of 1997, and
the system was scheduled to come into service in 1998. The Teledesic project,
proposed by Microsoft and McCaw Cellular Communications, and targeted at
high speed computer communi cations, involves 840 satel lites (and 84 spares), and
is scheduled to supply a service by 2001.

Transmission rates of around 50 Mbits per second are possible with mi-
crowaves over long distances. However, when ageostationary satelliteisinvolved
as an intermediary, the latency in receiving each transmitted bit is around 250
milliseconds because of the round-trip distance of 72 000 km to and from the
satellite. This latency is distinctly high in computer terms. It is much reduced if
alow-orbit satelliteis used instead, since the round-trip distance is reduced by a
factor of around 50.

Copper cable

In contrast to the above unguided media, copper cable is the traditional, and
most widespread, guided transmission medium. This transmits electrical signas
that represent bits. Either digital or analogue transmission can be used, with the
terms ‘baseband’ and ‘broadband’ normally being used for this medium. Digital
transmission is used over relatively short distances, say up to 1 km, at which
point interference effectsimpact on reliability. Anal oguetransmission can be used
over longer distances, up to 100 km, since anologue signalling is more robust to
interference.

Copper cables are packaged in two main forms, both familiar in the typical
home. The first istwisted pair, where two wires are twisted together in a helix
like a DNA molecule — for example, thisis used to connect telephones to the
exchange. The other is coaxial cable, where awoven cylindrical wire surrounds
a stiff core wire — for example, thisis used to connect television sets to agriads.

The most common type of twisted pair cable is unshielded twisted pair
(UTP). This cable comes in various quality grades, the two most common being
Grade 3 and Grade 5, which determine the feasible transmission rates and dis-
tances. Usually, four twisted pair cablesarebundled together, apracticeoriginating
from telephone wiring. Thisis exploited in some computer wiring configurations,
for example, a 100 Mbits per second transmission rate over 100 metres can be
obtained by using three paralld Grade 3 UTP cables. The same parameters can
be achieved using a single Grade 5 UTP cable. The contrast to UTP is shielded
twisted pair (STP), wherethetwisted pairsare enclosed within aprotectiveshield
to reduceinterference. STP cable has better transmission characteristicsthan UTR,
but much greater care has to be taken when installingiit.

Twisted pair is cheaper than coaxia cable. However, while both types offer
100 Mbit per second transmission rates over short distances, coaxial cable alows
higher transmission rates than twisted pair over longer distances. For example,
only about 4 Mbitsper second over adistanceof 1 kmisfeasiblewith twisted pair,
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whereas 100 Mbits per second isstill feasible over thisdistancewith coaxial cable.
The electrical signalstravel at about two-thirdsthe speed of light, so the latency
suffered for each bit is not as low as possible, but is still acceptable. Reliability
is significantly better than for the various unguided media above, as long as the
signals are not subject to any external electrical interference.

Fibre optic cable

Fibre optic cable, which transmits light waves used to represent hits, isthe guided
technology that is becoming the norm for computer communications. The cable
consists of a glass fibre, within a plastic coating to shield it from external light
sources. Bits are transmitted digitally, with the absence or presence of a pulse of
light used to represent bitsof information. Fibre optic cableisnow used extensively
within thelong-di stance tel ephone system, replacing microwavetransmission over
long distances. It is also finding its way into many streets, abeit stopping short
of individual homes, as cabl e tel evision companies go about their business. Fibre
optic cable is very cheap to manufacture, and has significant advantages over
electrical cable. It can be used over distances of up to 100 km, and is almost
totally reliable since thelight signals are not affected by any external electrical or
magnetic influences.

In 1997, rates of around 100 Mbits per second were commonplace, with 1000
Mbit per second transmission rates also being used in practice. In theory, rates of
millionsof Mbits per second are feasible. Each bit arrives at around two-thirdsthe
speed of light, asimilar latency as for electrical cable. The feasible transmission
rates pose problems for conventional computers because transmission is slowed
by the conversion between the electronic signas used by computers and the
light signals used for transmission. One possibility under investigationis optical
computing, where photonics are used as the interna basis of computers, rather
than electronics.

Discussion

The basic properties of the media described above are summarized in Table 1.2,
which givestypica present-day parameters, selected from wide possible ranges.
The high cost assessment for satellite microwaves comes from the cost of launch-
ingthesatellite. Onceasatelliteisinorbit, usingit for bouncing microwavesisfree.
Note that ng the unguided media as ‘free' refers to the media themselves,
and does not include the cost of transmitting and receiving equipment.

There is a place for al of these media types to support modern computer
communications. For thefuture, radio and infra-red are likely to dominate mobile
computer communi cations, operating over relatively short distances to alow con-
nectivity between computers and fixed base stations connected to guided media.
Fibre optic cabling isalready becoming the dominant medium for longer distance
communications, and isincreasingly used for shorter distance guided communic-
ation aswell. It has the advantages of speed and reliability over electrical cabling,
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Table 1.2 Properties of raw communication media

Medium Area Mbits Latency Reliability Cost
/second

Radio 100 m 10 Minimal Variable Free
20 km 0.05

Infra-red room 2 Minimal Good Free

Terrestial pwave 50 km 50 Minimal Variable Free

Satellite pwave global 50 High Good High

Twisted pair 100 m 100 Low Good Cheap
1km 4

Coaxial cable 1km 100 Low Good Moderate

Fibre optic 10 km 1000 Low Excellent Cheap

as well asbeing cheaper, smaller and lighter. Although fibre optic cable has taken
over some of theroles originally envisaged for satellites, there will still be a case
for using satellites for use in terrain where cabling is hard, or where mobility or
broadcasting over awide areaisadesirable feature.

1.3.2 Physical communication services

For communications outside a privately owned areg, it is normally necessary to
use physical links provided by a public telecommunications carrier (also known
asa‘bearer’, a‘common carrier’ or a‘public carrier’. The organizationsthat act
as carriers are known by various generic names, including TELCO (short for
‘telecommunications company’), PNO (short for ‘ public network operator’) and
PTT (short for ‘post, telegraph and telephone’ administration). Until the mid-
1980s, it was the case that a single carrier dominated in each country. Inthe USA,
thiswasAT& T (operatorsof theBell telephonesystem). In other countries, thiswas
usually a branch of the government concerned with all types of communications
(asthe PTT name suggests).

In 1984, the telecommunications market in the USA was transformed, when
AT&T was divided into many smaller component companies which, in turn,
encouraged the growth of realistic competitors. Two exampl es, which have grown
into serious long-distance carriers in the USA are MCI and SPRINT. MCI’s
name stood for * Microwave CommunicationsInc’ originaly, reflecting its use of
microwave transmission— however, it has now switched to fibre optic cable. The
‘SPR’ in SPRINT’s name stands for * Southern Pacific Railway’, reflecting itsuse
of cablesrun alongside existing railway tracks on railway land. In other countries,
privatization and deregulation have a so led to the growth of acompetitivemarket.
This includes telecommunication services being offered by companies involved
in providing cable television.
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Below, standard facilities that are made available by public carriers are out-
lined. These range from the normal tel ephone, through Integrated Services Digital
Network (ISDN) services as an advance on the telephone, to dedicated digital
transmission linesleased from the carriers. All of these are guided unicast media
from acomputer communications point of view. The tel ephone invol vesana ogue
transmission, and the others involve digital transmission. Note that this section
only includes raw transmission capabilities provided by public carriers. Other,
value added, services are described at other pointsin the book.

Telephone system

The worldwide telephone system, now sometimes known as the Plain Old Tele-
phone System (POTS), was designed to transfer human speech. It allows atele-
phone user to make a call to the huge number of other telephoneslocated around
the world. This includes mobile telephones that are linked to the main wiring
infrastructure of the POTS using radio transmission.

The POTS transmitsanal ogue el ectrical waveforms representing speech, with
wave freguencies in the range 400 to 3400 hertz being alowed to pass through
the system. Although the user interface is analogue, long distance links now use
digital transmission, as do many loca parts of the system. This aspect of the
telephone system is outlined below. There is more discussion of the POTS itsel f
in Section 7.5.1.

Here, theinterest isin how the analogue user interface can be used to support
computer communications. Infact, thisislittledifferent from directly using media
such as radio or broadband coaxia cable. Different signal waveforms are used
to represent the two bit values. A device called a modem (short for ‘ modulator
demodulator’) is used to perform the conversion. In the case of the telephone, a
waveform representing a sequence of bits must always have its frequency within
the allowable 3000 hertz range, otherwiseit will not passthroughthe POTS intact.
This fact places fundamental limitationson the rate at which information can be
transmitted.

For typical parameters of the telephone system, information theory indicates
that the maximum rateisaround 35 000 bits per second. Modems ableto operate at
a33 600 bit per second rate are available. Thisisessentialy apractical upper limit
for modem technology over ana ogue telephone links and, in fact, such modems
may need to operate at lower rates (e.g., 28 800 bits per second) over typica
telephonelinks. Modems capabl e of a’56 000 bit per second rate began appearing
at the end of 1996, but these rely on there being an al-digita telephone link;
such linkshave a64 000 bit per second theoretica upper limit. Other modems are
advertized with higher ratesthan informationtheory allows, but these are achieved
by compressing the bit stream beforeit is actually transmitted through the POTS.

Another feature of the POTS as acomputer communi cation medium isthat it
has afairly high error rate. This arises from the fact that perfection is not deemed
necessary in order for humans to make sense of speech transmitted over the
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telephone. People can ignore hisses, crackles and theloss of occasiona fragments
of speech. In bit terms, a telephone link might have an error rate asbad as 1 in
10 000 hits sent being damaged, although modern digita linksare far better. This
compareswithafigureof 1in10'? for many direct media, such as coaxial or fibre
optic cable. Thus, computers must take considerably more precautions for error
detection and correction when using a telephone link. Appropriate techniques are
described in Section 3.3.3.

Integrated Services Digital Network (1SDN)

As mentioned above, the internal workings of the telephone system are now
predominately digital innature. When thisisextended to provideadigital interface
to the end user, the resulting service is called the Integrated Services Digital
Network (ISDN). The name reflects the fact that the service can be used to
transmit not just speech, but also other types of information. Anything that can be
encoded using digital bits can be transmitted using ISDN. Aswith the telephone
system, calls can be made to any other subscriber that is connected to the ISDN
system. A further benefit of al-digital transmission is that the reliability of bit
transmission is dramatically increased.

Design work on the origina ISDN service began in 1984, with the aim
of establishing a worldwide system by the beginning of the 21st century. This
happened beforeit wasclear that therewoul d beahuge demand for both high speed
computer communications and rea-time video communications in the future.
Thus, the service was rather modest in terms of bit transmission rate. It is now
known as Narrowband ISDN (N-ISDN), to reflect its modesty. The N-ISDN
basic service, designed to replace a norma telephone link, offers two 64 Kbit
per second digital channels for voice or data transmission, together with a 16
Khit per second control channel. Each 64 Kbit per second channel is suitable for
transmitting speech in digital form, so essentially N-ISDN offers the equivalent
of two telephone linesinstead of one.

N-1SDN services are now offered in many countries. To allow use of N-ISDN
when aremote computer supportsit, and the normal tel ephone service otherwise,
devices called hybrid modems are available. These allow a computer to use a
single piece of equipment to interface with thetel ephone system, and to gain speed
benefits from N-ISDN when possible.

Unfortunately, because of the slow rate at which the details of N-ISDN were
agreed, it had already become technically obsol ete before a significant number of
products had become available. Not only are the bits rates too slow for computer
and video communications, but they are also far higher than necessary for speech
communication, given rapid advances in the art of speech compression.

Theresult isthat Broadband | SDN (B-ISDN) has been developed, with the
intention of producing a new system that is robust against future technological
developments. The basic standard B-1SDN rate is to be 155 Mbits per second,
with higher rates possible. This gives a service that is comparable to most of the
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raw media mentioned in the previous pages. The major underpinning technology
for B-1SDN is described in detail in Section 7.5.6. Its worldwide implementation
presents mgjor technical challenges — in contrast to N-ISDN, which used fairly
safe and well-proved technology. In the first instance, B-1SDN services will only
be available to fixed-position users, but work is underway towards a high speed
mobile B-1SDN service by 2005. Thisinvolves extension of the technology used
for mobile telephones.

Leased lines

Thetelephonesystem and N-1SDN offer slow informationtransmissionratestothe
end user, with B-ISDN offering the prospect of a dramatically improved service
in the future. If auser requires faster transmission rates at present, then the norm
isto make use of aleased line provided by apublic carrier. Thisgivesadirect link
between two fixed points, with transmission rates of up to 45 Mbits per second
being availablein North America and Japan, and up to 34 Mbits per second being
available elsewhere in the world. The difference in rates is due to the dightly
different digital transmission mechanisms used in the two different parts of the
world. These will be described in outline here,

The first point to note is that the digital transmission channels used by the
public carriersoperateat bit ratesfar higher than those seen by individual end users.
The basic idea is that a collection of end user calls share the same transmission
channdl. User callsare given transmission rightsin rotation, each onetransmitting
for avery short period before allowing the next onein turn to transmit. After each
one has had a turn, the cycle repeats again. The process is designed so that each
user call can transmit at itsrequired bit rate. For example, if 100 users share a 10
Mbits per second channel, then each user is able to transmit up to 100 kbits per
second.

Thebenefit of thisapproach for thepubliccarrieristhat it needsonly to provide
atota bit rate high enough to support the maximum number of simultaneous user
calls that can be active at one time. It does not use a separate physical channel
for each different user, with alarge proportion of these channels being idle at any
giventime.

In North Americaand Japan, the basic unit of digital transmissionisknown as
theT1carrier, which operatesat arate of 1.544 Mbitsper second. For tel ephones,
thisis used to support 24 separate cals. The value of the anal ogue signal for each
cal is sampled 8000 times per second, and each value is represented by seven
bits of digital information. This allows 128 signal values to be differentiated —
in essence, the analogue signal is turned into a 128-level digital signa with level
changes allowed 8000 times per second. There is alittle more discussion of how
thissampling isdoneon page 70in Chapter 2. An extrabit of control informationis
added to each sample value, giving eight bitsper call. Thetotal of 192 (= 24 x 8)
bits of call information, plus one extra control bit to give 193 bits in totd, is
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Table 1.3 Standard carrier channel types

Carrier name Mbits per second Shared use
T1 1.544 -

T2 6.312 4x T1

T3 44,736 6x T2

T4 274.176 6x T3

E1 2.048 -

E2 8.848 4x E1

E3 34.368 4x E2

E4 139.264 4x E3

E5 565.148 41X E4

transmitted 8000 times per second, i.e., every 125 microseconds. Thisleadstothe
overall 1.544 Mbit per second rate.

In other parts of theworld, the basic unitisknown asthe E1 carrier. Thisis
broadly similar, except that there are 32 channels, rather than 24, and eight bits
of sample information are used rather than seven. The overal transmission rateis
2.048 Mbits per second.

Inturn, the basic T1 and E1 carrier channels can be combined to share faster
channels. Table 1.3 shows other members of the Tr and En families. Notethat the
higher members of thefamilieshaveratesthat arealittlelarger than the exact total
of therates that can share these members. Thisisto allow for the transmission of
extra bits of control information. Apart from T1 and E1 themselves, T3 and E4
are the most common types found in practice for leased lines.

These families, where higher transmission rate channels are shared by lower
transmission rate channels, are known as the Plesiochronous Data Hierarchy
(PDH). Theterm ‘ plesiochronous’ means ‘ nearly synchronous' . Thisrefersto the
fact that the exact bit transmission rates on each of the lower rate channels might
differ fractionally, perhapsoneisatiny bit faster than another or atiny bit slower.
The transmission mechanisms used for the PDH carriers make allowances for
these clocking variations. Such differences in transmission rate arise from the fact
that adifferent clock isused on each channel. The problem of reconciling different
views on absolute timeis one of the mgjor topics examined in Chapter 3.

The problem of inconsistent clocksin PDH stems from thefact that it was an
evolutionary technology, which had to take into account existing channels with
separate clocks. For modern transmission over fibre optic cabling, it was possible
toinstall new systemsthat have asingle master clock. Thisgivesthe Synchronous
Data Hierarchy (SDH) instead. The work on SDH originated from a standard
devel oped by Bellcoreinthe USA called SONET (pronounced ‘ sonnet’, and short
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Table1.4 SONET carrier channel types

Carrier name Mbits per second
STS1 51.84

STS3 155.52

STS9 466.56

STS12 622.08

STS18 933.12

STS24 1244.16

STS-36 1866.24

STS-48 2488.32

for Synchronous Optical NETwork). This more poetic name is usually applied to
the technol ogy, rather than * SDH’, since the two only differ in minor ways.

The basic SONET STS-1 channel operates at 51.84 Mbits per second. This
allowsthetransmission of 810 8-bit values every 125 microseconds. It issufficient
to carry one T3 channel, with some extrapadding, or upto 32 separate T1 channels.
There isthen ahierarchy of channel rates based on STS-1, with amember named
‘STS»’ being able to carry n different STS-1 channels. For example, an STS-3
channel can carry three STS-1 channels, then an STS-12 channel can carry four
STS-3 channels. The defined SONET rates are shown in Table 1.4. The different
rates chosen cover arangethat includesval uesdesirableto different constituencies
in Europe, Japan and the USA, reflecting the fact that SONET and SDH were
designed to be unifying standards for high speed digital transmission. For each
defined STS-n bit channel, there is a corresponding OC-» optical channd that is
used for the actual transmission. Thus, for example, an OC-3 optical channdl is
used to implement an STS-3 bit channel.

For SDH, the defined channels and their rates are the same, except that the
hierarchy startsat the STS-3 rate, rather than the STS-1 rate. Thus, the basic SDH
STM-1 channd operates at 155.52 Mbits per second, and then the other members
of the family corresponding to those shown in Table 1.4 are STM-3, STM-4,
STM-6, STM-8, STM-12 and STM-16. Note that the STM-1 basic rate is the
same as the standard rate chosen for the B-I SDN service— thisisno coincidence.
However, as will be explained in detail in Section 7.5.6 and in Chapter 11, B-
ISDN is not implemented directly using SDH channels. The ‘STM’ name stands
for Synchronous Transfer Mode, that is, continuous transmission at fixed time
periods. However, an aternative — Asynchronous Transfer Mode (ATM) —
lies between the B-I SDN service and the physical STM transmission system. This
adds a considerable amount of flexibility.
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1.4 HOW COMPUTERS COMMUNICATE

From Sections 1.2 and 1.3, it might seem that there is not much to say about what
lies between the requirements of users and the physical transmission services
available. However, thisis certainly not the case, and indeed forms the subject
meatter of therest of thisbook. If computersare not involved, then it is reasonably
practicable to supply user services directly using physical media, as illustrated
by the traditional telephone system and radio and television systems. However,
when computers are introduced into the picture, there is much more scope for
introducing subtlety into the communication system, and also into what can be
done using the communication system. This turns the resulting provision into a
distributed information processing system.

In this section, there is a short summary of the main concepts that underpin
the material intherest of the book. The materia isnot organized following an ap-
proach that istraditional in almost all books on computer communications: begin
with the capabilities of the physical transmission medium, and then show how to
add successive layers of enrichment, so that eventually it is possibleto construct
a service that is adequate to directly support the requirements of a distributed
information processing system. Such an approach is founded on two practical
considerations. Oneisthe practical engineering of computer communication sys-
tems. The other is a conceptual modd that is often used by people when they are
agreeing on how computer communications should work — a topic covered in
detail in Chapter 12.

These practical considerations are both important. However, this book is
designed to focus on the more fundamental principles of the subject. That is, the
nature of computer communications, the general problems that arise, and then
the ways in which the problems can be solved. The book does not start from
the solutions, and then try to find some principles. A beneficia side-effect of
this approach for the beginner is that most of the principles have close anal ogies
from human communications, and so are familiar from everyday conversationand
interaction.

The three main strands of the book are introducedin Sections1.4.1, 1.4.2 and
1.4.3 below. Thefirst is concerned with the nature of communi cations. The second
is concerned with how communication can be achieved. The third is concerned
with human influences on the first two strands.

1.4.1 Information, time and space

A first strand of the book is the identification of three separate components of a
communication between computers. information, time and space. These have
already been referred to in this chapter, and correspond to the ‘what’, ‘when’ and
‘where’ of communication.

Information hasthe starring rol e, inthat the sharing of informationisthewhole
purpose of communication. The nature of information is the topic of Chapter 2.
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Much of the content of Chapter 2 isnot just of interest from a communications
perspective. It is also relevant to a general study of how computers process and
store information. Another way of putting this is that information can have an
existence independent from any act of communication.

Time refers to how a communication proceeds over the course of a time
period. This includes issues like when a communication time period begins and
ends, whether communication is continuous over the time period, the time taken
for information to travel between computers, and the rate at which information
is communicated. Chapter 3 is concerned with the fundamenta problems asso-
ciated with time. Then, Chapter 4 introduces the most common ways in which
the tempora behaviour of computer communications is organized. Thisinvolves
combining various issues considered independently in Chapter 3. Note that time
is a concept completely dependent on communications, unlike information and
space. It captures the nature of particular acts of communication.

Space refers to the computersinvolved in a communication, and the channel
used to connect them. Thisfirst requires some means of uniquely identifying com-
putersand channels. Thereisanatural measure for time— secondsetc. — but, for
space, a hatural measure like physical positionisnot very appropriate since com-
puters are likely to move around. The role of the channel in any communication
is to supply a means by which information can flow between computers, in the
way demanded by the pattern of information sharing in the communication. For
example, in the simplest case, with only two computers sharing information with
each other, a channel must alow information to be transmitted in each direction
between the computers. Chapter 5is concerned withthe fundamental problemsas-
sociated with space. Likeinformation, spaces can exist independently of particular
acts of communication.

Itisconvenient toimaginean external observer of acommunication. After the
communication has happened, the observer will know both the static components
of the communication — the information communicated and the space it was
communicated over — and the dynamic component — the timing of the act of
communication. This particular frame of reference is important. First, the exact
nature of a communication might not be known before it happens or during its
happening, since many communications are evolutionary in nature. Second, the
exact nature of a communication might not be known to any of the computers
involved at any stage, since many communications are distributed in nature.

1.4.2 Agreement and implementation

For the three components of communications, there are two issues that are im-
portant to each:

e agreement; and
e implementation.
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Agreement is concerned with reconciling differences of viewpoint between com-
puters on the components of communications. This characterizes the distinctive
feature of computer communications, that separates the area from the study of in-
dividua computer systems. There are two basic ways in which agreement can be
achieved: absolute and rel ative. With absol ute agreement, communicating parties
operate within some pre-agreed context. With rel ative agreement, communicating
parties reach agreement when an act of communication actualy takes place. For
example, when a communication begins, one party may just agree to cope with
the style of communication being used by another party. However, note that all
rel ative agreement arrangements have some sort of enclosing absol ute agreement.
This specifies exactly how the rel ative arrangements will work.

For information, it i ncludes establi shing agreement on thetype of information
that is being communicated. For time, it includes agreement on the time periods
for communi cations and the rates at which communication takes place. For space,
it includes agreement on identifiers for computers and channels, and the sets of
computers involved in particular communications. These matters are discussed
in Chapters 2, 3 and 5 for information, time and space respectively. The meta
problem of how humans agree on how computers should communicate is covered
inthefinal chapter, Chapter 12.

Implementation is concerned with how the desired information, time and
space properties of a communication can be realized using some other type of
communication, usually something simpler and more physically practical. This
is not just the issue of how the communication can be implemented at all, but is
also concerned with the quality of the implementation. This encompasses issues
like speed, latency, reliability, security and cost. Implementation problems are, of
course, familiar fromthestudy of computer systemsingenera . There, areasonably
attractive interface is provided to a human user. However, ultimately, thismust be
implemented using the very simple electronic logic circuits within the computer.
In computer communications, thereisasimilar process, in that a communication
servicethat isattractiveto auser must beimplemented interms of araw capability
that can move bits of information between computers.

For information, two main implementation issues are how complex inform-
ation types can be represented in terms of simpler types, and how information
can be transformed to raise the quality of its communication. These points are
addressed in Chapter 2.

For time, the fundamental implementation issueis concerned with how com-
plex communications proceed over time. It may be possibleto implement asingle
communication using a series of simpler communications over separate time peri-
ods. Conversely, it may be possible to combine several separate communications
into one simplecommunication that iseasier to carry out. Another implementation
techniqueisto adjust the actual timing of a communication to improveitsquality.
These matters are discussed in Chapter 3, and then practical examples of common
implementation packages are described in Chapter 4.
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For space, the main implementation problem is concerned with producing
channels with the required behaviour, given that physical media have a limited
repertoire. This leads to the major area of computer networking, where collec-
tions of computers and channels act in combination to implement required com-
munication channels. Another implementation technique is to combine several
channels so that they share the same channel or, aternatively, to split one channel
so that it uses severd channelsin parald. The basic space implementation issues
are discussed in Chapter 5.

The important space-rel ated topic of computer networking is covered in con-
siderable depth in thisbook. The extent to which the computersin anetwork must
play an active part in the implementation of communications varies. Chapters 6,
7 and 8 introduce networks in three stages, each requiring a larger contribution
from computers as network components, not just as network users. These are
accompanied by examples covering the most common types of network occurring
in practice. The most famous example included in Chapter 8 isthe I nternet.

Throughout Chapters 2 to 8, implementation is concerned with small steps
from the more ideal to the more practical. The first four of these chapters deal
with implementation steps for only one of theinformation, time or space compon-
ents, as appropriate. The latter three chapters involves a synthesis of information,
time and space implementation steps. The ultimate goa of implementation is to
completely realize a required user communication in terms of physical commu-
nication facilities. To show how this can be done, using small implementation
steps, Chapters 9, 10 and 11 contain three case studies, each illustrating a com-
plete implementation process. The details of the case studies have been chosen to
reflect applications of contemporary interest, implementation techniques that are
of the most frequently encountered types, and physical facilities characteristic of
the present day (or future).

1.4.3 Human influences

Chapters 2 to 5 present the fundamental principles of computer communications,
then Chapters 6to 8 introduce somewhat more practical issuesrelated to computer
networking, andfinally Chapters9to 11 describe compl ete engineering sol utionsto
specific computer communi cations problems. Underpinning the practical solutions
tothefundamental problemsisanother process: human communication about how
to achieve agreement and i mplementation within computer communications.

Chapter 12 is concerned with this process, which isan example of standard-
ization. For many everyday objects, it isuseful to have national and international
agreements on standards, e.g., for screw sizes or for car tyres. Computer com-
municationsis an important specia case in that, without standardization of some
kind, computers cannot be made to converse unlessthey are completely identical
inall respects.

The main products of standardization are communication protocols. These
are collectionsof rulesthat govern the waysin which computersinteract with one
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another when communicating. The reason for using protocolsisto allow commu-
nications with particular requirements to be implemented using communications
that are more practically realizable. Thus, aprotocol isa collection of prior agree-
ments that is designed to assist in the implementation process. These agreements
may involveinformation, time and/or space matters. The word ‘ protocol’ is used
because it matches the human usage, where protocols may be officia formulae
or bodies of diplomatic etiquette, that is, formalized rules of behaviour between
people. Thisis exactly what is needed for communicating computers.

Before Chapter 12, which is the final chapter of the book, is reached, most
chapters make reference to techniques and technologies that have been standard-
ized. In order to avoid confusion, the names of the four most important standard-
ization forceswill be mentioned here:

the Ingtitute of Electrical and Electronics Engineers (IEEE);
the International Organization for Standardization (1SO);
the International Telecommunication Union, Telecommunications sector
(ITU-T); and
e thelnternet community.

These bodies crop up frequently in the text, but the names of some of the other
bodies discussed in Chapter 12 al so appear. |n the case of the Internet community,
there are also frequent references to the Internet Request For Comments (RFC)
documents, which constitute an easily accessible, and very interesting, collection
of literature on computer communications.

Finally, inthisintroduction, aword of warning is necessary over terminology.
Human agreements on how computers should converse have to be precise, other-
wise they would be unsuitable for computer use. However, the vocabulary used
by humans to discuss computer communicationsisrather less than precise. Often,
different words are used for the same concept. Sometimes, the same word is used
for different concepts. This can be very confusing, not just for the novice but also
for the expert.

It is common for textbooks to discuss the concepts of a particular area of
computer communications using the vocabulary normally used within the area.
This book takes an opposite line. The same term is used for a concept, wherever
it cropsup. Potentialy, thereisaproblem, in that the reader may have vocabulary
problemswhen going on to read speciaist literaturefor particul ar areas. However,
it is felt that the benefits of consistency and uniformity throughout the book far
outweigh this concern.

Oneexamplewill servetoillustratethispoint. In thisbook, theword message
is used to denote any unit of information that is shared between computers. For
example, at thesimplest level, amessage might just beasinglebit of information.
In the literature, at least eight other words or terms are used in various different
contexts: cell, datagram, dataunit, frame, packet, segment, slot and transfer unit. It
isinterestingthat theterm ‘ dataunit’ originated in an internationa standardization



INTRODUCTION 31

effort that sought to invent a neutral term, different from all those in use aready.
However, it is a bit of a mouthful, so ‘message’ has been preferred as a more
natural term to use here.

1.5 CHAPTER SUMMARY

Communication is beneficia to the human race, and can aso be beneficia for
computers. It enables the sharing of information, and of information processing
facilities, aswell as giving access to human computer users.

Future usage of computer communications is centred around the notion of a
worldwide information superhighway. This has its roots in three existing areas:
computer-oriented communications, which arose as a means of connecting com-
puters and their human users; telecommunications, which arose as a means of
connecting human users; and radio and television, which arose as a broadcast
education, information and entertainment service. A convergence of the three
technologies has occurred, as a result of the omnipresence of computers inside
everyday objects and devices. The resulting provision, incorporating interactive,
multimedia access to information, makes far higher demands on computer com-
munication systems than has been the case in the past.

Computer communications are supported by physical media linkingthe com-
puters. These may be guided or unguided, unicast or broadcast. The main media
typesareradio, infra-red, microwave (including satellites), copper cable and fibre
optic cable. These have differing properties, in terms of information transfer rate,
distance spanned and reliability. For communications outside a small, privately
owned area, the services of public carriers are usualy required. These includethe
telephone system or more computer-oriented services such as ISDN and leased
lines. For the future, Broadband ISDN is set to become the standard digital in-
formation transmission provision.

To bridge the gap between the required user information service and the
physical media, the techniques of computer communications are required. The
key components of any particular communication are the information shared, the
time period of the communication, and the space of computers and channels in-
volved. Carrying out the communication requires agreement on the nature of the
communi cation between the computers and channels, and the implementation of
the required communication in terms of communications that can be physically
realized. Communication protocols are centra to this— these are rules for how
communications proceed, agreed by human designers. The construction and se-
lection of protocols, and other areas of agreement on computer communications,
involves standardization processes. These impose constraints on what is possible
and not possiblein practical computer communications.



32 COMPUTERS IN COMMUNICATION

1.6 EXERCISES AND FURTHER READING

1.1 Survey the ways in which you communicate with other people, noting the
differing purposes of communications with different people.

1.2 Makealist of al of thecomputersthat you use at home, at work, or elsewhere.
Remember to include the computers hidden insideeveryday objects. Consider any
benefits that would arise if any of the computers was able to communicate with
any of the others.

1.3 Suppose that you wish to communi cate with someone who is standing beside
you, but that neither of you speaks the same language. How might communication
take place?

1.4 Discuss the ways in which technologies of al kinds have made the notion of
a‘global village' possible.

1.5 Collect references to the ‘information superhighway’ from newspapers and
magazines. What do these popular media usually mean when they use thisphrase?
1.6 If you have access to the Internet, compare remote telnet access to a com-
puter with direct WIMP access to the same computer. Why iStelnet access till
in existence?

1.7 Discuss possible benefits of client-server distributed computer systems, com-
pared with stand-al one computer systems.

1.8 Fax has become a very popular telecommunications service. Why has this
happened, given that there are dternatives such as teletex or computer-based
electronic mail?

1.9 If a cable television company operates in your area, find out the range of
services that are offered. Do these extend beyond television?

1.10 If you have access to the World Wide Web, search for extrainformation on
any topicsin this chapter that are of interest to you. How easy do you find such
searching, and how useful are the results?

1.11 Outline the facilities that you would want your own personal knowledge
robot to have. How easy do you think it would be to implement these facilities?

1.12 Around 65 000 films have been made since the introduction of cinema. Do
you think it is feasible to operate a video on demand service that allows any user
to see any film that they want at any time?

1.13 Radio waves, infrarred and microwaves are three examples of eectro-
magnetic phenomena used for bit transmission. How useful do you think visible
light would be as an unguided transmission medium?

1.14 Obtain information about the various low-orbit satellite proposas, in par-
ticular find an explanation of why the Iridium project involves only 66 satelites,
wheresas the Teledesic project involves 840.

1.15 Comparetheinformationsizesgivenin Tablel.1andtheinformationtransfer
rates for media given in Table 1.2. Comment on the types of multimedia user



INTRODUCTION 33

facilities that could be provided if the raw media were directly used to transfer
information between users.

1.16 Find out who the main public telecommunications carriers are in your area
What services do they offer to the end user, and how much do these services cost?
In particular, isan ISDN service available to the domestic telephone user?

1.17 If you haveaccessto amodem, ook at thelist of facilitiesand optionsit offers
to its user. How many of these are comprehensible to a person who knows little
about the detail s of computer communi cations? What i sthe maximum information
transfer rate possible?

1.18 From Table 1.3, work out the number of bits per second that are overheads
for control purposes when (a) 24 T1 channels share a T3 channdl; and (b) 64 E1
channels share an E4 channd.

1.19 The OC-3 carrier is shared by three OC-1 carriers. Thereisavariant called
‘OC-3c’ that is used as an unshared carrier. The total user information rate of
OC-3is148.608 Mbitsper second, whereas the user information rate of OC-3cis
149.760 Mbits per second. This compares with the raw bit rate of 155.520 Mbits
per second. Cal culate the number of control information bitsthat are used in each
125 microsecond cycle by (a) OC-3; and (b) OC-3c.

1.20 Look at everyday objects to see if they have been subject to national or
internationa standardization. What compromises do you think were madein order
to standardize any particular object?

Further reading

At thisstage, thereis no need for further reading on the core areas covered by the
rest of the book. However, some readers may be interested in finding out more
about the surrounding context: the uses of computer communications, and/or the
physical support for computer communications.

For the reader who is interested in the uses of computer communications,
thereisavariety of possible sources. First, on computer-oriented communication,
the widerange of books about the Internet and, specifically, about the World Wide
Web, convey a reasonable impression of how computer communication facilit-
ies are presented to users currently. However, any reader who is exposed to a
computing environment with communication facilities should encounter specific
technical descriptionstargeted at users. For general issuesinvolvingthetel ephone
system, radio and television, and the convergence of these technol ogieswith com-
puter technol ogies, more speciaized reading is avail able. Multimedia Networking
by Agnew and Kellerman (Addison-Wesley 1996) dedls with this convergence,
and the emergence of interactive, digital, multimedia communications.

For the reader who is interested in the physical underpinning of computer
communications, thereisagrest deal of technical literature. Thisbook deliberately
skims over the details of how bits can be transmitted; other books focus entirely
on this issue. Basic technologies, such as eectronics, photonics and radio, are
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covered in the eectrical engineering or physics literature. Telecommunication
System Engineering by Freeman (Wiley 1996) covers the technol ogical bases for
telecommunications and computer communications.

For more details of the techniques used for transmitting binary information
using digital and analogue signas, and in fact for more technical details of many
topicsintroduced in thisbook, two general purpose textbooks of interest are Data
Communications, Computer Networks and Open Systems by Hasall (Addison-
Wesley 1996) and Data and Computer Communications by Stallings (Prentice-
Hall 1997).



CHAPTER

TWO

INFORMATION

The main topicsin this chapter about information are:

agreement between computers on information types

examples of communicated information types

overview of information theory

transformation of information to improve quality: compression,
redundancy for error detection, and encryption

e examples of representing complex types using simpler types

2.1 INTRODUCTION

The purpose of communication between computers is to share information. The
act of communicating can beviewed asan act of informationsharing. That is, after
communication, the computers involved have increased the amount of mutually
shared information. The ideaisillustrated in Figure 2.1. This ssmple model will

35
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info before info before

Computer 1 Channel Computer 2 Time

info after info after

Figure2.1 Communication model involving information sharing

be extended twice, in Chapters 3 and 5, first to address timing matters, and then
to include more than two computers.

The figure is rather idealized, since it suggests that there are always two
collections of information beforehand, and then a single shared collection of in-
formation afterwards. For example, it may be the case that some of the shared
informationis only generated during the course of the communication, as aresult
of information already shared. Alternatively, it may be the case that, during or
after communication, one computer destroys its copy of the information, since it
istransferring its information to the other. However, for any communication, it is
possible for an externa observer to identify the information that a computer has
gained from the communication taking place. A desirable feature of acommunic-
ation system is that the communicating parties themselves can aso be certain of
the results of a communication.

The idea of an external observer of communications isimportant to under-
standing the concepts described in this chapter, and subsequent chapters. To fully
understand the nature of communications, and the effects of communications, it
is necessary to stand back and observe al partiesinvolved in the communication.

To alow communication, a channel is necessary. This connects the commu-
ni cating computerstogether, and allowsflowsof informationto take place between
the computers. For this chapter, a smple model of a communication system will
be used. It consists of two computers, connected by a channel. A communication
isan act of information sharing between the two computers via the channel. The
channel can be regarded as the component that carries out the functions of the
communication system.
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In genera, a channel must alow information to flow in ether direction
between the computers, at the same time if necessary. This is important if it
isto beused for true sharing of information. However, toillustrate many pointsas
simply as possible, communicationswill just involve aunidirectional information
flow, so that always one computer is sending information to the other. For such
communications, asimpler channel can be used.

Note that taking sharing of information, rather than just transferring of in-
formation, as the basic modd is important. This is because it is not possible to
model al types of sharing in terms of two directions of transferring: if there are
any relationships between the two directional information flows, they cannot be
accounted for. Further, the sharing model extends more naturally when more than
two computers are taken into account later.

To achieve communication between two computers, there are two funda-
mental issuesthat need to be addressed. First, it isnecessary to have agreement on
the type of informationthat isbeing shared. Second, it isnecessary to have imple-
mentation that allows required types of information to be shared using channels
that allow different — usually simpler — types of information to be commu-
nicated. The implementation work may not just be concerned with achieving
communication, but also with achieving it at some particular level of quality.

2.2 AGREEMENT ON INFORMATION TYPES

A first questionto answer is: ‘what isinformation? Theterm ‘information’ isused
in preference to ‘data throughout thisbook for a good reason. Loosely speaking,
information is more interesting than data. That is, whereas data might be seen
just as arandom collection of values drawn from some data type, informationisa
collection of values with some observable structure or properties. The structure or
properties will be of interest to the communi cating computers. More importantly,
they can usualy be exploited in the communication system to aid agreement or
implementation.

The subject area of information theory, founded by Claude Shannon in
1949, provides a formal definition of information. This can be used to underpin
some of the issues that arise in communications. However, in generd, the term
‘information’ is used in this book with a rather less forma meaning. A brief
introduction to discrete information theory is given in Section 2.3.1, where it is
shown that some of its most important results have implications for what it is
possible to implement in communication systems.

Given philosophical agreement on the nature of information, amore practical
concern is for the two communicating computers to agree on the particular type
of information that is being shared. As stated in Chapter 1, for the purposes of
this book, thereis only one type that is assumed to be universally understood by
all computers and channels. Thisisthe bit type, i.e., atypethat has two possible
values. These two values will be denoted here by 0 and 1. The use of any other
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type requires an agreement to be established between the two computers, whether
itisjust astring of bitsor isahigher level type such as an integer or a structure.
If the two computers are functionally identical, the agreement is easier, as long
as the channel is appropriately equipped to deal with the range of types that is
supported by the computers.

2.2.1 Absolute and relative information types

In some cases, agreements on the type of information communicated are static.
That is, they are fixed in advance of the communication, so both communicators
know exactly what type of informationisinvolved. Thissort of absol uteagreement
isfairly common at al levels of communication.

Thealternativeisfor agreement oninformationto be established dynamically
when a communication actually takes place. Then, the beginning of acommunic-
ation determines the type of information involved. There are two possibilities:

e arecipient recognizes an information type from what is received, and copes
withit; or

e aninitia part of thecommunication is concerned with negotiation of an agree-
ment between the communicators.

In either event, this agreement relative to the communication must rely on some

enclosing prior agreement on the mechanism that is being used. Thus, there is

always some absolute agreement prior to communication. This agreement is an

inherent feature of the communication system, fixed by its human designers.

2.2.2 Examples of communicated information types

Bits, bytes and words

Asmentioned above, the bit will be regarded as auniversal datatype. If strings of
bits are communicated, then there is scope for variability. Most computers have
the byte built in as a standard type. Thisisastring of eight bits. Theword * octet’
is sometimes used as a more internationally neutral term for the byte, to stress
the point that there are eight bits. There are aso other, larger units, including the
word and larger variants such as ‘longwords' and ‘ quadwords' . These are strings
of 16, 32, 64, or perhaps more, bits. The first agreement problem is on thelengths
of words, if these are to be used as a standard type. Usualy, aword isthe standard
size of value that can be processed by a computer, so naturaly thisvaries between
computers.

Thesecond agreement problemison theordering of bitswithin bytesor words.
This is the so-called bit sex problem. In the case of bitsin a string, computers
usualy have anotion of a‘most significant bit’ and a'‘least significant bit’. These
might be at the beginning and end, respectively, of a communicated string, or
vice versa. If two computers differ on their interpretation of bit strings, then an
agreement is necessary. In asimilar way, when a string of bytesis communicated,
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thereisabyte sex problem. Thisinvolvesreconciling forward or reverse orderings
of byteswithin words.

Characters

While bits and bytes are the basi ¢ data types for computers to operate on, achar-
acter set is the basic data type for interactions between computers and humans.
For interactionsinlanguages such as English, an appropriate character set contains
letters (‘A', ‘B’, .. ), digits ("0, ‘1, .. .) and punctuation symbols (eg., ", ‘',
‘("). A widespread character set is ASCII (American Standard Code for Inform-
ation Interchange), also known as A5 (International Alphabet 5). This contains
128 characters, which include those appropriate to English, as well as 33 special
characters which were designed for computersto read, rather than humans. Many
of these computer control characters are now of historic significance only.

An older dternativeto ASCII is EBCDIC (Extended Binary Coded Decimal
Interchange Code) which has more than 128 characters, but is not a strict superset
of ASCII. Thus, if two computersare to communicate characters, but use different
character sets, they must establish an agreement on which character set to use or,
aternatively, agree that the communication system is responsible for converting
one family of characters to the other as best as possible. ASCII and EBCDIC are
both targeted at English language applications.

There are extended versions of ASCII that include characters from other,
related al phabets, for example, letterswith accentssuch as‘ it . The most ambitious
character set is given by the International Organization for Standardization (1SO)
standard 10646-1, which is a universal character set that encompasses symbols
needed to represent most known human languages. This set is also known as
Unicode, since it results from the convergence of the efforts of 1SO and an
organization called the Unicode Consortium. The character set containswell over
30 000 characters, arranged into different al phabets.

Data types

Bits and bytes are the low level data types that are handled by most computer
hardware. However, at the instruction set level or higher, aricher range of data
typesissupported. These includeintegersand reals, aswell as means of construct-
ing new data types, such as arrays, records and structures. The actual range of
datatypes varies, both between different computers’ instruction sets, and between
high-level programming languages that are used for programming the processing
of information on computers. To alow communication of information expressed
in terms of higher level datatypes, agreement is necessary on a shared standard.

Exzternal Data Representation (XDR)

This standard was introduced by Sun Microsystems, and is used by some kinds
of Internet communications. This standard is heavily influenced by the fact that
most of the communicating computers will be executing programs written in the
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C programming language, and so itsrange of datatypesisvery similar. The basic
typesare:

32-bit signed integer in range [—2147483648, 2147483647]
32-bit unsigned integer in range [0, 4294967295]
enumeration: thisis a subset of signed integers

boolean: thishas the value FALSE or TRUE

64-bit signed or unsigned ‘ hyper’ integers

32-hit floating point

64-bit doubl e-precision floating point

fixed-length opaque: thisis a fixed-length byte string
variable-length opaque: thisis a variable-length byte string
string: thisis avariable-length ASCII character string.

More complex types can be constructed using the basic types. The constructors
are;

fixed-length array of homogeneous el ements

variable-length array of homogeneous e ements

structure: ordered collection of heterogeneous el ements
discriminated union: integer selector followed by alternative types
void: a‘no data’ type.

A reader familiar with C, or any similar high-level programming language, such
as Pascal, will recognize these basi ¢ types and constructors easily.

Abstract Syntax Notation 1 (ASN.1)

This internationa standard is a more ambitious alternative to XDR. It originated
as acomponent of atelecommunications message handling standard, but now has
much wider use by avariety of communication protocols. The overall style of the
datatypes supported issimilar to that of XDR. However, thetypesare defined ina
way that islesstied to aparticular programming language or computer instruction
set. There are a so some extradata types. The basic types are:

integer: any length of integer
enumeration: a subset of integers
boolean: with value FALSE or TRUE
real: any length of floating point
bitstring: variable-length bit string
octetstring: variable-length byte string.

There are a so some pre-defined types:
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e character string: variable-length string of charactersfrom 12 possiblecharacter
sets, including IA5S and 1SO 10646-1
generalized time: date, time and time differential in 1SO 8601 format
universal time; date, time and time differential in Coordinated Universal Time
(UTC) format.

UTC ismentioned on page 84 in Chapter 3. SO 8601 uses the same time system,
but has a dightly different format for expressing times as strings. For example,
in the simplest case, 15.40 (3.40 pm) Greenwich Mean Time (GMT) on Tuesday
27 February 1997 could be represented as * 1997022715407’ in | SO 8601 format,
and as‘ 97022715407’ in UTC format. For timesgiven in other time zones, the*Z’
is replaced by atime differential that shows the difference, in hours and minutes,
of the time zone from GMT. For example, atimein atime zone that is six hours
behind GMT would be followed by ‘-0600'.

A characteristic of al these ASN.1 typesisthat they have variable lengths.
Unlike many of the XDR types, they are not restricted to particular sizes. More
complex types can be constructed using the basic and pre-defined types. The
constructors are:

sequence: ordered collection of heterogeneous € ements
sequence of: ordered collection of homogeneous € ements
set: unordered collection of heterogeneous el ements

set of: unordered collection of homogeneous el ements
choice: range of aternative types

null: a‘no data’ type.

Here, sequence is similar to XDR's variable-length array, and sequence-of is
similar to XDR's structure. A reader familiar with any high-level programming
language should be able to see how that language’s data types might be mapped
onto those of ASN.1.

Programs

XDR and ASN.1 are standards for high-level language data types. Until 1995,
there were no standards for high-level language programs, because there was
no agreed common denominator of the wide range of different programming
languages in use. However, the Java language, devised by Sun Microsystems,
became an overnight de facto standard, in order to alow programs to be obtained
from the World Wide Web. Javais an object-oriented programming language that
has C++ as an ancestor. Small Java programs called applets can be executed on
any computer that has an interpreter for the Javalanguage. These Javainterpreters
provide the means for programs to be independent of the underlying computer
system. The details of Java are atopic for a computer programming text, rather
than a communications text, so are omitted here. However, there is alittle more
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discussion of Javaon page 317 in Chapter 9, which contains the World Wide Web
case study.

Communication information

When computers communicate, there is normally an exchange of messages. As
stated in Chapter 1, the term ‘message’ is used throughout the book to mean any
unit of information that is sent from one computer to another. In different, more
specialized, contexts, other terms, such as ‘cdl’, ‘frame’, ‘packet’ or ‘data unit’
are used. Before communication can take place, there must be agreement on the
format of the messages to be exchanged. Thismight either be apermanent absol ute
agreement, or might be agreed at the beginning of the communication. At more
physica levelsof communication, amessageislikely just to beastring of bits. At
higher levels, it can usually be regarded as a structure, to use the XDR term. That
is, amessage consists of a series of components, each component being asimple
data type. The range of types and constructors provided by ASN.1 is sufficient to
describe sorts of messages used in virtually all communication protocols.

Thereare someclassic message formats, whichwill beencountered frequently
at various points in this book. For now, only the names will be noted. Details
of binary representations of these formats appear in Section 2.3.2, and the full
pictures emerge later in the book, as the purpose of the messages becomes clear.
The classicsinclude:

the ATM ‘cell’, used at alow level in high speed communications;
theHDLC ‘frame’, used as alow-level message that isindependent of under-
lying physica communication media;

e thelP ‘datagram’, used as the basis for information transfer in the Internet;
and

e the combined TCP/IP ‘segment’, used as the basis for reliable information
transfer in the Internet.

One further classic isthe |EEE 802 ‘frame’, but discussion of it is deferred until
Chapter 6.

There are other kinds of information concerned with computer communica
tionsthat have to be agreed upon. They include time-related information, such as
absol ute time measurements or time difference measurements. They also include
space-rel ated information, such as absol ute physical positionsor computer naming
conventions. These topicswill beintroduced in context later in the book.

Computer system information

As explained in Chapter 1, the aim of computer communications is not just to
share information, but also to share control. That is, to allow one computer to
harness capabilitiesof another computer in anatural way. To shareinformationand
control between computer systems, it is necessary to agree on which components
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of computer systems are of interest, and then to agree onthe characteristics of these
components. Componentsinclude not just the information processing capabilities
of computer systems and theinformation storage capabilitiesof computer systems,
but also periphera devices that allow interaction with humans and the outside
world.

Usually, oneor morestandard model s of parti cular componentsexist. A model
of acomponent isreferred to as avirtual component. That is, it does not actually
exist, but it hasthe characteristicsof areal component. Thus, operationsonavirtual
component can be implemented using the operations available from area com-
ponent. Later, in Section 7.2, an example specific to computer communicationsis
mentioned: thevirtual circuit. Thisisamodel of an idedlized channel connecting
two computers. Here, the examples are applicabletoindividua computer systems.

Shared information processing

Batch job processing is an ol d-fashioned model of how computer systems process
information. A job isinput to the system, which then cogitates, and finally outputs
results. The job is formulated as a sequence of commands of the kind a user
might issue to a command line interpreter (a shell, in Unix parlance). The 1SO
standard Job Transfer and Manipulation (JTM) service, which provides facilities
for submission of jobs and collection of resultsin a system-independent manner,
is an example of a standard that might be used as an agreement between two
computers that are to interact in a batch processing style.

A more modern model, which has exactly the same sort of basic operation but
at afiner grain, isbased on theideaof aprocedurecall. A procedureiscalled with
some parameters, is then executed, and finally returns results. The SO standard
Remote Operations Service (ROS) service or the Sun Microsystems Remote
Procedure Call (RPC) standard are examples of possible agreed mechanisms for
two computers to interact in a procedure-calling style. Note that in both cases —
jobs and procedures— the agreements just cover thedelivery of input/parameters
and output/results. The actua range of computations performed is defined by
the executing computer, and the requesting computer just makes use of these as

appropriate.

Shared information storage

For information storage, all computer systems have some kind of file system. One
possible basis for agreements would just be for a computer to advertise opera-
tions on its file system aong with any other computational operations it offers
to the outside world. However, given the pervasiveness of file systems, there are
standardized virtua file systems that are computer system independent. Examples
include the SO standard File Transfer, Access and Management (FTAM) service
and theInternet File Transfer Protocol (FTP) standard. These include standard op-
erations such as file copying, deletion and renaming. Communicating computers
can agree to use such standards, and then must map the virtua file system oper-
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ations on to their own file systems. These standards are based on the notion that
each computer system hasits own independent file system.

A more modern approach isto establish an agreement that makes the separate
file systems all appear to be part of one overarching file system. Thus, commu-
nicating computers must map the virtual file system on to their own file system,
and map their own file system into the overarching file system. An exampleis Sun
Microsystems Network File System (NFS), which has a virtual file system that
isheavily influenced by the Unix file system. Thistype of serviceis beginning to
get away from the normal domain of computer communications, and is heading
towards the realm of distributed systems.

Shared peripheral devices

Almost all computer systems have some kind of peripheral devices that alow
humans to interact with the computer system. Most also have other devices that
allowinteractionwiththeoutsideworldinvariousways. Asdescribedin Chapter 1,
the evolution of computer-oriented communications began with the connection of
user terminasto computers. Because of this, one of the most standardized types
of computer system application, along with the virtud file system, has been the
virtual termina. Thisisasystemindependent model of ahuman interactiondevice.

Communicating computer systems must map the operations of a virtua ter-
mina ontotheir owninteractiveterminal operations. Theearliest virtual terminal's,
for example the ITU-T (International Telecommunication Union, Telecommunic-
ations sector) XXX (‘triple X') standard or the Internet TELNET standard, had
operations to mode the behaviour of a simple text line oriented terminal. The
more advanced 1SO standard Virtual Termina (VT) service has a more sophist-
icated model, with a two-dimensional screen oriented terminal alowing cursor
movement operations.

The Digital (DEC) VT100 terminal specification has aso become a de facto
standard for screen oriented terminals. Related to this type of terminal are form
oriented terminals, which alow fiel dsto be defined on screen for form-filling. The
IBM 3270 termina has become a de facto standard virtua terminal of thistype.

Moving beyond simple termina's, WIMP (Window, Icon, Menu and Pointer)
systems are now the norm. An example of a standard virtua WIMP system is
the X-Window system. Such a standard is massively more complex than asimple
virtual terminal standard. In practice, itisvery hard for acomputer using adifferent
WIMP system to map faithfully all of the X-Window operationson to the different
system. However, it isfeasible, as evidenced for example by the existence of X-
Window emulators for computers running the Microsoft Windows system.

Apart from terminals, thereis not alarge number of standardsfor other types
of peripheral device. Printersare one example of apervasivetype, and the I nternet
LPD (LinePrinter Daemon) defines amodest virtua printer model. Thisismainly
based on the traditiona notion that lines of text characters are sent to a printer,
as one would expect from the use of the term ‘line printer’. However, it does
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include a small range of speciaized information formats for printers, including
the concept of printing arbitrary patterns that are described in text using the
Postscript language. This makes the standard more useful for modern dot matrix
printersor laser printers.

An important class of devices are those used in Computer Integrated Man-
ufacturing (CIM), for example, numerically controlled tools, automatic guided
vehicles and robots. The 1ISO Manufacturing Message Standard (MM S) defines
the Virtual Manufacturing Device (VMD), which isan abstraction of any factory-
floor device, and includes operations for things such as starting and stopping, and
status checking. There are aso refinements of this model for specific categories
of device. For example, thereisa virtual robot model, which includes operations
for controlling robot arms and manipulating robot tools. MMS and the VMD are
discussed in more detail in Chapter 10, which contains a case study concerned
with factory automation.

2.3 IMPLEMENTATION OF REQUIRED INFORMATION TYPES

Agreement on information is only concerned with how the communicators agree
on the type of information that is being shared. However, it is usualy the case
that the information has no direct physical representation which is suitable for
real communication. Thus, someimplementationwork must be carried out. It may
be necessary to transform the information in some way to ensure that its com-
munication can be carried out correctly and efficiently. This matter is covered in
Section 2.3.1. Also, it is usually necessary to represent complex types of inform-
ation in terms of simpler types. Ultimately, information is represented by bits,
which are regarded as the atomic unit of information here. Changes in represent-
ation are covered in Section 2.3.2. Sometimes, transformation of information and
change of representation are combined, since the transformation necessitates the
use of a different representation.

Virtually al of the implementation methods described here a so have applic-
ations to information processing and storage, as well as to communications. This
reflects the fact that information is a static component of communications, which
can lead an independent existence in different circumstances.

2.3.1 Transformation of infor mation

When informationistransformed to aidimplementation, an essential feature of the
transformation must be that it preserves theinformation content. There isno point
in managing to implement a communication if, in fact, a computer is receiving
the wrong information. The meaning of ‘information’ will vary, depending on
the context of a communication. Before looking at transformations that are of
practical use, it isworth having a brief ook at the topic of discrete information
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Figure 2.2 Coding and communication

theory. This theory yields some genera results about the nature of information,
and the transformationsthat can be applied to it.

Information theory

In discreteinformationtheory, the notion of acode iscentral. A transformationis
a mapping from strings in one a phabet to strings in another (possibly the same)
alphabet. A transformation that is done before communication takes place is an
encoding. The set of stringsthat can be targets of the mapping is called the code.
A transformation to restore the origina information after communication is a
decoding. The overall processisillustratedin Figure 2.2.

Three particular types of transformation are of interest in discreteinformation
theory. Firgt, transformationsthat compressinformation, and so reducethequantity
of communication. Second, transformations that add redundancy to information,
and so alow communication over error-prone channels. Third, transformations
that scramble information, and so alow secure communication over insecure
channels. Fundamenta results from discrete information theory give absolute
limits on the extent to which such transformations can be done. For example,
these rule out compression techniques that compress information so much that
more than one value is mapped to the same communicated value. This would
cause confusion for arecipient of the information.

To understand these results, it isfirst necessary to have aformal definition of
information. Suppose that there are n different values that a piece of information
might have. Further, suppose that the probability that the :-th value (for 1 <
i < n) is actually communicated on any particular occasion is p;. Then, the
information, measured in bits, provided by the occurrence of the i-th value when
acommunication takes placeis:

1
log, —
E Pi

(‘log,’ denotes the base-two logarithm function). Here, it is assumed that p; > 0
— otherwise, there is no point in including this :-th value.

As an example of how this definition works, consider the communication
of asingle hit. If the value 0 always occurs, its probability is equa to 1, so the
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information provided by itsoccurrenceisequal to zero. Thisissaying that, because
the information communicated is aways the same, thereis no actual information
content. Alternatively, suppose that the values 0 and 1 occur randomly. Then, the
probability of a 0 is equal to 0.5, so the information provided by its occurrence
is equal to one bit. This is saying that, because the information communicated
is dways completely unpredictable, every bit matters in terms of information
content.

Theideaof entropy iscentral to informationtheory. Entropy can be regarded
as ameasure of uncertainty about values that are communicated or, aternatively,
as ameasure of the randomness of values communicated. Precisaly, entropy isthe
expected amount of information conveyed by a communicated vaue. It is equa

to
- 1
> _pilog, —.
i=1 pi

It is possibleto show that the entropy is maxima when al of the possible values
occur with equal probability, that is, when communicated values are asrandom as
possible. Theeffect of communication isto reduce entropy — wheninformationis
shared, reci pientshavelessuncertainty about theinformation. Of course, if entropy
is zero, thereis no need for communication because there is no uncertainty to be
resolved.

Discreteinformation theory uses theidea of entropy to establish fundamental
limitsonwhat ispossibleinterms of compression, error correction and encryption.
The most interesting point made by these results is that the limits actually exist.
In practical circumstances, the results are usualy not applicable, for two main
reasons. Firgt, it is often not possible to derive a reliable probability distribution
for the occurrence of different values. Second, the theory showsthat thelimitsare
achievable, but it does not yield practical coding mechanisms to do this.

The main result relevant to compression is the source coding theorem.
Loosely stated, this result says that, if the entropy of a data type is e, then e
transmitted bits, and no fewer, are enough to communicate each value. Thisplaces
alimit on the degree of compression that is possible while till retaining error-
free communication. As an example, suppose that the data type is the letters
of the Roman alphabet: ‘A’, ..., ‘Z'. Also, suppose that letters occur with the
probabilitiesthat are usua in normal English text. For example, the probability of
an ‘E’ is0.1305 but the probability of ‘Z’ isonly 0.0009. The entropy in this case
is eqgua to around 4.15, and so this number of bitsis necessary and sufficient to
communicate each letter.

A little interpretation of this fact is necessary. Clearly, it is not possible to
communicate 4.15 bits (or, indeed, any non-integral number of bits). However, it
would be possible to communicate 100 consecutive |etters using around 415 bits
of information. In fact, the source coding theorem relies on encoding alarge block
of valuesas oneentity, so that the encoded result hasan integral length. Thisgives
the appropriate average compression for each individual encoded vaue. Later



48 COMPUTERS IN COMMUNICATION

in this section, a practical compression technique that can approach this limit is
described.

The main result relevant to error correction isthe channel coding theorem.
It is based on a measure known as the channel capacity. For any channel, thisis
the maximum reduction in entropy that can be achieved by communication. That
is, before communication, the receiver isuncertain about what valueswill be sent
and, after communication, it should beless uncertain. If the channel iscompletely
reliable, then there will be no remaining uncertainty, of course. Loosely stated,
the theorem says that, if the channel capacity is ¢, then each vaue transmitted
can communicate ¢ bits of information, and no more. This places a limit on the
amount of redundancy that is necessary to ensure error-free communication. The
redundancy isthe difference between the number of bitstransmitted per valueand
the number of bits of information communicated per value.

The exact definition of channel capacity isnot included here. It depends upon
the characteristics of thechannel, in terms of probabilitiesof va uesbeing changed
whentraversingthe channel. Thereisnorea practica pointin computingitsvalue.
Rather, it isjust necessary to be aware of its existence as a theoretical limit. This
is because, first, the model of how errors occur — vaues are independently
damaged — is often not realistic and, second, practical error correction codes
seldom approach the theoretical limit.

Finally, information theory has contributed to an understanding of encryption
to obtain security of communication. Roughly, the aim isto maximize uncertainty
for any eavesdroppers on communication. The model used by Shannon is now
somewhat dated. It was predicated on a ciphertext only attack, that is, the eaves-
dropper only has access to encrypted information, not to pairs of origina and
encrypted information. A central result was that, if information is perfectly com-
pressed, then knowledge of the overall distributionof communicated information,
together with possession of sample encrypted information, does not reduce theun-
certai nty about the encryption method used. Nowadays, the security of encryption
schemes hinges upon making cryptanalysis by eavesdroppers very much harder
than normal decryption by legitimate receivers. Shannon was aware of thisidea,
and histhoughts on it have influenced present-day approaches to security.

Compression

The role of compression is to reduce the amount of communication required in
order to shareinformation. The assumptionisthat thereissomeredundancy within
theinformation, and that thiscan be removed beforetransmission. There arelimits
on how far information can be compressed without confusi on being introduced for
the recipient, and Shannon’s source coding theorem illuminatesthis. In practice,
however, adistinction ismade between [ oss essand | ossy compression. Theformer
ensures that information is received intact. The latter allows a small amount of
confusion to occur, assuming that the receiver is able to cope with some loss
of information. As a genera rule, lossless compression is needed for computer-
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oriented communication, whereas ossy compression is sometimes acceptable for
human-oriented communication.

Most of the practical compression techniques used are not just applicable to
the communication of information. They are also appropriate for the storage of
information, to reduce the amount of space required. The oppositeisnot entirely
true, since compressi on techniquesfor storage may betoo time-consuming for use
in communication. (Of course, if one wants to generalize, a storage medium can
just be viewed as atype of communication channel with an arbitrarily long delay,
in which case communication and storage are the same thing.)

Compression techniques tend to be specific to particular data types, taking
advantage of specia characteristics of the data type or of known distributions of
values from these data types. A genera theme is that some values occur more
frequently than others. Then, roughly speaking, theinformationistransformed so
that the most common values are mapped to short representations, and the less
common va ues are mapped to longer representations. This means that, with very
high probability, compression will be achieved. When all values occur with about
the same frequency, compression is not likely to yield benefits.

Three genera techniques are described below: Huffman coding, run length
encoding and difference encoding. Then, there are three examples of how inform-
ation compression is carried out in a special -case way for particular applications:
fax transmission, video transmission and Internet message transmission. For these
examples, only a bare outline of the full compression method isgiven, sinceit is
necessarily application specific. However, thereis enough detail to illustrate how
the vari ous general -purpose compression methods are used in combination. More
details of these methods are explored in three exercises at the end of this chapter,
respectively, Exercises 2.21, 2.22 and 2.23.

Huffman coding

Huffman coding gives a genera-purpose way of deriving variable-length codes
based on occurrence probabilities of different values. The probabilities might be
known in advance, for example, theoccurrence probabilitiesof the different I etters
of the alphabet in English text are well-documented. Alternatively, an estimate
of the probabilities might be obtained by measurement of occurrence frequencies
in communication that has taken place in the past. This idea can be extended to
dynamic Huffman coding, where the code is changed as communication takes
place, reflecting the changing frequencies of values transmitted.

The construction of aHuffman code involvesbuildingatreewhich hasleaves
corresponding to different values in the information data type. The leaves of the
tree are labelled with three items:

1. thevaluethat theleaf represents;
2. the occurrence probability of the value;
3. thebinary code to be used for the value.
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Thenodes of thetreeare | abelled with an occurrence probability, which isthetotal
probability of all leaves that are below the node. Thus, the root node is labelled
with the tota probability for al values, and thiswill be equal to one.

Thefirst step of the construction algorithmisto create a set of one-lesf trees,
one for each value in the data type. Each leaf hasits valuefilled in, and also the
known probability of that value occurring. It has an empty bit string attached as a
code at thisinitid stage.

Then, thereis asequence of steps, each one combining two treesinto alarger
tree. This continues until there is only one tree that contains al of the leaves. If
there are n different valuesin the datatype, therewill be n — 1 combining steps.

Each combining step involves finding the two trees in the current set that
have roots labelled with the two smallest (or equal smallest) probabilities. These
are then combined into a new tree, which consists of a node with the two chosen
trees as | eft and right children. The new nodeis|abelled with a probability that is
the sum of the two child trees' root node probabilities. Each leaf in the left child
tree has a 0 prefix added to its binary code. Each leaf inthe right child tree has a
1 prefix added to itsbinary code.

As an example of this process, consider a data type that has six different
values: A, B, C, D, E and F. Suppose that these values occur with probabilities
0.05, 0.48, 0.15, 0.10, 0.09 and 0.13. Figure 2.3 illustrates how thetree isformed.
The effect of the construction process is that each value is alocated a binary
code that has length equal to the depth of the value's leaf in the fina tree. The
leaves for values that have low probabilitiesare added to the final tree at an earlier
stage than those with higher probabilities, and so are placed more deeply in the
tree. Thus, values with lower probabilitiesare given longer codes than those with
higher probabilities, as required.

Infact, it can be proved that Huffman coding givesthebest possiblevariable-
length code, in the sense that the expected number of bits used to represent each
value is as close to the entropy of the data type as possible. As seen above, the
source coding theorem derives the entropy as the absolute lower limit on possible
compression. Huffman coding also ensures a property essentia to variable-length
coding: no valid code is a prefix of another valid code. Thus, a bit sequence
formed from a series of binary codes can be unambiguously interpreted. For ex-
ample, using the code from Figure 2.3, the bit sequence 10100000 unambiguously
represents BAD.

Run length encoding

A second general compression theme is that of repetition. This is where a par-
ticular value occurs repeated two or more times in succession. Note that thisis
not necessarily the same thing as a value occurring very frequently. Run length
encoding isa particular compression technique that takes advantage of repetition.
As afirst example, consider information which is a sequence of bits, containing
alternating runs of Os and 1s. Instead of transmitting the actua bits, an aternative
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isto transmit the binary representation of integers that give the run lengths. For
example, if theinformationis:
0000000000111111111111111010111110000

then therun lengthsare 10, 15, 1, 1, 1, 5 and 4, so abinary encoding might be;

1010 1111 0001 0001 0001 0101 0100

which is a saving of about 28% in terms of the number of bits required. This
exampl e assumes that the runs occur in the order zeros, ones, zeros, ones, etc.
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Asadifferent example, consider information which is a sequence of charac-
ters. Inthiscase, asfor any datatypewith more than two elements, it isnot enough
just to transmit run lengths. It is necessary also to indicate which character isin
each run. For example, if theinformationis:

7777777777777777777!111.......... XXXXXXXX
then a possible run length encoding consists of a sequence of pairs:
(19,/7), (4,"), (10,'.7), (8,x")
which israther more compact.

Difference encoding

Rather than gtrict repetition, there might be near-repetition, where one value is
followed by another value that is not much different (assuming that there is
some measure that allows values to be compared). This also lends scope for
compression, using a difference encoding method. Rather than transmitting a
sequence of vaues, a sequence of the differences between adjacent values is
transmitted. The compression comes from thefact that the differences should have
smaller representations than the values themselves. To do this, it is necessary to
communicate, or agree in advance, some starting value, so that thefirst difference
makes sense. One problemwiththisapproachisthat if, for any reason, adifference
value getslost, then the whole of therest of the sequence becomes wrong. Thisis
not the case if the actua values are communicated.

Asan example, consider the communication of a sequence of integers. If the
informationis:

135, 142, 131, 127, 128, 136, 139, 126, 126, 134

the difference coding might be:

7,-11,-4,1,8,3,-13,0, 8

which is more compact. If an initial value of zero, say, had been pre-agreed,
then a difference of 135 would have to be transmitted first. Another example
is the communication of a video sequence. Normaly, video films do not differ
very much from frame to frame, with mgjor differences only occurring when the
whole scene changes. Thus, instead of transmitting a complete picture for every
frame, only the differences between adjacent frames need be transmitted, with
considerable compression gains.
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Example: Fax compression

Fax (facsimile) transmission involves the communication of representations of
sheets of paper. Each sheet of paper is considered as being a two-dimensional
array of dots, a dot being either white or black. Typicaly, there might be about
80 dots per centimetre of paper. A naive representation of a sheet might beto use
a collection of bits, one bit per dot. However, far more economical methods are
possible, and theinternational standardsfor fax transmision utilizeall three of the
techniques just described above.

TheInternationa TelecommunicationsUnion (ITU-T) T.4 standard for Group
Three fax apparatus uses compression on arow by row basis. That is, each row
of dots is given a compressed representation. The code used involves both run
length encoding and Huffman coding. First of al, a row is treasted as being a
sequences of dternating runs of black and white dots. Thus, it can be represented
by asequence of integersgiving the alternating black/whiterun lengths. However,
for most sheets of paper, the pattern of black on white is not random, since it is
composed from words and pictures. Thus, the different possible black and white
run lengths occur with differing probabilities. Because of this, a Huffman coding
of the run lengths was devised, with the probabilities estimated on the basis of an
analysis of typical documents. As aresult, the actual representation of each row
is a sequence of binary codes for the run lengths of dternating black and white
aress.

The ITU-T T.6 standard for Group Four fax apparatus (which is aso an op-
tional standard for Group Three apparatus) goesfurther, by including compression
across rows. It uses the above scheme, but also has a difference coding scheme,
where the runs on one line can be defined in terms of differences in length from
runs on the previous line. In particular, if corresponding runs on successive lines
differ by at most threeinlength, aspecial codeisused. Otherwise, theactual length
of therun isstill coded directly, using the Huffman code. This technique suffers
from the genera problem for difference coding — if one row is damaged, then
subsequent ones may suffer too. It is used in this case because T.6 was designed
for transmission over very reliable channels, whereas T.4 was not.

Example: MPEG video compression

The Moving Picture Experts Group (MPEG) has designed various international
standards for the compression of video data. There are relations between the
work of thisgroup and work on compression for video telephony in the telecom-
muni cations community. There are also connections with the work of the Joint
Photographic Experts Group (JPEG) on still photograph compression. MPEG is
mentioned again in Chapter 11, which contains a case study concerned with the
communication of real-timevideo information. Thedetails of MPEG compression
are complex, and require fairly specialized knowledge, and so only an extremely
brief summary isgiven here, in order to show the general compression techniques
that are used.
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To achieve the required amount of compression, MPEG involves both inter-
frame compression using difference encoding between successive video frames,
and intra-frame compression on individual frames. The former poses some prob-
lems, because one goa of the MPEG standard was to allow random access to
individual frames without the need to uncompress the entire video sequence.
Therefore, periodicaly, complete frames are included in the video stream. In
between, there are difference coded frames. One type is the predicted frame,
which encodes motion from a previous reference frame. Another, and more ac-
curate, type is the interpolated frame, which encodes motion between a past
reference frame and afuture reference frame.

Thecompressiontechniquesused for individua frames, or for motion between
frames, are relatively complex. In summary, the video signal isfirst compressed
by the application of a discrete cosine transform (details of interest in the world
of mathematics, but not here). The resulting coefficients are then quantized and
compressed using both run length encoding and Huffman coding. Thus, as for
fax compression, MPEG compression involvesal three of difference coding, run
length encoding and Huffman coding. There are three variants of MPEG, which
attempt different amounts of compression. These are summarized on page 393 in
Chapter 11.

Example: PPP message compression

The Internet Point-to-Point Protocol (PPP) is a collection of agreements that
are used to provide a means of communicating Internet information over slow
channels, such as telephone lines. Referring back to the classic message formats
mentioned earlier in Section 2.2.2, PPP involves communicating HDLC-style
messages which contain encapsulated 1P messages (PPP can aso carry encapsu-
lated messages belonging to other protocols). The IP messages may, in fact, be
combined TCP/IP messages.

Given that the communication channel is slow, thereisa strong motivationto
compress theinformation transmitted, and PPP includes two mechanisms that can
be used to achieve this. An example of PPP message compression in a practical
context occurs in Chapter 9, which contains a case study concerned with World
Wide Web page access from a home computer.

The first compression mechanism involves the simple fact that certain com-
ponents of the HDL C-style messages never change va ue over the course of com-
municating a sequence of frames. Therefore, the communicating computers can
agree never to bother sending thesefields. Thisisafairly raretype of compression,
where some information is completely redundant.

The second mechanism involves reducing the amount of administrative in-
formation carried by TCP/IP messages, using a compression method devised by
Jacobson. This involves a mixture of removing some redundant fields, but also
using difference coding to communicate changes from previous TCP/IP messages
transmitted. The details of the method used require an understanding of the com-
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ponents of TCP/IP messages, which is not necessary at this point in the book.
Jacobson compression can reduce the quantity of administrativeinformation from
40 bytes to five bytes, or sometimes even to only three bytes, which is a huge
improvement.

Redundancy for error detection

For most types of computer communications, informationistransformed to alow
error detection rather than error correction. That is, to enable areceiver to recog-
nizethat information hasbeen damaged, and then usualy discardit. If correctionis
necessary, thisisachieved by transmitting theinformation again, hoping for better
luck, asdescribed in Section 3.3.3. Thereason for thisisthat error correction codes
involve adding significantly more redundancy to information transmitted. They
are also distinctly more complex, and hence more computationally demanding.
For moderate error rates, occasiona retransmission isfar more efficient.

The basic detection and correction capabilities of codes can be quantified a
little more precisely. An (n, k) code is one in which & bits of information have
redundancy added to give n (n > k) bits. Then, of the 2" possible bit sequences
that might be received, only 2" correspond to valid transmitted bit sequences.
The remaining 2" — 2* sequences can only result from damage occurring during
communication.

Animportant feature of acodeistheHamming distance. Thisistheminimum
number of bitsby which two valid n-bit sequences differ. If the Hamming distance
isd then errors affecting up to d — 1 bits can be detected, and errors affecting up
to [ (d —1)/2] bitscan be corrected. The Hamming distance of acode dependson
the redundancy introduced: the larger the difference between k and n, the larger
the Hamming distance possible with an appropriate choice of code.

Parity codes

A very simple example of an (8, 7) codeis a parity bit appended to a seven-bit
sequence. For odd parity, the extra bit is chosen so that there is an odd number
of 1 bitsin the resulting eight-bit sequence. Even parity is defined ana ogoudly.
This code has Hamming distance two, because changing only onebit will resultin
the eight-bit sequence having the wrong (even or odd, respectively) parity. Thus,
one-bit errors can be detected. However, they cannot be corrected.

More generally, Hamming codes can be used. These involve the use of a
collection of parity bits. The details of how these are computed will be omitted
here. However, by way of contrast with the above simple parity bit, it is worth
noting that a (11, 7) Hamming code is the simplest member of the family that
has Hamming distance of four. Thus, it alows correction of one-bit errors and
detection of two-bit errors. Aswell as the additional computation necessary, three
extra bits must be communicated for each seven information bits, to give the
appropriate redundancy.
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Hamming codes are not frequently used on communication channel s between
computers. This is for two main reasons. First, because their error-correction
capabilities are not required. Second, because errors on most communication
channels tend to damage arbitrary size groups of bits, rather than randomly affect
singlebitswithinfixed (e.g., seven-bit) groups. One alternativeisto use parity bits
computed over an entire transmitted bit sequence. The next two sections describe
two other commonly used techniques for computing a code over al of the bitsin
a sequence.

Cyclic redundancy codes

Cyclic redundancy codes (CRCs) involve regarding a sequence of bits to be
communi cated asthe set of coefficientsof apolynomial. Thispolynomial isdefined
in a number system where there are only two vaues: 0 and 1. For example, the
10-bit sequence:

1101011011

would represent the polynomial
12 +1.2%8 402" +12°+02° +12* +1.2° + 02 + Lo + 1.1
= x9—|—x8—|—x6—|—x4—|—x3—|—x—|—1

where 2 ranges over the set {0, 1}. Each particular code has a fixed polynomia
associated withit. Thisis called the generator polynomial.

There are various standard generator polynomias used in practice. In order
of increasing degree, four common examples are the CRC-8 polynomia:

Sttt 1,
the CRC-10 polynomial:
x10+x9—|—x5+x4—|—x—|—1,
the CRC-CCITT polynomiad:
l‘16—|—l‘12—|—l‘5—|—1
and the CRC-32 polynomidl:

l‘32—|—l‘26—|—l‘23—|—l‘16—|—l‘12—|—l‘11—|—l‘10+l‘8+l‘7+l‘5+l‘4—|—l‘2+l‘+1.

If T(x) isthe polynomial that is represented by a bit sequence to be coded,
and G/(z) is the generator polynomial in use, and G(x) has degree & (i.e, the
highest power of = in G(z) is z*), then the bit sequence actually transmitted is
that which represents the polynomia:

2" T(x) — R(x)
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where R(z) istheremainder polynomia when =" 7'(x) isdivided by G(z). Infact,
this sequence isjust the original bit sequence with & bitsthat are the coefficients
of R(z) appended on the end.

Note that =" 7'(x) — R(x) is exactly divisibleby G/(z) — this underpinsthe
error-checking mechanism. The receiver divides the polynomia represented by
the bit sequence actualy received by G/(x). If the remainder is non-zero, then it
knowsthat an error has occurred. If the remainder is zero, it assumes that no error
occurred. Thisassumption may be incorrect if damage has somehow transformed
the bit sequenceinto adifferent one that represents a polynomial also divisible by
G(z).

At firgt sight, the use of CRCs appears odd. Firgt, there seems little point
in complicating a simple bit sequence by regarding it as the representation of
a polynomial. Second, the coding process involves the division of polynomials,
which does not seem easy. The explanation is that the interpretation in terms
of polynomials allows humans to understand that CRCs have appropriate error-
detection capabilities, but the actual coding computations can be done efficiently
using very simple bit operations.

A consideration of the error-detection capabilities must focus on the cases
where the code fails to detect errors. Suppose that the bit sequence representing
the polynomia C'(z) is transmitted but that the bit sequence representing the
polynomid C'(x) + E(z) is received. E(z) is the polynomia represented by
damaged bits. As an example, suppose that the bit sequence

0100111010
istransmitted, but that the bit sequence
1100100011

is received. Reading from right to left, the first, fourth, fifth and tenth bits have
been damaged. Then

Clz) = Lt
E(x) = et

giving
Cle)+E(x) = 2" +2°+2° + 1+ D2 +(1+ D)’ 42 +1 = 2”42 +2° +2 41

which isthe polynomial represented by the bit string received.

Since C'(z) isdivisibleby G(x), the problem occursif E(z) isaso divisible
by G(x). If G(z) is chosen carefully (as CRC-8, CRC-10, CRC-CCITT and
CRC-32 are), then the possibility of this happening can be minimized. To take one
example, burst errors are often the most frequent problem on communication
channels. A burst error iswhen a contiguous sequence of bits is damaged. If the
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Figure 2.4 Circuit that computes CRC using the CRC-10 generator

length of aburst is r, and it occurs beginning at the i-th bit from the right, then
E(z) isapolynomial of the form ' E’(x), where £’(x) has degree r — 1. If
the degree of the generator polynomial G(x) isat least r, then E(x) will not be
divisible by G(x), because E’(z) is not divisible by any polynomial of higher
degree. Thus, CRC-8, CRC-10, CRC-CCITT and CRC-32will correctly detect all
burst errors of length up to 8, 10, 16 and 32 bits, respectively.

The computation of CRCs appears difficult, because it involvesthe division
of one polynomial by another, to obtain the remainder. However, it is made
straightforward by thefact that arithmeticisvery simpleinthe 0-1 number system.
Addition and subtraction are the same operation, and are in fact just the bitwise
exclusive-or operation (i.e., there are no carries). Thus, the computation can be
performed by a carry-free long division algorithm. This is particularly suitable
for hardware implementation. Figure 2.4 showsacircuit that can compute a CRC
when the CRC-10 generator is used.

Essentialy, it isa 10-bit register that allows bits to be shifted through it. The
only enhancement isthe insertion of exclusive OR gates between certain one-bit
storage elements, to introduce feedback. These gates are inserted a points that
correspond to one coefficients in the CRC-10 polynomial. The bit sequence that
requires a CRC isfed in, one bit a atime, at the right-hand end. When this has
been done, the register contains the 10-bit CRC. This computation is alittleless
efficient for software implementation, because single-bit operations are needed,
and these are not normally directly available.

Summation codes

Summation codes are more suitable for software computation than CRCs. These
are usually known as checksumes, but careisnecessary sincetheword ‘ checksunm’
is sometimes used torefer to any kind of error-detection code. In essence, summa:
tion codesinvolveregarding abit sequence as a sequence of binary-coded integers
of some fixed size. For example, if the size was eight bits, then there would be a
sequence of bytes, treated as a sequence of integersintherange0, 1, ...,255. A
code is computed by performing some sort of summation of the integers, and it
isthen transmitted with the information. By recomputing the code, a receiver can
check whether any damage has occurred, since hopefully thesumwill be different.
An example of a simple summation code is that used within the Internet
protocols IP and TCP. The communicated information is treated as a sequence
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of 16-bit words. These are summed, modulo 65 535. The resulting 16-bit sum is
complemented (i.e., each bit in the sum is inverted), and this 16-bit sequence is
inserted at an agreed point in thetransmitted bit sequence. The effect of thisisthat,
if the complete transmitted bit sequence is summed, the result is equa to zero.
This gives an error-detection test for the receiver. The choice of 16-bit arithmetic
was made because at the time the protocol swere designed most of the computers
involved had 16-bit architectures.

The error-detection capabilities of this code are somewhat |ess than those
provided by aCRC, but the code was designed to cope with the most common types
of error than can afflict communi cation channels. In principle, if the communicated
information is composed of zero bits and one bits chosen at random, there is a
1in2'® = 65 536 chance of the code failing, assuming a random error pattern.
However, it has been shown by Partridge, Hughes and Stone that, when the binary
information is not random, for example, when it is representing characters from
English text or when it is binary data containing many zeros, there is a much
higher chance of the code not working. In onetest, one-thousandth of the possible
summation code values appeared nearly one-fifth of the time. This means that
the chances of a code value being correct for damaged information is greatly
increased.

A more complex example of a summation code is that used for the 1SO
standard inter-networking and transport protocols . The communicated informa
tion is treated as a sequence of bytes. Two zero bytes are inserted into the byte
sequence, givingthe sequence M1, M, ..., M, say. Then, two modulo 255 sums
are computed:

Co=>_ M;mod255  Cy=Y (n—i+1)M; mod 255

i=1 i=1

In the byte sequence that is actually transmitted, the two inserted zero bytes, My,
and My 41 say, are changed from zero to:

My = [(n—k)Cy— Ci] mod 255
Mk+1 = [Cl - (77, —k + 1)00] mod 255

The effect of thisisthat, if the transmitted bytes are summed as above, the values
of Cy and C; are equd to zero. This gives an error-detection test for the receiver.
The error-detection capabilities of this code have conventionally been seen as
broadly compatible with those of CRCs; however, the work of Partridge et al.
has shown that, as for the Internet checksum, certain information types lead to
an increased failure rate. Unfortunately, arithmetic modulo 255 is rather more
difficult than arithmetic modulo 256 (which just involves ignoring carries from
arithmetic operations on bytes), but SO believed that the choice of 255 made
the code more effective. In fact, detailed studies of the respective error-detection
capabilities show that this opinion was questionable.
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Apart from being easier to compute in software, summation codes have two
other merits. Firgt, the extra check data may be included at any point within the
transmitted message, rather than aways at the end as is the case with CRCs in
order to simplify hardware computation. Second, if a small part of amessage is
altered then it is not necessary to recompute the entire code, as would be the case
with CRCs. Thisis because the origina sum of the altered part can be subtracted
from the overall sum, and then the new sum of the altered part added in instead.

Encryption

Encryptionisintended to ded with both eavesdroppers and imposters. Eavesdrop-
pers are undesirable e ements that obtain information by spying on communica
tions. Imposters are undesirable e ements that introduce spurious information by
pretending to be atrusted communi cation partner. Theideaisto scramble commu-
nicated informationinsuch away that it cannot be understood by eavesdroppersor
reproduced by imposters. Note that thisprocessisddiberately called ‘ encryption’
rather than *encoding’, since the latter term covers other types of transformation,
such as compression or error-detection coding. In the language of cryptography,
the science of encryption, eavesdroppers and imposters are unpleasant types of
cryptanalyst.

There are various levels of attack that might be available to the cryptana
lyst. The weakest, already mentioned in the discussion of information theory, is
cyphertext only where the cryptanalyst only has access to examples of encryp-
ted material. Stronger than this is known plaintext where the cryptanalyst has
access to matching examples of original and encrypted material. The strongest is
chosen plaintext where the cryptanalyst has access to the encryption procedure,
and so can obtain the encrypted form of any original material. Nowadays, any
worthwhile encryption method i s expected to withstand a chosen plaintext attack.
The encryption process has to be sufficiently complex that even possession of a
limited number of chosen encrypted examples does not help.

Most encryption procedures involve use of afixed algorithm. An appropriate
inverse form of this algorithm is used for decryption. Usually, the details of the
algorithm are publicly available. Security isintroduced by the use of keys. These
are extrainputs to the encryption and decryption agorithms when they are used
to transform information. Traditionally, the encryption key was kept secret by the
information transmitter and the decryption key was kept secret by the receiver.
In fact, both keys were usually the same, and so were a shared secret between
the communicating parties. This immediately rai ses the question of how the key
information is securely communicated. The answer isthat some additional, extra
secure, communi cation mechanism is needed. For example, aperson might travel
with the key information carried in a secure bag. Then, the keys can be used over
a computer communication channel.

Anadternativesolutionto thekey distributionproblemistheuse of publickey
encryption. Asitsname suggests, | ess secrecy surroundsthekeys. In particular, the
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key necessary for encryptionis made publicly available. Only the decryption key
iskept secret. Thisrelies on thefact that having full knowledge of the encryption
procedure does not allow a cryptanalyst to reverse it in order to obtain a usable
decryption procedure. There are no known public key procedures that can be
proved secure. However, there are some for which there is strong supporting
evidence of security. Thisis also a problem for secret key procedures. The only
provably secure procedure is the one-time pad, where a different key is used
every time that the encryption agorithm is used. This scheme involves a large
amount of secure key distribution.

Example: Data Encryption Standard

The Data Encryption Standard (DES) was defined by the US National Bureau of
Standardsin 1975, and isawidely used secret key encryption method. Its security
was doubted from the very beginning, in that it seemed feasiblefor a cryptanalyst
with huge amounts of computing resource (e.g., Some government agencies) to
bresk the method. This suspicion was confirmed in the published literature in
1991. Given this, and the fact that the DES agorithm is freely available around
the world, it is unfortunate that the US Government prohibits the exports of
products with security features if these involve the use of DES encryption —
encryption techniques are classified as being ‘ munitions'. The International Data
Encryption Algorithm (IDEA) isamore recent secret key method that is designed
to befar stronger than DES— infact, thereare no known computationally tractible
methods to break it. Exercise 2.29 invitesthe reader to study IDEA, and compare
it with DES.

The DES agorithmisapplied to fixed-size blocks of 64 bits, and a 56-bit key
is used. The same key is used for both encryption and decryption. The encryption
algorithm consists of an intricate series of steps, which include both permutation
(where a group of bits is reordered) and substitution (where a group of bitsis
replaced by adifferent group of the same size). Theideaof permutationisfamiliar
from simple puzzles, where the | etters of aword are scrambled, and oneisinvited
to identify the word. The idea of subgtitutionis familiar from simple encryption
methods where each letter of the aphabet is mapped to a fixed different letter
(e.g., the letter three ahead in the aphabet). The decryption agorithm involves
reversing the steps of the encryption agorithm.

More precisaly, thefirst step of DES encryption involvesafixed permutation
of the 64 bits. Thisisfollowed by 16 substitution steps. Finaly, thereisasimple
permutation involving a swop of the most and least significant 32 bits, followed
by the same fixed permutation as in the first step. In fact, the permutations do
not add any security to the method. This comes from the substitutions, which are
dependent on the secret key used. Each substitution step uses a different 48-bit
subset of the bits of the key as an input. The overal substitutionis deliberately
intricate but, for any particular key, it is effectively just a fixed mapping of 64-bit
values onto 64-bit values.
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When DES is used for independently encrypting 64-bit blocks, it is said to
be working in Electronic Code Book (ECB) mode. This gives security on a
per-block basis, but means that it is possible for an imposter to insert apparently
valid encrypted blocksinto a stream of encrypted blocks, or to remove encrypted
blocks, without detection. To deal with these problems, Cipher Block Chaining
(CBC) mode can be used instead. For this, before encryption, each 64-bit block
is exclusive-ORed with the previous encrypted block. The very first block is
exclusive-ORed with arandom 64-bitinitial value, sincethereisno previousvalue.
ECB mode and CBC mode are illustrated in Figure 2.5(a) and (b) respectively.

An alternative method isto use Cipher Feedback M ode (CFM) mode, which
is shown in Figure 2.5(c). This takes into account the fact that it is often more
convenient to process byte-size units, rather than 64-bit units. Each byte, and its
seven predecessors, are encrypted as a 64-bit unit. The least significant eight bits
of theresult are then exclusive-ORed with the original byteto yield the encrypted
byte. Note that this method involves an encryption computation for every byte,
rather than for every 64 bits, so eight times the computationa effort is needed.
However, the byte orientation is very convenient for hardware implementations,
which can perform the required bitwise operations speedily.

Example: Rivest Shamir Adleman cryptosystem

The eponymous Rivest Shamir Adleman (RSA) cryptosystem wasfirst published
in 1978, and is awidely used public key encryption method. Aswell as giving a
method for encryption that is still believed to be secure, the method a so offers a
way of providing authentication as a protection against imposters. In particular,
RSA has been used to underpin the facilities of Pretty Good Privacy (PGP),
a package designed to alow people to exchange information without fear of
interference from eavesdroppers and imposters. The widespread free distribution
of PGP has caused alarm to various governments accustomed to monitoring their
citizens' communications.

Aswiththe DES system, fixed-size blocks of information are encrypted. The
larger the size chosen, the more secure the method. For example, 256-bit blocks
give moderate security, while 512-bit blocks give good security. Each block is
treated as being the two’s complement representation of along integer value, and
encryption involvestransforming this value. The bits representing the fina value
are the encrypted form.

For each recipient of encrypted material, a set of three integer values, d, e
and n, determine the keys used for encryption and decryption. Both ¢ and n are
made public, and (e, n) isthe encryption key. Only d is kept secret, and (d, n) is
the decryption key.

If b isthe block to be encrypted, regarded as an integer, then the transformed
valueisequal to b° mod n. If ¢ isablock to be decrypted, regarded as an integer,
then the transformed value is equal to ¢* mod n. Thus, both encryption and
decryption involve the exponentiation of a long integer, modulo the long integer
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n. The length of each block is the same as the length of the integer n. The
exponentiation operation is fairly computationally demanding, especially when
performed by software, and this is one of the drawbacks of the RSA system.
However, integrated circuit implementations are now available, which makes the
method more suitablefor high speed computer communications.

It isessentid that decryption reverses encryption, so it must be the case that

(b° mod n)d modn =10

for any b. To ensure thisproperty, d, e and n haveto be carefully chosen. First, two
large random prime numbers, p and ¢, are selected and then » is set equa to pq.
Second, anormal -lengthrandom integer e that isrelatively primeto(p—1)(¢—1)
is chosen (i.e., the greatest common denominator of e and (p — 1)(¢ — 1) isone).
Finally, d iscomputed as the unique positiveinteger such that de mod (p—1)(¢ —
1) = 1. Thisrecipe guarantees that d, e and n work.

Since e and n are made public, it can be seen that d could be easily computed
by a cryptanayst if p and ¢ are known. That is, the most obvious line of attack
would be to factorize n to get p and ¢. The main claim to security of the RSA
method hinges on the fact that thereis no known fast method for factorizing large
integers. If a512-bit block size (and hence sizefor n) isused, then the best-known
factorization algorithmswould take many thousands of years.

Symmetric propertiesof d and e mean that it isa so true that

(bd mod n) modn = b

for al b. Thus, ‘decryption’ followed by ‘encryption’ returns the origina value.
This can be used as the basis for an authentication mechanism that alows a
receiver to check that a message actually came from a particular sender, and was
not injected by an imposter. A digital signature can be communicated by the
sender taking a distinctive bit sequence, and applying hisor her secret decryption
procedure to it. The recipient of the signature can apply the public encryption
procedure of the sender, and should obtain the distinctivebit sequence. Imposters
are unableto forge the digital signature because they do not know the secret key.

One approach to deriving a ‘ distinctive bit sequence’ isto construct a short
digest of along piece of information. The MD5 a gorithm, described in Internet
RFC 1321, is an example of an appropriate method. It takes an arbitrary-length
bit string, and produces a 128-bit digest from it. Using such an approach, adigital
signature can include a ‘short summary’ of the information bits that are being
authenticated by the signature.

It is conjectured that, given an MD5 digest, it is computationally infeasible
to construct a bit sequence that would be mapped to it. Animposter might capture
digests contained in digital signatures, given that signatures can be ‘ decrypted’
using the public key. However, it is not possible for the imposter to construct
alternative bit strings that map to the captured digests, in order to send bogus
information accompanied by an apparently valid signature.
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The use of digests does not prevent an imposter from replaying signed mes-
sagesthat have been captured earlier. Thismight be as unpleasant asinjecting new
messages. For example, a captured message might authorize a withdrawal from
a bank account, and so replaying the message could cause the withdrawa to be
repeated. To deal with this problem, further precautions are needed, for example,
including the time of day or a seria number within the encrypted signature.

2.3.2 Representation of information

In some cases above, the transformation of information aso involved a change
in representation. For example, Huffman coding involves taking values from
some arbitrary data type and mapping them to binary strings. This yields data
compression which can be readily measured in information theoretic terms: fewer
bits of information. There is aso the happy side-effect that bits are likely to be
a more easily communicated data type than the original. This is not aways the
case. For example, run length encoding takes a sequence of values from one data
typeand mapsittoapair: an integer length and avalue. Conceptually at least, this
information has a more complex structure.

In general, when all appropriate information transformationshave been done,
there might be no direct physical implementation for communicating the inform-
ation data type. To achieve implementation, it is necessary to change the rep-
resentation into something that is more communicable. The information itself is
not atered by the change in representation. Thisisin contrast to the transform-
ations of the previous section, which are designed to improve the quality of the
implementation.

Just as many of the quality-improving transformations are also applicable
to the storage of information in single computer systems, so the use of simpler
representations for information is also familiar. Users of computer systems, and
also computer programmers, are accustomed to workingintermsof high-level data
types. These haveto beimplemented in terms of thelower-level facilitiesavailable
inside computer systems: bitsand bytes. Asillustrationsof implementation using
changes in representation, the examples that appear below cover most of the
types of information that were discussed earlier in Section 2.2.2, in the context of
agreement between computers.

Computer communicationsexamples
Bits

First, there will be a little splitting of the atom. Bits are the fundamental atomic
data type throughout the book. However, to avoid accusations of negligence, itis
wiseto givean outlineexplanation of how bitsare represented in termsof physical
media of the type discussed in Section 1.3.1. This section discussed the difference
between digital and anal ogue signals being used on a communi cation medium.
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With digital signalling, the transmitted signal has only a few discrete levels,
usualy just two levels. For example, for an electrical signal, there might be
two different voltage or current levels. For an optical signa, the absence and
presence of a light pulse would be the two levels. The two levels then give a
natural representation of the binary digits 0 and 1. A sequence of bits can be
communicated by appropriately varying the communicated signal over time. This
sort of transmission is usually referred to as baseband transmission.

With analogue signalling, the transmitted signal is a continuous waveform
within some particular frequency range. This range is termed the bandwidth
of the signd. Since it is the case that, the larger the bandwidth, the higher the
information rate possible, the term ‘bandwidth’ is often used loosely in com-
puter communicationsworld to mean ‘information carrying capacity’ . Broadband
communication media allow several independent signasto be transmitted simul-
taneously, each occupying a different frequency range. However, remember that
the word ‘broadband’ is increasingly used loosely in the computer communica
tions world just to mean ‘high speed’. The term carrierband is used when an
analogue medium only carriesasinglesignal.

In order to represent a sequence of bits, an analogue signal must be modu-
lated over time. More specificaly, thereisabasic carrier signal whichisasine
wave, and its characteristics are changed over time. With frequency modulation,
two different wave frequencies are used to represent the bit values 0 and 1. With
amplitude modulation, two different wave amplitudes are used to represent the
two values. With phase modulation, two different phases (wave starting points)
are used. Whatever form of modulation is used, devices are necessary to con-
vert the digital information to and from ana ogue form. These devices are called
modulator-demodulators, or modems for short. They are most familiar to the
typical computer user as the devices used to transmit computer information over
analogue telephone lines. Modern modems, so-caled ‘intelligent’ or ‘smart’ mo-
dems, perform other functions, such as compression or error detection, as well as
the basi ¢ ana ogue representation function.

Characters

Most definitions of character sets, IA5 (ASCII) and EBCDIC being no exception,
do not just definewhich characters are present. They al so provideastandard binary
coding for each character. Inthecaseof A5 (ASCII), thereare 128 charactersinthe
set, and these are mapped to seven-bit representations. The binary representation
could just be regarded as a binary coding of a seria number in the range O to
127. However, there is a little more structure to the codes, there to be exploited
or abused (depending on viewpoint) by computer programmers. For example, the
32 control characters use dl of the 32 codes beginning with 00, the 10 digits
have consecutive codes from ‘0’ to ‘9’, and both the upper-case and lower-case
lettershave consecutive codesfrom ‘@ to*z . Further, the codesfor corresponding
upper-case and lower-case | ettersdiffer only by onebit. Given that the byteisoften
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anatura unit of information to work with, it is common to find the seven-bit IA5
representation being combined with a single parity bit, to allow modest error
detection.

The 1SO 10646-1 (Unicode) character set has a 16-bit representation. The
16-bit values are organized in blocks, for example, the range 0020-007E (in
hexadecimal) contains a basic Latin alphabet, which is just the printable ASCII
characters, 0400-04FF containsthe Cyrillic a phabet (used in Russian, and other
languages), 25A 0—-25FF contai ns geometri ¢ shapes, and 4E00-9FFF contains uni-
fied ideographsfor Chinese, Japanese and Korean.

Data types

Just asthe XDR range of datatypesisextremely closeto that of the C language, so
is the representation of the data typesin terms of bytes. Values of the basic types
have direct binary encodings, for example, signed integers, enumerations and
booleans are all encoded as 32-bit two’s complement numbers. Arrays, structures
and unions are encoded by concatenating together the binary encodings of their
components. Thus, if the binary coding of an XDR data typeisto be interpreted
to obtainits vaue, the interpreting computer must know what the XDR format of
the data typeis. There are no clues embedded in the binary coding.

The representation used by ASN.1 is very different from this. Just as the
defined data types are meant to be an abstraction of the range found in high-level
computer programming languages, so the binary representation is more abstract
than the type of representation that might be used within a computer system. In
the Basic Encoding Rules (BER) for ASN.1, the encoding of a basic type or a
constructor has three main components:

1. atagfied,

2. alengthfield; and

3. adatafield.
The tag field indicates the basic type or constructor being used. The length field
indicatesthe length of the valuein bytes. Finally, the datafield contains the actual
value. An optiona fourth component is an end-of-data flag, which can be used
in circumstances where it is not possibleto include the length field. The use of a
lengthfield meansthat it is possibleto have diff erent-sizerepresentationsfor some
of the basic datatypes. For example, integers can be represented using exactly the
number of bytes necessary.

Thus, the ASN.1 representation carries structural information as well. The
binary coding can be interpreted without any prior knowledge of what it repres-
ents. Thisis rather more flexible. Also, the use of explicit length fields means that
the representation isfar lesstied to a particular computer system’s conventions. A
disadvantage of the Basic Encoding Rulesfor ASN.1 isthat their binary represent-
ationsare rather larger than those of XDR. Also, constructing and interpreting the
representations requires more computation by communicating computers. Thus,
there isatrade-off between generality and efficiency. Other sets of encoding rules
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have been defined to address these drawbacks, in particul ar the Packed Encoding
Rules (PER) which produce smaller binary representations.

Programs

The representation of a Java program is very straightforward. A program just
consists of lines of text, that is, it isjust a sequence of characters. The subtlety
liesin the way the sequence of charactersisinterpreted, but thisisamatter for the
computers involved, not the communi cation mechanism.

Communication information

The messages used to implement computer communi cations obviously haveto be
represented in some communicable manner. Standard formats for more modern
and/or higher level messages are now often expressed as complex ASN.1 data
types. These then have a direct binary representation associated. Older standard
formats describe the contents of messages, and include binary encodings in a
fairly ad hoc way. Often, the encodings are very specia case to the exact format of
messages used. Thisisthe case for al of the classic message formats mentioned
earlier.

Here, these formats are presented in terms of their representation by bits. The
actual fields of each message format are described as high-level data types (eg.,
integer, boolean, etc.), stopping short of saying what the purpose of each field is.
Thisisatopic for later chapters. The messages are illustrated diagramatically in
away that shows the size of each field in terms of the number of bitsrequired to
represent the field. In later chapters, this proportionate size is dropped, sinceit is
the type of the field that matters, not its representation. Thus, the main purpose
of introducing message formats here is to give examples of representations, and
to convey afeeling for the actua appearance and size of messages when they are
represented in binary form.

The ATM message consists of five bytes of administrative information, fol-
lowed by exactly 48 bytes of message contents. There is a one-byte CRC cover-
ing the adminstrative information, and it uses the CRC-8 generator polynomial
2% 4+ 2% + = + 1. The format of the ATM message is illustrated in Figure 2.6.

Figure 7.5 shows a logica representation of the ATM message format (in fact,
two formats), which puts more flesh on the physica representation shown in the
figure here,

The HDLC message consists of two bytes of administrative information,
followed by the message contents, followed by a two-byte (16 bit) CRC for the
wholeframeusing the CRC-CCITT generator polynomial z'°+z'?+2°+1. There
is an extended version, sometimes used, that has three bytes of administrative
information at the beginning. The format of the HDLC message is illustrated
in Figure 2.7. Logica representations of various different HDLC-style message
formats appear in later chapters — one example is Figure 9.9, which shows the
format used by the PPP protocol.
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Bits: 0 1 2 3 4 5 6 7
Bytes:
0
Integer
1
Integer

2

3 Bit string Boolean
4 CRC

Information carried

Figure2.6 Format of ATM ‘cdl’

Thetraditional IP message consists of 20 bytes of administrativeinformation
(optionally, there may be more), followed by the contents of the message. There
is a summation code over the administrative information, which is the standard
Internet modulo 65 535 checksum described earlier in Section 2.3.1. The format
of thetraditional IP messageisillustratedin Figure 2.8. Aswill be explained later
in Chapter 8, there is a newer version of the IP message, which will eventualy
supplant the traditional version. The format of the new IP message is illustrated
in Figure2.9. Figures 8.3 and 8.4 show logical representations of the traditional
and new | P message formats respectively.

The combined TCP/IP message consists of the 20 bytes of IP administrative
information, followed by 20 bytes (optionally, more) of TCP administrative in-
formation, followed by the contents of the message. There is a summation code
over both the TCP administrative information and the contents of the message.
This is the standard Internet modulo 65 535 checksum, as used in IP messages.
The format of the TCP component isillustrated in Figure 2.10. Figure 9.6 shows
alogical representation of the TCP message format.

Note that all of the classic messages have space for carrying information.
This can be considered as an arbitrary bit string, which isnot interpreted by ATM,
HDLC, IPor TCP. In general, thisis a characteristic of any sort of information-
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Bits: 0 1 2 3 4 5 6 7
Bytes:
0 Integer
1 Bit string Boolean Bit string

| |
| |
: Information carried :
| |
| |

n-2
CRC
n-1

Figure2.7 Format of HDLC ‘frame

carrying message, which means that a standard implementation technique called
encapsulation can be used. Suppose that there is one sort of message that is
communicable, but another that is not. Then, theideais to encapsul ate messages
of the second type inside messages of the first type. This means that there has to
be a representation of the second message type in terms of the information type
carried by the first message type.

TCP/IPisan example of this: TCP messages are encapsul ated in | P messages.
The representation of TCP messages in terms of bit strings alows them to bein-
formation bit strings carried by |P. Thus, TCP messages are made communicable
by putting them inside communicable |P messages. The process can be repeated
severa times. For example, | P messages might be encapsulated inside ATM mes-
sages or inside HDLC messages. An example of this process is illustrated in
Figure2.11.

Analogue information

Having begun this section with an outline description of how digita bits can
be represented by analogue signas, the section is concluded with the opposite
direction: how analogue signals can be represented by digita bits. The contrast
illustrates the historical development of computer communications, as discussed
in Chapter 1. Once, the main problem was to map digital computer information
into an analogue human communication system. Now, the main problem is to
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Bits: 0 2 4 6 8 10 12 14
Bytes:
Three-
0 Integer Integer Integer boolean
array
2 Integer
4 Integer
Two-
6 boolean Integer
array
8 Integer Enumeration
10 Internet checksum
12
Bit string
14
16
Bit string
18

Information carried

Figure 2.8 Format of traditional IP ‘ datagram’
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Bits:

2 4 6 8 10 12

14

Bytes:
0

Integer Integer

Integer

Integer

Enumeration Integer

22

Bit string (128 bits)

24

Bit string (128 bits)

38
\
[
[
[
[
[
[

Information carried

Figure2.9 Format of new IP*datagram’
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Bits: 0 2 4 6 8 10 12 14
Bytes:
0 Integer
2 Integer
4
Integer
6
8
Integer
10
12 Integer Six-boolean array
14 Integer
16 Internet checksum
18 Integer

Information carried

Figure 2.10 Format of TCP component of TCP/IP ‘ segment’
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User message

TCP message

IP message

HDLC message
Figure2.11 Example of encapsulation of messages

map anal ogue human informationinto adigital computer communication system.
Normally, the main analogue information of interest is derived from video or
audio or both together. A device used for converting analogue to digital, and back
again, isthe opposite form of a modem, and is called a coder-decoder, or codec
for short.

Pulse Code M odulation (PCM) is a basic technique that involves quantiza-
tion. The anaoguesignal issampled periodically, and adigital measurement of its
amplitudeistaken as an encoding of thesignal at each timeinstant. A fundamental
result due to Nyquist states that, if asignal has bandwidth b, then 26 samples per
second are sufficient to allow the original signa to be completely reconstructed
from the digital encoding.

For exampl e, the signal corresponding to ahuman voiceover thetel ephonehas
a 3000 hertz bandwidth, so 6000 samples per second are sufficient. As mentioned
in Section 1.3.2, quantization standardsfor thetelephone system use 8000 sampl es,
and either seven or eight bits per sample, i.e., arange of 128 or 256 quantization
levels. Thus, 56 000 or 64 000 bitsare required to represent one second of speech.
However, the use of compressi on techniqueson the digital information can reduce
this substantially, to around 5000 bits per second.

24 CHAPTER SUMMARY

Before information can be shared, there hasto be agreement between the commu-
ni cating computers onwhat thetypeof theinformationis. Usually, thistypewill be
strongly influenced by the types of information that the computers are designed to
process. However, the computers are likely to differ in terms of detail, or perhaps
more fundamentally. Therefore, various standard type definitions exist to form
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the basisfor agreements on bridging differences between computers. Agreements
may be static, and pre-arranged before communications. Alternatively, they may
be imposed or negotiated when communication begins.

Complex information types are unlikely to have a direct implementation by
physical phenomena. The quality of communication can be improved by trans-
formations of information: compression, redundancy for error detection and en-
cryption. Some fundamenta limits on the quality improvement possible can be
obtai ned from the results of information theory. In order to implement communic-
ation at all, simplifying changes in the representation of information are needed.
Ultimately, thisislikely to give a representation in terms of bits, which are com-
municable over physical media connecting computers.

2.5 EXERCISES AND FURTHER READING

2.1 Consider any communicationsthat you carry out in order to shareinformation
with someone el se, and deci de whether theseinvolve unidirectional transferring of
information, independent bidirectional sharing of information, or complex sharing
of information.

2.2 Theauthor of thisbook has agreed that itsinformation will be communicated
using English. Explain how this absolute agreement with the reader is extended
by relative agreements to ensure that the book is fully comprehensible.

2.3 A byte has the bit pattern 10011010. Assuming that the byte contains the
binary representation of an integer, give the value of the integer if the bit sex is
(8 ‘big endian’ — the most significant bit comes first (at the left), and (b) ‘little
endian’ — the most significant bit comes | ast.

2.4 Obtain lists of the ASCII and EBCDIC character sets. What are the main
differences?

2.5 What character set(s) are supported by any computer systems that you use?
What range of languages can be supported using the characters available in each
character set?

2.6 Find out more about the work of the Unicode Consortium by consulting its
WWW page (URL http://www.unicode.org).

2.7 If you are familiar with any high-level programming languages, write down
alist of the data types and constructors supported. How well do the listed items
map onto (a) XDR items, and (b) ASN.1 items?

2.8 Study the details of XDR by reading Internet RFC 1014.

2.9 If you have experience of computer programming, obtain details of the Java
language, and compare its features with those of the programming languages that
you are most familiar with.
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2.10 Havealook at Internet RFC 1902, which includes a description of ause of a
subset of ASN.1. Do not attempt to understand any details, but note what ASN.1
descriptionslook like.

2.11 Writedownthecurrent timeof day in UTC format, in two ways: onewithout
an offset, the other with an offset.

2.12 If your computer is able to make use of specialized services of other com-
puters, try to discover what mechanisms underpin this sharing.

2.13 If you have access to the Internet FTP service, write down a list of the
services that are offered. Would you like any other services that are not present?

2.14 Suggest reasons why WIMP systems often allow users to issue commands
either using a mouse movement or using a keyboard press.

2.15 Comparethedifferent computer printersthat you have used. What common
features can youidentify in order to develop your own virtual printer model ? Does
thismodel alow the printersto be used to their full potential ?

2.16 Suppose that a piece of information may have four different values. If the
probabilities of the different values being communicated are 0.1, 0.5, 0.2 and 0.2
respectively, work out the entropy of a communicated value. Comment on the
difference between this entropy and the entropy if all of the values occur with
probability 0.25.

2.17 Suppose that letters of the Roman aphabet are communicated randomly.
What is the entropy of each value communicated?

2.18 Combine the results of the source coding theorem and the channel coding
theorem to obtain a combined statement concerning the number of transmitted
values that are needed to communicate a value of some datatype. Your statement
should involve both the channel capacity and the entropy of the data type as
variables.

2.19 Obtainthetypical occurrence probabilitiesof each |etter of the a phabet used
inyour native language (either by finding alist or by writing acomputer program
to analyse a large text). Construct a Huffman coding for the al phabet using these
probabilities.

2.20 Suppose that a piece of information consists of the temperatures measured
by athermometer every minute over a one-week period. In what cases might (a)
run length encoding, and (b) difference encoding, be appropriate for compressing
thisinformation?

2.21 If you areinterested in fax transmission, obtain the details of the T.4 and/or
T.6 compression specifications. By experimentation, check what the compression
isfor typical pages.

2.22 If you are interested in video compression, obtain further information on
the MPEG compression agorithms. What are the differences between MPEG-1,
MPEG-2 and MPEG-4? How does MPEG compare with other video compression
mechanisms?
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2.23 If you are interested in I nternet message compression, and have a basic un-
derstanding of the Internet protocols|P and TCP already, read Internet RFC 1144,
which describes Jacobson compression. Why is thiscompression not standard for
al Internet messages?

2.24 Why does a code with Hamming distance d dlow the detection of errors
affecting upto d — 1 bits, and correction of errorsaffectingupto | (d — 1)/2] bits?
2.25 Consider the bit string 1000010111100101. Simulate the circuit shown in
Figure 2.4, in order to find the CRC for this bit string when the CRC-10 gen-
erator is used. To do this, you need to assume that the storage elements all
contain zero initialy. If the CRC is ¢y cacscqcseserescgern, feed the bit string
1000010111100101¢1caczeqcscqc7cgcocin through the circuit to check that the
result iszero. Now, feed through thisbit string with one bit flipped, and check that
the result is non-zero.

2.26 Explainwhy the ISO summation code has the required effect, i.e., that with
the computed bytes M}, and M}, inserted, the values of Cy and C; will beequa
to zero. Check this by trying a small example using 10 bytes (i.e., with n = 10)
and with & = 6.

2.27 Investigatethehistory of theDESencryption algorithm, sinceitsintroduction
in 1975. Would you trust it to protect your secrets?

2.28 Obtain a software implementation of the DES algorithm. Can you follow
what is going on? How quickly can this implementation encrypt a single 64-bit
block?

2.29 Investigatethe International Data Encryption Algorithm (IDEA), whichisa
more recent aternativeto DES, and isused within PGP. How does IDEA compare
with DES?

2.30 If you have access to Pretty Good Privacy (PGP), find out what its main
features are, and comment on their usefulnessto you.

2.31 Construct your own keys for an RSA cryptosystem by choosing suitable
values of d, e and n. To make life simpler, let n» be between 35 000 and 65
000. Check that your encryption key (e, n) and decryption key (d, n) work by
encrypting, then decrypting, the bit string 1000010111100101.

2.32 Read Internet RFC 1321, which describes the MD5 message digest al-
gorithm. For avery challenging read, have alook at RFC 1521, which describes
how both MD5 and DES feature in a particular authentication service: Kerberos.
However, note that this requires an understanding of various concepts discussed
later in the book.

2.33 Draw diagrams to illustrate the difference between frequency modulation,
amplitudemodul ation and phase modul ati on, aswaysof representing binary values
using an analogue signal.

2.34 Find out how high speed (9600 bits per second, or more) modems actually
represent bit streams using a modul ated anal ogue signal.
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2.35 For any high-level programming language implementation with which you
arefamiliar, find out how each high-level datatypeisrepresentedintermsof bytes
in computer memory.

2.36 What arethedifferencesbetween theBasic Encoding Rules(BER) for ASN.1
and the Packed Encoding Rules (PER)? What other standard encoding rules are
defined for ASN.17?

2.37 Give examples of information encapsulation in communications between
humans.

2.38 The bandwidth of a normal analogue video signal is about 4 Mhertz. What
sampling rate would be required to represent the signa faithfully in digita form?
If each sample contains 10 bits of information, how many bits are needed per
second of video?

2.39 Consider again any communications that you carry out in order to share
information with someone else. Discuss the information agreements that are ne-
cessary, and also the waysin which informationistransformed and/or represented
in order to implement communication.

Further reading

Many of the topics covered in this chapter have general relevance to information
processing and storage, not just to communications. Thus, it isuseful background
to be familiar with the general capabilities of computer systems. This knowledge
can be gleaned from avariety of sources, for example, general textbooksor com-
puter system documentation. A moreinternal view, relevant tothe technical details
of communi cations, can be obtai ned from familiarity with computer programming.
The components of any high-level programming language can be used as a guide
totypica information datatypesand the operationsthat can be performed on such
types.

Information theory supplies a fundamental understanding of the nature of
information, albeit without contributingagreat deal of practical benefit toreal-life
communi cation. Shannon’s pioneering paper on the subject appeared in 1949, and
can befound in Shannon and Weaver, The Mathematical Theory of Communication
(University of Illinois Press 1949). A more computer-oriented viewpoint can be
found in Information Theory for Information Technologists by Usher (Macmillan
1984).

Information transformation is an area with awealth of literature, in terms of
both booksand research papers. Thereisarange of specialist textbooksoninform-
ation compression, usualy referred to as ‘ data compression’. Some specialize on
particular applications, for example, video compression. Error correction codes,
as used in everyday computer communications, are very specia cases of codes
covered in the extensive literature devoted to coding theory. The results of Part-
ridge, Hughes and Stone, mentioned in the section on summation codes, can be
found intheir paper “Performance of checksums and CRCsover red data’, inthe
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proceedings of SIGCOMM-95. Cryptography is aso an area with an extensive
specialist literature. |n some cases, the algorithms used for information transform-
ation are of sufficient general interest, they appear in textbooks on algorithms.
For example, both Huffman coding and the RSA encryption method appear in
Introduction to Algorithms by Cormen, Leiserson and Rivest (MIT Press 1990).
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THREE

TIME

The main topicsin this chapter about time are:

sharing of information over atime period

synchronous and asynchronous agreement on time between com-
puters

segmentation and concatenation of communications

flow control to harmonize communication time periods
acknowledgement and error handling

timeout periods and expiry periods

3.1 INTRODUCTION

In Chapter 2, asimplemodel of how information might be shared by two computers
viaachannel is used. However, it has some significant limitations. In particular,
two assumptions are;

80
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e bothcomputers, and the channel, are alwaysready and willing to communicate
information; and
¢ both computers, and the channel, operate at the same speed.

Neither of these restrictionsis realistic from apractical point of view.

First, rather than being always ready and willing, computers normally have
other work to do aswell as communicating. Also, achannel might not be available
at all times for use by the pair of communicating computers. Second, there can
be significant differences in the speeds of computers, and even bigger differences
between the speeds of computers and the speeds of channels. In the past, channels
were very much slower than computers, and so had to be managed carefully.
However, with the development of new technologies, channels have caught up
with computers and, in some cases, now raise hew problems by being faster.

In order to deal with the aboveissues, it isimportant to describe how inform-
ation sharing proceeds over time. The matters that arise are very similar to those
seen in Chapter 2 when explaining how information itself can be shared. Firgt, it
is necessary to have agreement on when information sharing takes place. Second,
it is necessary to have implementation that allowsrequired behaviour over timeto
take place using communications with different — usually simpler — behaviour
over time. The implementation work may not just be concerned with achieving
communication, but also with achieving it at some particular level of quality.

Human experience

To make the discussion on time clearer, consider the following examples drawn
from everyday human experience:

e aone-hour presentation by a spesker
e aday'sactivity a atourist information desk
e ateephonecal.

These examples will be used throughout the chapter to illustrate various time-
related points. Some features of their associated communi cationsareworth noting.

Thetak islikely to have an advertised starting time, and is known to have a
one-hour duration. During the talk, there will be a fairly continuous information
flow. Theinformation desk islikely to have advertised opening hours over part of
the day. During the day, there will be sharing of information each time a tourist
makes an enquiry. In contrast, telephone calls do not normally take place at fixed
times. They begin and end as convenient for the callers. During thecall, therewill
be afairly continuous sharing of information.
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A communication

starting time ending time

Time

Figure3.1 Time period of a communication

Computer communications principles

Throughout this chapter and the next, the term ‘a communication’ will be used
to mean an act of information sharing occurring within some time period. This
adds more detail to the previous model, where communication was regarded as
a continuous and time-unbounded activity. For any particular communication, its
time period is given by:

e itsdartingtime; and

e itsfinishingtime

as illustrated in Figure 3.1. This definition seems rather obvious. However, it
is subtle because the word ‘time’ is used, but it is not made clear how time is
measured. This has to be agreed between the communicating parties, so that both
have a consistent notion of starting time and finishing time.

Computer communications examples

Throughout this chapter, the following examples will be used asillustrations:

sharing asingle bit
sharing a single character
sharing a string of bits
adatabase transaction
afiletransfer.

The first three are fairly simple in terms of the information communicated. The
database transaction involves a control relationship, where one computer is re-
guesting the other computer to perform database operations. The file transfer
involves the sharing of a potentially complex piece of information: the contents
and structure of afile.
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3.2 AGREEMENT ONTIME PERIODS

3.2.1 Absolute and rdative time measurement

There are two different ways to measure time periods, and well-known terms
from the world of computing and communications — * synchronous’ and ‘ asyn-
chronous' — can be used for each. Be warned that these terms are often used as
shorthand terms for some specific styles of communication, as will be seen later.
These uses should not be confused with the very general usage given below.

One English language dictionary defines ‘synchronous as ‘keeping time
together’. Thisgivesthebasicideahere, which isthat aclock isavailableto allow
absol utetime measurement. The unitsof measurement will vary depending on the
type of communication — days, seconds or microsecondsare al possibilities. The
starting and finishing times are measured in terms of the absolute units. Relating
thisto Figure 3.1, the communi cation woul d be placed according to two measured
points on the time axis.

A typical dictionary definition of ‘ asynchronous' is* not synchronous'. Thisis
appropriatehere, inthe sense that it meansthereisno clock to supply absolutetime
measurement. Instead, the starting time will just be defined as ‘the time at which
communication is seen to begin’ and thefinishing timewill just be defined as ‘the
timeat which communicationisseentoend'. That is, communicationsthemsel ves
become the measuring stick for time. Of course, to do this, communications must
have easily observabl e beginningsand ends. Rel atingthisto Figure 3.1, two points
on the time axis would mark the position of the communication.

The basic ideas of synchronous and asynchronous communication, as de-
scribed above, are simple. However, these two simple concepts form an essential
basis for numerous communication mechanisms, both human and computer. In-
deed, together they form one of the most important principles of computer com-
munications. In order toillustratethis, the remainder of this section ontime period
agreement is devoted to a variety of examples, first from human experience, and
then from computer communications. As well as confirming that the general un-
derpinning notions apply, these examples adso illustrate a wide range of common
practical mechanisms.

Human experience

At afirgt attempt, one might classify the three human experiences as being syn-
chronous, synchronous and asynchronous, respectively. The presentation by the
speaker is seen as synchronous because of a known starting time and a known
duration. The day’sactivity at aninformation desk is seen as synchronous because
of known opening hours. However, the third example is seen as asynchronous
because the act of making the call is what determines the starting and finishing
times.

Thisis described as afirst attempt at classification. Although it is natural to
think of advertised times as a basis for synchronous measurement, life is not so
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straightforward. Unfortunately, it is one thing to advertise an absolute time, but
quite another to ensure that everybody agrees on when that time actually comes
round. The examples will now be considered in more detail.

One-hour presentation by a speaker

The global clock approach might be used for aone-hour presentation by aspeaker.
Officialy, there is a worldwide agreement on absolute time: Coordinated Uni-
versal Time (UTC) (formerly known as Greenwich Mean Time). However, most
people do not have easy access to the official time source. Instead, they rely on
approximately correct versions given by clocks and watches. In thiscase, it might
make sense to define arule that aparticular clock at the presentation venueisused
to define an agreed absolute time. The time period of the presentation can then be
measured by this clock.

In practice though, most presentationsdo not work thisway. For example, the
speaker may beguided by hisor her ownwatch whiletravellingto thevenue. If this
watch is slightly slower than the chosen clock, the presentation might start alittle
late. Thisis not a problem for most audiences, showing that this communication
has an asynchronous flavour. There is till a loose synchronous nature — the
starting timeis not meant to drift by hours or days — but the red startingtimeis
determined by the moment at which information sharing begins.

Tourist information desk

A similar type of argument applies to a day’s activity at a tourist information
desk. The actua time period of operation is measured asynchronoudly, sinceit is
determined exactly by the times when the desk is opened and closed by itshuman
operators. However, the agreement on opening hoursis approximately synchron-
ous. Of course, in this case, further complications are introduced if tourists from
far-flung places aretryingto get i nformati on on the correct time adj ustment needed
for thelocal time zone.

Telephone call

The starting time of a telephone call is sometimes roughly synchronous, for
example, where one person has agreed to telephone another at a specific time.
However, it is more often asynchronous, and is just measured as the moment
at which didling starts. In a@most al cases, the finishing time is asynchronous,
measured as the moment at which the telephone is hung up. The actual time at
which the caler and the called observe the beginning and end of the call will
be dightly different. This is not a problem, as long as the time period is being
regarded as asynchronous.
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Computer communicationsprinciples

Before a communication can take place, the two computers and the channel must
agree on rules that give a common view of the time period. For a synchronous
approach, the easiest rule is for all to agree that some globa clock is used by
everyone. However, thisis somewhat dangerous because it is then necessary to
have sharing of timing information between the clock and the communicators.
Such sharing then introduces its own extra timing problems, and these must be
solved if accurate agreement is needed.

For computer communications, the situation is a bit different from that ex-
perienced by humans. This is because agreement on approximate absolute times
is often possible to some extent. For example, the Internet Network Time Pro-
tocol (NTP) allows computers to maintain accurate rea-time clocks to within
one-second accuracy and, in favourable circumstances, to within millisecond ac-
curacy. This is done by the careful sharing of information gleaned from radio
transmission of nationa clock signals. Exercise 3.4, at the end of this chapter,
invitesthe reader to investigate the workingsof NTP further.

Rough agreement using a global clock is feasible for some purposes, like
ensuring that communication takes place every hour, or every day. However, in
the absence of aglobal clock that can be read instantaneously by communicators,
aplausible alternative is to have local clocks that stay in step for the duration of
a communication. If ahigh degree of accuracy is required, such clocks can only
be kept in step for fairly short periods. The human analogue of this would be
to insist that everyone involved in some communication has to keep their clocks
and watches synchronized to the same second. It isalittle easier to impose such
discipline on two communicating computers.

3.2.2 Examples of communication time periods

In summary, the first example — sharing a single bit — may be regarded as
synchronous, and the other examples are asynchronous. Most computer commu-
nications are asynchronous.

Sharing asingle bit

The sharing of asinglebit isthe atomic act intheworld of digital communications.
Asabasisfor thisact, assume that the two computers are connected by a channel
capable of transmitting atwo-state signal from one computer to the other.

‘Bit synchronous’ transmaission

For a pure bit synchronous communication, the two computers must have syn-
chronized clocks that determine precisely when the transmitted signal represents
the bit to be shared. For thisto be possible, earlier agreement must be reached to
synchronizethe clocks. The most likely way for thisto be achieved isfor aninitial
asynchronous communication to set up a rule that, immediately thereafter, bits



86 COMPUTERS IN COMMUNICATION

1

< Clock 1: 1000000 bit times —————=

< Clock 2: 999999 hit times —————=

Time

Figure 3.2 Time drift between two independent clocks

will be transmitted at a regular frequency. For example, such a communication
might indicate that bits will arrive a arate of 10 Mbits per second immediately
thereafter. In this case, the receiving computer would expect to receive anew bit
every 100 nanoseconds. So, the single bit to be shared is now being seen as just
one of a sequence of bits. Thisisbecause such a synchronization agreement is not
made just for one bit alone— thiswould be pointless. Strictly speaking, therefore,
this type of communication should have been deferred until sharing of bit strings
is considered in the next two examples.

The main problem with the bit synchronous approach isthat it is not possible
to keep two independent clocks synchronized for long periods. Suppose that the
receiver’s clock runs at a fractionaly slower rate than the transmitter’s clock.
Figure 3.2 illustrates the sort of problem that might occur. Here, along sequence
of O bit vauesistransmitted, and thisisrepresented on the channel by along period
in the same state. The receiver might under-count the number of zeros, because it
expects each bit to last for fractionally longer than the transmitter intended. If this
continues, the bit boundaries gradually drift in time until the difference islonger
than one bit time. A similar type of problem occurs if the clocks drift in the other
direction.

Clock signals

The normal solution to the above problem essentially makes the communication
of each bit asynchronous. However, beware that this solution is often still called
‘bit synchronous' by many people. The ideais that a clock signa is transmitted
as well as the actual information. This signal |ets the transmitter share itstiming
information with the receiver. The simplest approach isto add a second two-state
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state2 State 2 —
state 1 - statel ——————
_—= _—=
bit time bit time
(@) zero bit value representation (b) one bit value representation

Figure 3.3 Manchester encoding of the two bit values

bit time bit time bit time bit time

Figure 3.4 Manchester encoding of 1101

channel, which has its state alternated at each information bit time period. This
change of stateisan asynchronousindication to the receiver that anew shared bit
is beginning (and that the previous one, if any, is ending). The main drawback is
that a second channel is required, which may be an unacceptable expense.

Manchester encoding

Another way to sharetiming informationisfor it to be carried on the main inform-
ation channel. One widespread way of doing this is Manchester encoding. To
understand thismethod, it isimportant to avoid thinking of thetwo states of abin-
ary channel as literally representing the two possible bit values. Figure 3.3 shows
how the0 and 1 bit val ues are represented in the most common form of Manchester
encoding, and Figure 3.4 showsthe bit string 1101 in this representation.

The interesting feature is that each singlebit valueinvolvesatransitioninthe
state of the channel. This eliminates the problem of long periods of unchanging
state, as can be seen from Figure 3.5, which shows asequence of four 0 bit values.
The guaranteed channel transition is an asynchronous indication of the middle of
each bit time period. Thisindication synchronizes aclock that the receiver usesto
determine the beginning and end of bit time periods.



88 COMPUTERS IN COMMUNICATION

bit time bit time bit time bit time

Figure 3.5 Manchester encoding of four O bit values

Baud rate

Thebaud rate of aphysical channel isthe maximum number of state changes that
are possible per second. That is, given that adigital channel conveysasignal that
has a number of different discrete values, the baud rate measures the maximum
number of changes in value that are possible in one second. For a binary digita
channel, thisisjust ameasure of the number of changes from one state to the other
that are possible.

Manchester encoding gives one illustration of thisunit in use: the baud rate
of a binary channel carrying Manchester encoded binary information is double
theinformation bit rate. For example, a200 Mbaud channel can carry Manchester
encoded information at arate of 100 Mbits per second. In this case, the baud rate
is higher than the bit rate. In other cases, the baud rate is less than the bit rate.
This is because the channel has more than two states, and so severd bits can be
encoded by one channel state. For example, amodem offering arate of 33.6 Kbits
per second typically uses a baud rate of 1800-2000, with the large number of
channd states being represented by different anal ogue waveforms.

Beware that, very often, the term ‘baud’ is used casualy to mean ‘bits per
second’. Strictly spesking, knowledge of how information bits are physicaly
represented by channel signalsis needed before the two terms can be equated.

Sharing a single character

A single character can usually just be treated as a string of eight bits (that is,
a byte). Thus, techniques for sharing characters are really just versions of those
used for sequences of singlebits, or are specia cases of those for sharing arbitrary
length bit strings (considered next). However, it is useful to consider characters
separately, becauseaparti cular asynchronous methodi ssufficiently commonthat it
stealstheterm *asynchronoustransmission” when it is applied to binary channels.
This method is now usually only used for communication between computers
and slower periphera devices, such as terminals and printers. Its asynchronous
nature copes well with serious speed mismatches, such asbetween ahuman typing
characters and a computer processing the characters.
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Figure 3.6 Asynchronoustransmission of the character 00101011

‘Asynchronous’ character transmission

Figure 3.6 illustrateshow an eight-bit character istransmitted, in terms of itsindi-
vidual bits. Theideaisthat, beforethestring of el ght character bitsistransmitted, a
single‘ start bit’ istransmitted. Usually, when no communicationisin progress, the
signal on abinary channel correspondsto the representation of a1 bit value, and
then the start bit hasa 0 bit value. The start bit denotes the beginning of acharacter
communication time period. This asynchronous event establishes an agreement
that the next eight bits, plusonefurther bit, will be transmitted synchronously. The
rate of arrival isnormally fixed for the channel or, if not, isdeduced from the rate
of arrival of thefirst few characters transmitted. After the string of eight character
bitshas been transmitted, asingle* stop bit’ istransmitted. Usually, the stop bit has
a1 bit value, and then the channel state remains the same until the next character
communication begins. (In earlier times, two stop bits were sometimes used, to
add an extradelay while mechanical terminal devices handled the character.) The
stop bit denotes the end of a character communication time period.

The disadvantage of thisform of transmission is that there is at least a 25%
overhead in the number of bits actually transmitted, over the number of inform-
ation bits. However, this should not be a mgjor problem if the information shar-
ing is genuinely asynchronous at the character level, because there will be gaps
between character communication time periods anyway. If characters are more
often bunched together, then techniques for handling larger strings of bits are
more appropriate.

Sharing a string of bits

Sharing a string of bitsis the fundamental operation at the lower levels of com-
puter communication. The earlier description of sharing a single bit mentioned
that synchronization on asingle-bit basisisnot attempted. Instead, an initial asyn-
chronousact establishesan agreement for synchronoustransmission of subsequent
bits. The exampl e of sharing asinglecharacter was aspecial case of thisapproach.
In general, sharing of abit string is achieved by first transmitting an agreed dis-
tinctivebit pattern to indicate the beginning of a communication time period. This
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01111110011111100011101011110110100101100111111001111110

..idle... ..idle...

flag : . . flag
sequence information bits sequence

Time
Figure 3.7 HDLC framing of 001110101111011010010110

is followed by the transmission of the information bits. Finally, the end of the
communication time period is indicated by the transmission of a distinctive bit
pattern. This pattern is often the same as the start pattern, which allows several
bit strings to be transmitted one after another, with a single distinctive pattern in
between each string.

HDLC framing

HDL C framing is an example of the above approach to sharing a string of bits,
and is very common on physical channels between computers. This framing has
its name because it is used to surround the classic HDLC message, shown in
Chapter 2. The genera form of HDLC framing is shown in Figure 3.7. It uses
the digtinctive eight-bit pattern 01111110 as a ‘flag sequence’ to mark both the
beginning and the end of communi cation time periods. Theinformation bitsshown
in between might be the representation of an HDLC message, but thisis not an
issue of concern here.

On a direct channel between two computers, the flag sequence is normally
transmitted continuously when no communication isin progress. This allows the
receiver to keep its clock in step with the transmitter’s clock all of the time. So,
strictly speaking, the beginning of anew communication time period isdenoted by
thereceived bit stream changing from repeated 01111110 bit patternsto something
different.

Bit stuffing

One problem with the use of specid bit patternsto mark the beginning and end of
communication time periods is that the same bit pattern might occur within a bit
string being communicated. Thiscouldlead tothetransmitter accidently appearing
to end one time period and then begin another. To prevent this, atechniqueknown
as bit stuffing is usualy used. The ideaisthat, when the transmitter notices that
it may be about to transmit the specia bit pattern, it transmits an extra bit that
prevents an accident.

For exampl e, theHDL C bit-stuffing ruleto protect theflag sequence01111110
is that, after transmitting five 1 information bit values, the transmitter always
inserts a 0 bit value. Just as the flag character is pre-agreed between the com-
municating parties, so too is the associated bit-stuffing rule. Thus, in this case,
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Transmitted sequence: Transmitted sequence:
010111110011 100111110101
stuffed bit stuffed bit

Figure 3.8 Bit stuffing 01011111011 and 10011111101
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Figure 3.9 Transaction or file transfer viewed over time

the receiver knows that, on receiving the sequence 111110, the O bit value was
stuffed and should be discarded. Two examples of HDLC bit stuffing are shown
in Figure 3.8.

Database transaction, or file transfer

At this stage, there is little extra to say about the behaviour over time for these
two examples. The genera idea is similar to that seen for bit strings, except
viewed at ahigher level of abstraction. Itisillustratedin Figure3.9. Therewill be
some distinctiveinitial component of the overall communication that denotes the
beginning of anew database transaction or file transfer.

For example, if thereis some collection of different communicated message
types that are used to implement the transaction or transfer, then the initial com-
ponent will just be one particular type of message. Similarly, there will be some
distinctivefina component that denotesthe end of the transaction or transfer, and
thistoo will be a particular type of message.

Thisgeneralized summary captures the spirit of amost al time period agree-
mentsin computer communications: easily observablesignalsprecede, and follow,
the sharing of information. This forms the basis for an asynchronous style of op-
eration. In fact, the general form of Figure 3.9 captures the forms of Figures 3.3,
3.6 and 3.7 as specid cases.

Normally, theextrasignal sarenot just therefor timing reasons. Aswill beseen
later, they mark the beginning and end of an enclosing context or environment for



92 COMPUTERS IN COMMUNICATION

the communication. This context or environment affects severa different aspects
of how the communicators behave during the act of communication.

3.3 IMPLEMENTATION OF REQUIRED TIME PERIODS

Agreement on time periodsisonly concerned with how the communicators agree
on the beginning and end of the time period for a communication. However, it is
very often the case that communication is not continuous within the agreed time
period. In Section 3.3.1, the effect of pauses during communicationsis explored.
The aim is to explain how communications with complex behaviour over time
can be broken down into sub-communicationswith simpler behaviour over time,
After this, in Sections 3.3.2 and 3.3.3, it is shown how quality improvements
can be obtained by combining the use of sub-communications and the adjustment
of the time periods of communications. The implementation techniques for time
behaviour areacentral part of thecommunicationstrade, sincetimeisthedynamic
component that has no independent existence away from acts of communication.

3.3.1 Segmentation and concatenation

Human experience
One-hour presentation by a speaker

Consider first the one-hour presentation by a speaker. The audience is likely to
be surprised if faced with a continuous barrage of words for 60 minutes. Instead,
there should be some identifiable structure to the talk. For example, there may
be a number of identifiable sections and sub-sections in the talk. Ultimately,
individual sentences might be an appropriatelevel at which to stop breaking down
the structure of thetalk over time. Unless the speaker tendsto hesitate or to pause
for dramatic effect, the wordsin each sentence will be delivered continuoudly.

Regardless of thelevel at which thetalk isbroken down, each component can
be seen asasmaller sub-communi cation with atime period agreed asynchronously.
For example, physical gestures or voice intonation might be used to denote the
beginning or end of sections, sub-sections, sentences, etc. withinthe presentation.

The overal situation is similar to the relationship between this book and its
reader. On its own, the book isjust a collection of stored information with some
structure— chapters, sections, sub-sections, down to sentences. When areader is
involved, communication takes place. The act of reading a particular component
fixesatime period for the sharing of information. Importantly, although the author
might hope otherwise, there is no reason why the order of reading components
of the book must be exactly the same as the order that components appear in the
book. For exampl e, the same sharing of information might be achieved by reading
chapters out of sequence. However, reading individual sentences in random order
might not lead to the same degree of information sharing.
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Figure3.10 Segmentation of acommunication

Tourist information desk, and telephone call

Similar observationsapply both to the tourist information desk and to atelephone
cal, although the degree of structuringislikely to be rather simpler in both cases.
A day’s activities at the information desk can be broken down into individual
queries from tourists, occurring at arbitrary pointsintime. In turn, these might be
broken down further intoindividual sentences. A telephonecall will typicaly have
no more structure than just being a collection of sentences separated by pauses.

It may be the case that some sub-communications overlap in time. When a
tourist makes an enquiry at the information desk or when two peopletalk over the
telephone, breaking down the communi cationtothelevel of separate sentences, for
example, will result in non-overlapping sub-communications. However, through
accident or rudeness, it is possible that information might be flowing in both
directions at the same time. Thus, sub-communications may overlap in time.

Computer communicationsprinciples

The obvioussi mplification totimeperiodsisto useatechniqueknown as segment-
ation. Thisisillustrated in Figure 3.10, where one communication is sesgmented
into three sub-communications. The actual timing of the sub-communicationsis
not important, just the fact that they are distinct. In this book, the term *seg-
mentation’ is used in a very genera sense, to cover any kind of breaking up
of communications. In common parlance, ‘ segmentation’ (as its name suggests)
usually only applies in afairly low-level sense, for example, when a longer bit
string iscommunicated by transmitting several shorter stringsover aseries of time
periods.

A less obvious simplification, perhaps, is to use a technique known as con-
catenation. It isillustrated in Figure 3.11, where three communications are con-
catenated into one super-communication. In thisbook, the term ‘ concatenation’
isused inavery generd sense, to cover any kind of joiningtogether of communic-
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Figure3.11 Concatenation of communications

ations. In common parlance, ‘ concatenation’ (as its name suggests) usually only
appliesin afairly low-level sense, for example, when severa shorter bit strings
are communicated by transmitting alonger string in a single time period.

When a communication consists of a flow of information in one direction
only, segmentation and concatenation are opposites of one another. Both involve
dividing up communicationsand puttingtogether communi cations, but in opposite
orders. Dividing up is the easier operation, i.e., the transmitter has the easier task
for segmentation, and the receiver has the easier task for concatenation. Putting
together is the harder operation. In the case of the receiver for segmentation, it
is necessary to ensure that exactly the right sub-communications have occurred,
before the origina communication is achieved. In the case of the transmitter for
concatenation, it is necessary to find an appropriate collection of communications
that can beput together to formthe actual super-communication. Thismay involve
some prediction to guess whether suitable communications are likely to occur in
the near future.

With aunidirectional information flow, segmentation and concatentation have
anatura engineering explanation. The sending computer splitsup (puts together,
respectively) information, and the receiving computer puts together (splits up,
respectively) information. When there is an information flow in both directions,
the situation is more complicated, since both computers are involved in dividing
up, and putting together, the communication. In general, only an external observer
can be aware of exactly what segmentation and/or concatenation is carried out
for a particular communication. This is because the two computers may observe
sub-communications happening in different orders, due to the delaying effect of
the channd.

For example, one possible role for segmentation is to divide a bidirectional
communication into two sub-communications, each covering one direction of
information flow. Such segmentation is very easy for an external observer to
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see, when it happens. However, it involves a division of information sending
between the two computers, rather than one computer dividing up the information
it sends. This illustrates that segmentation of communications is more than just
the chopping up of information.

In this case, overall control that ensures the two sub-communications imple-
ment the required communication must be achieved by having prior agreement
between the two computers on how the correct sharing behaviour is to be imple-
mented by putting constraints on the two independent behaviours. Section 3.3.3
contains a simple example of how this might take place, where the constraint is
that one computer isrespondingto information received from the other. In general,
such agreements are only practi cablewhen the unidirectional sub-communications
are not, in turn, segmented much further.

In some cases, segmentation is used as a means of implicitly representing
structure within the information communicated. That is, the information shared
by each sub-communication is viewed as one distinct component of an overal
structure. If this is the case, then the receiver must ensure that the extra struc-
tural information provided by the segmentation is preserved when it concatenates
the information received. Thisistermed unit-oriented communication. The sim-
pler aternative, that does not preserve segmentation structure, is termed stream-
oriented communication. Thisterm reflects the fact that a stream of information
is shared, with no added structure.

Computer communicationsexamples

The sharing of a single bit cannot be simplified by segmentation, since bits are
viewed as atomic. However, al of the other examples can be simplified thisway,
using methodsthat have been hinted at during di scussions on how agreement about
time periods can be achieved. The sharing of single bits might be simplified by
concatenation, but thisisjust aspecial case of bit-string concatenation, considered
below.

Sharing a single character

The asynchronous method of transmitting eight-bit character representations, pre-
ceded by astart bit and followed by a stop bit, cannot be segmented further. Thisis
because each 10-hit string is transmitted synchronously, which implies continuity
of transmission without any pauses. However, looking ahead to Chapter 5 and
beyond, where multiple communication channels are introduced, an dternative
way of transmitting an eight-bit character representation would beto send all eight
bits at the same time, over eight independent binary channels.

If thisis done, the communication of a character has been broken down into
eight separate sub-communications, al of which occur in the same time period.
Obviously, agreement rules are necessary to ensure that the receiver does obtain
all of thebits‘inthesame time period’. An obviousway to achieve thisisto make
sure of threethings:. thetransmitter sends all eight bitsat exactly thesametime, al
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eight channels impose the same delays, and the receiver reads al eight channels
at exactly the same time. Such pinpoint precision is unlikely but, in practice, an
adequate degree of synchronization can be achieved to make this scheme work.

Sharing a string of bits

For an arbitrary-length bit string, an implementation problem is that limits might
be placed on the duration of communications. These appear as restrictionson the
lengths of bit strings that it is possible, or desirable, to transmit. The limits may
be either lower bounds or upper bounds on length.

If segmentation is used, a longer bit string is communicated by transmitting
severa shorter stringsover aseriesof time periods. Theshorter stringsare obtained
by dividing up the longer string. The division is based purely on length, since
thereisnot any logica structurewithinthe string. If concatenation is used, severa
shorter bit strings are communicated by transmitting a longer string in a single
time period. The longer string is obtained by concatenating the shorter strings
together.

As an example, both segmentation and concatenation can be used to provide
the 1 SO standard transport service, which providesachannel capable of transport-
ing arbitrary-length bit strings between two computers. This service is described
in a little more detail on page 133 in Chapter 4, it features in the case study
contained in Chapter 10, and its place in the |SO standards family is explained in
Section 12.3.2 of thefinal chapter.

The required service has to be implemented using the services offered by any
channels that are available to connect the two computers. Such channel services
will carry bit strings, but some may have restrictions on maximum length, for
example, whereas others may have better behaviour for longer lengths. Because of
this, theimplementation of thetransport service must use appropri ate segmentation
and concatentation.

Database transaction

Thekey feature of adatabase transactionisits‘all or nothing’ property. A transac-
tion consists of a sequence of database operationsand either all of the operations
are performed, or none of them are performed. Such behaviour fits naturally with
the idea of segmenting communications. The transaction isthe higher-level com-
munication, and is divided into several simpler sub-communications carried out
over time. Thisdecompositionislikely to occur asafeature of the database service
implementation or as a feature of the database user’s behaviour, rather than as a
necessity for implementing informeation sharing between the database and its user.

The 1SO standard Commitment, Concurrency and Recovery (CCR) service
isan example of ageneral mechanism for segmenting atransaction’stime period.
An outline of this serviceis deferred to Chapter 4, since itsfeatures also embrace
other principlesyet to be discussed.
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File transfer

The transfer of files between computers is an example of a self-contained piece
of computer communication occurring during some time period. Depending on
the type of file involved, there may be scope for simplifying the time period.
For example, afile with some overal logica structure might be transmitted as a
sequence of logical components, separated by pauses. Alternatively, or in addition,
afile might betransmitted as a sequence of physical components. The most natural
example of thelatter iswhen afileistransmitted as a sequence of blocks, reflecting
theway it is stored physically on a computer system.

There is aso scope for higher-level communications associated with file
transfers. For example, thetransfer of acollection of files, perhaps the contents of
a directory, might be viewed as one communication. This mass transfer can then
be segmented into individua file transfers over separate time periods.

Other classic applicationscan be decomposed in asimilar style. For example,
the communication between a remote terminal and a computer system can be
segmented into separate log-in periods for different users, and each such period
might be further broken down into separate commands issued by the user.

IS0 standard session service

Given that applications often have the sort of time structure that file transfers
and termina accesses have, the 1SO standard Session Service offers a genera
way of segmenting the time period of a communication. The place of this service
within the 1SO standards family is explained in Section 12.3.2. In practice, the
service has been distinctly under-used, since most applications just implement
their own mechanisms. However, it isstill areasonableillustration of segmenting
communications in a general -purpose way. The structural components are shown
in Figure 3.12.

The highest level of time period is the session, which represents the period
during which communication takes place. The service user can then segment the
session into logical unitscalled activities. The divisionisdetermined by the user.
For example, a session might be a collection of filetransfers, with one activity for
each separate file transfer.

Within activities, service users can insert major synchronization pointsto
separate logically significant pieces of work intheactivity. Finally, users can insert
minor synchronization points between major synchronization points. Thus, the
service offersafour-level scheme for simplifyingtime periods, whichisavailable
to be used to best effect by communicating applications.

3.3.2 Flow control

The foregoing discussion of agreement and implementation i ssues for time shows
that most sharing of information by communication has two key properties. First,
the communication is asynchronous, that is, the starting time is not fixed relative



98 COMPUTERS IN COMMUNICATION

( )

Session

( ) ( )

Activities within session

( ) ( )

Major synchronization points within activities

Ql l ] QHHHH l D Ql D

Minor synchronization points between major synchronization points

Time
Figure3.12 Structure of time periodsin the |SO session service

to some global clock. Second, the communication can be segmented into sub-
communications, that is, communication time periods can be expressed in terms
of other, simpler, communication time periods. Both of these properties may be
required for communication to take place at al. However, very often when these
properties hold, they can be exploited to improve the quality of communication
for one or more of the communicators. This section explores ways of achieving
mutually agreed starting times, rates and durations of communication.

Human experience
One-hour presentation by a speaker

It isunlikely that the spesker’s materia demands that the presentation must take
place at some specific date and time. Instead, prior negotiation will take place
to ensure that the chosen time is mutualy convenient for the speaker, most of
theintended audience and the availability of any communication media required.
Such negotiation may be dominated by any of the interested parties, or may be
equally weighted towards all parties. Given an advertised starting time, the actual
starting timemight befurther tuned, for example, to suit the speaker’s convenience
or the audience's readiness.

The rate at which the presentation is delivered also has an eement of flex-
ibility. There will be a genera consensus on what range of rates is appropriate,
beyond which the presentation will seem ‘too slow’ or ‘toofast’. However, within
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thisrange, the speaker may choose arate he or she feels to be appropriate for the
materia. The audience may aso affect the rate of delivery by means of signas
conveyed back to the speaker — for exampl e, audible yawnsto indicate lowness
or interruptionsasking the speaker to dow down. Similar considerations apply to
the duration of the presentation. Although it is advertised as having a one-hour
duration, the actua duration may be fine-tuned to suit the participants.

Tourist information desk, and telephone call

Similar considerations apply to the examples of the tourist information desk and
the telephone call. There is considerable scope for varying the starting time of
communications to suit the participants. The rate of communication must be
adjusted to suit all parties. The duration of communications can be flexibleto suit
the information being shared.

Computer communicationsprinciples

In summary, al three examples of human experience show that people have well-
developed mechanisms for achieving quality of communication by careful use
of timing. Not surprisingly, similar mechanisms are also used extensively for
computer communications. The use of asynchronous features to alow mutually
agreesble time periods and rates is normally named flow control, athough other
terms are used in certain specidized circumstances.

To simplify the discussion here, it will be assumed that the information
sharing requires a flow of information in one direction only. Thusit is acceptable
to refer to an ‘information transmitter’ and an ‘information receiver’. Thisis a
reaistic simplification to make since, when the mechanisms described here are
applied to genuine bidirectional sharing, they usually apply independently to the
different directionsof informationflow. That is, they are applied after bidirectional
communi cation has been segmented into two unidirectiona sub-communications.
Practical examplesin Chapter 4 will illustratethis point.

The essence of flow control is to ensure that information sharing begins
at an agreed time, continues a an agreed rate, and lasts for an agreed period.
It has been assumed so far that the communication channel is a passive entity,
whilethe communi cating computersare active. Thisassumptionwill be continued
in the discussion of flow control here, so that the channel does not contribute to
negotiations on communi cation time periods. However, when rather more complex
types of channel are introduced later in the book (for example, in Chapter 6), it
will be seen that channels also can be full partnersin aflow control mechanism.

Domination by the information transmitter

The first flow control mechanisms to be described will involve a dominant in-
formation transmitter. Two unsubtle possibilitiesinvol ving adominant transmitter
ae
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e the transmitter communicates at its convenience, and a davish receiver is
assumed to cope;

e thetransmitter communicates at its convenience, but the receiver is alowed
to ignore the communication if it isinconvenient.

Such rules need to be agreed in advance by both parties. The first approach was

common in the early days of computer communications, where a centra large

computer was a master transmitter, and a smaller computer or termina was a

dave receiver. The second approach isin asimilar vein, but gives the receiver a

crude form of flow control.

At thelowest levelsof computer communication, where hardwaretransmitters
and receivers are attached to physical channels, both approaches are common,
since the hardware can be dedicated to communication. However, if the full
powers of the receiving computer are required for the communication, then it is
usualy given amore active rolein flow control.

A variant on thisschemeisto havea‘benevolent dictator’ type of transmitter.
That is, as part of the original agreement to communicate, the transmitter gives
a specification of the traffic flow. This means that it describes how the commu-
nication will proceed over time. The receiver only joinsin the communication if
it is prepared to handle the described traffic flow. The transmitter must respect
the agreement so if, during the communication, the actua traffic flow is going
to differ from that agreed, the transmitter must employ traffic shaping to ensure
that its transmissions match the agreed profile. This type of scheme is of much
interest in modern high-speed computer communi cations, where predictability of
information flowsisimportant. The mechanismisalso desirable, becauseit allows
computers to transmit promptly, without being delayed while polite enquiries are
made about the readiness of the receiver.

Domination by the information receiver

At the other extreme to a dominant transmitter, there may be instead a dominant
receiver, two possibilitiesbeing:

e therecever demands communication at its convenience, and a savish trans-
mitter is assumed to cope;

e thereceiver demands communication at itsconvenience, but thetransmitter is
alowed not to communicate if it isinconvenient.

Similar symmetric comments can be made as were made about thedominant trans-
mitter case. In fact, combinations of dominant receiver and dominant transmitter
approaches are not unknown. Historically, a central large computer would be the
dominant transmitter and receiver, and smaller computers or terminas would be
the dave receivers and transmitters.

The technique used by a dominant receiver to issue its demands is usualy
an example of a general mechanism called polling. The receiver sends a request
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for input to the transmitter, which is then obliged to respond immediately (or, at
least, as soon as practicable). The transmitter’s response to a poll might be the
communication of information, if the transmitter has any, otherwise it will just be
an indication that there is no information to communicate.

Ticket style flow control

For most types of present-day communication, there is a more balanced rela
tionship between the communicators, with no domination by one or the other.
Agreement on flow control rules may be either static or dynamic, or a mixture of
both. The above master-dave rel ationships are extreme examples of static agree-
ments. Morecommon are agreementsthat giveatransmitter flexibility in choosing
the beginning of communication time periods, but within constraintsimposed by
thereceiver.

The arrangements are usualy akin to the use of open ticketsfor public trans-
port, where the possession of one or more tickets allows a traveller to use the
transport at some futuretime. Thisisin contrast to polling, wheretheticket isof a
typethat only allowstravel at a particular time. Here, theword ‘ticket’ isused to
describe a special information type communicated for flow control, but note that
the aternative word ‘token’ is often used in practica applications. Two schemes
for theissue of flow control tickets are:

o thereceiver issuestickets automaticaly;
e thetransmitter requests tickets, and the receiver responds.

Normally, possession of one or more tickets allows a transmitter to begin a com-
munication at a future time of its choosing. This flexibility may be problematic
for the receiver. The second scheme should alow the extent of the future to be
constrained, assuming that ticketsare only requested when atransmitter isabout to
communicate. A further possibility, not common in practice, isto build an expiry
timeinto the ticket, so that it can only be used for alimited time into the future.

Apart from allowing atime period to begin, flow control tickets place restric-
tions on the permitted duration of communication. These are normally expressed
indirectly, in the sense that tickets allow a maximum amount of information shar-
ing during a communication time period. The time duration is then a function
of the rate of communication. Where a communication is synchronous, the rate
will be fixed, and aready agreed by both parties. Thus, the maximum duration
of a communication can be easily established. Where a communication is asyn-
chronous, asisusually the case at all but the lowest levels, the maximum duration
might be estimated (if this needs to be done) on the basis of previous experience
of communication rates.
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Shiding windows

In Section 4.5.2, examples of connection-oriented protocols are examined. This
sort of protocol usualy includesaflow control mechanism that employsavariant
of a particular implementation of the ticket style of flow control: a diding win-
dow mechanism. For this to work, it is necessary that a communication can be
segmented into asynchronous sub-communications.

The basic idea is that the communicating computers have a notion of a
‘window’ through which a portion of the information being shared by a com-
munication is visible. This indicates that, under the flow control agreement, a
sub-communi cation involving the sharing of the visibleinformation may begin at
the present time, or in the future. Attempts to share invisibleinformation are not
alowed. Initialy, the window is over an initial subsequence of the information
and then, as communication progresses, it is did along the information until it is
over afinal subsequence of theinformation. Thisisillustrated in Figure 3.13 (the
size of thewindow staysthe samein thefigure, but thisis not anecessary feature).

One extreme case of this genera mechanism iswhen the size of the window
isthe same asthe size of theinformation. This means that there are no restrictions
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on how the communi cation should proceed over time. At the other extreme, when
the size of the window is zero, no communication is allowed.

The units of size for the dliding window are pre-agreed by the communic-
ating parties. The choice reflects the degree of segmentation possible, with one
unit typically corresponding to the smallest unit of information that can be trans-
mitted as a sub-communication. When the window size is one, only a single
sub-communication may bein progress a any time. Normally, however, the win-
dow size isgrester, which allows more than one sub-communiceation to take place
simultaneoudly. A desirable aim is for sufficient sub-communications to be in
progress simultaneously to ensure that the channel is aways full of information
in trangit.

The reponsibility for deciding the size of the diding window at any time, and
for moving the dliding window, rests with the receiver. When it makes changes,
these have to be communicated to the transmitter. Conceptualy at least, this
can be seen as an additiona, separate, act of information sharing. Obvioudly,
the new communication only exists in order to manage the main information
communication, but it can be regarded as independent.

The reason for using a diding window mechanism is to exploit the fact that
the main information sharing communication and the gliding window information
communication can be carried out simultaneously. Specifically, the two commu-
nications involve information travelling in opposite directions. Thus, in normal
operation, while the main information transmitter is using up a supply of tick-
ets granted by the position and size of the diding window, the ticket supply is
being replenished by changes to the diding window. The aim is to ensure that
subsequences of the main information can be communicated whenever it is con-
venient for the transmitter. This is an improvement on a simple stop and wait
system where, after each sub-communication, the transmitter must wait until a
new ticket is obtained from the receiver.

3.3.3 Acknowledgement and error handling

Human experience
One-hour presentation by a speaker

As the discussion on flow control in Section 3.3.2 shows, there are severa ways
in which the timing of a presentation can be adjusted to maximize the quality of
information sharing. There are also waysin which the progress of the communic-
ation can monitored.

If the presentation is assumed to be of high calibre, and the audience is as-
sumed to be exceptionally attentive, then the speaker could perform uninterrupted
for one hour. Then, it would be safe to assume that all parties share the same
level of information at the end. In practice, such perfection is unlikely. Instead,
the speaker is likely to watch the audience for signs of incomprehension, or the
members of the audience are likely to interrupt with requests for clarification. In
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the event of problems, the spesker will probably repeat some earlier part(s) of
the presentation, perhaps in a modified form. This type of behaviour is possible
because the presentation does not rely on a continuous flow of information over
time,

Reviewing this, the overall communication can be segmented into a series
of smaller sub-communications, which are themselves asynchronous. In terms of
the communication channel model, each sub-communication is concerned with
sharing some information between speaker and audience. It is possible to further
break up each sub-communication into two parts. The first involves the speaker
passing information to the audience. The second involves the speaker finding
out whether the information passing is succeeding. The final aim of the overall
communication isto ensure that the audience know al of the information, and that
the spesker knowsthat they know it.

Tourist information desk, and telephone call

Similar considerations apply as in the case of the speaker’s presentation, since
there is al'so a need to ensure that the required information sharing is achieved
by the communication. This isimplementable by segmenting the communication
time period appropriately.

Computer communicationsprinciples

The use of decompositionto give effective information sharing isnormally named
acknowledgement, and itisclosely associated with error handlingin most cases.
With aflow control mechanism that ensures communication takes place at atime
convenient for al parties, and with a perfect channd, there is no need for any
acknowl!edgement or error-correction mechanism. Thisisbecause theinformation
transmitter knows that information sharing will be achieved by the transmission.
Inlessideal circumstances, therewill be somedoubt at theinformationtransmitter.
Thus, trueinformation sharing cannot be said to have been achieved. To deal with
this problem, it is necessary for the receiver to communicate extra information
confirming that it has successfully received theinformation sent by thetransmitter.
When this has been done, information sharing has been achieved.

At thispoint, it is reasonable to ask the contorted question, ‘ but how doesthe
receiver know that the transmitter knows that the receiver successfully received
the origina information? In fact, an infinite sequence of increasingly complex
guestions might be posed. To avoid such problems, it is normal for the receiver
to assume that full information sharing has been achieved, once it has notified the
transmitter. If this assumption is not correct, and the transmitter has a different
view, then the onusis put on the transmitter to resolve the confusion. Thisis done
using mechanisms described bel ow.
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Acknowledgement

To summarize, when information sharing involves an information flow in one
direction only, then the communication normally can be broken up into a pair of
sub-communications. Thefirst oneistheactual information sharing. Then, laterin
time, the second one shares information (in the opposite direction) about the suc-
cess of thefirst one. The second sub-communicationisusually termed an acknow-
ledgement. If theinformation receiver signalssuccess, the sub-communicationis
termed apositive acknowledgement; if it signalsfailure, the sub-communication
istermed a negative acknowledgement.

There are variousreasonswhy areceiver might signal failure. One possibility
is that the flow control arrangements were inadequate and, although the receiver
has noted a communication attempt, it is unable to participate. The negative
acknowledgement is then essentially a post facto flow control feature. A more
common possi bility isthat an error-detection mechanismisin use, and thereceiver
has spotted that a communication attempt was faulty. In either case, the effect of
the negative acknowledgement is that both communicating parties have the same
view of thestate of information sharing. Typically, thetransmitter will then attempt
to do the information sharing operation again.

Error correction

After being made aware that acommunication attempt hasfailed, thetransmitter is
likely to make another attempt. Thisisan error-correction mechanism. However,
an essentia prerequisiteisthat the transmitter is made aware of failures. Unfortu-
nately, thisis not always possible. Firgt, if acommunication attempt is completely
lost on the channel, thereceiver will be unawarethat it has failed to happen, unless
there is a synchronous flow control agreement that fixes a certain communication
time period. Second, the acknowledgement i nformation communication isusually
subject to the same sources of error as the main information communication, and
s0 it is possible that acknowledgement informationis|ost.

To deal with these matters, there is normally an absolute time bound placed
on the duration of an act of information sharing, that is, on the time required
to communicate both the main information and then some acknowledgement
information. If this time is exceeded, and the transmitter still has doubts about
the success or failure of a communication, it assumes the worst, and will take
action. Very often, it just behaves as though a negative acknowledgement has
been received.

Retransmaission

If a transmitter tries a communication again, after suspecting that a previous
attempt failed, there are various possible states of belief at the receiver when the
retransmission happens:

e the communication was successful;

¢ the communication was faulty or could not be dealt with; or
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o there had been no communication attempt.

Itisthereforeimportant to ensurethat any repeated attempt cannot cause confusion
at therecelver. Confusionismost likely in thefirst case above, since the receiver
will be faced with a second successful communication of the same information.

If it is harmless for information to be communicated more than once, such
confusion at thereceiver doesnot matter. Otherwise, however, each unit of inform-
ation transmitted must be packaged in such away that the receiver can recognize,
and discard, duplicates. Where a communication has been segmented into sub-
communications, it is common for each information subsequence to be tagged
with an index indicating its position within the total information. This gives the
necessary uniqueness. Such tagging al so assiststhereceiver in concatenating sub-
communications completely, and in the correct order. An aternative to ensuring
that communicated information has an ‘idempotent’ property is to use additional
control information communication to aert the receiver to an imminent repeat
attempt.

Timeout periods

The maximum duration alowed for a communication, before unilateral action is
taken, iscaled atimeout period. Since most communication isasynchronous, the
selection of appropriatetimeout periodsisfraught with danger. If the chosen period
istoo short, then it is possiblethat arepeat communication attempt might overlap
intimewith an earlier attempt. Thiscould cause extraconfusion at thetransmitter.
For example, if acknowledgement informationisreceived, it might refer to either
communication attempt. If the chosen period is too long, communication will be
slowed down. The transmitter will wait an undue length of time before making
a repeat attempt, when there is no possibility of further developments from the
origina communication.

For computers with predictable behaviour, connected by a physica com-
munication channel operated at an agreed rate, accurate timeout periods can be
estimated. However, for any situation more complex, the estimation is far harder,
and usually involves dynamic calculation based on recent past experience of
communication times.

Expiry periods

In some cases, transmitters can enforce timeout periods by including an expiry
time with information communicated. The intention is that, after transmission,
the information only has a fixed time to live. If a communication channel or a
receiver discoversthat it is handling information that has passed its sell-by date,
the communication attempt is abandoned and trested as an act that did not occur.

Although this approach can assist in making timeout periodswork, it ismore
often used to prevent things like excessively long retention of information by
channels, or because the information itself is time-critical. Thus, while closely
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related to acknowledgement timeout periods, expiry times usualy exist for other
quality improvement purposes.

Flow control combined with acknowledgement

The two previous sections have described flow control and acknowledgement
as independent activities. This is true conceptually: acknowledgement forms an
integral part of an information sharing operation, whereas flow control is an
additional management communication. In practice however, the two activities
are often combined so that receipt of a positive acknowledgement also implies
permission to start a further communication in the future. Viewed from the other
angle, for example, the movement of a dliding window might also imply positive
acknowledgement of a sub-communication newly removed from the scope of the
diding window. Such combination of features is a special case of two general
principles — multiplexing and splitting — to be introduced in Chapter 5. At
this point, a principled explanation will be deferred. Instead, the next chapter,
Chapter 4 shows how al of the ideas introduced in this chapter can be combined
in practica circumstances.

34 CHAPTER SUMMARY

The sharing of information must be placed in a time-related context. A commu-
nication is defined as being the sharing of information within atime period with
mesasurabl e starting and ending times. In afew cases, normally at the lower levels
of communication, the measurement is synchronous, i.e., with respect to a clock.
In most cases, the measurement is asynchronous, i.e., with respect to observa
tion of theinformation sharing act. This demands that there are easily observable
starting and ending indications.

Communi cating partiesmust agree on thetimeperiodsfor communications. It
is not usually possible or desirable to use a global clock, or closely synchronized
local clocks, to achieve synchronous agreement. Instead, distinctive initial and
final components of the shared information are agreed upon, in order to achieve
asynchronous agreement.

Except at thelowest levels, communications do not usually proceed as a con-
tinuous activity over time. To implement communi cations with complex time be-
havioursintermsof communicationswith simpler time behaviour, decomposition
is necessary. Most often, thisis some form of segmentation: one communication
is divided into several sub-communications. Another opposite possibility is con-
catentation: several communications combined into one super-communication.

The combination of asynchronous agreement and segmented implementa-
tion may also be used to improve the quality of communication. The first major
improvement is through flow control, where the timing of communication is ad-
justed to the mutual benefit of the communicating parties. The second major
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improvement is through acknowledgement, where the directionless notion of a
communication as an act of information sharing can be broken up into sending
and acknowledgement sub-communi cations. Acknowledgement can act asabasis
for error-handling mechanisms involving retransmission or expiry.

3.5 EXERCISES AND FURTHER READING

3.1 Consider any communicationsthat you carry out in order to shareinformation
with someone el se, and compare the relative speeds of you, your partner, and the
channel used, in each case.

3.2 For the communications considered in the previous problem, how isthe com-
munication time period agreed? |'s the agreement synchronous or asynchronous?
3.3 How accurate isthe time-of-day clock in any computer system that you use?
How accurate istheinternal clock used to drive the computer?

3.4 Have alook at RFC 1305, which describes the Internet standard Network
Time Protocol (NTP). Do not try to understand al of the details, but note how
complex itis. Also havealook at RFC 1769, which describes the Simple Network
Time Protocol (SNTP), a simplified version of NTP that can be used when less
accurate absolute times are required.

3.5 Supposethat acollection of geostationary satellites covering the wholeworld
broadcasts a clock pulse every microsecond. Discuss the usefulness of such a
facility for aiding absolute (synchronous) time agreements in computer commu-
nications.

3.6 UsingtheManchester encodingsfor 0 and 1 givenin Figure 3.3, draw pictures
of the signals transmitted over time to represent (a) 11010, and (b) 01010.

3.7 An encoding scheme represents four bits of information using a pattern of
five state changes on a binary digital channel. What channel baud rate is needed
to achieve a 100 Mbit per second information bit rate?

3.8 For ‘asynchronous’ character transmission, itisusually possibleto select ‘ one
and ahalf’ stop hits, aswell as one or two. What does this mean from atime point
of view?

3.9 Supposethat theeight-bit pattern 10101010isused as aflag sequence to mark
the beginning and end of time periods for the communication of bit sequences.
Devise a bit-stuffing rule that will avoid confusion if this pattern occurs within a
communicated bit sequence.

3.10 Explainhow the HDLC bit-stuffing rule could be simplified, so that stuffing
isless frequent. Can you discover why this simplification was not used?

3.11 Next time you make a telephone call, note how the overall communication
proceeds over time. Write down dl the different reasons why communication is
not continuousin both directions.
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3.12 Find examples of concatenation of communications between people. Why
is concatenation useful in each case?

3.13 Givean example that showswhy the segmentation of a communication that
involvesabidirectional information flow into two independent unidirectional sub-
communications is invalid in genera. [Hint: recall that most communication is
asynchronous.]

3.14 Supposethat you switch on a persona computer, useit for several pieces of
work, and then switch it off again. Identify structuring, over time, of the overall
communi cation between you and the computer.

3.15 What flow control methods are used during a conversation between two
people who have met in the street?

3.16 Suppose that two computers that are 200 km apart are connected by a
physical channel which can transmit information at two-thirdsthe speed of light.
The two computers use a sliding window mechanism for flow control purposes.
If the channel can transmit 10 Mbits per second, what choice of diding window
size might be appropriate?

3.17 Why are much larger diding window sizes used when channels are imple-
mented using satellites, rather than terrestrial cables?

3.18 During a conversation with another person, note how you and your partner
acknowledge each other’sinformation.

3.19 Consider communi cations between abank customer using an automaticteller
machine and a bank computer. What problems might be introduced if retransmis-
sion isused as an error-correction method?

3.20 Inwhat ways are expiry times introduced into human communi cations?

Further reading

This chapter is intended to be self-contained — drawing on existing human ex-
perience of time issues in communication, in order to introduce the main ideas
impacting on computer communication. The next chapter, Chapter 4, expandsthe
coverage of how temporal mattersare handled in practice. Later on, Chapters6 to
11 include material concerned with theroleof timein particul ar areas of computer
communications.



CHAPTER

FOUR
TIME PACKAGES

The main topics in this chapter about time packages are:

e Tempora behaviour patternsin communication services and pro-
tocols

Unsegmented communications, and connectionless services
Simple handshake packages

Multi-stage handshake packages

Connection-oriented packages

I mplementation of connection-oriented servicesusing connection-
less services

4.1 INTRODUCTION

Chapter 3 explains the important issues affecting how two communicating com-
puters behave over atime period. This chapter examines ways in which the beha
viour over timeis organized. A time package constitutes an agreement on when a

110
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communication begins and ends, and may also include an agreement on how the
communication must be implemented using simpler sub-communications.

There are not very many fundamentally different forms of behaviour over
time found in computer communication. It istruethat there are an infinite number
of ways in which two computers might organize a dialogue over time, but the
more complex types of behaviour are built up by implementation in terms of a
small range of simple behaviours. This genera ideais familiar from theworld of
computer programming, wherethe ability to obey arange of simpleinstructionsin
different orders over time can be used to achieve complex computational effects.
Here, simple communication patterns can be combined in different orders over
time to achieve complex communication effects.

The implementation method of segmenting a communication into several
simpler sub-communicationsis central to the packages discussed in this chapter.
Frequently, segmentation is constrained by the fact that the sub-communications
must occur in a particular order over time. That is, the sub-communications have
to be sequential. Thismay reflect the fact that the total informati on communi cated
is often not fixed before the communication starts. It evolves as communication
progresses, and so the full effect of a communication can only be quantified by an
observer after itscompletion. Thus, preserving the ordering over timeisimportant
when implementing.

This sort of behaviour isfamiliar from the world of human experience. Most
conversations between two people do not begin with precise goals for the in-
formation to be shared. There is a dialogue between the two speakers, with each
reacting to what the other says. After the conversation, the speakers know what
information (if any) has been shared.

Four classes of time package are described in this chapter. First, there isthe
most simple type: a single communication with no segmentation. After this, there
are two classes based on ‘handshakes' between two computers. A handshakeisa
precisely segmented dialogue, involving a short sequentia exchange of inform-
ation. Finaly, there is the most complex type of package, which is analogous to
behaviour used during a human telephone call. This forms an enclosing context
for implementation of arbitrarily complex dial ogues.

Examples of thedifferent time packages described in thischapter can befound
within the specifications of communi cation services. Essentially, acommunication
service is something that makes available channel swith particular characteristics,
so that these can be used for communi cationswhich have matching characteristics.
In the context of this chapter, the characteristic of interest is the time behaviours
that are alowed by the channels made available. Service specifications are prior
(and binding) agreements on how users of the service must communicate over
time. There is a close correspondence between the packages described here and
the generic types of communication service offered in practice. However, thisis
not the whole story.

Communication protocols are used to implement required communication
services using different communication services that are actually available. The



112 COMPUTERS IN COMMUNICATION

agreements specified in protocol sinclude adescription of how the communi cating
parties behave over time. Therefore, examples of the different kinds of time
package described in this chapter also appear within communication protocols.
Of course, dl aspects of the temporal behaviour of a protocol are constrained by
what is allowed by the communication service that it uses.

The examples included in the descriptions below are drawn from a range of
practical service and protocol specifications. For the purposes of thischapter, only
aspects of each service or protocol that impact on time behaviour are included.
Therefore, thereisno full explanation of the overall intentions behind, and mech-
anisms involved, in each service or protocol. Such details are deferred to later
pointsin the book, after a full account of basic communications phenomena has
been given. The point of including the examples here is to illuminate the time
packages, not the particular services and protocols.

4.2 UNSEGMENTED TIME PACKAGE

An unsegmented time package just describes the simplest form of asynchron-
ous unidirectional communication: a communication involving the transfer of
information from one computer to another, with the act of communication being
continuousover time. That is, there is no segmentation, either for genera -purpose
implementation or for specific matters, such as acknowledgement or error correc-
tion. Two possibletime behaviourswith thispackage areillustrated in Figure 4.1.
From the transmitter’s point of view, the communication begins when it starts
sending information. From the receiver’s point of view, the communication be-
gins when it starts receiving information. The ending of the communication is
defined similarly, with respect to the act of transmission. Thus, the timing is
asynchronous.

4.2.1 Connectionless services

Thereisageneric style of communication servicethat isfounded upon the unseg-
mented time package. Such a service istermed connectionless, since it does not
involve a‘connection’. The significance of this negative property isexplained in
Section 4.5.1, where connection-oriented services are introduced.

Theterm' datagram service' isoften used synonymously with* connectionless
service', particularly when referring to the service offered by message switching
networks, the subject of Chapter 7. Thisis because theword ‘datagram’ conveys
a more natural explanation of the service, stressing the similarity with the basic
service offered by thehuman posta system. That is, asingle piece of informationis
transmitted from one point to another. A datagram isthe computer communication
equivalent of aletter and the envelopethat it istransmitted in. The letter contains
the actual information and the envel ope contains extrainformationto assist inthe
delivery of the letter.
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Channel

Computer 1 Computer 2

Begins sending information

\

Begins receiving information

Ends sending information

\

Ends receiving information

Time
(a) Computer 1'stime period overlaps with Computer 2's
Begins sending information
Ends sending information
Begins receiving information
Ends receiving information
Time

(b) Computer 1'stime period does not overlap with Computer 2's

Figure 4.1 Communication involving an unsegmented time package
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In prectice, there is usually a significant quality issue affecting connection-
less services, which results from the very simple time package used. They do not
normally guarantee delivery, unlessthey are explicitly described as reliable con-
nectionless services. There is some probability that the communication will not
be successful. There are three different ways in which failure can occur, athough
one of them might be termed over-success rather than failure. Figure 4.2 shows
the problems.

First, as shown in Figure 4.2(b), the communication might fail altogether, in
the sense that the intended receiver is unaware that any communication attempt
took place. Second, as shown in Figure 4.2(c), the wrong communication might
take place, such asthereceiver only obtaining part of theinformation or obtaining
a garbled form of the information. Third, as shown in Figure 4.2(d), the com-
muni cation might take place more than once, so the same information sharing is
repeated. The types of failure possiblevary, depending on how the connectionless
serviceisimplemented. A further quality issueisthe communication latency, that
is, the delay between the transmitter starting to send, and the recelver starting to
receive.

The examples of unsegmented time packages below focus entirely on con-
nectionless services, and their properties. Such a package may form a component
of a protocol as well. However, thiswould just correspond to an agreement that
one computer may sometimes send a message to the other, independently of other
protocol components. Thus, it is not particularly interesting to look at specific
examples.

4.2.2 Examples of unsegmented time packages

Physical transmission service

A connectionless service is normally the basic offering from a physica transmis-
sion system. A message, regarded as a sequence of bits, istransmitted, usually bit
synchronously, over a physical medium. Errors are caused by problems affecting
the medium, and can result in the loss of messages or damage to messages; du-
plication is unlikely to be possible. The communication latency is determined by
the communication speed possible over the medium, and is fairly predictable for
any particular technol ogy.

IEEE 802.2 LLC1 service

The |EEE 802 series of standardsis concerned with local area networks, and its
technical details are covered extensively in Chapter 6, with further comments on
the standardization process itself in Chapter 12. The various | EEE 802.2 service
standards cover communi cation between computers, making use of an underlying
physica transmission service supplied by some type of locd area network. The
family of services offered iscalled LLC for Logical Link Control, and has three
members. The simplest member, LLC1, offers a connectionless service. Thisis



TIME PACKAGES 115

Computer 1 Channel Computer 2

H - -

(@) Information known before transmission attempt

.

(b) Information known after transmission fails completely

H -

(c) Information known after transmission is faulty

m - - H

(d) Information known after transmission causes duplication

Figure 4.2 Possiblefailuresfor aconnectionless service
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a best-effort service, and gives no guarantee of delivery. Messages might be lost
or damaged but, given the properties of most local area networks, messages are
not duplicated. The communication latency is determined by the characteristics
of the local area network used, and might not be easily predicted. This matter is
discussed further in Chapter 6.

Internet | P service

The Internet Protocol (1P) underpinsthe operation of the Internet, and is described
in detail in Section 8.3.2. It provides a connectionless service between two com-
puters — in fact, this can accurately be described as a datagram service. The
service might be implemented using absolutely any type of communication chan-
nel, and the distance between the two computers might be anything between one
metre and the circumference of the world. Because of the scope of the service,
the success guarantees are fairly weak — messages might be lost, corrupted or
duplicated, and the communication latency may be large. The exact nature of the
service depends on exactly how thetwo computers are connected together. Where
it isuseful for communicating computers to assess the quality of the service, this
normally hasto be done by measuring past examples of communication.

I SO connectionless services

Various 1 SO standards define connectionless services for different types of com-
puter communications. The overal 1SO philosophy on services, and a summary
of the main standardized services, can be found in Section 12.3.2. As examples,
there are standardized connectionless services that correspond closaly to thethree
previous examples above: physica transmission, IEEE 802.2 LLC1 and Internet
IP. Theinternationally neutral term ‘ dataunit’, asyet another name for amessage,
arises from the context of 1SO’s work on connectionless services. It is the unit
of information transmitted by such a service. In most of the SO service stand-
ards, a connectionless offering was a later addition. The origina standards were
strongly connection-oriented, and were only extended to add connectionlessideas
anumber of years later.

4.3 SSIMPLE HANDSHAKE TIME PACKAGE

The unsegmented time package illustrated the simplest type of unidirectiona
communication. This section looks at the simplest type of segmented bidirec-
tional communication: the simple handshake. For this, the communication has
two sequential unidirectional stages, as shown in Figure 4.3. First, one computer
transmitsinformation to the other. Second, the other computer transmitsinforma
tion back. There are exampl es of the simple handshakein Chapter 3. One was the
use of polling, wherearequest for input from adominant recei ver wasfollowed by
aresponsefrom thetransmitter. Another was the use of acknowledgements, where
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Overall bidirectional communication:

C )

Two sequential unidirectional sub-communications:

Time

Figure 4.3 Communication involving asimple handshake time package

the sending of information was followed by the return of information indicating
whether the first information had been received.

The use of simple handshakes is common within communication protocols,
when implementing communication services. They may aso be offered as the
tempora basis of a communication service, with the handshake having some
useful significance to the user. For example, when a connectionless service is
enriched to involve a ssimple handshake time package, with the handshake used
for acknowledgement, an acknowledged connectionless service is obtained.

Two other examples arecommand-response and request-reply services. The
names used give a hint to the reason for carrying out the handshake: there is a
control relationship between the two computers, not just an information-passing
relationship. For these services, it is desirable for the service to be reliable, inthe
sense that a computer initiating a handshake always gets some sort of response
back. However, it may be the case that the other computer is never aware of
the communication, in which case the response must convey the fact that the
communication was unsuccessful. There are examples of such handshakes in the
applications examined in the case studies of Chapters 9 and 10.

Implementing such a reliable handshake-style service in terms of an un-
derlying unreliable connectionless service is a case of obtaining a quality im-
provement. The handshake communication is segmented into two unidirectional
sub-communi cations. Thefirst stageinvol vessending information from Computer
1 to Computer 2. If this sub-communication is successful, then the second stage
involves sending information from Computer 2 to Computer 1. If this second
sub-communication is successful, then the overall communication has been im-
plemented correctly. However, either sub-communication may fail, in which case
Computer 1 will not receive any second-stage information.

In this case, the appropriate actions are of the type described for error correc-
tion in Section 3.3.3. That is, after an absolute time period has el apsed without
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any response, Computer 1 may either give up the communication attempt or try
the first stage of the handshake again. However, it cannot be sure whether or
not Computer 2 received the origina information, and this may be problematic
whichever action istaken after the timeout period.

Implementing a connectionless service using an underlying handshake-style
serviceisrather straightforward. The sender of informationjust startsahandshake,
but ignoresany responsereceived back. Thereci pient of theinformation may either
not complete the handshake by not responding, or complete the handshake with
an information-free response. The latter action is probably better, since it will
short-cut any timeout mechanisms that may underpin the handshake service.

4.3.1 Examples of simple handshake time packages

|EEE 802.2 LLC3 service

The LLC3 service istheintermediate member of the ISO 802.2 LLC (Logic Link
Control) family (the*3' isbecause it was thethird, and last, member to be added).
It isan acknowledged connectionless service for local area networks. It isusually
built on top of an underlying (unreliabl€) connectionless service. However, as can
be seen in Chapter 6, sometypes of local area network (for example, rings) supply
an acknowledged connectionless service as a natural primitive. If thisisthe case,
the LLC3 service can beimplemented straightforwardly.

SO Rdliable Transfer Service

The 1SO Reliable Transfer Service (RTS) is a handshake-style service intended
for use by computer applications that require communication facilities. Its place
within the spectrum of 1SO service standards is indicated in Section 12.3.2. As
its name suggests, reliability isits central feature. One exampleis e ectronic mail,
where each mail posting is treated as a message that is sent reliably. This is
roughly analogous to the registered post service, where the receipt of aletter can
be confirmed to its sender.

The service is designed to be implemented using the features of the ISO
standard session service, introduced on page 97 in Chapter 3. During the course of
a session, there can be a succession of acknowledged message transfers, that is, a
succession of simple handshakes. Each handshake is regarded as an activity, and
reliability isachieved by using features of the session service that cause activities
to be restarted if failures occur. In cases where the messages are lengthy, the
activity can be sub-divided using major synchronization points. These also act as
boundary pointsif activitiesare restarted, in that any communication successfully
completed before a major synchronization point is not repeated.

SO Remote Operations Service

The 1SO standard Remote Operations Service (ROS) is dso a handshake-style
service intended for use by computer applications. However, it is specidized as
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a request-response service. The first part of the handshake involves sending a
message that indicates an operation to be performed, together with parameters for
the operation. The second part of the handshake is aresponse to the request, either
containing the results of the operation or reporting that the operation could not
be performed or completed. This service is a simple example of a client-server
relationship. The client computer requests a (specialized) service from the server
computer, and the server computer returns the results of carrying out the service.

Remote Procedure Call

The idea of remote procedures calls (RPCs) is to present the client-server model
inaway very familiar to computer programmers: as aprocedurecal. Theclientis
the caller of aprocedure, and the server executes the body of the procedure. The
difference in RPCsisthat the procedure calling sequence and the procedure body
are executed by different computers. This introduces some new problems that do
not afflict normal procedure calls. Firgt, errors that occur in communication, or
at the remote server, must be handled in some way by the client. Second, global
variables are not available as a way of sharing data between the caler and the
procedure. This means that any required data must be passed to the procedure
as parameters or from the procedure as results. Third, the time taken by RPCsis
likely to be rather grester because of the communication time required.

Of course, the problems listed are inevitable for any client-server system,
however it is packaged up. For remote procedure call, the goa is to hide the
problems as much as possible, so that theend user can just use procedures without
having to worry about whether they are executed locally or remotely. The normal
implementation method to achieve thisinvolvesthe use of stubs. A stubisasmall
procedurethat runson theclient computer asaproxy for theremoteprocedure. The
client program calls the stub, which then is responsible for conducting a request-
response handshake with the server computer. |n particul ar, the stub can hide any
communication-related problems as best it can. Note that it is not necessary for
the server to be organized as a collection of procedures. The server only needs to
present an appropriate request-response interface to the outside world.

An example of a standard RPC service, also mentioned in Chapter 2, isthe
one devised by Sun Microsystems|nc, which isnow widespread on the Internet. It
is used to underpin the Network File System (NFS), for example. Thereisaso an
I SO standard RPC service. The protocol used to implement the Sun standard RPC
service specifies the format of messages used for calling remote procedures, and
messages used for returning resultsfrom remote procedures. Thereisno reliability
guarantee — the quality of the RPC service depends on how the handshake-style
service isimplemented. If it isjust implemented using an exchange of messages
using an unreliable connectionless service, then RPCs might fail. In such a case,
either a stub or the procedure caller must take responsibility for dealing with
failures.
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Overall duplex communication:

C )

Four sequential simplex sub-communications:

Time

Figure 4.4 Communication involving afour-stage handshake time package

4.4 MULTI-STAGE HANDSHAKE TIME PACKAGE

As a basic time package, the simple handshake is very useful and widespread.
However, it has its limitations. One obvious limitation is in its use for control
purposes between two computers. A command-response or request-reply service
may not be rich enough for some control purposes, and a three-stage or four-
stage handshake may be more appropriate. An example of afour-stage handshake
is shown in Figure 4.4. When pointing out a small number of primitive time
packages that can form the tempora basisfor control services, al possible control
relationships cannot be catered for. However, there is some scope for identifying
appropriate control paradigms that occur in several or many contexts, and then
mapping theseto suitabletime packages. In general, thistask isrealy theprovince
of the distributed systems expert, rather than the communi cations expert.

Within communication protocol s themselves, one need for multi-stage hand-
shakes arises when the two computers need to negotiate dynamic agreements on
how a communication isto take place. A dia ogue continuesuntil both computers
arein agreement. Another reason for using multi-stage handshakesisthat, because
of the characteristics of the computers or the channel, it isimpossible to use a
simple handshake protocol to implement a service of therequired quality. A more
complex handshake mechanism is then needed.

Although it is not possible to characterize handshakes in general, usually a
feature of the final stage of a handshake is that the sending computer has some
sort of passive role. For example, in simple handshakes, these roles included
acknowledging, responding and replying. This feature accounts for the fact that
the handshake is ending, since there is no need for the other computer to react.
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4.4.1 Examples of multi-stage handshake services

SO Commitment, Concurrency and Recovery service

The 1SO standard Commitment, Concurrency and Recovery (CCR) service is
designed to ensure coordination between two (or more) computers, in the sense
that a communication either succeeds completely or has no effect at al. This
property holds, regardless of whether computer or channel failures occur. The
serviceinvolvescommunication between amaster computer and a slave computer
with a four-stage handshake mechanism:

1. Master sendsaset of requeststo save (thesemay be broken down into separate
sub-communi cations).

2. Slave prepares to carry out the requests. It sends a reply to master, saying
whether or not they can be carried out.

3. If daveisable and master wishesto proceed, master sends command to carry
out the requests; if not, master sends command telling save to ignore the
requests.

4. If master tells dave to act, dave carries out the requests. Slave sends an
acknowl edgement to master.

Thisis based on the two-phase commit mechanism, first invented as a means of
ensuringtheintegrity of transactionson distributed databases. Each phaseinvolves
asimpletwo-stage handshake. Thefirst phase makesthetwo computers preparefor
the communication. The second phase makes the two computers either complete
or abandon the communication. The CCR service is meant to be implemented
using a reliable transfer service, which can deal with communication problems.
Thus, the four-stage handshake is provided to dea with the problem of either
computer failing in the middle of the overall communication.

Negotiation in the PPP Link Control Protocol

The Link Control Protocol (LCP) of the Point-to-Point Protocol (PPP), isused for
transmission of |P messages over telephone lines among other things. Section 9.4
contains a fairly detailed description of the use of PPP and LCP in practica
circumstances. The LCP protocol contains a non-trivial example of negotiation
using a (potentially open-ended) multi-stage handshake time package. In LCP,
various options are negotiated at the beginning of a communication, including
maximum information size, authentication protocol, quality protocol and data
compression method. The actual meaning of these options, and their possible
values, are not important here. It istheir negotiationthat isof interest. An example
of afairly protracted, but ultimately successful, handshakeisshownin Figure4.5.

The computer initiating the communi cation must send a.configurati on-request
message to the other computer. The request includesalist of zero or more negoti-
ableoptionsand suggested vauesfor them. Thisisthefirst stage of the handshake.
The other computer then has achoice of three different types of response.
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Figure 4.5 Example of Link Control Protocol negotiation
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If dl of the optionsand suggested values in a configuration-request message
are acceptabl e to the other computer, it must return a configuration-ack message.
This containsthe same list of optionsand values as the configuration-request, and
confirms their acceptance. Then, the negotiation and the handshake are compl ete.
Thisisillustrated at the end of the dialoguein Figure 4.5.

If any of the optionsin a configurati on-request message are unrecogni zable or
are not acceptabl efor negotiation by the other computer, it must return aconfigure-
reject message. This contains those members of thelist of optionsand values that
are unacceptable. On receiving aconfiguration-re ect, thefirst computer continues
the handshake with a new configuration-request that does not contain any of the
unacceptable options. This is illustrated at the beginning of the dialogue in the
example of Figure 4.5.

If dl of the options are acceptable by the other computer, but some of the
sugested values are not, it must return a configuration-nak message. This contains
the options that had unacceptable values, together with aternative acceptable
values. Optionsand suggested val ues that were not inthe original list may aso be
added, to prompt negotiation of these. On receiving a configuration-nak, the first
computer continues the handshake with a new configurati on-request message that
ismodified to reflect the val ues suggested by the other computer. It is not obliged
to exactly satisfy dl of the suggestions. Thisisillustrated twice by the middle of
the dialogue in the example of Figure 4.5.

It is possible that two negotiating computers have conflicting policies, and
so the negotiation can never converge on an agreement. It is aso possible for
computers to have negotiation policies that lead to convergence, but take many
iterations to do so. To prevent excessively long, or infinite, handshakes, it is
recommended that a counter of configure-nak messages sent isused. If the counter
reaches a chosen value (five is the default), a configure-rgject is sent instead to
abandon the negotiation attempt.

Initialization in the Transmission Control Protocol

The Internet Transmission Control Protocol (TCP) is considered in rather more
detail in Section 4.5.2 bel ow. Here, one component of the protocol is useful as an
example, since it illustrates the use of a three-stage handshake time package to
overcome implementation problems. The handshake is used at the beginning of a
TCP communication, and the problem is caused by a feature of implementation
using an unreliable connectionless service. The reason for the handshake is to
agree one integer value before the communication starts (the significance of this
valueis explained in Section 4.5.2). No negotiation is required because the first
computer getsto choose theva ueand the other computer just needsto beinformed
of it.

When TCP is used over a connectionless service, thefirst stage of the hand-
shake isfor one computer to send amessage containing the chosen integral value.
If asimple handshake was used, and the other computer just sent back an acknow-
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Figure 4.6 Problem at beginning of TCP communication

ledgement of receiving avalue, aproblem might arise. An exampl e of thisproblem
isillustrated in Figure 4.6. In the example, thereis first a successful handshake,
the agreed integer value being 50. Then, later in time, there is another attempted
handshake, thistimethe integer value being 100. Unfortunately, thishandshakeis
afflicted by the problem. First, the message containing the chosen integer is lost.
Further, after being delayed, a duplicate copy of the earlier message containing its
chosen integer arrives at the other computer instead. Such a scenario is possible
when an unreliable connectionless service is used. The effect is that the other
computer receives the wrong integral value.

If the other computer just sends back an acknowledgement of acceptance, as
shown in Figure 4.6, the agreement protocol fails. To ded with this, the second
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stage of thethree-stage handshake actual ly used in TCPisfor the other computer to
send back a message containingthe integral valueit received. If thefirst computer
receives back thevalueit sent, thethird stage of the handshakeisfor it to send back
amessage as an acknowledgement. However, if it receives back the wrong value,
the third stage of the handshake isfor it to send back a message commanding the
other computer to abandon the communication attempt.

Authentication protocols

Multi-stage handshakes are common in authentication protocols, which are used
to allow computers to prove their identitiesto other computers. One interesting
time-related feature of such protocolsis that absolute time values usually feature
in some of the messages exchanged, as mentioned on page 64 in Chapter 2. This
isto prevent imposters replaying handshakes that they have observed earlier.

One well-known authentication protocol is the Kerberos protocol. This is
mentioned in Exercise 2.32, where readers are invited to read therelevant Internet
RFC — atask that is made a little easier by an understanding of the material
in this section. Essentialy, the Kerberos multi-stage handshake involves two
simple handshakes, one after the other. A computer that wishes to identify itself
to another computer first conducts a simple handshake with acomputer that offers
specialized Kerberos services. Using information gai ned from thefirst handshake,
it then conducts a simple handshake with the computer it is interested in. The
effect achieved isas follows.

Before the simple handshakes, both computers have their own secret keys
that have been previoudy issued by the Kerberos computer. After the handshakes,
both computers have a shared secret key that allows them to communicate with
each other using encrypted messages. In addition, both computers are convinced
that their partner is genuine. In fact, the shared key is used to encrypt both stages
of the second simple handshake, as well as being available for later use. Absolute
time values are included in the encrypted messages sent in each stage of this
handshake, to prove that the handshake is fresh.

4.5 CONNECTION-ORIENTED TIME PACKAGE

Thefina type of time package to be discussed isonethat isconnection oriented.
The progress of a communication with a connection-oriented time package is
similar to making atelephonecall. Given this, connectionsare sometimes referred
to as calls. Other synonyms sometimes used for ‘connection’ are association,
conver sation and session.

A connection isa communication with three distinct sequential components
over time, asshown in Figure4.7. The beginning of the communication is marked
by a dialogue to set up the connection: this is termed opening a connection,
establishing a connection or just connecting. The end of the communication is



126 COMPUTERS IN COMMUNICATION

Connection-oriented communication:

C )

Three sequential sub-communications:

[ begi n] [ information communication ]

Time

Figure 4.7 Communication involving a connection-oriented time package

marked by a dialogue to shut down the the connection: thisis termed closing a
connection, tearing down a connection or just disconnecting. Thus, the overall
communication resulting from the lifetime of a connection has clearly delinested
beginning and ending points, and isaexcel lent exempl ar of theasynchronousstyle.
In essence, Figure 4.7 just shows the natural segmentation of the communication
shown in Figure 3.9 into three sub-communications.

45.1 Connection-oriented services

The overall connection-oriented time package iswhat characterizes a connection-
oriented communication service. These services can be contrasted with the con-
nectionless services of Section 4.2.1, where there is no segmentation to give a
connection style package. Strictly speaking, a connection-oriented service has no
extra properties. However, in practice, it usually implies some extra time-related
propertiesthat improve quality. In the context of message switching networks, the
subject of Chapter 7, channel s supplied by connection-oriented services are some-
timestermed virtual circuits. However, thisterminol ogy isa so used morewidely,
with ‘virtud circuit service' often used synonymously with ‘ connection-oriented
service', just as ‘ datagram service' is used to mean ‘ connectionless service'.

Between the setting up and shutting down phases, communication of inform-
ation takes place. In general, this communication involves information sharing,
with information flowing in both directions. For the sake of simplicity, the discus-
sionintherest of this section on connection-oriented time packages will assume
unidirectiona communication only: one computer is only a transmitter and the
other computer is only a receiver. This allows adequate technical explanation,
with discussion of the bidirectiona case being deferred to page 163 in Chapter 5,
where some additional helpful technical apparatus will be introduced.
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Figure 4.8 Unit-oriented and stream-oriented time behaviour

On page 95 of Chapter 3, a distinction between unit-oriented and stream-
oriented segmentation was described. This leads to two dternative ways in
which the time behaviour of a (unidirectional) connection-oriented service can
be packaged. The difference is shown in Figure 4.8. In the unit-oriented case,
the information-passing phase is segmented into sub-communicationsfor units of
information. Thus, the provided time structure might be used by the communic-
ating computers to reflect some natural structure of the information communic-
ated. In the stream-oriented case, the information-passing phase appears as one
single communication. Of course, this may be implemented as a number of sub-
communications, and indeed this segmentation may be determined by how users
of the communication service interact with it, but conceptually such matters are
not relevant to users of the service.

For both unit and stream orientation, an extrafeature of amost all connection-
oriented services is sequencing. That is, regardless of implementation method,
information is received in the same order that it istransmitted, and so the service
behaves like a wire between the two computers. In other words, any segmented
sub-communi cationsdo not overlap intime, and the receiver sees them beginning
in the same order as the transmitter.

As well as sequencing, many connection-oriented services have additiona
quality features. Oneisthat of religbility, that is, informationtransmitted isaways
received. Thus, the service emulates areliabl e wire between thetwo computers. If
thereisno guarantee of reliability, thisisexplicitly signalled by describing the ser-
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Figure 4.9 Concatenation of connectionless communications

vice as being unreliable. Another normal featureisflow control, usually involving
ticket-style flow control by the receiver using a dliding window mechanism.

Implementing a connectionless service or a handshake-style service in terms
of a connection-oriented service is fairly straightforward. A connection allow-
ing a unidirectional information flow is adequate for the former; a bidirectiona
connection is required for the latter. Any sequencing and flow control facilities
provided by the service are not required. However, a reliability feature is desir-
able if areliable connectionless or handshake-style service is desired. The main
overhead isthat the start up and shut down dia ogues are necessary as part of the
connection-oriented time package.

Thus, to send a message as a connectionless service, a connection would be
opened, then a single unit of information would be sent, and then the connection
would be closed. If the pattern of usage of the connectionless service is such that
several messages are sent over a period of time, then optimization is possible by
using concatenation in the implementation. With this optimization, the connection
isnot closed immediately after amessage is sent, but instead isleft open for some
time period to avoid opening a new connection for the next message. This use of
concatenation isillustrated in Figure 4.9.

Conversdly, implementing aconnection-oriented service in terms of an under-
lying connectionless service requires afairly complex protocol. The dialoguesfor
setting up and shutting down connections are just examples of handshakes, simple
or otherwise, as discussed in the previous two sections. The initial dialogue may
involve the negotiation of features of the connection, for example, flow control
arrangements. The actual communication of information is where most work has
to be done by the protocol. Thismay involveimplementing sequencing, reliability
and flow control, al of which can be done as a combined operation.

The allocation of increasing serial numbers (sometimes alternatively called
‘sequence numbers’) to the information sent in each sequential information-
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carrying sub-communicationis central to thiscombined operation. Each message
transmitted from sender to receiver then containsboth aunit of informationand its
seriad number. This alowsthe receiver to detect missing information, misordered
information and duplicated information, caused by unrdiability in the underpin-
ning connectionless service. The serial numbers can also be used by the receiver
when sending back information for acknowledgement or flow control purposes.
Examples of how particular protocolswork are included in the next section.

4.5.2 Examples of connection-oriented time packages

Asynchronous Transfer Mode

Asynchronous Transfer Mode (ATM) is the underpinning technology for the
Broadband I SDN communication services of thefuture. Thereistechnica discus-
sion of the underpinning service for ATM in Section 7.4.5, asummary of themain
ATM-supported services is in Section 7.5.6 and more details of the connection-
oriented ATM serviceitself featurein the case study of Chapter 11. Here, only the
genera temporal properties of ATM services are summarized.

The lowest level service of ATM is a connection-oriented service, which
alows the unit-oriented transmission of messages (always caled ‘cdls in the
ATM context) between computers. Asmentionedin Chapter 2, each ATM message
is 53 bytes long, and consists of a five-byte header followed by 48 bytes of
information. Becauseof this, assuming that thebitsof each messagearetransmitted
synchronoudly, the time periods of the sub-communications for each message
have the same duration. For example, given a 155 Mbit per second transmission
capability, each time period will last around 2.75 microseconds.

The connection-oriented service has a sequencing property, in that messages
are received in the same order that they are transmitted. However, the service
does not have guaranteed reliability, since some messages may be lost and the
information content of some messages may be damaged.

The protocol used to implement this service assumes that its underpinning
service preserves sequencing, but that corruption of messages is possible. To
improve on thelatter feature, the protocol introduces an error-detection capability,
and aone-bit error-correction capability, for thefive-byte header only. Thisusesan
eight-bit cyclic redundancy code with the CRC-8 generator polynomia +° + =% +
z+ 1. Thereisno error correction by retransmission— messages with headersthat
have morethan onebitinerror aresimply discarded. Theoveral effect i ssufficient
to ensure that the service does not deliver messages with damaged headers, except
in rare cases when the CRC check failsto spot an error.

When aconnectionisestablished, aguaranteed transmissionrateisnegotiated,
and the channel and receiver are expected to cope with this rate. This is the
benevolent dictator style of receiver dominated flow control, as mentioned on
page 100 in Chapter 3. No extra protocol features to implement flow control are
needed, since the underpinning service is assumed able to dea with the agreed
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flow rate. If thetransmitter does exceed thisagreed rate, then some of itsmessages
may belost. Thisisjust afeature of the connection-oriented service offered.

ATM also includes a range of adaptation layersin order to make the basic
connection-oriented service more usable by communication applications. Essen-
tially, the role of an adaptation layer is to deal with segmentation of communic-
ations into 53-byte message sub-communications supported by the basic ATM
service. There is adescription of the different defined ATM adaptation layersin
Section 7.5.6.

Thereisareliableconnection-oriented ATM adaptation layer, whichissuppor-
ted by the Service Specific Connection Oriented Protocol (SSCOP). This protocol
is described in Section 11.3, and is a further example of a connection-oriented
time package with reliable transmission of information.

Internet TCP service

The Transmission Control Protocol (TCP) implements the standard connection-
oriented service offered on the Internet. This service is stream-oriented, and fea-
tures sequencing, reliability and flow control. The workings of TCP are described
in detail in the case study of Chapter 9. The description hereis concerned with the
basics of how TCP implements its service. The service underpinning TCP isthe
connectionless service implemented by the Internet Protocol (1P), which is one of
the examples in Section 4.2.2. This means that TCP's information may be lost,
scrambled, duplicated or delayed. Asin earlier discussions, the relevant aspects
of TCPwill be described as though it implements a unidirectional communication
service. However, the full story is that the service is bidirectional, which alows
some optimization, mentioned on page 163 in Chapter 5.

As explained earlier, serid numbers are an important feature of protocols
to implement connection-oriented services. In the case of TCP, each consecutive
byte of information communicated has a consecutive 32-bit integer associated
with it. This does not mean that a 32-bit integer has to be transmitted with each
information byte (which would mean a fivefold increase in the amount of data
communicated). In general, a sequence of consecutive bytes are transported as
aunit in each message transmitted by the IP service, and so each message need
only carry the 32-bit serial number of the first byte in the sequence. Note that
segmentation to create sub-communications of byte sequences as units has no
structural significance, since TCP gives a stream-oriented service.

The numbering of information bytes starts at a value chosen by the sender,
and whichis notified to the receiver during the initial didogue. In fact, thisvalue
is the integer value that is the subject of the three-stage TCP handshake that
was used as an example in the previous section. It is important that different
starting values are used each time a TCP connect is established, otherwise late-
arriving duplicate messages from earlier communications might arrive, and cause
confusion by having serial numbersin the same range as acurrent communication.
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The receiver sends back messages, via the IP service in the other direction,
for acknowledgement and flow control purposes. These messages carry a 32-bit
serial number and aso a 16-bit window size. The serial number indicates the
next information byte expected, and so acknowledges all byteswith earlier serial
numbers. The window size indicates how many bytes the receiver is prepared
to accept from the serial number onwards. So if, for example, the serial number
was 3581 and the window size was 294, the receiver is prepared to accept bytes
3581, 3582, ...,3873,3874. When it receives an information-carrying message
containing one or more bytes starting with its next expected serial number, the
receiver moves on its position of the diding window, and notifies the transmitter
of this movement.

The receiver can deal with messages arriving out of order, that is, messages
carrying seria numbers higher than expected, either by discarding them or by
retaining them until after the expected predecessor(s) arrives. It can also deal with
duplicates, that is, messages arriving carrying serial numbers|ower than expected,
by discarding them. Serial numbers wrap round to O if they reach 23? — 1. Given
that this allows 4096 Mbytes to be communicated before repetition, it is assumed
that no late-arriving duplicates can cause confusion by having serial numbers that
overlap with any repeated use of the same numbers.

To cope with damaged messages, each one carries a standard Internet check-
sum, of the type described on page 58 in Chapter 2. The receiver recomputes the
checksum and, if it is incorrect, the message is discarded — effectively lost in
transit. To deal with messages beinglost in general, or delayed for an unduly long
time, the transmitter uses a timeout and retransmission mechanism. A timer is
started each time that amessage is sent. The problem is estimating an appropriate
timeout period, since the maximum time it may take for amessage to be sent and
acknowledged normally can vary enormously, depending on the channel between
the two computers.

The method used by TCP centres around maintaining an estimate of the
round trip time — the time between sending an information-carrying message
and receiving an acknowledgement message back. Thisis updated each time an
acknowledgement is received, by computing a weighted average of the previous
valueand the newly observed value. A weightingof (7/8)thpreviousto (1/8)thnew
has been found to yield good results in practice. In a modification suggested by
Karn, and forming part of Karn’s algorithm, updates are not performed for mes-
sagesthat have been retransmitted, only for thosethat are acknowledged first time.
Thisis because it is not clear to which transmission attempt acknowledgements
refer.

In early implementationsof TCP, the timeout period was chosen as amultiple
(greater than one) of the estimated round trip time. The multiplicative factor was
a constant, usually equal to two. Now, an estimate of the variance of the round
trip timeistaken into account aswell, to deal with situationswhere there are wide
variationsin delays. This estimate is computed in addition to the estimate of the
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average round trip time. A typical choice of timeout valueis the estimated round
trip time plus four times the estimated variance.

Karn’salgorithmisconcerned with the choi ce of timeoutsfor repested retrans-
missions. Just ignoring round trip times for retransmitted packets is not adequate,
since it could lead to under-estimates of the round trip time and so premature
retransmission. The approach taken is that, each time a particular message is re-
transmitted, the timeout period is increased by a multiplicative factor. Typically,
thisfactor isaconstant equa to two.

Of course, dl theunreliabilitiesof the I P service can &fflict the acknowledge-
ment messages travelling back from receiver to transmitter. However, these also
include a checksum, which allows damaged messages to be discarded. Only mes-
sages that move the diding window forward need betaken into account. When the
diding window is moved forward, the relevant timeout clock(s) can be stopped.

HDL C-derived protocols

The High-level DataLink Control (HDLC) family of protocolsareinternationally
standardized, and are used for implementing communi cation services using phys-
ical transmission services. The standard HDLC message format wasintroducedin
Chapter 2. The ITU-T (International Telecommunications Union — Tel ecommu-
nications sector) standard Link Access Protocol Balanced (LAPB) is a member
of the family that is of most interest here. It is designed to offer a similar qual-
ity of connection-oriented service as TCP. However, because LAPB is designed
for communcations using direct physica channels, it can assume an underlying
connectionless service that does not duplicate messages and does not reorder mes-
sages. The only assumed flaws are that messages might be lost or damaged. The
IEEE 802.2 LLC2 connection-oriented service is the remaining member of the
family also containing LLC1 and LLC3, both described earlier. It isimplemented
using a protocol with timing behaviour the same as that of LAPB.

Rather than fully describe LAPB in the manner that TCP was explained
in the previous subsection, only its major differences from TCP are described
here. LAPB supports a unit-oriented service, unlike TCP. Sequences of bytes
are presented as units to the service at the transmitter, and emerge intact at the
receiver after being sent in sub-communications. Serial numbersapply to each unit
transmitted, rather than to each byte transmitted. The standard variety of LAPB
hasthree-bit serial numbers, and an extended variety (whichisused by LLC2) has
seven-hit serial numbers. These sizes are much smaller than those used in TCR,
because serial numbers can be reused much more rapidly when there is no danger
of duplicate messages arriving.

Again, because there is no duplication, seriad numbers begin at zero for each
communication. As aresult, a simple handshake is used for the initial dialogue.
The choice of standard or extended serial numbersisnegotiated by thishandshake
— the sender indicates its choice and the recipient can either accept or reject it,
but not change it.
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The receiver sends back messages for acknowledgement and flow control
purposes. These carry athree-bit (or seven-bit) serial number. Unlike TCP, they
do not aso carry a window size, since thisis fixed permanently for the pair of
communicating computers. This fixed size must be smaller than the number of
possible serial numbers, i.e., a most seven for three-bit serial numbers or a most
127 for seven-bit serial numbers. Otherwise, confusion can occur. For example, if
atransmitter was allowed to send eight messages using three-bit serial numbers,
then when areceiver says that serial number O is expected next, it could mean
either that it has received nothing or that it has received all eight messages. The
only (extreme) way inwhich thewindow size can be changed isthat thereceiver is
ableto send amessagethat setsitto zero, to prevent any transmissionstemporarily.

To cope with damage in transit, each LAPB message carries a 16-bit cyclic
redundancy code (CRC), withthe CRC-CCITT generator polynomial ° + ' +
2° +1. Inthecase of LLC, themessage formatsused arealittledifferent, and make
use of a32-bit CRC aready part of the message format for the underlying service.
This CRC uses the CRC-32 generator polynomial. The timeout mechanism uses a
timeout period that isfixed permanently for the pair of communi cating computers.
Aswiththefixed window size, thisreflects an assumption that the time behaviour
of the underpinning service is more predictable.

Unlike TCR, there is a negative acknowledgement mechanism that can be
used by the receiver. Thistakes advantage of the fact that messages are delivered
in order. If the receiver receives information with a serial number higher than
expected, it assumes that the intervening information was lost, and sends back a
negative acknowledgement requesting the retransmission of the lost information
and al information transmitted subsequently. (There are other protocolsin the
HDLC family that allow selective retransmission of lost information only.) This
mechanism is likely to save time, compared with waiting for a timeout to expire
and trigger retransmission.

Thereisdso ardlic of master-dlave flow control arrangementsthat are central
to LAPB’s more authoritarian ancestors in the HDLC family. The information
sender can demand an acknowledgement from the receiver at any timein order to
check the status of the dliding window. In particular, this mechanism is used after
atimeout, to ensure that the transmitter gets a speedy indication of what needs to
be retransmitted.

I SO transport service

The ISO standard connection-oriented service fills the same niche as the Internet
TCPsarvice: it offers sequencing, reliability and flow control. The only significant
differenceisthat it isunit-oriented, rather than stream-oriented. Thereisafamily
of five different | SO standard protocolsthat can be used to implement the service.
The choice of protocol depends on the underlying service used.

Transport protocol TP4 isvery similar to TCP, which isunsurprisingsinceiits
design was strongly influenced by TCP. It assumes the worst type of underlying
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service: unreliable connectionless. The operation of TP4 is covered in detail in
the case study of Chapter 10. In contrast to TP4, transport protocols TPO and
TP2 both assume a perfect connection-oriented service. These two protocols are
only concerned with initialization and termination of connections, and with sege-
mentation or concatenation of communications during the information-carrying
phase. The other two protocols, TP1 and TP3, both assume a dlightly worse type
of service: occasionaly, the underlying connection might break down compl etely.
Seria numbersare used in order to assist recovery after such failures. Essentialy,
the protocol establishes a new connection using the underlying service, and then
continues transmitting from the point where the previous connection failed. The
main difference between TPO and TP2, and between TP1 and TP3, isdescribed in
context, on page 165 in Chapter 5.

In the TP4 protocol, standard format seria numbers are seven-bit, but it is
also possibleto use an extended format with 31-bit serial numbers. Serial numbers
always begin from zero for a communication. However, all messages aso carry
a connection reference number, chosen when the connection is established. This
allows historic duplicates to be discarded, since the combination of the reference
number and the serial number gives a similar effect to TCP's seriad number.

Acknowledgement messages carry a seria number indicating the next unit
expected from the information transmitter. They also carry a credit field, which
is four-bit if seven-bit seria numbers are being used, and 16-bit if 31-bit serial
numbersarebeing used. Thisfield givesthesize of diding window that thereceiver
isalowing. Optionally, a sel ective acknowledgement scheme can be used, where
acknowledgements indicate which units have actually been received, and which
are still outstanding.

All messages — information-bearing and acknowledgement — carry a 16-bit
ISO standard checksum of the type that is described on page 58 in Chapter 2.
A fixed timeout period is used during the lifetime of the connection, and it is
chosen at the time of establishment on the basis of information known about
the underlying connectionless service. The transmitter notifies its choice to the
receiver during the initial dialogue, which is a three-stage handshake as for TCP.
At thisstage, also the choice of serial number sizeisagreed, asiswhether selective
acknowledgements are to be allowed.

4.6 CHAPTER SUMMARY

There are afew elementary patterns of behaviour over timethat characterize most
communi cation between two computers. These patterns are often embodied in the
types of service offered by communication systems. They also feature within the
protocolsthat are used to implement communication services in terms of simpler,
or at least different, communi cation services. The most frequent types of behaviour
are

e unsegmented (connectionless) — a single unidirectional communication
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¢ handshake— amulti-stage sequence of communicationsin alternate directions
e connection-oriented — abidirectional communicationwith explicit beginning
and ending dial ogues.

When presented as services, the norm for connectionless is for there to be an
element of unreliability: losses, damage and perhaps duplication. The norm for
handshakes and connection-oriented is reliability. However, some connectionless
services are reliable, and some handshakes or connection-oriented are unreliable.

Within protocols, the most heavyweight implementation problem is imple-
menting a sequenced, reliable and flow-controlled connection-oriented service
using an unreliable connectionless service. From the point of view of time beha
viour, the two key features are the use of handshakes for acknowledgement and
flow control purposes, and the use of timeout periods to deal with communication
losses. The use of serial numbers carried with information transmitted is also
central to making such protocolswork.

4.7 EXERCISES AND FURTHER READING

4.1 Acquireascript for asceneinaplay wheretwo characters conduct adialogue,
and decide what overall information sharing isachieved by thedia ogue. Look for
patterns of sub-communi cationswithinthedia ogue, and assess their contributions
to the overall effect.

4.2 Write down a list of computer communication applications for which an
(unreliable) connectionless service is adequate.

4.3 If you are familiar with computer programming, write down all the actions
that are taken when a procedure (or function) is called within a program. For each
action, write down the complicationsthat might arise if the procedureis executed
remotely rather than locally.

4.4 Havealook at RFC 1831, which describes the Internet RPC protocol, to be-
come familiar withissuesthat ari se when implementing remote procedure calling.
4.5 Consider two people bidding against each other at an auction. The auctioneer
acts as a passive channel between the bidders. What informal protocols do the
bidders follow when conducting a multi-stage handshake to determine a piece of
shared information: the final price paid?

4.6 Consult the database literature, to discover how and why two-phase commit
mechanisms are used for database transactions.

4.7 Read Section 4 of RFC 1661, which describes a general option negotiation
algorithm, then see its application to the Internet standard PPP LCP in Section 5
and 6 of the same RFC.

4.8 Why does TCP connection initialization need a three-stage handshake, i.e.,
why isthethird stage necessary? Consult Section 3.4 of RFC 793, which specifies
TCP, if you need more information.
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4.9 Forachalenging read, havealook at RFC 1521, which describesthe Kerberos
authentication service, and study the use of handshakes in the protocols used to
implement the service.

4.10 List examples of human communications that are connection-oriented. For
each example, discussthe importance of each of the following three extra proper-
ties: sequencing; reliability; and flow control.

4.11 Suppose that a connectionless service is being used to transmit messages,
each one containing a character corresponding to a key just pressed by a person
at a keyboard. If the service is implemented using an underlying connection-
oriented service, discuss how concatentation might be carried out to avoid using
one connection per character.

4.12 Seria numbers are often attached to everyday objects and documents. Con-
sider the purposesthat they serve, and comment on whether these include dealing
with losses, damage or duplication.

4.13 Why do you think that the protocol implementing the ATM service applies
a CRC only to the header of each 53-byte message, rather than to the whole
message?

4.14 Discuss the advantages and disadvantages of aflow control mechanism like
that used in ATM, where a transmission rate is negotiated when a connection is
established.

4.15 TCP uses 32-bit seria numbers and a 16-bit window size. Using inform-
ation about speeds and latencies for typical physica transmission media from
Section 1.3.1, construct realistic scenarios in which: (a) a delayed duplicate mes-
sage and a fresh message might have the same serial number due to wrap-around;
and (b) a transmitter uses up the whole of its diding window space before the
receiver can acknowledge any of the transmitted information.

4.16 The origina method for computing TCP retransmission timeouts, described
in RFC 793, led to problems. If you have access to SIGCOMM proceedings, read
Karn and Partridge's paper “Round Trip Time estimation” in SIGCOMM-87 and
Jacobson’s paper “Congestion Avoidance and Control” in SIGCOMM-88. The
first includes Karn's algorithm, and the second includes the idea of including the
round trip time variance in the timeout cal culation.

4.17 Asachallenge, look at RFC 1644, which describes an experimental Internet
protocol: T/TCP. This is an extension to TCP to alow the implementation of
efficient request-response services.

4.18 Research the history of the HDLC family of protocols, in particular tracing
back to IBM’s Synchronous Data Link Control (SDLC) protocol, which was the
ancestor of HDLC. How closely related are SDLC and LAPB?

4.19 Why doesLAPB giveachoiceof either three-bit or seven-bit serial numbers?

4.20 TCP usesdynamically chosen timeout periods, whereas TP4 does not. What
are the merits and demerits of the different approaches?
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Further reading

Like the previous chapter, Chapter 3 on Time, this chapter is intended to be
largely self-contained. It takes the ideas of Chapter 3, and shows the ways in
which they are most commonly packaged together in communication services
and within communication protocols. Any further reading would be optional, and
concerned with finding out more details of the examples used during the chapter.
In some cases, afar greater level of detail can befound in Chapters9to 11, which
contain casestudi esdesigned to show exactly how practical communi cationswork.
Moreinformation about Internet standard protocols can be found by studying the
appropriate Internet RFC documents.



CHAPTER

FIVE
SPACE

The main topics in this chapter about space are:

sharing of information by computers over a channel
identifiers for computers and channels

absolute and relative agreement on space between computers
broadcast, multicast and unicast channels

computers as communication filters and switches
introduction to computer networks and inter-networks
splitting and multiplexing of communications

5.1 INTRODUCTION

In this chapter, the model of communication is extended into its final form. In
earlier chapters, acommunicationisseen asan act that sharesinformation between
two computers via a channel, within some time period. This has a significant
[imitation: communications take place in alittle private world that contains only
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two fixed computers and one channel between them. Such an assumption is a
large restriction in terms of modelling communication between all computers of
the world.

In order to deal withthis, it isimportant to describe how information sharing
iscarried out in space. That is, which computers and channels are involved. The
issues that arise are similar to those already seen when considering both inform-
ation and time. Fird, it is necesssary to have agreement on where information
sharing takes place. Second, it is necessary to have implementation that allows
required communication spaces to be created using channels that alow different
— usually simpler — communication spaces. The implementation work may not
just be concerned with achieving communication, but also with achieving it at
some particular level of quality.

Human experience

To make the discussion on space clearer, consider the following examples drawn
from everyday human experience:

e atelevision programme
e atourist sending postcardsto friends
e atelephonecal

These examples are in asimilar vein to those used in Chapter 3, but are dightly
varied to illustrate various space-related points effectively.

The space for al of these examples will be regarded as consisting of acollec-
tion of communicating people, together with some sort of communi cation medium.
Inthefirst example, the peopleare the programme presenters at atelevision station
and the viewersof the programme, and themedium isatelevisionbroadcast. Inthe
second example, the people are the tourist and his or her friends, and the medium
isthe postal system. In the third example, the people are the two callers, and the
medium is the telephone system. In dl three cases, the mediainvolve some kind
of technology. However, for other examples such as the presentation by a speaker
or the tourist information desk from Chapter 3, the medium would just be direct
human speech.

Computer communications principles

For the remainder of this book, the term ‘a communication’ will be used to
mean an act of informati on sharing among a group of two or more computersviaa
channel, occurring within sometime period. For any particular communication, the
computers involved are described by a set containing a unique identifier for each
one. The identifiers are unique within the enclosing universe of computers under
consideration. Thisuniverseisvisibleinitsentirety to an externa observer, but not
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necessarily to the individual computers. The channel aso has a unique identifier
among al possible channels. A communicationisillustrated in Figure 5.1.

The information-passing capabilities of channels must be extended under
the new definition of a communication. Rather than just being able to transfer
information in one or both directions between two computers, a channel must
be able to pass information in whatever ways necessary to achieve the required
information sharing among the group of computers. Each communication space
involvesjust one channel. With this definition, the channel can be regarded asthe
component that carries out the communication. Like the computers, the channel
can have an existence independent from particular communicationsand so is, in
this sense, a static component of the communication.

Just as the term ‘message’ is used consistently throughout this book when
information is being discussed, so the terms ‘computer’ and ‘channdl’ are used
consistently when space is being discussed. Before proceeding further, itisworth
noting some synonyms used in practice for ‘computer’ and ‘channel’ when de-
scribing practical computer communication systems. Other terms for computer
include: device, end system, host and station. Later inthis chapter (on page 153),
alist of synonyms for speciaized computers forming integral parts of commu-
nication systems is included. Other terms for channel include: cable, circuit,
interface, link, medium, path, pipe, tunnel and wire. The word ‘ connection’
may aso be used to mean ‘channel’ in some practical contexts, but it is used
consistently throughout this book to mean a particular type of time package, as
described in Section 4.5.

5.2 AGREEMENT ON SPACES

For acommunication to take place, the computersand channel must agreeon rules
that give a shared view of the space. There are two main problems. Firgt, there
must be an agreed scheme for identifying computers and channels. Second, given
anidentifier scheme, there must be agreement upon which computers and channel
form the space.

5.2.1 |dentifier schemes

With time, there is a natural physical measurement system available, and this
could give a direct identifier scheme for time periods. For space, it is not so
straightforward. A natural physical system would be one based on geographical
position, using a suitably accurate positioning system. It istechnically feasible to
find very accurate positionsfor objects, for example, using the satellite-based Geo-
graphical Positioning System (GPS). However, such a scheme isnot particularly
appropriate, because physical position isnot a very good way of deriving unique
identifiersfor computers or channels that are usable over a non-trivial time span.
Thisis particularly so these days, with the advent of mobile computing, since it
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isno longer the case that computers stay in the same place semi-permanently. As
an aternative, sometype of identifier scheme chosen for human and/or computer
convenience is used.

Human experience
Tourist sending postcards to friends

For the postal system, people are identified by their names and addresses. The
effect is that individua people have a unique identifier that can be used to direct
mail to them. Here, each friend has an identifier, as does thetourist, based on hisor
her current location. The medium is a part of the worldwide postal system, and a
possi bleuniqueidentifier could be derived from the address of the postbox used by
thetourist together with the addresses of thefriends. The exact way inwhich names
and addresses appear varies from country to country, and indeed a so according to
individua taste. However, most addresses consist of severa components which
have geographical significance. These might include apartment/house name or
number, street name, town/city name and country name.

Telephone call

A natura way of identifying telephone calersis just to use their two telephone
numbers (assuming that each number isonly used for onecall a atime). The me-
diumisapart of theworldwidetelephone system, and a possible uniqueidentifier
could just be derived from the two telephone numbers. Telephone numbers are
structured to have several components. In very many cases, this structuring has a
geographica significance. Thus, thefirst component of an international telephone
number usually identifies a country. Subsequent components can then be chosen
in any way by the particular country, without having to worry about clashes with
numbersin other countries. As an example of within-country structuring, in many
cities, asecond component identifiesthe city, athird component identifiesan area
of the city, and finally a fourth component is a unique identifier within that area
of thecity.

One problem with both the tel ephone number scheme and the postal address
scheme is that, when people move, their telephone number and address usually
have to change. That is, their location in the identifier structure changes.

Computer communicationsprinciples
Flat or hierarchical

The identifier scheme may be either flat or hierarchical. In aflat scheme, identi-
fiers have no added structure, and so alocating a new unique identifier involves
picking astring that has not been used before. In ahierarchical scheme, identifiers
consist of a series of components that position them inside a hierarchy. The hier-
archy is chosen for administrative and/or technical convenience. Postal addresses
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and telephone numbers are both examples of this. For example, aunique 10-level
postal address usable by aiens might be:

491 Princes Street

Edinburgh

Scotland

United Kingdom

Europe

Earth

Solar System

Milky Way

Local Group

The Universe
Allocating anew uniqueidentifier only involves picking astring that has not been
used before in the appropriate loca part of the hierarchy. Thisisrather easier in
the locally flat scheme than it is within a globally flat scheme, unless the total
number of identifiersbeing used is small.

Names or addresses

When the identifiers have a mainly human significance, for example, organiz-
ational, functiona or positional, they are usualy referred to as names. When
the identifiers have a mainly computer or communications significance, they are
usualy referred to as addresses. To ensure uniqueness, it is often the case that
addresses are fairly long and convoluted. This is not a major problem for com-
puters to handle. However, if humans are involved as users, then some means of
alowing more human-friendly ways of identification than just the computer iden-
tifiersisrequired. Therefore, there may be both names and addresses for particular
computers or channels. Trandation of names to addresses (or vice versa) is usu-
ally achieved by adirectory service. The genera ideaisfamiliar from telephone
directories where, using a personal name, plus perhaps address or occupation, it
ispossible to look up the unique tel ephone number for a person.

Computer communicationsexamples
IEFEFE 802 identifiers

|EEE 802 identifiersis used in IEEE (Institute of Electrical and Electronics En-
gineers) standard local area networks, which are discussed in detail in Chapter 6.
Identifiers have 48 bits, with the first two bits being 00, to indicate that the re-
maining bits are uniquely assigned under a scheme administered by the IEEE.
This isshown in Figure 5.2. In principle, the identifier scheme is flat. However,
because blocksof identifiersare assigned to different equipment manufacturers by
the IEEE, thereis atwo-level hierarchy in practice. Each network interface has a
fixed identifier for itslifetime, with afirst component indicating the manufacturer
and the second component being a serial number from that manufacturer.
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Figure5.3 Basic structureof an ITU-T X.121 standard identifier

ITU-T X.121 identifiers

Asexplained later in Section’5.3.1, acomputer network isacollection of computers
and channels, together with agreements on how they inter-communicate. 1TU-
T X.121 identifiers are used in long distance computer networks operated by
state or private telecommunications authorities. This particular type of network is
discussedindetail in Section 7.4.3. An X.121 identifier consistsof upto 14 decimal
digits and, unsurprisingly, is reminiscent of a telephone number in appearance.
The basic structure is shown in Figure 5.3. The first three digits are a country
code, and the fourth digit is a network number within a country. For countries
expected to have more than 10 international ly connected networks, more than one
country code is dlocated (e.g., the USA has codes 310 to 329). The remaining
digits can be allocated in any way by a particular network. As an example, the
next few digits might be used for a town or city code, as in telephone numbers.
The fina two (13th and 14th) digits, if present, are usually used as an identifier
for aparticular process within the computer identified by thefirst 12 digits of the
identifier.

Internet Protocol identifiers

Thelnternet Protocol (1P) ismentioned asan examplein Chapter 4, and i sdescribed
in detail in Section 8.3.2. The Internet is an example of an inter-network. The
characteristic of an inter-network isthat it is a collection of networks of differing
types. Inter-networks, in general, are the subject matter of Chapter 8. A particular
feature of an inter-network is that the component networks might have different
standard i dentifier schemes for computers. Thus, an inter-networking service must
use an over-arching common identifier scheme that allowsinter-working between
the different networks. | P has such a scheme associated with it.

For IPversion 4, which was used from the beginningsof the Internet and only
began to bevery gradually replaced by IPversion 6 in 1996, identifiers are 32 bits
(four bytes) long. Each computer in the Internet has a unique identifier, and this
has two hierarchical components. The hierarchy reflectsthefact that thelnternet is
composed of acollection of computer networks. Thus, in an Internet identifier for
a computer, thefirst part isanetwork identifier and the second part is a computer
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(c) Class C address format: 24 network and 8 computer address bits

Figure5.4 IPidentifier structure

identifier within the network. There are three basic types of identifier, Class A,
Class B and Class C, asiillustrated in Figure 5.4. Identifiers beginning with the
three bits 111 are used for other purposes, mentioned in Section 8.3.2. The two-
level identifier hierarchy alows network numbers (or blocks of network numbers)
tobeallocated to organi zati ons, which can then all ocate uni que computer numbers
within the network.

The designers of the identifier scheme alowed for up to 2° = 128 large
networks with up to 2%* = 16 777 216 computers (Class A), up to 2'* = 16 384
medium networks with up to 2!° = 65 536 computers (Class B) and up to
221 = 2097 152 small networkswithup to 2° = 256 computers (Class C). At that
time, this seemed reasonabl e, since the world view was one of arelatively small
number of large or medium size networks and alarge number of small networks.

However, in the Internet, the problem since has been a fast growth in the
number of networks containing 300 or more computers. Class B identifiers must
be used for such networks, and there are relatively few available. For the next
generation Internet Protocol version 6, identifiersareincreased to a 16-bytelength,
and have a richer hierarchica structure. This scheme is designed to satisfy all
envisaged demand for identifiers, as well as making alocation easier. This new
form of IP identifier is described in Section 8.3.2.

ISO NSAP identifiers

The I SO standard connectionless inter-networking service, which isthe 1SO ana-
logue of the Internet IP service, is described in Section 8.3.3. ISO NSAP (Net-
work Service Access Point) identifiersfor computers are used in this service, and
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variable
AFI IDI DSP

Figure5.5 Basic structure of an 1SO NSAP identifier

the standard protocol that implements it. The scheme used does not begin from
scratch, aswith IPversion4 identifiers. Instead, it unifiesvariousexistingidentifier
schemes used for both computer networks and tel ecommuni cations networks.

A full identifier can be up to 20 bytes or 40 decimal digits long. The basic
structureisshowninFigure5.5. All NSAPidentifiershaveahierarchical structure
with three components. There may be further structure within the second and/or
third components. The first component consists of two decima digits, which
form an Authority and Format Identifier (AFl). Thisindicates which identifier
scheme is used for the second component of the identifier, and the authority
responsible for alocating identifiers within this scheme. It also indicates whether
the third component is expressed in decimal or binary notation. There are seven
identifier schemes included, coded by decima numbers as follows:

Authority and scheme Decimal Binary
ITU-T public data network (X.121) 36 37
I SO data country codes (1SO 3166) 38 39
ITU-T telex (F.69) 40 41
ITU-T telephone (E.163) 42 43
ITU-T ISDN (E.164) 44 45
ISO international codes (1SO 6523) 46 47
Loca non-standard scheme 48 49

Note that X.121, an earlier example, is one of the schemes included. The I1SO
data country codes scheme has a code for each country in the world, whereas the
internationa codes are used for projects that span more than one country. The
local scheme identifier isincluded to alow privateidentifier systems to be used.

The second component of an NSAPidentifier isthelnitial Domain | dentifier
(IDI). Thisisan identifier within the scheme specified by the AFI. For example, if
the AFl is36 or 37, then the IDI isa 14 decimal digit X.121 identifier. If the AFI
is 38 or 39, the IDI is athree decimal digit country code, e.g., 840 for the USA.
Other schemes aso have appropriately lengthed IDI components. In the case of
AFls 48 and 49, the IDI component is null.

The third component of an NSAP identifier is the Domain Specific Part
(DSP). This contains the actua identifier for a computer within an identifier
scheme administered by an authority specified by the combination of the AFI and
IDI fields. The maximum length of the DSP component depends on the length of
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theIDI field, since thetotal length of an NSAP identifier cannot exceed 40 decimal
digits (which corresponds to 160 bits, since each decimal digit is equivaent to
four bits).

By convention, thefinal byte (or, equivalently, thefinal two decimal digits) of
the DSPisan identifier for a process within acomputer identified by the previous
digits of the DSP. Apart from this, the DSP usually has a hierarchical structure,
whichfollowstheinternal structureof inter-networksand networks. Thereismore
discussion of such hierarchies on page 305 in Section 8.3.3, and a so on page 379
in Chapter 10.

5.2.2 Absolute and relative spaces

Given that an identifier scheme is available, the communicators must agree on
the space used. In asimple situation, such as the earlier model of communication,
the agreement isimplicit: there, the space consisted of the two computers and the
connecting channel. In other, very static, circumstances, there might be permanent
absol ute agreements on the set of computersthat communicate and on the channel
used. However, apart from at thelowest |evel s of communication, such agreements
are unusua. Mobile computing makes permanent agreements even less likely.
Instead, the space is usually agreed upon when a communication actualy begins,
or isabout to begin.

Human experience
Television programme

For a programme broadcast by a television station, the channel is the only com-
ponent of the space that must be known by al of the communicators. The people
watching the programmewill usually know which television stationistransmitting
it, since television channels are normally only used by a single station. However,
thisisnot necessary. Instead, viewers may learn theidentity of the stationfromthe
transmission itself. The television station will not normally know who is actually
watching the programme. Thisisbecause the information flow is a unidirectional
broadcast. In summary, the communication space isrelativeto the actual commu-
nication, and participants have partial knowledge of it. In more specialized cases,
such as closed-circuit television, the space might be absolute, and communi cators
will have exact knowledge of it.

Tourist sending postcards to friends

The tourist is aware of al of the communicators in the space, since he or she
is choosing to whom to send postcards. The tourist also selects the channel, by
posting the cards in one or more postboxes and addressing each card to identify
a mailbox for delivery. Thus, the tourist has a complete view of the space. The
space is relative to the actua act of communicating. Each recipient has only a
partial view of the space, obtained from the communication. This view shows



148 COMPUTERS IN COMMUNICATION

that the recipient and the tourist are communicators (unless the tourist sends an
anonymous postcard, of course). The postcard is unlikely to reveal which other
people were recipients of postcards. A recipient also does not have complete
knowledge of the channel, only the fact that it included hisor her mailbox. Given
that the information flow is unidirectional, the postcard recipients do not require
any further knowledge of the space.

Telephone call

The communication spacefor anormal telephonecdl isrdativetothecall starting.
The caller knowswho the called is, by selecting the number dialed. The called’s
telephonemight automati cally supply the number of thecaller, or thecallerislikely
to identify himself or herself at the beginning of the call. Given that both parties
know each other’s telephone number, then both parties have exact knowledge of
the telephone channel. Even if the human recipient does not know the caler’'s
number, the tel ephone equipment does, and so a bidirectiona information flow is
possible.

Computer communicationsprinciples

Asin the case of time, there is some subtlety in the simple definition of acommu-
nication. Again, thisoccurs because it is not made clear how the spaceis measured
by the participating computers. There are two possible mechanisms. The first is
an absolute scheme, where the communicators are described as a particular col-
lection of computers and a channel. The second is a relative scheme, where the
communicators are just described as ‘the computers and channel involved in the
communication.” In summary, in thefirst case, the communication depends on the
space and, in the second case, the space depends on the communication.

In generd, it isnot easy to have pre-arranged absol ute sets of communicating
parties. Until acommunication actually starts, it isnot easy to decide exactly who
thecommunicatorsare. Thus, most spaces arerel ativeto theactual communication
starting. In the absence of some absolute map of the communication space, each
computer will have its own local version. This need not be a perfect record of
the actual space. For example, if a computer has a completdly passive role in
the communication, i.e., it only experiences an information inflow, then it might
not need to know exactly where the information is coming from. Further, when
the implementation of complex spaces is considered later in this chapter, it will
become clear that a computer might only need to know about a subset (perhaps
of size one) of the communication space, in order to participate fully. Compared
with time agreements, agreement on maps of spaces are normally coarser grain,
that is, change far less frequently than agreements on time periods.



SPACE 149

5.2.3 Examples of communication spaces

Two computerslinked by a physical channel

When two computersare directly linked by aphysical channel, thereisan absolute
communication space. It consists of the two computers and the channdl. Thereis
no need for any further knowledgeto bederived from actual communications. This
was the situation in the model of communication used until the current chapter.

Two computers using a connection-oriented service

In this example, two computers communicate using a connection-oriented com-
munication service, akin to the telephone system, rather than using a permanent
direct physical channel. Before the connection is established, that is, before the
actual communication begins, there is no absolute map of the space. Knowledge
of the space is acquired by the communicatorsin much the same way as happens
with the two partiesin atelephone cal. It is normal for the computer starting up
the connection to send its identifier to the other computer as part of the estab-
lishment process. The only significant difference from atelephone cal is that the
identifier scheme islikely to be richer. Thisis because severa processes within
a particular computer are likely to be participating in different communications
at one time. Therefore, a unique identifier for the channel must be derived not
just from identifiers for the two computers, but also extended identifiers for the
particular processes within each computer.

Two computerslinked using a connectionless service

This example is similar to the previous one, except that the tempora nature of
the communication serviceisdifferent: it isconnectionless rather than connection
oriented. In space terms, sending a message using a connectionless service is
almost the same as communicating using a connection-oriented service. That is,
when a computer sends a message, it is fixing the communication space. When a
computer receives a message, it then becomes aware of the space and the other
communicator. The communication space ceases to exist as soon as the message
has been sent, just as the space of a communication using a connection-oriented
service ceases to exist when the connection is closed. The information flow is
unidirectional, so thereisno particular need for the receiving computer to acquire
any knowledge of the communication space. In fact, in thisexample, there might
be multiple recipients of the message, if the connectionless service alows it.
However, any particul ar recipient need not necessarily know whether or not there
are others.
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5.3 IMPLEMENTATION OF REQUIRED SPACES

Agreement on spaces isonly concerned with how the communicators agree on the
collection of computers, and thechannel, for acommunication. However, itisvery
often the case that there is no direct physical realization of the communication
space. Oneimplementation method, whichiscoveredin Section 5.3.1, istoinvolve
computersactively in order to restrict or extend the set of computersthat arelinked
by a channel. A second method, which is covered in Section 5.3.2, is to reduce
or increase the number of channels that are used to support channels required for
communications. Note that both of these implementation methods refer to spaces,
rather than individual communications. Thisisbecause space, likeinformation, is
a static component of communications that can have an independent existence.

5.3.1 Filtering and switching

First, it is useful to introduce three technical terms used to describe different
primitive types of information flow between computersin a space:

1. broadcast: informationflowsfrom onecomputer to al of theother computers

2. multicast: information flows from one computer to asubset of the computers

3. unicast or point-to-point: information flows from one computer to another
These are illustrated in Figure 5.6. Of course, broadcast and unicast are just ex-
treme specia cases of multicast. These three types of communication are the most
common in practice, since they make a useful simplification that aids understand-
ing, implementation and use of communications, and the channels that enable
them.

Virtualy all physical communication channelsfall into one of two categories.
One is channels that support broadcasting over a collection of three or more
computers. The other is channels that support unicasting over a collection of two
computers. This categorization was introduced in Section 1.3, where different
physical media were classified as being either broadcast or unicast. To repest a
warning in that section, based on everyday human experience, it is tempting to
think of radio or microwave asbroadcast and copper or fibre optic cablesasunicast.
Thisishow they appear in conventional applicationslikeradio and television, and
telephone systems. However, one should also recall mobile telephones and cable
television as counter-examples.

A further, related, primitive type of information flow is the anycast. This
has the information flow of a unicast, but also has some characteristics of a
multicast. It involves communication between one computer and any one of a
subset of the computers. To an external observer, an anycast appearslike aunicast.
To the sending computer, an anycast appears like a multicast. The idea is that
communication takes place with one of a collection of computers, but it does
not matter which one, because al perform a similar function. For example, the
communication might be a request-response handshake between a client and any
one of acollection of equivalent servers.



SPACE 151

N

(a) Example of broadcast communication
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(b) Example of multicast communication
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(c) Example of unicast communication

Figure 5.6 Broadcast, multicast and unicast information flows
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Communications that involve more complex ‘m to n’ information flows
must typically be implemented using communications with these more primitive
types of ‘oneto »n’ information flow. This can be done by segmentation of such
communications into sub-communications that have simpler information flows.

It isfirst necessary to look at the problem of implementing communications
with onetypeof primitiveinformationflow, by using oneor more communications
that involvedifferent primitiveinformation flow(s). Such implementation work is
needed if asuitable channel is not available to allow the required communication
to take place.

Human experience
Television programme

Theidealized communication is of atelevision station multicasting to al the pro-
gramme viewers. Unless the television station is operating in afairly small area,
this is unlikely to be the reality. Each viewer tunes into a broadcast transmis-
sion. However, thisis likely to be from one of severa distribution centres. The
transmission may come from a UHF transmitter, from a satellite or from a cable
centre. The television station transmits the programme to the various distribution
centres, again using a variety of technologies. Thus, the implemented multicast
communication may involve more than one sub-communication, and these sub-
communications might be unicast or broadcast in nature. The whole process is
coordinated by the tel evision companies and the tel evision distributors, who may
or may not be the same organization.

Tourist sending postcards to friends

Here, the communication involvesthe tourist multicasting to the group of friends.
Thereisno direct multicasting. Instead, a separate postcard is sent to each friend.
Further, each postcard is not directly carried from postbox to mailbox. Instead, it
istransferred by various postal staff through various postal sorting offices. Each
step can be viewed as a unicast sub-communication. Thus, there are two stages:
themulticast isimplemented as a set of unicasts; and each unicast isimplemented
as a sequence of unicasts. The whole process is coordinated by the international
postal system, which involvesthe cooperation of different national organizations.

Telephone call

The telephone communicationis of aunicast nature. However, thereisnot usually
adirect physica link between a pair of telephones. Instead, alink is made using
a sequence of physicd links through various telephone exchanges. Therefore,
the required unicast communication is implemented using a sequence of unicast
sub-communications. The whole process is coordinated by tel ephone companies
or organizations, one or more depending on the parties involved in the telephone
call.
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Computer communicationsprinciples
Computers as filters or switches

Given that acomputer is able to participate in communications using one or more
channels, there aretwo activitiesit can carry out in order to assist in implementing
communications requiring channels that are not directly available. The first is
filtering, which means selectively ignoring some of the information that is com-
municated to it. This can be used to reduce the number of computersinvolvedin
a communication. The second is switching, which means selectively communic-
ating further some of the information that is communicated to it. This can be used
to increase the number of computersinvolved in a communication.

Computers and channels forming networks

For computersto assist in implementing communications, agreements on inform-
ation, time and space are necessary. These guide the filtering and/or switching
actions performed by the computers. The norm is to have agreement packages
among a collection of computers, that result in the implementation of services
providing channel sthat allow certain information flows between these computers.
Any servicethat supportsunicast, multicast and/or broadcast communications can
be expected to allow any computersin the collection to be the source and the des-
tination(s). That is, allowable information flows aong channels are symmetrica
from any viewpoint among the computersin the space.

A collection of computers and channels that uses genera agreements on
information, time and space matters among the computers in order to implement
idealized channels using the actual channelsis called a computer network.

The computers involved in a network can have a dua role. They are re-
sponsiblefor implementing the protocol s associated with network agreements on
information, time and space. However, they can also be users of the network ser-
vice. Thewholepoint of creating theidealized channel sisto alow communication
between computers for general purposes. In a single computer system, there may
be a natural division between where network duties and general -purpose duties
take place, for example, between hardware and software, or between operating
system and user process.

Some computers may be solely concerned with implementing the network,
and have no other duties. In such cases, they will be termed filters or switchesin
this book, depending on role, to reflect their more specidized networking roles.
There are various synonyms used for such computers when describing practical
communi cation networks. These include: bridge, gateway, intermediate system
(used in contrast to ‘end system’ — a computer that just uses the network ser-
vice), node, protocol converter, relay, repeater, router and store-and-forward
system.

Note carefully that thisimplementation process can be repeated many times
over. The channels made possible by one or more computer networks can be
used, in turn, to construct another computer network that can provide different
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channels. Because of this, extra terminology creeps in. For example, the term
sub-network (or just subnet) is used to describe a network that is a component,
with other other sub-networks, of a larger network. The term inter-network (or
just internet) is used to describe a network that is constructed from a collection
of smaller networks.

Computer communications examples

Unicast or multicast channel implemented using a broadcast
channel

Suppose that there is a network that enables arbitrary broadcast channels among
its computers. This can be used as the basis for implementing arbitrary unicast or
multicast channels. To do this, the information to be shared over such channels
is transmitted to every computer in the network using the broadcast capability.
Computers then filter information received over the broadcast channel. Specific-
ally, there must be an information agreement that all communicated information
includes away of specifying theidentifier(s) of the computer(s) that are intended
to receive the information. Then, all computers look at the identifier information.
Only those with appropriate identifiers accept the rest of the information, and so
participatein the communication. The other computersignorethe communication.
This style of operation is usually termed ‘ promiscuous — all computers can see
all communicated information, but have to be trusted not to abuse the privilege.

Unicast channel implemented using different unicast channels

Suppose that there is a collection of computers, with unicast channels between
certain pairs of computers. The computers and channels may or may not be
organized into networks — it is not important. Given an appropriate arrangement
of channels, thiscan be used asthebasi sfor anetwork that can implement arbitrary
unicast channels. It isnecessary to establish information and space agreements so
that unicast channels can be implemented between pairs of computers that do not
already have direct unicast channels. Thisisfeasibleaslong asitispossibleto find
aroute formed from direct channels |eading from one computer, viaintermediate
computers, to the other computer. Then, a series of sub-communications can
take place to implement the required communication. The origina computer,
and the intermediate computers, are involved in switching, in order to forward
information. To do this correctly, the communicated information must include
information about the intended final destination of the information. Intermediate
computersfilter out therest of the communicated information. To construct such a
network, there must be at | east one possi bl e route between every pair of computers
in the network. If there is more than one possible route, then there is scope for
improving the quality of a communication, by choosing a route that is quicker,
chesper or morereliable, for example.
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Broadcast or multicast channel tmplemented using unicast
channels

Broadcast or multicast channels can also beimplemented on anetwork of thetype
just described. One simple way is just for the information source to conduct a
uni cast communi cation with each recipient individually. In the case of broadcasts,
the source must have some means of knowing the identity of all computers in
the network, so that it can communicate with them. A better way is to enhance
the switching behaviour of computers. In this case, the communicated informa
tion must include information about the identifiers of the computers that are to
receive it. Then, the original computer, and any intermediate computers, conduct
more restricted sub-communications over multicast (possibly just unicast) chan-
nels with one or more direct neighbours that can assist in implementing the full
communication. That is, the remaining broadcast or multicast communication is
partitioned between channelsto neighbours at each stage. The effect is of atree of
channdls, rooted at theinformation source, and with recipient computers as leaves
and possibly nodes.

Networks and graphs

The language, both verba and pictorial, of graphs is sometimes convenient for
discussing spatial aspects of networks. Graphs have vertices (sometimes called
‘nodes’) and edges (sometimes called ‘arcs’) that connect pairs of vertices. A
directed graph has directed edges, that connect ordered pairs of vertices, with
the underlying idea of moving from the first vertex of the pair to the other.

In the case of computer networks, a network can be regarded as a directed
graph, with computers represented by vertices and unicast channels represented
by directed edges. The direction of edges corresponds to the information flow
of channels. There need be no extra representational apparatus for multicast or
broadcast channels, since these can be modelled by multiple unicast channels, as
seen inthe previous example. A graph representation of asmall example network
isshownin Figure5.7. Notethat all edges are bidirectional, which isnormally the
caseinpractice. That is, if it ispossibleto have a unicast channel in onedirection,
it is possibleto have onein the other direction.

Given directed graph representations, some of the ideas from the examples
above fit in well with concepts from the world of graphs. A path between vertex
s and vertex ¢ in adirected graph is a sequence of directed edges

(s,v1),(v1,v2), ..., (vp—1,v%), (vg, 1)

for some k. A graphissaidto be‘connected’ if thereisapath between al pairs of
vertices. Thus, paths and connectedness are directly relevant to constructing net-
workssupporting arbitrary unicast channels, asin the second exampl e above. Con-
nectedness means that there are routes between al pairs of computers. Figure 5.8
shows an example of a (contorted) path between the top-left and bottom-right
vertices of the graph introduced in Figure 5.7.
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Figure 5.7 Example graph representing network

Figure 5.8 Directed path in example graph
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Figure5.9 Three examples of trees with seven vertices

Trees can also be defined within graphs. A tree in adirected graph is a sub-
graph composed of a set of £ verticesand ¢ — 1 directed edges between vertices
inthis set. Each edge isdirected at a different vertex. The single vertex that does
not have an edge directed at it istheroot of thetree, and there must be apath from
the root vertex to every other vertex in the tree. Figure 5.9 shows three examples
of trees containing seven vertices.

A spanningtree of agraphisatreethat includesall the vertices of thegraph.
Trees and spanning trees are relevant when constructing networks that support
multicasts and broadcasts, as in the third example above. Figure 5.10 shows an
example of a spanning tree rooted at the leftmost vertex of the graph introduced
in Figure5.7.

There are two main advantages in using graphs as an abstraction of computer
networks. Oneis as away of hiding detail. For example, instead of having each
vertex representing one compulter, it is possible to have each vertex representing
a collection of computers, perhaps the members of a component network. Edges
then represent channels between computers in one collection and computers in
another collection. Thus, graphs can be used as a tool for representing different
levels of network implementation.

The other main purposeisto give access to the large collection of algorithms
and data structures that the computer science community has made available for
solving graph-related problems. There are standard methods not just for finding
paths and treesin graphs, but also for finding chespest paths and trees when cost
measures are associated with edges.

Examplesinclude Dijkstra salgorithm and the Bellman-Ford a gorithm, both
of which, given a vertex, find the shortest paths from that vertex to al other
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Figure5.10 Directed spanning tree of example graph

vertices. The Bellman-Ford agorithm is more general than Dijkstra s agorithm,
because it allows edges costs to be negative. However, itsrun timeis proportional
to the number of vertices multiplied by the number of edges, whereas Dijkstra's
algorithm’s run time is proportiona to the number of vertices squared. These
algorithms are useful when designing and operating networks, as will be seen in
Chapters 7 and 8. It is not necessary to know the details of how the agorithms
work in order to understand how networks work but, for interested readers, the
details of Dijkstra'sagorithm can be explored through Exercise 5.13.

Chapters 6, 7 and 8 are concerned with the detailed information, time and
space agreements that are necessary in order to make unicast, multicast and broad-
cast networks work. The chapters are differentiated by the complexity of the
switching task that has to be undertaken by computersin order to implement the
required channels. Filtering al so features, but not as a central concern. In essence,
switching is a process of receiving a message as a result of one communication,
and then selectively forwarding it using another communication.

Inthe networks of Chapter 6, computerseither do no switching, or dodecision-
less switching in the sense that messages received on onechannel areawaystrans-
mitted on one or more other channels. It is assumed that communications over
component channel s have similar information, timeand space characteristics. The
effect of the non-existent or unsubtle switching is that the basic capability of the
network is to supply broadcast channels, because no computer in the network
introduces selectivity in its switching. Therefore, such networks are entitled M es-
sage Broadcasting Networks. This style of networking has its roots in physical
channels that enable broadcasting.
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In the networks of Chapter 7, computers do selective switching. Messages
received on onechannel are selectively transmitted on one or more other channels.
It isassumed that communications over component channels have similar inform-
ation, time and space characteristics. The effect of the switchingisthat, depending
on thetypeof selectivity chosen, the network can supply unicast, multicast and/or
broadcast channels. Focusing on the method of implementation, such networks
are entitled M essage Switching Networks. Thisstyle of networking has itsroots
in physica channelsthat enable unicasting.

Finally, inthe networks of Chapter 8, computers again do selective switching.
However, the switching goes beyond the ssimple relaying of messages from one
channel to another. A switching computer must also deal with an assumption
of significant differences in the information, time and space characteristics of
communications on its different channels. This situation usualy arises because
the component channels are, in turn, implemented by networks with different
information, timeand space agreements. For thisreason, and followingthenormal
convention of the computer communications trade, the networks of the chapter
are entitled I nter-networks.

Before embarking on an in-depth study of networking, however, there is
another basic space implementation technique to consider. This has various uses,
including the sharing of channels and the introduction of parallel transmission
over channels.

5.3.2 Splitting and multiplexing

The second basi c implementation techniquefor space involvesthe complementary
procedures of splittingand multiplexing. Theserefer tothewaysinwhich several
channels can be used to implement one channel, and in which several channels
can be implemented by sharing one channdl.

Human experience
Television programme

Continuing from the last section’s example (on page 152), suppose that the tele-
vision programme is atransmission of amusica concert. The quality of sound in
television broadcasts is usualy inferior to the stereo quality available on radio.
Therefore, pictures and sound are often broadcast simultaneously over the two
different media. Thisisasimple example of splitting: onechannel isimplemented
using two independent channels.

The particular television programme is only one of several or many that
can be received at any time. However, these are al delivered using a single
physical medium, whether it is electro-magnetic radiation or cable. Thisis a
simple example of multiplexing: several independent channels are implemented
using a single channel. In this case, frequency division multiplexing (FDM)
is used: each television programme is broadcast in a different frequency band.
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The frequency bands are al contained within the overall frequency range of the
medium. Thus, the different communications do not interfere with each other.

Tourist sending postcards to friends

A tourist who wished to save money on postal costs when visiting a far-away
destination could make use of multiplexing. He or she could place dl of the
postcardsinto an envelopeand sendit to onefriend, then ask thefriend todistribute
the postcards. Thiswould be atypica example of why multiplexingis used. That
is, to share an expensive communication channel between several channds. Of
course, multiplexing also happens at a higher level in this example. Thetourist’s
postcards are only afew among very many itemsin the postal system. At various
stages in the journey, postcards will travel with many other itemsin asingle mail
container.

Telephone call

Multiplexingis a common feature of the telephone system. At most stages, many
cals share the same physical links. For example, one caller might be within
an organization with a private switchboard. Then, al of the organization’s calls
are likely to share the same physical link to the external telephone system. As
another example, many nationa or internationa telephone calls share physical
links between cities or countries at any one time. The use of carrier channels for
doing thisis described in the discussion of leased linesin Section 1.3.2.

Computer communicationsprinciples

Just as segmentation and concatenation are opposites for one another for time
period implementation, so splitting and multiplexing are opposites of one another
for space implementation.

Splitting

An dternative term for splitting is downward multiplexing. The set of commu-
nicationsthat involves one channel is partitioned into subsets of communications
that involve different channels. The set of computers involved in the space of
each communication is not affected. This process is illustrated in Figure 5.11.
The benefit of splitting isthat it allowsthe introduction of parallelism — several
communications can proceed at the same timeif they have independent channels.
This allows the overall quality of the communication system to be improved, for
example, by making individual communications faster.

Multiplexing

An dternative term, matching the aternative term for splitting, is the longer
upward multiplexing. The sets of communications that involve severa different
channels are combined into a set of communications that involves one channel.
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Communications over single channel

Communications over one channel Communications over another channel

Figure5.11 Splittingachannel over several channels

Communications over one channel Communications over another channel
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Communications over single channel

Figure5.12 Multiplexing several channelson to asingle channel

The sets of computers involved in each of the original sets of communications
must be the same. Thisprocessisillustrated in Figure 5.12.

One frequent restriction on multiplexingisthat all of the communicationsin
the resulting set must have digoint time periods, since the channel only alows
one communication at atime. A simple counter-exampleisabidirectiona channel
between two computers: this alows two independent unidirectional communica-
tions to take place at the same time, in opposite directions. However, thisis not
a major exception to the genera rule, since the channdl is redly just a pair of
independent unidirectional channels.
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If attempted multiplexing does lead to a clash, then contention is said to
occur. In general, to achieve the digoint property, each communicationsthat uses
a channd being multiplexed must have its time period adjusted appropriately so
that it does not overlap with others. This preliminary timeimplementation step is
akinto flow control, but is carried out for the benefit of the channel rather than the
computers. It relies on the multiplexed communications being asynchronous.

The advantage of multiplexing is that it allows the sharing of channels —
several channels can make use of the same channel. This gives a cost saving,
compared with providing multiple parallel channels. There may aso be cost
savings for the computers themselves, since they only have to dea with one
channel at atime, rather than severd.

Computer communicationsexamples
Simplex and duplex channels

When a channdl is used to connect two computers, there are severa different
possible communication behaviours that it might allow. In the model of a com-
munication system introduced at the beginning of Chapter 2, a channel alows
information to flow in either direction between the computers, at the sametimeif
necessary. Thisisknown asafull duplex channel. However, to simplify many of
the communi cations described so far, they have had a unidirectiona information
flow. A channel that can only support communicationsin one direction is known
asasimplex channel. In between these two types of channel, thereisathirdtype:
the half duplex channdl. Thistypeallowsinformationto flow in either direction,
but not in both directionsat the same time. One use of ahaf duplex channd isfor
handshake-style communications.

In space terms, the different types of channel — simplex, half duplex and full
duplex — areincreasingly powerful. That is, asimplex channel can beimplemen-
ted easily using either of the others, and ahalf duplex channel can beimplemented
easily using afull duplex channdl. It may be possibleto implement the features of
afull duplex channel using ahalf duplex channel, essentially by multiplexingtwo
unidirectiona channels onto the single half duplex channel. However, to do this,
it is necessary to segment any bidirectional communications into unidirectional
sub-communi cations that have digjoint time periods. A half duplex or full duplex
channel can be implemented easily using two simplex channels, one for each
direction of information flow. Thisisan example of splitting.

Multipeer channels

A multipeer channel (aternatively termed a ‘multipoint’ channel) is a channel
connecting » computers, that supportsall of the » possible broadcast information
flows. Typically, but not necessarily, at most one flow can be in progress at one
time. However, the important point isthat this channel can support the » different
flowsinany sequence over time. In Chapter 6, adominatingissueishow n separate
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broadcast channels, onefor each possible source, can be multiplexed onto asingle
multipeer channel.

In the opposite direction, the example of splitting a duplex channel over two
simplex channels can be generalized to giveaway of splittingamultipeer channel
over aset of broadcast channels. If there are n different sources for the multipeer
channel, then n broadcast channels are needed, each providing the information
flow needed for a different source.

One example of this situation in practice is the multicast group, which is
a collection of computers that send multicasts to each other. A multicast group
of n computers requires n one to (n — 1) multicast channels to implement the
completeinformation flow of the group. Thus, over the n computersinvolved, the
multicast groupisjust a multipeer channel implemented using broadcast channels
within the group. In the context of an enclosing network, each of these broadcast
channels isimplemented using a multicast channel provided by the network.

Piggybacking

The discussion of connection-oriented time packages in Section 4.5 was restricted
to aservice offering only aunidirectional information flow from one computer to
the other. That is, the service included just asimplex channel. However, to imple-
ment the service, the full duplex nature of an underlying channel was needed in
order to send back control information. Real connection-oriented services provide
afull duplex channel to their users, to alow abidirectiona information flow, i.e.,
information sharing, between computers.

From the point of view of the communication service, the duplex channel
provided to a user is implemented as two simplex channels that are essentialy
independent. The only dependency between the channels is the fact that they
are created and destroyed simultaneously, when the connection begins and ends,
respectively. This means that, in principle, two duplex channels are appropriate
for implementing the two simplex channels, each used for user informationin one
directionand control informationintheother direction. However, in practice, there
is only one underlying duplex channel, and so multiplexing is necessary. That is,
a user information communication channel in one direction must be multiplexed
with a control information communication channel for the other direction, and
viceversa

To improve efficiency, it is not aways necessary for the two types of com-
munication to be digoint in time. Most protocols for implementing connections
use information-carrying messages that a'so have space for control information
for the other direction of transfer. Thisis known as piggybacking, to convey the
idea of control information hitching a lift aong the channel. As an example, al
TCP messages carry both the serial number of the information present and also
the serial number and window size for the other direction. In fact, thereis only
one type of message, so al acknowledgements are piggybacked, on zero-size in-
formation messages if necessary. The LAPB protocol also allows piggybacking,
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Figure5.13 Splitting a character communication channel

although there are explicit control information datagrams as well. However, the
TP4 protocol does not include piggybacking as a feature.

Sharing a single character

On page 88 in Chapter 3, the asynchronous method of transmitting eight-bit
character representations could not be segmented in time further, since the 10
necessary bits are transmitted synchronously. An aternative way of transmitting
each character is to use segementation and splitting. If eight separate binary
channels are avail able, then each character communication can be segmented into
eight bit communications, and then the eight bits can be transmitted in paralld,
with a significant time saving. Thisisillustrated in Figure 5.13. In generdl, this
approach can be used for larger stringsof bits. For example, 32-bit or 64-bit buses
are used within computers or between computers and peripheral devices. Parallel
channel swith synchronized datatransfer are not normally used for communication
between computers, both because of timing problems and because of expense.

Time division and statistical multiplexing

A normal requirement for multiplexingistoavoid contention. That is, to ensurethat
multiplexed communications have digoint time periods. As aready mentioned,
achieving thisisaflow control problem, in which the need for flow control arises
from the channel rather than from the communicating computers. |n some cases,
flow control required by the computers might be adequate to alow multiplexing.
For example, if there is a master computer and other dave computers, then the
time-dig oint communications enforced by the master will ensure that thereis no
contention for the channd.

For the classical multiplexing problem of sharing one actual unidirectional
channel between severa required unidirectiona channels, there are two main
approaches to flow control — one synchronous, the other asynchronous. With
time division multiplexing (TDM), the required channels take turns to use the
actual channel, each being allowed a fixed period of time. Thus, the communic-
ations being multiplexed have synchronous time periods which are digoint. This
arrangement ensures that the multiplexing is fair, but is wasteful if some of the
communicationsareirregul ar and so waste their guaranteed timeslots. TDM hasa
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long history in the telecommuni cationsworl d, and the methods of sharing acarrier
channel described in Section 1.3.2 illustrate this.

An dternative, which is the most common in computer communications,
is statistical multiplexing. This treats the communications to be multiplexed
as being asynchronous. Ideally, communications on the required channels occur
during digjoint time periods, in which case thereis no problem. However, if there
is contention, the multiplexing scheme is able to adjust the time periods to make
them digjoint. Thisisdone by delaying communicationsuntil alater timewhenthe
shared channd is free, using buffering associated with the channel. The effect is
that atransmitting computer beginsacommunication at its choice of time, but that
the receiving computer sees the communication beginning at a rether later time.
The ‘statistical’ nature of the multiplexing refers to the fact that the buffering is
adequate to cope with almost all cases of contention. In some extreme cases, such
as communications taking place on all required channels at the same time, it may
not be able to cope and information will be lost.

IS0 standard transport service

As mentioned on page 133 in Chapter 4, the 1SO standard connection-oriented
transport service may beimplemented by one of five standard transport protocols:
TPO, TP1, TP2, TP3 or TP4. Three of these — TP2, TP3 and TP4 — alow for
multiplexing. This capability is the main feature that distinguishes TPO and TP2,
and TP1 and TP3. Several channels provided by the transport service may be
multiplexed onto asingle channel provided by the underlying service. Thisalows
a possibly expensive channel to be shared and so to be used more productively.
The TP4 protocol aso alows splitting. A channel between two computers using
thetransport service might be split between several different channels provided by
an underlying service. Thisallows several communicationsto proceed in paralld,
using separate channels. The parallelismis not synchronous, so the protocol must
ensure that correct sequencing of information is preserved.

54 CHAPTER SUMMARY

A communication involvesinformation sharing among a collection of computers
usingasinglechannel. Thecomputershaveto begiven uniqueidentifiers. Identifier
schemes may be either flat or hierarchical, the latter making allocation of unique
identifierseasier. All of the computersinvolved in acommunication have to have
some knowledge of the map of the space. This might result from an absolute
agreement, where the space is fixed before communication. More usudly, the
map of the space is relative to the communication. That is, computers acquire
knowledge of the space when a communication begins, or as it continues.

The communications that can be carried out using computer communication
systems are usually forced to have one of three forms:
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e unicast — one computer transmitsinformation to another
e multicast — one computer transmitsinformation to several others
e broadcast — one computer transmits information to all others

and most physical channels support either unicast or broadcast transmission dir-
ectly. In order to implement any particular pattern of information sharing, an
appropriate channel has to be implemented using the types of channel available.

A main way in which this can be doneis by using computer networks, which
are collections of computers and channel s between the computers. Protocols, in-
volving agreement on information, time and space i ssues, are needed in networks.
Using these, networks harness the capabilities of the computersin order to provide
desirable channelsusing the available channels. The two main tasks carried out by
computers in networks are filtering and switching. The capabilities of networks
can be categorized by the complexity of the switching tasks carried out, giving
message broadcasting networks, message switching networks and inter-networks.

To implement channels efficently, it may be necessary use different underly-
ing channelsthat link the same set of computers. Thismay involvesplitting, where
communications over one channel are partitioned over severa different channels.
Alternatively, it may involve multiplexing, the opposite of splitting, where com-
munications over several different channels share the same single channel.

5.5 EXERCISES AND FURTHER READING

5.1 For everyday communicationsthat you have with other people, or withgroups
of people, identify the communication spaces, state how much you individualy
know about the spaces, and explain how you acquire that knowledge.

5.2 Investigate the history of the Globa Positioning System (GPS), and find
examples of itsusage in everyday life.

5.3 For a computer system that you use, find out any addresses or names that it
has for communication purposes, and investigate whether these are from aflat or
hierarchical identfier system.

5.4 The Internet Domain Name Service (DNS) is a distributed mechanism for
mapping names to addresses. Look at RFC 1034 and RFC 1035 to discover how
it works, but do not attempt to understand al of the details.

5.5 Read RFC 1884, which describes the | P version 6 addressing scheme.

5.6 Find out why the designersof theP version 6 addressing scheme decided not
to just use the existing 1SO NSAP identifier scheme.

5.7 Discuss computer communication applicationswhere it is necessary to know
the exact composition of the communication space, and others where it is not.
5.8 Devise examples of how multicasts could be made available in a natural way
for human communications.
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5.9 Supposethat you livein a house shared with others. Give an example of how
you might act as afilter, and as a switch, when collecting a mail delivery for the
house.

5.10 For each computer network that you have access to, list the number of
computers involved, the types of channd that the network implements, and the
names of protocols used for agreement within the network.

5.11 The Internet is the most famous example of an inter-network. How many
networks are within the Internet at the present time?

5.12 Graphsareaconvenient abstract representation of computer networks. Give
examples of other real-life systems that could be represented using graphs.

5.13 Look up the details of Dijkstra’s shortest path algorithm, which should be
found in any standard book on agorithms. For the example in Figure 5.8, use
the agorithm to find the shortest path from the top-1&ft vertex to the bottom-right
vertex, assuming that every edge has the same cost (= 1, say).

5.14 Describe clearly the difference between splitting (described in this chapter)
and segmentation (described in Chapter 3).

5.15 Describe clearly the difference between multiplexing (described in this
chapter) and concatenation (described in Chapter 3).

5.16 The description of piggybacking involved multiplexing because it forms
part of the implementation of a service that, essentialy, provides its user with
two unidirectional simplex channels. Therefore, the user has to perform splitting
of itsinformation-sharing communications to use these channels. Explain why;, if
the service user could directly make use of the full duplex channel that underlies
the service, then piggybacking of acknowledgements would just be an example of
concatentation.

5.17 Give examples of practical situations where time division multiplexing
would be efficient.

5.18 Investigatethel SO standard Transport Protocol, to discover other differences
between TP0—4, not mentioned in this chapter, or in Chapter 4.

Further reading

This chapter is intended to be self-contained — drawing on existing human ex-
perience of space issues in communication, in order to introduce the main ideas
impacting on computer communication. The next three chapters, Chapters 6-8,
expand the coverage of how computer networks are designed and used. Later
on, Chapters 9 to 11 include material concerned with the role of space in par-
ticular areas of computer communications. More details about graphs, and graph
algorithms, appear in textbooks on algorithms, for example, Introduction to Al-
gorithmsby Cormen, Leiserson and Rivest (MIT Press 1990).



CHAPTER

SIX
MESSAGE BROADCASTING NETWORKS

The main topicsin this chapter about message broadcasting networks
ae

information, time and space basics of message broadcasting
local, and metropolitan, area networks

implementing a multipeer channedl using simple channels

multi plexing broadcasts onto a multipeer channel

guided technology networks: ethernet, token ring/FDDI, token
bus, DQDB and 100 BASE VG-AnyLAN

¢ unguided technology networksusing radio and infra-red transmis-
sion

6.1 INTRODUCTION

As Chapter 5 explains, there are increasingly complex ways in which computers
can contribute switching abilitiesto assist in supporting acomputer network. This
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chapter concentrates on the ssimplest cases: no switching is done; or non-selective
switching is done. Because of the lack of discrimination, such networks can be
regarded as message broadcasting networ ks, which have the basic characteristic
that every communication that takes place has a space that contains al of the
computersin the network. Therefore, if n computers are involved in the network,
then n different one to (n — 1) broadcast channels are made available by the
network. In addition, broadcasting networks can supply unicast and multicast
channelsaswéll. These areimplemented using filtering by computers, asdescribed
on page 154 of Chapter 5.

Message broadcasting networks may be implemented using broadcast-style
channels, or using unicast-style channdls. Reflecting the fact that the computers
play amodest networking role in the switching sense, broadcasting networks are
normally low-level implementations, in that the channels used are physical chan-
nels, rather than channel screated by further lower-level network implementations.
Therefore, this chapter focuses on such networks. However, in principle, the un-
derlying ideas could be used to implement higher-level broadcasting networks
using channels provided by other lower-level networks.

Traditional ly, message broadcasting networks have been nearly synonymous
with Local Area Networks (LANS), which are networks with a physical radius
of no more than one or two kilometres. This is because the high communication
speeds needed to make broadcasting a redistic possibility were only attainable
over short distances. However, this assumption is changing with advances in
technology. Metropolitan Area Networks (MANS), which are networks with a
physica radiusthat can span a city, are often organized as broadcasting networks.
Meanwhile, the techniques used for message switching networks, traditionally
associated with longer distance networks and the subject of Chapter 7, are now
being used in some LANs and MANSs, as well as in experimental Home Area
Networks (in the home) and Desk Area Networks (on the desk). Thus, it is now
more useful to have a classification based on networking style, rather than based
on physical distance spanned.

6.1.1 Information basics

The messages transmitted by broadcasting networks contain at least three basic
components:

o sourceidentifier: theidentifier of the sending computer
¢ destinationidentifier(s): theidentifier(s) of the intended recipient computer(s)
¢ information: the information being communicated by sending the message

Notethat, for low-level broadcasting networks, messages are usually called ‘ pack-
ets'. Infact, thisterminology isnormal for al types of networksbased on physica
channels, including the types described in Chapter 7. Thus, the terms ‘ packet
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broadcasting network’ and, particularly, ‘ packet switching network’ are often en-
countered in practice.

The source identifier is included so that a recipient can tell from where the
message originated. This is needed because the network supports n different
communication spaces, where n is the number of computers in the network.
Including the source identifier in each message acts as a convenient way for
computers to deduce the communication space from the actual communication. A
relative schemelikethisis necessary unlessthereci pient can differentiate between
communi cation spaces by the network service providing independent access to n
different channels.

The destination identifier(s) areincluded so that reci pients can tell whether or
not the message isintended for them. This allows unicast or multicast communic-
ations to be implemented using the broadcasting network. A recipient just filters
out any message that does not carry its own identifier.

The identifiers used for computers have network-wide significance, and are
of afixed size agreed for the particular network. One example would be the 48-bit
identifiers defined in the IEEE 802 series standards for LANS, and mentioned on
page 143 in Chapter 5. This identifier scheme allows worldwide uniqueness of
identifiers. For private LANS, an aternative also allowed by the standard isto use
16-bit identifiers. However, it is not possible to mix the two identifier lengthsin
the same network. The use of fixed-sizeidentifiers, and alsolocating theidentifiers
in a fixed position within each message, simplifies the handling of messages by
computers.

The information component of a message is just a sequence of bits (in fact,
morelikely asequence of bytes) asfar asthenetwork isconcerned. In principle, the
information component might have an arbitrarily chosen length. Some networks
impose a fixed length on this component, so all messages have a uniform length.
This, again, simplifies handling of messages. If not, amost al other networks
impose a maximum length on this component, and hence on the overall message
length. This is because, as Section 6.1.3 explains, the collection of broadcast
channels is multiplexed onto a single multipeer channel. A restriction on length
ensuresadegreeof fairnessin thissharing of themultipeer channel . Somenetworks
also impose a minimum length restriction on messages. The reasons for this are
discussed in detail later but, in summary, it may be because either the broadcast
channel has characteristics that may cause it to ‘lose’ very short messages, or the
communication of very short messages isinefficient.

The standard network message format, which may include other components
in addition to the above, will have a direct representation in terms of bits. This
representation is an absolute agreement, fixed for al computers participating in
the network. The representation of bits depends on how the broadcast channels
are implemented. If a single underlying broadcast-style channel is used, then the
representation will be fixed. However, it may vary if a collection of different
unicast-style channelsis used.
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In summary, from an information point of view, there is absolute agreement
on the type of information communicated: the standard network message. There
is also absolute agreement on how thisis represented in terms of bits.

6.1.2 Timebasics

Two absolute time measurements are usually possible for message broadcasting
networks based on physical channds. The first is the latency, that is, the delay
between the time that a computer begins a transmission and the latest time that
any computer in the network begins to receive the transmission. Thisis affected
by the physical technology used to implement the network, as well asthe physica
distances involved in the network. For example, a network of computers in the
same room, connected by fibre optic cables, will have a very low latency. A
network of computers distributed around the world, connected by satellite links,
will have a high latency.

The second absol ute time measurement isthe rate at which transmission can
take place, measured in bits per second. Again, thisis affected by the physical
technology used to implement the network. In the case of a genuine broadcast
technology, the rate is a measurable globa parameter. Where the network is
implemented using unicast technology, the rate is determined by the slowest link
contributing to the implementation. Thisis measurable, since thelinksare part of
atightly-knit collection, and their performance is dictated by the demands of the
network.

In combination with the absol ute agreements on information, the duration of
communication time periods becomes measurable. For a fixed message size, the
time between starting to transmit a message and finishing the reception of the
message at al computers, ismeasurable. It isegual, in seconds, to:

latency + (message size/rate)

where the latency is measured in seconds, the message size in bits, and the rate
in bits per second. This puts absolute time bounds on the time period for the
communication of the information in the message. Where there are minimum
and/or maximum size restrictions on message size, lower and/or upper bounds
respectively can be put on the communication time period. Notethat, although the
duration of communication time periods can be absol ute, the message communic-
ations are asynchronous, since they may start at arbitrary times.

In high speed networking circles, afurther measure of interestisthe product of
therate and thelatency, usually called the bandwidth* delay product. Thisgives
ameasure, in bits, of the amount of information that can be simultaneoudy present
on the channel. That is, it measures the number of bits that can be transmitted
during thetime it takes for one bit to travel from the transmitter to the receiver.

In terms of time packages, the service offered by message broadcasting net-
worksisnormally an unreliable connectionless service. There isno segmentation,
so information is presented to the service in message-sized units, and each unit
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resultsin asingle communication of amessage. The bitsof a message are commu-
nicated synchronously. A simple handshake time package is an el aboration on the
unsegmented time package that is sometimes found. With this, amessage is broad-
cast with a single intended recipient. This is followed by an acknowledgement
message being broadcast by the recipient, intended to reach the origina sender.

Given that distances are usualy short in broadcasting networks, and the
quality of the physical mediais high, the service offered isusually inherently very
reliable. No further quality is added by the network, for example, to provide a
totally reliableservice. Because of this, messageformatsincludean error-detection
code component. This allows recipients of messages to detect when errors occur,
the normal action being to discard the damaged message. The network itself takes
no responsibility for any actionsrequired after this. The effect isthe same asif the
network had | ost the message compl etely, which isanother possibility. Duplication
of messages should not occur in individual broadcasting networks.

In summary, from a time point of view, there is absolute agreement on the
duration of communication time periods, or at least for bounds on the duration of
timeperiods. However, thebeginning of timeperiodsisrel ativeto communications
starting. Message communications are not segmented over time, and the bits
comprising a message are communicated synchronoudy. There is neither time-
related error correction provided by the network nor provisionfor time-rel ated flow
control by the communi cating computers. However, notethat thereistime-rel ated
flow control for multiplexing channels. Thisisdiscussed in detail in Section 6.3.

6.1.3 Space basics

As has aready been discussed earlier in this chapter, there are often some abso-
lute physical constraints on the area occupied by a broadcasting network. These
are necessary to achieve the required communication speeds using the avail-
able technology. The two dominant types are Local Area Networks (LANs) and
Metropolitan Area Networks (MANS) (the latter sometimes called Campus Area
Networks (CANS) in academic environments). The absol ute space constraints do
not extend asfar asfixingthe physical positionof thecomputersinthe network, but
may impose restrictions on the minimum or maximum distance allowed between
computers. These restrictions are related to the physical transmission properties
of channels.

The identifier scheme for broadcasting networks is usually flat. The most
common such networks are under the control of a single organization, and so it
would be possible to alocate unique identifiers relatively easily. However, most
networking equipment is bought with an identifier aready builtin. |IEEE standard
broadcasting LANSs are an example of a globaly unique flat identifier scheme
across al such networks in existence. Strictly speaking, this is unnecessary so
long as the networks are not connected together. Such interconnection will be
considered in Chapter 8.
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The network map presented to users is a simple absolute one. All commu-
nicationsinvolve all computersin the network. More specifically, any individual
computer can transmit information to al of the other computers. If computers
require information about the particular computersin the network, then this must
be configured absolutely, or must be acquired using the broadcasting service
provided. When such information has been obtained, computers can introduce se-
lectivity into communi cations by appropriately setting up the destinationidentifier
component of messages.

Overdl, abroadcasting network offersthe ability to conduct » different types
of communications, where n isthe number of computersin the network. Each of
these typesinvolvesthe same collection of computers: al of the computersin the
network. Thedifferenceisin theinformation flows allowed by the channels. Each
of thetypes correspondsto adifferent computer broadcasting informationto al of
the other computers. No other types of communication are possible. If required,
they must be implemented using the basic broadcast channels of the network.

Theimplementati on of the broadcasting network service consi stsof two steps.
First, aparticular typeof channel hasto beimplemented: amultipeer channel of the
type described on page 162 in Chapter 5. Thischannel allowsall of then possible
broadcast information flows. For networks based on a physical multipeer channel,
thename medium isvery often used for thischannel, reflecting itsphysical nature.

Second, the n different broadcast channels (i.e., one for each of the n pos-
sible broadcast information flows) must be multiplexed onto the single multipeer
channel. Theterm Medium Access Control (MAC) is often used to describe this
process when a physical multipeer channel isused. The multiplexingis trivia if
the multipeer channel alows severa broadcasts to take place simultaneoudly, but
thisis uncommon.

The next two sections cover these two implementation components, and are
followed by examples of real broadcasting networks, to illustrate how al of the
ideas fit together in practice.

6.2 MULTIPEER CHANNEL IMPLEMENTATION

It is necessary to implement a channel that allows broadcasting by any one com-
puter to al of the other computers. This means that there must be appropriate
physical connectivity between the computers. Such connectivity may be of a
guided type or an unguided type, or a mixture of both. The way in which the
channdl is implemented depends on various matters, including the layout of the
computers and the distances between them, and the types of physica commu-
nication medium that can be used. Here, three main types of multipeer channel
implementation are described. All have the characteristic of a regular structure.
That is, they involvephysical connectivity between computersthat isclearly part
of a coordinated aim: to achieve broadcasting. Note that, although couched in
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Figure 6.1 Multipeer channel using common medium

terms of physical connections, the ideas here trandate to networks founded on
higher-level connections with similar properties.

6.2.1 Common medium

A common medium is the simplest implementation approach. It isjust a physical
medium that is inherently multipeer in nature. That is, any computer is able to
transmit on the medium and the transmission is received by all of the computers
in the network. When a guided technol ogy, such as an electrical cable, isused, the
channel hasalinear arrangement and visits each computer in turn. Such achannel
isnormally referred to as abus, and isillustrated in Figure 6.1.

Guided technologies are only used over relatively short distances, eg., afew
kilometresat most, dueto electrical limitationson the broadcasting of signals. For
longer distancesor, increasingly, for shorter distances al so, unguided technol ogies,
such asradio, can be used. Inarecycling of aterm that had become ol d-fashioned
in a different context, broadcast networks with unguided channels are nowadays
termed wireless.

In contrast with the other two types of channel implementation described
below, the computers have a largely passive role. They are able to listen to the
channel to detect broadcasts, and then to store copies of the broadcast information,
without affecting the operation of the channd. The only active role is when
initiating a new broadcast. No computer is required to play a part in maintaining
or ending the broadcast by performing switching duties. Thisisanatura property
of the medium.

6.2.2 Chain or ring

A chainisan approximationto abusstyleof multipeer channel. Thecomputersare
arranged inaline(inthelogicd, rather than physical, sense) with aunicast channel
between each pair of neighbouring computersin theline. The only difference for
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Figure 6.2 Multipeer channels using chain and ring arrangements

aring isthat the two computers at the end of the line are connected by a unicast
channel, which turnsthelineinto acircle. It isnormal for the unicast channelsin
aring to go in one direction only, since bidirectional operation is not required to
achieve broadcasting. Figure 6.2 shows a bidirectional chain arrangement, and a
unidirectiona ring arrangement.

In achain, when a computer broadcastsinformation, it must send it to both of
itsneighbours. The neighboursinturn passit ontotheir neighbours. Thiscontinues
until the information reaches the computers at the ends of the line. The effect is
the same as for abus, except that computers play an activerolein propagating the
broadcast information by carrying out non-sel ective switching. Astheinformation
passes through the intermediate computers, they can copy it as their own private
copy of the broadcast.

In aring, when a computer broadcasts information, it sends it to one of its
neighbours. Theneighbour inturn passesit ontoitsother neighbour. Thiscontinues
until theinformation returnsto theorigina broadcaster. Evenin bidirectional rings,
this simpler approach is preferred to one in which information is passed in both
directions round the ring. It avoids some intermediate computer having to detect
information arriving from both its neighbours, and then being selective in its
switching by not passing the information on any further.

In principle, chains or rings can employ a variety of technologies for the
unicast channels between computers. Unlike a genuine broadcast medium, there
isno need for uniformity. However, theoverall performance of theimplementation
will be determined by theworst unicast channel inthe network. The fact that there
is a collection of channels means that the extent of the network is only limited
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by a maximum distance between neighbouring pairs of computers, rather than
a maximum distance between the two furthest points on the network. Thus, the
technology is more suitable for Metropolitan Area Networks than a common
medium technol ogy.

The computersin such anetwork have an active switchingrole, in forwarding
information to neighbours. However, thisis normaly done by low-level hardware
that operates autonomoudy from the main computer (indeed, it may be separate
from the computer), and so forwarding is not affected by loading on the computer
or, more extremely, by the computer being switched off.

6.2.3 Star or tree

A star isan approximation to many typesof wirelesschannel. A central compute,
or a specialized switching device, acts as the centre of the star, and each computer
in the network is connected to it by a duplex channel. A computer can broadcast
a message by transmitting it to the centre, which in turn transmitsit to all of the
computers in the network aong the separate channels. Thus, the centre performs
non-sel ective switching to give it a genuine broadcasting capability, whereas the
computers perform no switching and only have a single unicasting capability.
Figure 6.3 shows a star arrangement.

Clearly, a star network depends completely on the central component. If this
fails for any reason, then the network will not operate. The central switch has a
reasonable level of complexity, since it must be able to read from a set of » input
channels, where n isthe number of computersin the network, and be abletowrite
to n output channels, preferably simultaneoudly. Thisisin contrast to the modest
switching required by an element in achain or ring, which correspondsto the case
n = 1 here.
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Figure 6.4 Multipeer channel using tree arrangement

A generdlization of astar network isto atree network, which helpsto simplify
the complexity of the switching required. Groups of nearby computers are formed
into mini-stars, the computers being the tree leaves, and the star centres being
the nodes parenting the leaves. In turn, these star centres are formed into star
networks, withthe new star centres being the nodes at the next level up of thetree.
Eventually, thetop level of star centres isformed into a single star network, with
a centre that is the root of the tree. Figure 6.4 shows a rearrangement of the star
network of Figure6.3intoathree-level tree. The advantageisthat each component
star network only has a small number of attachments: one duplex channel to the
centre of its parent star network, and several duplex channels to the centres of
its child star networks. Thus, to implement a broadcast, each star centre is only
responsible for relaying the message to a small number of channels. In the event
that one star centrefails, partial operation of the network is still possible.

A tree network is also advantageous for directly implementing unicast or
multicast communications, when the communicating computers are located in a
localized part of thetree. Thisisbecause it isnot necessary to propagate messages
throughout the whole network. However, thisinvolves sdlective switching by the
star centres, and so belongs more properly in Chapter 7.

From a physical point of view, many common medium or chain/ring style
networks spanning short distances are organized in a star pattern. The common
medium, with an interface for each computer, or the chain/ring, with aforwarding
interface for each computer, is contained in a single box. Each computer is then
connected to its own interface in the box. Thus, visualy at least, the computers
are connected to a central switching element. However, it is important to note
that the box itself performs no switching function between the connections to the
computers. It just houses the computer interfaces. Such a box is called a hub.
Figure 6.5 illustrates hub arrangements for common medium and ring networks.
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Figure 6.5 Hub arrangements for common medium and ring networks

6.3 COMMUNICATION MULTIPLEXING

A message broadcasting network supplies a service that allows communications
with different broadcast information flows to take place. However, the multipeer
channel implementations described in the previous section do not alow arbitrary
numbers of broadcast communications to happen a onetime. In fact, the normis
for only one broadcast to happen at atime. Some of the multipeer channel imple-
mentations are based on independent unicast channels, and so could alow more
than one broadcast at a time, because different messages could be simultaneously
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transmitted on separate channels. In fact, thisis usually avoided in practice, to
reduce the complexity of the operational procedures.

Giventhat only one broadcast can happen at atime, all communi cations must
occur during digoint time periods, to avoid contention. Furthermore, to ensure
fairness of access, most multiplexing schemes include absolute bounds on the
length of time period for which one computer is allowed to make use of the
multipeer channel.

Regulating access to the multipeer channel is essentialy a process of regu-
lating the beginning of communication time periods. Therefore, for the variety of
mechanisms that are used in practice, thetechniquesused are mostly familiar from
earlier study of flow control procedures in Section 3.3.2. Here, however, rather
than enabling flow control between communicating computers, the mechanisms
enable flow control between a transmitting computer and the multipeer channel.
In fact, of the mechanisms considered below, only thefirst oneisnovel, in that it
is not used for end-to-end flow control applications. The novelty comes from the
fact that each computer carries out flow control in isolation, guided only by its
observations of the channd.

6.3.1 Isolated

| solated multiplexing of communicationsinvolvestheindividual computersusing
contention avoidance or detection techniques. These do not guarantee to prevent
contentionoccurring, but seek to minimizeit. The most obviousform of contention
avoidance is for a computer to listen to the multipeer channel before attempting
to try transmitting information. If a communication is already in progress, then
it can defer its own communication until the channel is free. However, this does
not prevent two or more computers both waiting until the channel is free, and
then colliding by transmitting at the same time. One way of reducing the chances
of this happening is to introduce a random eement into the procedure. Rather
than transmitting as soon as the channel isfree, computers are obliged to wait for
a random short period of time before trying to transmit. This results in a small
degree of randomness in the starting time chosen for the repeat communication
attempt, which helpsin avoiding collisionsas soon as the medium becomes free.

The above mechanism allows collisions between information-carrying mes-
sages to occur, and thisis part of itsdesign. A variationisto use an extra protocol
when computers begin transmitting. Rather than just transmitting the message
that they wish to send, the computers instead transmit special control messages.
These messages have different lengths for the different computers, and so have
different communication time periods. Theideaisthat the computer that transmits
for longest wins the competition for the channel, since the othersdrop out earlier.
If the aim is just to eliminate contention, then each computer might have a dif-
ferent length allocated, and so the computer with the higest number alwayswins.
However, if fairnessis needed, then computers can use randomly chosen lengths.
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This till leaves open the possibility of contention if two computers have chosen
the same number.

Although avoidance techniques can reduce the chances of transmission con-
tention occurring, it isnot totally prevented. To deal with this, a contention detec-
tionmethodisused. Thisrelieson atransmitting computer being ableto detect that
itstransmission isbeing interfered with. Detection is done by receiving broadcast
information at the same time as transmittingit. If atransmitting computer receives
different information to itsown, or receives garbled information, then it isaerted
to the fact that another computer istransmitting at the same time. Once this abuse
of the channel has been detected, the protocol requires that all transmitting com-
puters cease transmitting. Thismay not beimmediate, sincethereisareguirement
for the computers to prolong the broadcast damage so that al computers in the
network are made aware that a collision has occurred, and so can throw away any
message prefixes already received successfully.

After a collision has been detected, the computers involved have acquired
theinformation that they are in competition for the multipeer channel. Therefore,
it is essentia to employ a collision avoidance technique, otherwise the problem
will be repeated at each future attempt. The standard technique involves waiting
for a random period before trying again. Thus, the starting time of a repeated
communication attempt is chosen with a random element. Note that this use of
randomness is necessary after acollision, rather than just desirable asit is before
first trying to transmit. This approach isknown asthe ALOHA method, in honour
of its use by the pioneering University of Hawaii radio-based network of 1971,
which was the ancestor of all message broadcasting networks. The introduction
of randomness into the starting time chosen for communi cations means that no
global control mechanism is needed.

The choice of possible random period lengths is important. If the choice of
periods is too small, then further contention is likely. If the choice is too large,
then communications might be delayed for unnecessarily long periods of time.
There isan algorithm, known as randomized exponential backoff, for choosing
appropriaterandomtimesbeforetryingagain. Onthe:-th occasion that acomputer
suffers a collision for a particular communication, it chooses adelay in the range

0,...,2' =1

‘timedots’. Thus, thefirst time, it chooses either zero or one, the second time, it
chooses zero, one, two or three, etc. This continues up to somelimitoni (s = 10
being astandard value), a which point therangeisnot increased further, to avoid
delays becoming outrageoudly large.

A problem ariseswith this scheme if computers are able to transmit messages
very quickly in succession. Once one computer has got access to the channd,
it may be able to keep it while transmitting many messages one after another.
After each of the messages, any competitor will collide with the computer’s
next message transmission. However, the computer that has just transmitted will
choose abackoff period of either zero or one, but itscompetitorswill bechoosing a
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period from an increasingly widerange. Thus, the chances are that the computer in
possession will keep itsaccess to the channd. Thisphenomenoniscalled capture.
One solution to this is caled the Binary Logarithmic Arbitration Method
(BLAM), and involves all computers (not just colliding computers) maintaining
the same backoff period range.

The length of atime dlot isthe maximum timethat it takes for a transmitting
computer to be sure that it has not suffered from a collision. Given this, and
assuming that only one competing computer picks the lowest random number of
slots, this computer is guaranteed not to collide with its rivals. The appropriate
dot lengthis equal to thetime for a message to propagate to the furthest point on
the network, plusthe time for any evidence of a collision to propagate back (plus
asmall safety margin). For a physical multipeer channel, this can be computed as
an absolutetime period, given knowledge of the distance spanned by the channel,
and data transmission rates along it.

Contention avoidance or detection techniques are only really practicable for
networkson which thereisafairly low loading and, further, that the load imposed
by the computersis fairly randomly distributed over time. If thisis not the case,
then alot of time and network capacity will be wasted by collisions, and one of
the techniques described below will be more suitable. However, where loading
circumstances are favourable, this type of technique has various points in its
favour. Firdt, it is completely decentralized, with computers making decisions
locally, guided by the raw information that is being received from the channel.
Second, it involves a simple protocol, which is always an advantage. Third, it
allows computers to transmit information immediately (as long as no contention
occurs), rather than be delayed by any arrangements needed under aflow control
agreement.

6.3.2 Permission-based

Permission-based multiplexing depends on computers requiring some form of
permission before being alowed to broadcast. Only one computer is alowed to
have permission at atime, in order to guarantee that multiplexed communications
have digoint time periods. One way to achieve thisis to have a master computer
that pollsthe other computersin turn. However, this has the disadvantages of any
centralized approach: the operation of the network isonly as good as the operation
of the master computer.

A lessdomineering alternativeisto useticket-based flow control, as described
on page 101 of Chapter 3, wheretickets areissued by thereceiver. However, here,
the central differences are:

e thereisonly oneticket in circulation;

o theticketisissued onbehalf of themultipeer channel rather than by thereceiver
of communicated information; and

o theticketisimmediately passed on to another computer by any computer that
receives the ticket and has no immediate use for it.
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When a computer receives the ticket, it is allowed to broadcast a message if it
needs to and, after it has done so, it must pass the ticket to another computer in
the network.

When such a network isfirst activated, then one computer must be respons-
iblefor generating the ticket. This computer might be fixed, under some absolute
agreement for the network, or might be chosen dynamically by some form of ap-
pointment, competition or e ection protocol among the computers on the network.
Thereafter, there must be a ruleto ensure that theticket is continuoudly circulated
among al of the computers in the network, to give them an opportunity to trans-
mit. For a network which seldom changes, and which contains computers that
seldom fail, there may be a fixed ordering of the computers. However, in general,
it is necessary to have a protocol that allows computers to be added or removed
from the circulation list dynamically. Communication of theticket, whichisjust a
specia form of message, must be by unicast communication between the current
ticket holder and the next ticket recipient using the basic broadcast capability of
the multipeer channel.

Advantages of a permission-based technique are that contention for the me-
diumiseliminated and that the rightsof computersto transmit can be regulated by
the chosen ticket passing order. For example, if the ticket is passed around each
computer inturn, then transmission rightsare fairly shared out; thisisareasonable
arrangement for a network which is highly loaded. As an aternative example, if
it was arranged that one computer received the ticket every second timethat it is
passed on, then the effect would be that this computer was given priority for its
transmissions.

Disadvantages include the fact that, before transmitting, a computer must
wait for the ticket to arrive, although none of the other computers may actually
need to transmit at that moment. A further disadvantage is the complexity of the
arrangements for the ticket itself. Aswell as dealing with adding and removing
computers, the ticket protocol must deal with computers that fail while holding
the ticket. It must also deal with computers that, through error, creste multiple
tickets. However, these are not insurmountabl e problems, and such protocol sexist
and are used in practice, as will be seen in Section 6.4.

6.3.3 Reservation-based

Reservation-based multiplexingis an extension of permission-based multiplexing
that isdesigned toreduce thetimethat acomputer hasto wait before being allowed
to broadcast a message. A problem with ticket-style schemes, as noted above, is
that a computer must wait its turn for the ticket, even if other computers before
it have no need of theticket. A reservation-based scheme is based on the style of
flow control where a transmitter requests a ticket from the receiver when it needs
to, or is about to need to, transmit.

Inthiscase, any such protocol iscomplicated by thefact that receivers are not
responsiblefor issuing tickets. Rather, ticketsareissued on behaf of the multipeer
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channel. One possibility isto designate a particular computer as a master, respons-
iblefor issuing tickets, and for the other computersto make reservationswith this
master. However, this makes the network completely reliant on the master com-
puter. Ticket-passing, just described above, isan example where theresponsibility
for thecontrol mechanismisdistributedamong al of thecomputersinthe network.
Idedlly, a reservation-based scheme should similarly distribute responsibility for
noting reservations and issuing tickets. The basic complication is that, when a
reservation is made, al computers that might conflict with the reservation must
be notified of it. Thus, some kind of broadcasting of each reservation is required.
Thisis rather different from the unicasting of tickets.

A fata flaw in this appears to be the fact that broadcasting of reservation
messages should be alowed whenever necessary — which introduces exactly
the same problem that reservation is meant to be solving! One solution is to
generalize what happens with ticket-passing, by allocating short time slots on the
multipeer channel that allow computers to make reservations, between the main
items of broadcasting business. This solution anticipates the technique of time
divisionmultiplexing, discussed in the next section. Another solutionisto employ
piggy-backing as a multiplexing technique that combines reservation messages
with existing broadcast messages. Then, computers receive notification of future
reservations along with communi cations that are happening at the present.

Onreceiving areservation message, it isessentia that acomputer takesit into
account when formulating its own transmission plans. In order for a reservation
scheme to be completely fair, each computer should maintain a count of the
number of pending reservations. When it wishes to transmit, it should broadcast
areservation message and also note the value of this count. Then it should allow
that number of other computers to transmit first. After this, assuming that all the
other computers have received the same reservation messages, the computer can
proceed with its transmission without fear of collision. Moreover, transmissions
proceed in the same order that reservations were made. This mechanism assumes
that all computers are alowed to have reservations pending. In cruder schemes,
only one computer might be allowed to have a reservation pending, in which case
the use of countersisredundant.

6.3.4 Physical division

The above schemes for multiplexing communications, so that they do not overlap
in time, are very much in the asynchronous spirit. That is, the starting times of
communications are adjusted as appropriate, under the control of the multiplexing
policy. An alternative is to use a method of sharing the medium that is directly
related toits physical properties, rather than to the communications required of it.

A very synchronous approach is time division multiplexing, already men-
tioned in Section 5.3.2. With this, the communication time available is divided
into fixed-size time dots, and then these slots are alocated to the computers on
the network. There will be periodic cycles, during which each computer has at
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least onetime dlot available for itsexclusive use. Time division multiplexing re-
moves the need for distributed mechanisms to decide which computer is alowed
to transmit next. It dso allows guarantees to be made on the absolute time at
which communications will takes place. For applications that require real-time
information transmission, such guarantees are important.

The main disadvantage of time division multiplexingisitsinflexibility. If the
communication needs of the computers in the network are fixed and continuous,
the scheme works well. However, in general, the scheme is wasteful if the com-
munication needs of the computers vary over time. Time slotswill be unused by
some computers, while other computerswill havetowait. Of course, if computers
are frequently added to or removed from the network, there must be some scheme
for adjusting the all ocation of time slots. However, thiswould normally be under
human control, rather than happening automatically during normal operation.

Animprovement isto blend time division multiplexingwiththe other types of
multiplexing. Some time sl ots are permanently reserved for thingslike computers
with continuous needs, ticket-passing or reservation passing. The remaining slots
are allocated using a dynamic multiplexing method.

There are other methods of multiplexing a physical broadcast channel, but
these lie beneath the bit frontier, being concerned with how bits are transported
over the physical medium. The main method isfrequency division multiplexing,
which can be used where bits are transmitted by the modulation of a waveform.
Separate logical channels can be provided over the physical channel by alowing
each to transmit within a different frequency range. This alows multiple commu-
nications to take place during the same time period. However, this benefit is not
gained for free, since the communication rates possible depend on the available
bandwidth. Thus, the raw data rate of the physical channel is divided up between
thelogica channelswith, if anything, a reduction in the aggregate data rate.

Sometimes, the allocation of frequency bands to communications variesvery
dynamically. For example, in radio communication, frequency hopping — chan-
ging thefrequency range used — may occur as often asfor every bit transmitted, in
an attempt to avoid interference from radio sources broadcasting on particular fre-
guencies. Embroidering thisfurther, code division multiplexingisamultiplexing
method that relies on different computers having different pseudo-random fre-
guency hopping sequences, and this alows sharing of the medium without fixed
frequency ranges having to be allocated to the computersin the network. Thereis
more discussion of thistechniquein Section 6.5.

6.4 EXAMPLES OF GUIDED TECHNOLOGY NETWORK
IMPLEMENTATIONS

The six examplesin this section cover the main message broadcasting networking
technologiesthat are in use for LANs and MANSs based on guided media. Two of
the six — token ring and FDDI — have roughly similar operational principles,



MESSAGE BROADCASTING NETWORKS 185

but there are some distinctive differences. These two, and each of the other four,
illustrate a different combination of multipeer channel implementation and com-
muni cation multiplexing technique. Each combination has been designed to suit
the practica environment in which the network isexpected to operate: thephysical
medium used and the quality of broadcasting service offered.

6.4.1 Ethernet

Ethernet is a message broadcasting mechanism based on a guided common me-
dium, with contention avoidance and detection used for multiplexing. Here, the
term ethernet is used as a generic term for such networks. However, the name
‘Ethernet’ (withacapital ‘E’) has historic significance, being the name chosen for
the pioneering network of thistype, first developed by Xerox in the early 1970s.
Therefore, strictly speaking, the name only refers to one particular product, al-
though it has come to be used as a generic name for the technol ogy.

A more accurate name is the less catchy CSMA/CD, standing for Carrier
Sense Multiple Access with Collision Detection. The ‘Carrier Sense' part refers
to computers checking whether the channel isbusy before trying to transmit. The
‘Collision Detection’ part refers to computers noticing when their transmissions
collide with those of other computers, and then withdrawing and retrying grace-
fully. A further name used for ethernet, encapsulating the type of multiplexing
and the type of channel, is the contention bus. The mgjor influence on ethernet
technology was the pioneering work by Xerox, joined later by DEC and Intel.
Thisled to standardization by the Institute of Electrical and Electronics Engineers
(IEEE), specifically the IEEE 802.3 standard for CSMA/CD networks. The fol-
lowing description refers to IEEE 802.3, but the general principles apply to any
ethernet style network.

Information

The messages transmitted on an |EEE 802.3 ethernet have theformat illustratedin
Figure6.6. Theseven preamblebytesare present to allow arecipient to synchronize
bit timing with the transmitter, and then the start byte signifies the beginning of
the message contents. The destination and source identifiers are standard |EEE
802 identifiers, as described on page 143 in Chapter 5. After them, the two-byte
length field gives the length in bytes of the information carried by the message.
This cannot just be deduced from the overdl length of the message minus the
length of the fixed control fields, because the message may be padded to ensure
that it is larger than the minimum length allowed for messages. The minimum
length restrictionisto alow collision detection, and will be discussed alittlelater.
Excluding the preamble and start bytes, the minimum length of a message is 64
bytes, and there is a maximum length of 1518 bytes. After the information bytes
and any padding, thereisa32-bit CRC using the CRC-32 generator to allow error
detection by arecipient.
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Preamble pattern: 10101010 seven times 7 bytes
Start byte: 10101011 1 byte
Destination identifier 2 or 6 bytes
Source identifier 2 or 6 bytes
Length 2 bytes

! Information content within 1518-byte !
! maximum message length !

Optiona padding to ensure 64-byte
minimum message length

Cyclic redundancy code (using CRC-32) 4 bytes

Figure 6.6 Format of |EEE 802.3 ethernet message

Time

The latency of communications and the transmission rate of communications
vary between different varieties of 802.3 ethernet. They are determined by the
maximum allowed length of the common medium and the bit rate of the medium.
These parameters are incorporated in a naming convention for different varieties,
for example, the origina 10 BASE 5 standard operates at 10 Mbits per second
(*10") and has amaximum channel length of 500 metres (‘5'). The ‘BASE' refers
to the fact that baseband transmission is used. The normal rate for ethernets was
10 Mbits per second until the mid-1990s, at which point enhanced standards for a
100 Mbits per second rate began to come into use. The maximum channel length
depends on the physica technology used. For example, 10 BASE 5 is for thick
(0.5inch diameter) coaxia cable, whereas 10 BASE 2 isthin (0.25 inch diameter)
coaxial cable. The latter is often known as ‘cheapernet’ since it is cheaper to
install than the former. Signals propagate along coaxia cable at approximately
200 metres per microsecond, so the latency of a 10 BASE 2 ethernet would be
approximately 1 microsecond. Thus, the maximum communication time period
on such anetwork would be: 107° 4 (8 % 1518)/107 = 0.0012154 seconds.
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The basic service of ethernets is an unreliable connectionless service. Any
communication time period involves the continuous transmission of a message.
The bits of each message are communicated synchronously, with Manchester
encoding — described on page 87 in Chapter 3 — being used to maintain syn-
chronization.

Space

As the maximum channel Iengths quoted above may suggest, ethernets are used
as Loca Area Networks. Some extension in the distance covered is possible by
using devicescalled repeaters. These connect together channdl s, replayingsignals
from one to another. For example, with 10 BASE 5, up to three repeaters can be
inserted, which allowsadistance of upto 2 kmtobecovered. Theidentifierswithin
a LAN are flat, with each computer being programmed with its own identifier.
Thus, unicasts or multicasts can be implemented by filtering, each computer
only accepting broadcast messages with a destination identifier matching its own.
With the |IEEE identifer scheme, a multicast has a destination identifier that is
the number of a pre-assigned multicast group. There is also a specid identifier
meaning ‘al computers on the network’. Messages broadcast with thisidentifier
as their destination are treated as genuine broadcasts, and are accepted by all of
the computers receiving the broadcast message.

Multipeer channel implementation

The ethernet multipeer channel isimplemented by aguided common medium that
is a bus. As dready mentioned, coaxia cable is one possible technology, with
the common cable visiting each computer on the network. There are dternative
technol ogies, but these make use of ahub arrangement, rather than having asingle
medium snaking around the computers. The hubisacentral box, with an interface
for each computer in the network. The general arrangement of thiswas shownin
Figure 6.5. The computers are connected to their interfaces in the box using apair
of connections: one for receiving and one for transmitting. When any computer
transmits to the hub, the hub’s function is to echo the transmission on dl of the
outgoing receiving connections to the computers. Thus, the effect is that the hub
behaves like a common medium.

Possibletechnol ogiesfor the receiving and transmitting connections are twis-
ted pair electrical cable or fibre optic cable. The standard for the former is
10 BASE T, and for the latter is 10 BASE F. Note the letters ‘T' and ‘F' re-
placing the number representing the maximum channel length, whichisno longer
an issue. The maximum length of the connection between acomputer and the hub
is 100 metres or 500 metres for the two standards respectively.

There are |IEEE 802.3u standards for fast ethernet, that is, 100 Mbits per
second ethernet. IEEE 802.3u is essentialy just a version of 802.3 that has a 10
timesfaster transmission rate. The possibletechnol ogiesare all hub-based — there
is no version for a genuine physical bus. Therefore, 100 BASE T is the generic
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name for the higher speed follow-upto 10 BASE T. The physical technology used
comes in three flavours.

The 100 BASE T4 standard involves using four Grade 3 UTP twisted pair
cables (hence the ‘'T4’) to achieve the 100 Mbits per second transmission rate.
One cable is used just for receiving, one just for transmitting, and the other two
for both recelving and transmitting. Each cable has a transmission rate of 33.33
Mbits per second. This gives the required combined rate, since the 100 Mbits per
second channd is split between the dower channels. For higher quality Grade 5
UTP cabling capable of faster transmission rates, the 100 BASE T X standard can
be used. It involves only two cables, as for the 10 Mbits per second standard.
One is used for receiving, the other for transmitting, both at the 100 Mbits per
second rate. Finally, there isthe 100 BASE FX standard, for fibre optic cabling.
The major difference from 100 BASE TX isthat the distance between acomputer
and the hub can be up to 2 kilometres, rather than just 100 metres.

100 BASE T isthe natura evolution of the hub-style 10 BASE T ethernet.
Section 6.4.6 describes arather different evolutionfrom the 10 BASE T network,
to provide a 100 Mbits per second network. This fully exploits the fact that,
athough logically a bus, the physical connectivity of the network is actually a
star or tree. The first 100 BASE T products appeared in 1994, so it is a relative
newcomer. However, its successor was not far behind, since the first gigabit
ethernet productsappeared in 1997. These are covered by | EEE 802.3z standards,
and are 1000 BASE T ethernets. Fibre optic cable is the normal type of cabling,
but four-cable or eight-cable Grade 5 UTP isalso an option. Asin themove from
10 BASE T to 100 BASE T, so the move from 100 BASE T to 1000 BASE T is
largely concerned with the physical transmission of bitsrather than new protocols.

Communication multiplexing

The ethernet multiplexing scheme invol vescontention avoi dance and detection, as
described in Section 6.3.1. The original Ethernet was the pioneer of thistechnique
in acable-based network. The use of aminimum message sizeiscrucia to making
the scheme work efficiently. If two computers at opposite ends of the ethernet
channel both started transmitting very short messages at the same time, then each
would have finished transmitting before hearing the other’s message, due to the
latency of the network. Some computersin between would detect acollision, at the
point where the messages collided, but others would be unaware of the collision
until after the message from the nearer computer had been successfully received.
Thisisillustratedin Figure 6.7.

The minimum message size is chosen <o that the time to transmit it is more
than twice the latency of the network. That is, the message will still be being
transmitted after the time it takes for the beginning of the message to traverse
the whole bus (during which time other computers may start transmitting), plus
the time it takes for any competing transmission to reach the first transmitting
computer. The choice of a 64 byte minimum size for messages gives a minimum
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Sender 1 Sender 2

| |

<0

Sender 1's Sender 2's
packet packet
propagates propagates
over time over time

Figure 6.7 Ethernet collisioninvisibleto transmitters

communication time of 51.2 microseconds on a 10 Mbits per second ethernet —
enough for collisionsto be detected on a coaxia cableup to 5 kmlong (if thiswas
alowed).

Just asthetransmissiontimemust belong enoughfor collisionsto be observed
by dl of the transmitting computers, it is aso necessary to ensure that collisions
are noticed by al of the computers in the network. It is possible that, if two
transmitting computers notice a collision quickly, they will both stop transmitting
before evidence of the collision has propagated through the network. This is
illustrated in Figure 6.8. To ensure that the news of the collision travels, both
stations transmit ashort 32-bit ‘jam signal’ before going quiet. Thisis recognized
by all computers attached to the bus as asignal to abandon any communicationsin
progress. Then, using the binary exponentia backoff algorithm, each competing
computer waits for arandom period of time before trying again.
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Figure 6.8 Ethernet collisioninvisibleto areceiver

6.4.2 Token ring

Token ring is a message broadcasting mechanism based on a ring of simplex
channels, with aticket used for permission-based multiplexing. The term ‘token’
is used for the ticket used for multiplexing, hence the name given to this type
of network. The first network of this type was developed by IBM in the late
1960s. |EEE devel oped the 802.5 standard for token rings, based strongly on the
system developed by IBM. The following description refers to IEEE 802.5, but
the general principles apply to any token ring style network. Note that, in 802.5
networks, a reservation-based mechanism is aso used to elaborate the basic style
of permission-based multiplexing.
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Start byte: non-binary pattern 1 byte
Access control byte 1 byte
Frame control byte 1 byte
Destination identifier 2 or 6 bytes
Source identifier 2 or 6 bytes

! Information content !

Cyclic redundancy code ( using CRC-32) 4 bytes
Stop byte: non-binary pattern 1 byte
Frame status byte 1 byte

Figure 6.9 Format of IEEE 802.5 token ring message

Information

The messages transmitted on an |EEE 802.5 token ring have the form illustrated
in Figure 6.9. The start byte signifies the beginning of the message contents. It
contains four bits that do not have valid 0 or 1 values — thisis possible because
bitsare Manchester encoded, and these specia * bits' havesignal valuesthat are not
valid bit codings. Next, the access control byte contains various fiel ds concerned
with the multiplexing mechanism, as discussed below. The frame control byte
differentiates between messages that are carrying information and messages that
are for ring control purposes. The destination and source identifiers are standard
|EEE 802 identifiers, as described earlier.

After theinformation bytes, thereisa 32-bit CRC-32 cyclic redundancy code
to allow error detection by a recipient. There is no minimum size restriction on
messages. In principle, there need be no maximum sizerestriction but, in practice,
to ensure fairnessin sharing the channel, amaximum of 5000 information bytesis
typical. After the CRC, thereisastop bytewhich, likethe start byte, containsfour
specia ‘invalid bits', as well as two other bits that are discussed below. Finally,
there is a frame status byte, which contains acknowledgement information, also
discussed below.
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Time

The latency of atoken ring network depends on a number of things:

¢ the number of computersin the network;

o thespeed a which bitsare forwarded by each computer inthering;

¢ thedistances between computers; and

¢ thetechnology used for each unicast channel between computers.

Since it must be possible for a message representing the token to circulate round
the rings, with al its bits present at one time, it is important to ensure that the
latency of aring islarge enough to accommodate this.

The standard bit rates for an 802.5 token ring are 4 or 16 Mbits per second.
For a4 Mbits per second ring, given that the token message size is 24 hits (only
a start byte, an access control byte and a stop byte), a token will be transmitted
in 6 microseconds. If the latency is less than this, the token could not circulate
independently when the ring is idle. For example, for a typical bit propagation
speed of 200 metres per microsecond, the physical latency of a 1 kilometre ring
would be only 5 microseconds — too short. To deal with this, it is necessary to
introduce artificial delaysinthering interfacesto increase the latency sufficiently.
Thisis only aproblem for the specia case of the token, since no other messages
are alowed to circulate round the ring independently, without intervention by a
computer.

The basic service offered is an acknowledged connectionless service. Mes-
sages are communicated in a time period with continuous synchronous com-
munication of bits which, as remarked above, are represented using Manchester
encoding to allow synchronization. It is possible for an asynchronous sequence
of messages broadcast by a computer to be parts of one communication that has
been segmented. The stop byte of each message contains an Intermediate (1) bit,
which is set in messages that are intermediate in a sequence; the bit is cleared in
the final message of a sequence.

Space

|EEE 802.5 token rings are intended as Local Area Networks. The next example
(FDDI), in Section 6.4.3, illustratesthe techniques extended to M etropolitan Area
Network distances. Theidentifer schemewithinatokenring LAN isflat, with each
computer being programmed with its own identifier. The message broadcasting
service can be used to implement unicasts and multicasts in the same way as for
ethernet: computersfilter out any messages with destination identifiersthat do not
meatch their own.

Multipeer channel implementation

The multipeer channd isimplemented using the simplex channels between com-
puters. A transmitting computer sends its message round the ring, in a series
of hops between the computers. This allows an acknowledgement service to be
provided very easily. The frame status byte at the end of each broadcast message
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contains an acknowledge (A) bit and a copied (C) bit, which are both zero when
the message sets out. In fact, there are two copies of these bitsin the frame status
byte, to increase reliability given that thisbyteis not covered by the CRC.

Any computer that recognizes a match of the destination identifier with its
own identifier setsthe A bits before passing the message on; further, if it makes
a copy of the message, it also sets the C bits. Thus, when the message arrives
back at itstransmitter, thiscomputer can tell (a) whether any computer recognized
its identifier, and (b) whether any computer accepted the message. As a further
acknowl! edgement mechanism, the stop bytein each message contains an error (E)
bit, which is zero when the message sets out. Any computer that detects an error
as the message circulates can set the E bit, and this allows the transmitter to tell
whether any errors occurred during the broadcasting of the message.

As for ethernet, the actual ring connections may be located in a single box,
which acts as a hub. Computers are then connected to interfaces in the hub by
transmitting and receiving connections. Such an arrangement has the added benefit
of protecting the ring against computer failures, since the hub can arrange auto-
meatic bypassing of any interfaces whose attached computers fail or are switched
off.

Because a broadcasting computer is responsible for removing its messages
from the ring after circulation, there is the possibility of orphan messages being
doomed to roam the ring if their parent computer failsin some way during their
progress round the ring. To deal with this problem, and various other adminis-
trative problems, the |EEE 802.5 standard includes the fact that one computer
is designated as a ring master, responsible for such things as detecting orphan
messages. For this purpose, the access control byte of each message contains a
monitor bit, initialy zero but set by the master computer when the message passes
through. If a message arrives at the master computer with this bit already set,
then it must be an orphan and is removed from the ring by the master. Because
of this (unfortunate) reliance on a master computer, the ring standard includes
further protocol sfor checking that the master computer isstill working and for ap-
pointing asuccessor if not. These are implemented using special control messages
distinguished by particular values in the frame control byte of the message.

Communication multiplexing

The basic token ring multiplexing scheme is permission-based, and a computer
must receive a message representing the token on the ring before being allowed
to broadcast a message. To send itsfirst message, the token message is converted
into an information-carrying message by changing one bit in the access control
byte as it passes through. After sending its message, and receiving it back again
when it has passed round the ring, the computer either sends another message or
sends a message representing the token to its neighbour in the ring.

As described, this alows fair sharing of the multipeer channel, as long as
computers are not allowed to hold the token for an excessive period of time. The
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default limit on the token holding timeis 10 milliseconds. The master computer
is responsible for ensuring that the token keeps in circulation. If a computer
fails while holding the token, then the token disappears. Given the maximum
token holding time, and knowing the number of computersin the ring, the master
computer is able to determine a maximum period of time that can pass before it
should receive the token for its turn. If thistime is exceeded, then it generates a
replacement token.

Aswell asthebasi ¢ permissi on-based mechanism, thereisa so afairly elabor-
ate reservation-based mechanism to allow computersto have different prioriti esof
access to the ring. The access control byte of atoken message contains a three-bit
field giving the priority (0 to 7) of the token. When a computer wants to broadcast
apriority p message, it must wait for atoken with apriority valuethat isless than
or equa to p. Any other tokens must be allowed to pass by, destined for computers
with higher priority needs. The access control byte of al messages contains a
three-bit reservation field, which allows computers to make claims for future use
of the token.

The reservation field is set to zero when a message begins travelling round
the ring. If a computer is waiting to transmit a message of priority p, and a
message passes through with a reservation field value less than p, then it can set
the reservation field to p before passing on the message. The effect is that, when
the message arrives back at its origina sender, this computer knowswhat priority
isrequired for the token it reintroducesto the ring. Note that, after a high priority
token has been used, thisrule may have the effect of reducing the priority again
to alower value.

6.4.3 FDDI and FDDI-I1

The Fibre Distributed Data Interface (FDDI) is a message broadcasting system
based on the token ring. It makes use of optica fibre channels operating at 100
Mbits per second. Because of the higher data rate, there are several differences
from the token ring mechanisms described in the previous section. Also, FDDI
allows synchronous communications to take place at regular intervals, which in-
volves a mechanism additiona to the token-based mechanism for multiplexing
asynchronous communications. This mechanism does not guarantee that syn-
chronous communi cations will take place at precisely regular times, and a variant
known as FDDI-1I has been developed to allow this. The description of FDDI
below focuses only on thewaysinwhich FDDI and FDDI-I1 differ from the | EEE
802.5 standard for token rings.

Information

The format of FDDI messages is shown in Figure 6.10. Although the format can
be largely understood in terms of bytes, the introduction of nibbles is necessary
for a full understanding. A nibble is a four-bit unit, that is, half of a byte. The
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Preamble: non-binary pattern eight times 8 bytes
Start byte: non-binary pattern 1 byte
Frame control byte 1 byte
Destination identifier 2 or 6 bytes
Source identifier 2 or 6 bytes

Information content !

Cyclic redundancy code ( using CRC-32) 4 bytes
Stop nibble or byte: non-binary pattern 1 nibbleor 1 byte
Frame status byte 1 byte

Figure 6.10 Format of FDDI message

use of nibblesisasignificant difference for FDDI: for transmission, each four-bit
nibble of a message is encoded as length five on-off pattern of light signals. This
is different from Manchester encoding, but the ‘five bit’ representation of each
nibble ensures that there are aways transitions between on and off present, to
assist synchronization.

The FDDI message has an eight-byte preamble to alow synchronization
between transmitter and receiver at the higher transmission speed. There is no
need for atoken ring-style access control byte, since FDDI does not use priority
and reservation fields, as will be seen below. The end delimiter isa stop nibbleon
norma messages, and is a stop byte on token messages. The maximum allowed
message size is 4500 bytes.

Time

Thelatency of an FDDI network depends on the same type of issues asthelatency
of atoken ring network. A significant factor isthat the distances all owed between
computersintheringare significantly larger, ten- or twenty-fold. Thus, thelatency
is higher. For example, in a maximum size 100 km ring with 500 computers
attached, the latency would be around 1 millisecond. The greatly improved time
factor isthat the datarate is 100 Mbits per second, which is 25 times higher than
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the basic token ring rate. The basic service is an acknowledged connectionless
service, likethat of atokenring.

Space

FDDI is intended for use in Metropolitan Area Networks, since the fibre optic
technology alows transmission over longer distances. Unlike IEEE 802 LANS,
where either 2-byte or 6-byte computer identifiers may be used, but not both at
once, FDDI alows a mixture. The frame control byte of each message contains
a bit that indicates which identifier scheme is used in that message. This can be
viewed as being a simple two-level hierarchical identifier scheme.

Multipeer channel implementation

FDDI uses aring formed by simplex channels between computers. The standard
provides for dud rings, travelling in opposite directions. In normal usage, only
one ring — the primary ring — is used, and in the same way as for the token
ring. The other ring — the secondary ring — is not used. However, if one of the
channels forming the primary ring fails, or one of the computers fails, then the
two computers on either side of the failure point can loop back their incoming
primary ring channels to their outgoing secondary ring channels, thereby forming
an emergency ring with a sequence of secondary ring channels replacing the
missing one or two primary ring channels. Thisisillustrated in Figure 6.11. It is
allowable to have computers that have only singlering attachments. However, to
ensure reliability, such computers must be connected to a dual ring via hubs that
are able to isolate the computers in the event of their failure.

As with the token ring, the way of implementing broadcasts allows an ac-
knowledgement service to be provided easily. Messages carry A, C and E bits,
which can be set by computersaround thering. The only differencefrom thetoken
ring standard is that the E bit is located alongside the A and C bitsin the frame
status byte at the end of the message.

A significant difference from the token ring standard isthat thereisno master
computer responsible for the token-passing mechanism. This, like the presence
of adua ring in FDDI, gives greater reliability against failures. In general, the
monitoring responsibility is distributed among the computers in thering. Thisis
intimately connected with the way that token-passing works, but a side-effect is
that messages which are not removed from the ring by their transmitter can either
be discreetly removed by one of the other computers, or are removed through
re-initialization of the ring following token | oss.

Communication multiplexing

Because the latency of an FDDI ring is significantly longer than that of atoken
ring, there is a fundamental change to the token-passing mechanism. Rather than
re-introducing the token when broadcasting of a message is complete, i.e., the
message has travelled round the ring, the transmitting computer sends a token
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Figure6.11 Single FDDI ring formed from dual ring channels

message to its neighbour as soon as it has finished sending its message(s) to its
neighbour. Thus, potentid transmittersare not delayed by atime corresponding to
thelatency of thenetwork. In particular, more than one message may be circulating
thering at onetime, each message correspondingto a different broadcast message.
This relaxation of the multiplexing conditions is possible in chain or ring-style
networks because the multipeer channel is based on a collection of independent
unicast channels, and so there is scope for multiple simultaneous broadcasting
without contention occurring.

The rules that a transmitting computer must follow when holding the token
are more complex, since provision is made for synchronous communications to
be guaranteed reasonably accurate time periods. Each computer has atime alloc-
ation (possibly zero) that it is allowed to use for the transmission of synchronous
communication each timeit receives thetoken. Then, therulesfor allowing other,
asynchronous, communications are set up to ensure that synchronous communic-
ations can occur on aregular basis.

Animportant parameter isthetarget token rotationtime (TTRT), which meas-
ures the maximum time that a computer should have to wait between occasions
of receiving the token. All of the computers have the same value for the TTRT,
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which is chosen from the range 4 to 165 milliseconds. The setting of the syn-
chronous time allocations, and the setting of the TTRT value, is carried out by a
network management computer. Computersin the network negotiate with it, and
areinformed by it, using a specia protocol.

It can be shown that no computer ever has to wait more than two times the
TTRT toreceivethetoken. If thishappens, the computer initiatesstepstointroduce
anew token, assuming that the old token hasbeenlost. In fact, it can be shown that
the actua timefor thetokento circul ate tendstowards TTRT in normal operation.
On receiving the token, a computer is allowed to use up to itstime alocation for
synchronoustransmission. Then, if the token arrived before TTRT time units had
elapsed since the computer’slast use of the token, the computer can use thetime
difference for asynchronous transmission.

The rules for asynchronous transmission are further elaborated to alow dif-
ferent priorities. Thisisal so based on the use of absol utetime measurement, rather
than the reservati on-based mechanism used on thetoken ring. There are eight dif-
ferent priorities, each with athreshold val ue that measures alength of time. When
it holdsthe token, acomputer triesto transmit its messages in decreasing order of
priority. The computer isonly allowed to transmit amessage if theremaining time
alowed to it for asynchronous transmission is greater than the threshold value
for the message’s priority level. Thus, a computer may have to pass on the token
early, rather than transmit lower priority messages. The effect of thisisthat higher
priority messages can usually be sent in an unconstrained manner, whereas lower
priority messages are sent in afair manner when network capacity isavailable.

Although the basic mechanism gives a reasonable guarantee for the delay
suffered by synchronoustraffic (no more than TTRT), thisisstill not good enough
for isochronous communications. These are required to convey traffic which is
generated at regular time intervals and must be delivered at the same constant
rate. The FDDI-II standard supports the above FDDI service as its basic mode.
However, if al computers attached to the network have been upgraded appro-
priately, then FDDI-II aso supports hybrid mode. In this mode, time division
multiplexingis used to divide the multipeer channel among a collection of slower
channels. Each of these can be used for either isochronous transmission or for
norma FDDI-style transmissions.

The time division multiplexing is carried out by a master computer, which
repetitively generates bit sequences called cycles, one every 125 microseconds.
Notethat thisratecorrespondsto thenormal sampling frequency for human speech,
which is no coincidence, since red-time speech communication is a significant
application requiringisochronouscommunication. Given the 100 Mbitsper second
transfer rate, this frequency means that each cycle isastring of 12 500 bits. The
format of acycleisshown in Figure6.12.

Within each cycle, after 29 nibbles of preamble and header field, thereare 12
groups that carry information. The first byte in each group is used for a normal
FDDI-style channel, and so atotal of 12 bytes are carried for this channel in each
cycle. The rest of the group is used for 16 different isochronous channels, with
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Preamble: non-binary pattern five times 5 nibbles
Cycle header 24 nibbles
Group O 129 bytes
Group 1 129 bytes

8* 129 bytes
Group 10 129 bytes
Group 11 129 bytes

(a) Overal cycleformat

Dedicated packet byte 1 byte
Wideband channel 0 8 bytes
Wideband channel 1 8 bytes

12 * 8 bytes
Wideband channel 14 8 bytes
Wideband channel 15 8 bytes

(b) Group format within cycle

Figure6.12 Format of FDDI-II cycle

eight bytes carried for each. Thus, atota of 96 bytesis carried for each channel
in each cycle. Thisarrangement allowsthe FDDI-style channel to carry 768 kbits
per second, and each isochronous channel to carry 6144 kbits per second. The
capacity of each isochronous channel can be further time division multiplexed to
carry many slower channdls, for example, onechanne can carry 96 |SDN channels
running at 64 kbits per second each.

The division between non-isochronous and isochronous channd use is flex-
ible, because the bytesalocated to any isochronous channelsthat are not required
can be reassigned to the FDDI-style channel, thusincreasing its capacity in steps
of 6144 kbits per second, to a maximum of 99.072 Mbits per second. Part of the
header field of each cycleindicateswhich, if any, such reassignments apply to the

cycle.
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Preamble: 10101010 one or more times 1 or more bytes
Start byte: non-binary pattern 1 byte

Frame control byte 1 byte
Destination identifier 2 or 6 bytes
Source identifier 2 or 6 bytes

Information content !

Cyclic redundancy code ( using CRC-32) 4 bytes

Stop byte: non-binary pattern 1 byte

Figure 6.13 Format of IEEE 802.4 token bus message

6.4.4 Token bus

Token busisamessage broadcasting system based on acommon guided medium,
with aticket used for permission-based multiplexing. Thus, it merges the channel
technology of ethernet with the multiplexing mechanism of token ring. As with
the token ring, theword ‘token’ isused to refer to the ticket. Token bus networks
are designed to be useful in situationswhere bus-style cabling between computers
is already available, and guarantees are needed on the maximum delays suffered
by any computer wishing to broadcast. Thistype of network wasfirst developed as
part of the Manufacturing Automation Protocol (MAP) project, which isdiscussed
in detail in Chapter 10. The work evolved into the IEEE 802.4 standard for token
buses. Thefollowingdescriptionrefersto | EEE 802.4, whichistheonly significant
type of token bus network in existence.

Information

The messages transmitted on an IEEE 802.4 network have the formillustrated in
Figure6.13. Thisisthesame format as used by FDDI, except that thereisno frame
status byte at the end. Such a byte cannot be used on atoken bus because messages
are genuinely broadcast to passively listening computers, and thereis no scopefor
computers to adjust frame status bits as messages pass by. The FDDI and |IEEE
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802.4 message formats can be viewed as the natura evolution and improvement
of the token ring format, which was based on earlier pre-existing LAN products.

Time

The basic timing characteristics of atoken busare the same asfor ethernet, in that
all messagesbroadcast along acommon medium. Therearearangeof standardized
speeds for |EEE 802.4 token buses: 1, 5 or 10 Mbits per second for coaxial cable
technology. There are also standards of 5, 10 and 20 Mbits per second for optical
fibre technology. The coaxial cable standards specify broadband transmission,
using a modulated signal with an appropriate bandwidth for the different speeds.
Thistype of transmissionisused so that the same cable can be shared by different
transmissions, not necessarily all related to computer communications, at different
frequencies. Relatively sophisticated el ectronics are required to ensure that the
signals do not stray outside the proper frequency range. A cheaper dternativeis
to use carrierband transmission, which uses amodul ated signal but does not share
the medium with any other transmissions.

The basic service offered on a token bus network is an unreliable connec-
tionless service, as for ethernet, with the transmission of each datagram being
continuous over atime period.

Space

Like ethernet, token buses are used as local area networks. However, the fact that
broadband signallingisused on coaxia cablemedia, and over better quality coaxial
cable than that used for ethernet, means that longer distances can be spanned, for
example, tensof kilometres. Also, it ispossibleto have more computers connected
to a cable segment. The identifier scheme in token busisthe same as for ethernet,
as is the way in which unicasts and multicasts are implemented in terms of the
provided broadcast service.

Multipeer channel implementation

Broadband transmissionisinherently unidirectional, sinceit isnot possibleto pass
signals of the same frequency in both directions aong the same cable. Because
of this, a coaxial cable bus for an |EEE 802.4 network can be implemented in
two different ways. These are illustrated in Figure 6.14. The first way has a
pair of physical buses, one for each direction. All transmissions are made in one
direction towards a headend at one end of the bus. The headend then repeats
the transmissions aong the other bus, from which the computers receive the
signals. An dternative is to have a single bus, but to use two different signal
frequencies. Transmissions are made at one frequency to the headend, and it then
repeats the transmissions at a different frequency in the opposite direction, to be
received by the computersin the network. Thisscheme isusing frequency division
multiplexing to implement the dual bus scheme.
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Figure 6.14 Two implementations of |EEE 802.4 bus

For optical fibretransmission, asinglebusisnot physically realizable. Instead,
a hub configuration is used to form a logica bus. Computers are connected by
fibres to the hub, and the only requirement is that the hub behaves like a bus:
al computers hear al transmissions. This arrangement is the same as for hubbed
ethernets, in particular the 10 BASE F standard. Note that broadband transmission
isnot used for opticd fibre token bus networks.

Communication multiplexing

The token bus multiplexing scheme, asfor token ringand FDDI, involvesatoken-
based permission method. The central difference is that there is no physical ring
to pass a token around. Instead, alogical ring isformed within the network, using
unicast channels implemented on the multipeer channd. This ring need bear no
resemblance to the ordering in which computers are physically located on the bus.
All that is required is that the token circulates fairly around al of the computers
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in the network. Whenever the token is passed from one computer to another, al
computers receive the transmission. However, just as for normal unicast message
transmissions, computers do not accept the token message unless it has their
identifier asits destination identifier.

There is no master computer on a token bus network, in order to enhance
reliability. Instead, there are complex protocol s for managing the logical ring and
the token in a distributed manner. Thisis a major disadvantage compared with
ethernet. The essence of these protocols is the use of specia types of message
by computers to find new successors in the logicd ring. When a token holder
transmits the token to its current successor in the ring, it then listens for a next
transmission. If the token transmission succeeds and the recipient is working
normally, then the previous token holder will hear a message transmission by
its successor. This will either be an information-carrying message or the token
message being passed once again. If nothing is heard, or a damaged message is
received, then the original token holder tries to pass the token once more. If this
till does not work, the original token holder assumes that its successor hasfailed,
and broadcasts a special message asking its successor’s successor to respond, so
that thelogical ring can berelinked. If no responseisreceived from the successor’s
successor, amore general procedure isfollowed to find a new successor.

Thisprocedureisalso activated at random intervals by token holders, in order
to alow new computers to join the logical ring. It makes use of the fact that
computer identifiers can beinterpreted as numerical addresses. A special message
is broadcast, inviting any computer with an address in the range between the
message’s source address and destination address to join the ring. Normally, the
destination address is the address of the computer’s successor in the logical ring.
However, after afailure of its successor, and its successor’s successor, the token
holder puts its own address in the destination field, thus inviting all computers
in the network to volunteer to be its successor. If thisworks, the result is that a
two-computer ring is formed, and then it grows by soliciting further successors.

The problem with the invitation process is that more than one computer may
respond at the same time. Thisis dealt with by alittle ethernet-style process. If a
collision isdetected, the competitorswait for a small number of time slotsbefore
trying again. Thisisnot arandom number, butis determined by theleast significant
two bits of each computer’s address. The first competitor to achieve a collision-
free response to the token holder is admitted to the logical ring. A competitive
process isa so used to decide on the token holder when the network isinitialized.
In essence, each computer broadcasts for a period of time proportiona to the
logarithm of its network address. The result of thisis that the highest-numbered
computer becomes the token holder, and it can then solicit a successor to start
forming thelogical ring.

Like token ring and FDDI, token bus alows different prioritiesfor message
transmissions. Thebasic scheme used islikethat of FDDI. There are four different
priority levels, together with target token rotation timesfor each level. A computer
transmits messages in descending order of priority, only allowing each priority
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Access control byte 1 byte
Virtual channel identifier 20 bits
Segment Payload type field 2 hits
header Segment priority field 2 bits
Segment header CRC (uses CRC-8) 1 byte
Segment payload 48 bytes

Figure 6.15 Format of DQDB message

level if the time used for transmission so far does not exceed the threshold for
that priority level. The overall effect is that absolute guarantees can be made of
the delay suffered by top priority messages. Such guarantees cannot be made for
ethernet-style bus networks.

6.4.5 DQDB

The Digtributed Queue Dual Bus (DQDB) isamessage broadcasting system based
on apair of independent unidirectional buses. It is designed to be usable over a
variety of types and speeds of physical channel. DQDB qualifiesfor inclusionin
this chapter, because it does not involve any switching by computers. However,
strictly speaking, DQDB does not agree with the chapter title, since messages
are normally only broadcast in one direction along a bus, not in both directions.
However, broadcasts are till possible, just by the sender carrying out two * half
broadcast’ communications. DQDB was developed by |EEE asits 802.6 standard
for Metropolitan Area Networks, and the typical type of channel would be ahigh
speed offering from a common carrier.

Information

The format of a DQDB message is shown in Figure 6.15. All messages have the
same length: 53 bytes. The first byteis used to control the access mechanism for
the DQDB message broadcast capability. The remainder of the message is called
asegment, and has a four-byte header, followed by 48 bytes of information. The
choice of theword ‘ segment’ reflectsthe fact that theinformation content consists
of parts of alarger informationunit chopped up tofit into thefixed-sized messages.
The DQDB message is very closdly related to the ATM cell, which isintroduced
in Chapter 2: 53 bytes|ong, with five bytes of control information followed by 48
bytes of real information. The close relationship is no coincidence.
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Time

The operation of a DQDB network is controlled by a 125 microsecond clock.
Each clock period, a sequence of messages is sent from one end of each bus to
the other end. The exact number depends on the bit rate of the physical medium
used. For example, over a34.368 Mbits per second channel, nine messages can be
transmitted in each period (including small amounts of extra control information
between messages). The clock cycle length is the same as that for FDDI-II, and
was similarly chosen to provide support for isochronous services because it isthe
same frequency as that used for tel ephone voi ce services.

The basic service offered by DQDB is an unreliable connectionless service,
with the transmission of each fixed-length message being continuous over atime
period. There are two classes of service: the pre-arbitrated (PA) service that gives
guaranteed access to the multipeer channel for isochronoustraffic, and the queued
arbitrated (QA) service that gives access to the channel for other types of traffic.

Space

DQDB is primarily intended as a LAN interconnection facility. Thus, a DQDB
network and a collection of connected LANs can be used to implement a larger
network. The distance covered by a DQDB network may be in excess of 50
kilometres, and so can connect together a collection of LANSs across acity. Thus,
DQDB networks can be Metropolitan Area Networks (MANS). Because DQDB
connects together computers representing LANS, rather than individual end-user
computers, the typica number of connected devices is somewhat lower than for
the networks already seen.

The mechanism used for identifying the source and destination computers
for a communicated message cannot be directly decribed in terms of the basic
message format. The actua mechanism varies, depending on the sort of service
that isoffered on top of thebasi ¢ connectionlessDQDB servicefor communication
of 53-byte messages. There are three types. an isochronous service, a connection-
oriented serviceand aconnectionlessservice (all owing communi cation of arbitrary
length messages).

The four-byte segment header contains a 20-bit virtual channel identifier
(VCI) fidd. For the isochronous service and the connection-oriented service, this
field identifiesa particular connection between two computers, and so computers
receiving such a broadcast message can regard this field as being a combined
source and destination identifier. For the connectionless service, thisfield contains
an al-ones value, and so does not give any spatia information. To determinethe
destination identifier of a message, it is necessary to look more deeply inside.

Each unit of data conveyed by the connectionless service may be up to 9188
byteslong, and is transmitted with a header that includes an eight-bytedestination
identifier and an eight-byte source identifier. Either 16-bit or 48-bit identifiers,
as used in other |EEE 802 standards, or also 60-bit identifiers, as used in ISDN,
can be carried. The data unit, together with its header (and also atrailer), must
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be divided up to fit into a sequence of segments. Each segment used carries an
identifier valuethat isuniqueto the dataunit. Thus, computers receiving broadcast
messages must look for segments that carry the first part of a data unit, and so
contain the header, to check the destination identifier. If the destination identifier
isrelevant to acomputer, then al subsequent segmentswiththe same identifier are
alsorelevant. In fact, thetransmission of each dataunitisakinto alittleconnection
being established: the first segment gives the computer identifiersinvolved, then
later segments just carry theidentifier for the connection.

The exact details of data unit formats are not included here, sincethey are an
issuefor the next stage of impl ementati on above the basic DQDB message transfer
service. Itisunfortunatethat the connectionless DQDB provision hasto be aware
of the next-level implementation detail in order to determine the destinations of

its messages.

Channéd implementation

A DQDB network has two independent buses, onefor transmission in each direc-
tion, so there is doublethe carrying capacity of anormal bus. At the beginning of
each bus, thereisacomputer called the head, which is responsiblefor generating
the messages that are sent along the bus. One difference from the other bus-style
networks considered earlier is that computers can change messages as they pass
by, rather than just passively read them. In this sense, ‘dua chain’ would convey
amore accurate description than ‘dua bus'.

Computerstransmit information by placing itinside empty messagesthat pass
by. A message is empty when it leaves the head, and until it reaches a computer
that fillsit. Thereafter, the message is full, and its contents can be read by any
computer downstream on the bus. Thus, a half-broadcast effect is achieved. A
source computer must ensure that information is transmitted on the appropriate
bus(es), in order to reach itsintended destination(s).

In an open bus topology network, the two heads are at opposite end of the
network. In a looped bus topology network, the same computer is the head for
both buses. Thus, thelayout of the network is similar to the dual ring arrangement
used for FDDI. The differenceis that the head computer does not relay messages
from one side to the other, and so there is no ring effect. The two topologies are
shown in Figure 6.16. The advantage of a looped bus topology is that, should
a failure occur in the network, the computers on either side of the fault can be
configured as heads, with the norma head relinquishing head duties, and so an
open bus topology network can be formed. Thisisalso shownin Figure 6.16.

Multiplexing

To support isochronous communications using the pre-arbitrated (PA) service,
someof themessagestransmitted by thehead are pre-reserved for useby computers
with PA connections established. Because messages are transmitted at a regular
frequency, this gives the effect of time-division multiplexing. For other types
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Figure 6.16 Two implementations of DQDB bus
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of communication, using the QA service, a reservation-based scheme is used
to multiplex each bus. As the name Distributed Queue Dua Bus may suggest,
thisinvolves a distributed queue scheme, based on the ideas described earlier in
the general discussion of reservation-based methods. In essence, each message
transmitted by the head that is not pre-reserved can be regarded as having aticket
piggy-backed onit. When amessageisused by acomputer totransmit information,
the ticket is removed before the message is passed on down the bus. This appears
to be ascheme that is extremely biased towards computers that are near the head.
However, the distributed queue reservation scheme stops this happening.

It is simplest to describe the reservation scheme for one bus only; a sym-
metrical and independent scheme appliesto the other bus. Four bitsin the access
control byte a the beginning of each message are relevant. The ‘busy’ bit in-
dicates whether or not the message is currently carrying information. When a
message passes a computer with the busy bit zero, it is interpreted as being a
ticket permitting transmission of a segment. Transmission isachieved by inserting
the segment into the message and setting the busy bit. However, to achieve the
distributed queuing effect, computers only make use of aticket when it is their
turn, as described earlier.

Three request bits are used to make reservations for the bus in the other
direction. There are three bits because three levels of priority can be used, with a
distributed queue for each priority. All queued reservations for a higher priority
get precedence over queued reservations for alower priority. Each computer can
only make one request a any priority level at a time. To make a reservation for
the bus a a particular priority level, a computer waits until a message passes on
the other bus with the appropriate request bit zero, and then sets this request bit.
After this, it must then allow enough empty messages to pass through, to satisfy
all pending higher priority requests and any same-priority requests made earlier
than itsown.

Infact, theruleisalittlemore complicated than this. With thebasi c distributed
gueue scheme, it can be shownthat, on highly loaded lengthy networks, computers
nearer thehead end of abusget preferentia treatment. To deal withthis, atechnique
caled bandwidth balancing isused. Instead of always exerting itsright to use a
passing empty message, a computer lets a certain proportion pass by. A parameter
[ isfixed for each bus. After using /5 messages, a computer is obliged to let the
next empty message pass. The value of 3 must be in the range 1 to 64, with the
default being 8. The |EEE 802.6 standard recommends that bandwidth balancing
is enabled on any bus that spans a distance greater than the distance needed to
accommodate a 53-byte message, for example, 2 km when a 44.376 Mbits per
second transmission rate is used.

6.4.6 100 BASE VG-AnyLAN

In earlier examples, such as ethernet and token ring, one possible physical ar-
rangement for the network is to use a hub, with individual computers connected
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by paired channels to the hub. This has become a very widespread arrangement,
since it allows centralized management and maintenance. The technology is suf-
ficiently reliable that having a single central component is not a magjor concern
— in the event of an occasional failure, one hub box can be speedily substituted
for another. Given this, the IEEE 802.12 committee, which developed one of
the higher speed follow-ons to the IEEE 802.3 10 BASE T ethernet standard,
took the natural step of modifying thelogica topology to aign with the physical
topology, i.e., having theform of astar or tree. Thisresulted in the100 BASE VG-
AnyLAN standard. The ‘100" refers to a 100 Mbits per second transfer rate, and
the ‘'VG-AnyLAN’ refersto the use of Voice Grade cable (UTP twisted pair, used
inexisting 10 BASE T networks) and the ability tointer-work with existing 802.3
ethernet LANs and 802.5 token ring LANS. Thus, the standard offers a high speed
upgrade path that can make use of existing LAN cabling, and a so inter-work with
existing LANsthat are left intact. When ol der style networks, LANsin particular,
are incorporated into newer networks, they are usually referred to as legacy net-
works. For brevity, the rest of the description will abbreviate the inel egant name
100 BASE VG-AnyLAN tojust ‘AnyLAN’. Thisisashade more humanized than
the alternative numerical name *802.12'.

Information

The messages broadcast in an AnyLAN network may have the format of either
IEEE 802.3 ethernet messages or IEEE 802.5 token ring messages. However,
one or other format must be agreed upon, and used throughout the network. The
choice will be affected by thetype of other LANS, if any, that are connected to the
network.

Time

The raw datatransfer rate of an AnyLAN network is 100 Mbits per second, asits
full name indicates. In most existing hub networks, the maximum length of cable
between a computer and a hub is 100 metres, so the typical latency between two
computers viathe hub will be less than 1 microsecond.

The basic service of AnyLAN is an unrdiable connectionless service. Any
communication time period involves the continuous transmission of a message.
The hits of each message are transmitted synchronously, with each group of five
bits being transmitted as a group of six bits. Each transmitted sextet has the same
number of zeros and onesin order to maintain synchronization.

Space

In overal effect, the space characteristics of AnyLAN are similar to those of
ethernet and token ring. A flat identifier scheme isused, and unicasts or multicasts
are delivered to any computers that match the broadcast message destination
identifier with their own identifier. Genuine broadcast messages have an identifier
that is matched by al computersin the network.
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The important difference is that genuine broadcasting of al messages does
not happen. Although all messages are availableto all computersin principle, the
network prevents the delivery of irrelevant unicasts or multicasts to computers,
rather than the computers themsel ves filtering out unwanted messages. This gives
an added degree of security, sincethe computersare nolonger required to betrust-
worthy. Because of this behaviour, there is not atrue multipeer channd involved
in implementing the network service. As for DQDB, redundant broadcasting is
suppressed.

Channéd implementation

Initssimplest form, an AnyLAN network is connected as a star, with a switching
device called arepeater inthe centre. Note that this use of the word ‘repester’ is
different from its use in an ethernet context. Individua computers are connected
to the repester using voice grade cable. This cable in fact contains four UTP
twisted pairs, and is of the same type described earlier in the brief summary of the
100 BASE T4 ethernet standard. An overall 100 Mbits per second transfer rate
is achieved using splitting over the four pairs, each one having a 25 Mbits per
second transfer rate.

Inamorecomplex form, an AnyLAN network can beorganized asatree, with
repeaters as nodes and computers as leaves. The connections between repeaters
may use a variety of cabling technology, since these are not constrained by the
need for backward compatability with earlier hub-style LAN cabling of computers.
This can include either higher quality twisted pair or opticd fibre. These types of
cable allow distances of greater than 100 metres to be spanned.

When a computer wishes to broadcast a message, it sends it to its parent
repeater. Then, the exact operation of the repeater depends on whether or not it
is at the root of the tree (always the case when the network is a simple star). A
root repeater selectively copies input messages received from one child to al of
its children. All messages are copied to children that are repesters. Only relevant
messages, i.e., messages with appropriate destination identifiers are copied to
children that are computers.

A non-root repester copies input messages received from its children to its
parent, and copies input messages received from its parent to all repeater children
and to relevant computer children. Thus, athoughit may be physically organized
as atree, the network alwaysfunctionslogically as a star, with theroot repeater at
the centre. All messages arereceived by al repeaters, with selectivity of reception
only occurring for individua computers.

Multiplexing

It is possible that more than one computer in an AnyLAN network might want
to transmit a message at the same time. Permission-based multiplexing is used
to ensure that only one computer transmits at a time. This does not need any
distributed schemefor i ssuing tickets: repeaters use round-robin polling to arbitrate
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between their children. As with the actual transfer of messages, pollingis carried
out on alogical star basis, centred on theroot repeater. The root repeater pollseach
child inturn, to see if it needs to transmit. If the child being polled is a repeater
itself, then it polls each of its children in turn. Thus, the overal effect is of the
root repeater polling the leaves of thetreein turn.

Infact, arepeater does not explicitly poll each child inturn by asking whether
the child wants to transmit and then awaiting a response. During, or at the end of,
each message transmission, each child that wishes to transmit turns on a control
signa to the repester, indicating a request. Then, polling just consists of looking
for the next request signal in the round-robin order. In a sense, each child is
making areservation; however, each timeround, only one child hasitsreservation
honoured, and the others must try again later.

AnyLAN allows two priorities of message transmission — normal priority
for most messages and high priority for del ay-sensitivemessages. Therefore, there
are actually two round robins. On each poll, a repeater checks the high priority
round robin for requestsand, if thereare any, it grantsthe next request in order. If
there are no high priority requests, the repeater checks the normal priority round
robin for requests. Clearly, if there are many high priority messages, it ispossible
that normal priority messages might be severely delayed. To prevent this, there
is atimeout of between 200 and 300 milliseconds set on the delay suffered by a
normal priority message. If this expires, the message is treated as a high priority
message by the repeater.

6.4.7 Discussion of examples

The examples of guided technol ogy message broadcast networksillustratearange
of different multipeer channel implementations and communication multiplexing
methods. Overall, the evolution of local area networks shows some evidence of
a wheel turning full circle. Before the advent of LANs in which all computers
are peers, such as ethernet and token ring, a ‘local network’ typically consisted
of one powerful master computer managing a collection of smaller computers or
terminals, inalogical star arrangement. With theintroduction of hub-stylecabling
for LANS, the physical connections moved back towards the star style. Now,
in examples like the 100 BASE VG-AnyLAN network, and switched ethernet,
described in Section 7.4.1, thelogicd star arrangement has reappeared. However,
the essential differenceisthat the centre of the star is no longer a master computer
that is communicating with slaves. It is now just a dedicated switch with the sole
purpose of facilitating communication. This means that the LAN till consists of
a community of peer computers, and the dedicated centre can be made far more
reliable than a general-purpose computer with extra networking roles could ever
be.

Meanwhile, the traditional LAN technologies find applications in Metro-
politan Area Networks, where the distances involved make distributed control
mechanisms gtill desirable. Thus, FDDI is a natural extension of the token ring
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mechanism. Ethernet is not particularly suited to extension over long distances,
because its mechanism hinges on global sensing of the network state; thus, delays
in acquiring sole use of the medium increase with distance. Thisiswhy DQDB
has emerged as an aternative mechanism for bus-style MANSs.

The other mgjor trend in the devel opment of message broadcasting networks
has been the need to cater for traffic that is not asynchronous computer commu-
nication. Token ring and token bus allow some guarantees to be made on commu-
nication delays. However, these are not good enough for isochronoustraffic, such
as real-time speech and video. Therefore, a very traditional multiplexing scheme
— time division multiplexing — has become popular again. As the examples of
FDDI-Il and DQDB show, modern time division multiplexing is blended with
other multiplexing schemes, so that amix of isochronousand asynchronoustraffic
can be supported efficiently.

6.5 UNGUIDED TECHNOLOGY NETWORK
IMPLEMENTATIONS

The exampl es of message broadcasting networks given above all involved guided
media — €electrical cable or fibre optic cable. Wireless networks make use of
unguided media, and have the dua advantages of avoiding cabling costs and of
alowing the easy interconnection of portable computers. The media used are
either radio waves or infra-red signals. These are inherently broadcast media, and
so are directly suited to message broadcasting.

A variety of manufacturers have developed their own wireless LANS, each
one rather different from the others. However, internationa standards began to
emerge in the mid 1990s. The |EEE 802.11 standard — an addition to the well-
established set of IEEE 802 LAN standards— isconcerned withwirelessLANS. In
addition, and in consultationwith | EEE, the European Tel ecommuni cations Stand-
ards Ingtitute (ETSI) formulated a standard called HiperLAN (High Performance
Radio LAN) for wireless LANs operating a around 10 times the rate of 802.11
standard LANS. In due course, as with wired LANS, these standards will prevail
over proprietary solutions, allowing inter-operability of different manufacturers
equi pment.

Broadcasting messages using radio is not a new phenomenon. Indeed, the
multi plexing scheme used by ethernet had itsroot in the scheme used in a pioneer-
ing radio-based network of the University of Hawaii. Thereisalso along-standing
standard protocol (AX.25) used by amateur radio enthusiasts for communication
between computers. The difference with modern wireless LANS, compared with
earlier radio networks, is that they provide much higher speeds which are com-
parable with guided media LANs, and also have much higher reliability. The
higher speeds are facilitated by the use of higher frequency radio or by the use
of infracred. The higher reliability is achieved by the use of more subtle sig-
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nalling techniques to lessen radio interference and by the use of error detection
and correction techniques.

Information

The messages used for wirel ess broadcasting do not need any particular additional
control fields. Starting and ending delimiters, together with source and destination
identifiers, are sufficient along with the information itself and an error detection
code. If the bit error rate suffered by messages is relatively high — for example,
rates of up to 1 in 1000 bits being corrupted are not unknown where precautions
are not taken to guard against radio interference — then it is necessary to keep
messages short. Otherwisg, it is probable that a high percentage of messages will
suffer damaged bits. If such a consideration does not apply, then there may be an
incentiveto make messages aslong as possible. For example, if CSMA/CD isused
to multiplex the medium, then larger messages are better to minimize contention
periods.

Time

The |EEE 802.11 standard offers raw data rates of 1 or 2 Mbits per second using
radio or baseband infra-red, and also rates of 4 or 10 Mbits per second using
broadband infra-red. The HiperLAN standard offers up to 20 Mbits per second
using radio, with a genuinely high-speed rate of 155 Mbits per second planned
eventually. The basic service of wireless LANs is an unréliable connectionless
service. A communication time period involves the continuous transmission of
the bitsof amessage. Thetiming of theindividual bitsdependson thetransmission
mechanism used.

For radio, direct sequence spread spectrum transmission involvesthe data
bit stream being exclusive OR-ed with a higher rate pseudo-random bit stream, so
that the resulting transmitted bit stream has the higher rate. Thisisillustrated in
Figure 6.17. An dternativeisto use fast frequency hopping transmission. This
involves changing the signal frequency pseudo-randomly severa times during
each bit time. Both of these types of transmission mode are alowed by the 802.11
standard. They do not feature as part of the HiperLAN standard. Both types
involve a decomposition of each bit time period. The reason for doing this is
to lessen interference from other radio sources. Roughly spesking, theideais to
widen the frequency band used for transmission, but the technical details are not
of mainstream importance here.

Space

The range of a 20 Mbits per second radio LAN is only 50 metres, which is
distinctly low, compared with guided media LANs. However, a range of 800
metresispossiblefor al Mbitper second radioLAN. Infra-red LANSarerestricted
to a single room, for the simple reason that infra-red does not pass through
walls. The shorter distances possible with high-speed radio LANs and infra-red
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Figure 6.17 Example of direct sequence spread spectrum transmission

LANSs are adequate to alow mobile communications. A portable computer can
communi cate with other computersinthe sameroom or corridor that are connected
to guided media LANs. When a more extensive radio-based network is required,
then intermediate relay stations must be used to pass on radio transmissions from
onecomputer to another. However, thisisnot really message broadcast networking
any more (although, of course, messages are being physically broadcast); rather,
it is message switching, which isthe subject of Chapter 7.

Mobility isan issuethat relates space and time, since computers may actually
bein motionwhen communicating. The|EEE 802.11 and HiperLAN standardsare
both intended for slowly moving computers only, for example, at speeds no more
than 10 metres per second. This is acceptable for LANS, where the assumption
is that the computers are in a small area, probably indoors, and so the scope for
movement islimited. Other arrangements are needed for WANS, where computers
might bein fast moving vehicles.

No special identifier schemesarenecessary for wirelessLANS. A flat identifier
scheme, as used in wired LANS, is perfectly adequate. In amateur message radio
networks, one particul ar identifier scheme isused: computers are identified by the
radio call signsof theradio hamswho are carrying out the communication for the
computers.
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Channéd implementation

Radio provides a natural broadcast technology. Infrared is more natural as a
poi nt-to-poi nt medium. However, the output of aninfra-red sourcecan be optically
diffused, sothat it isspread over awideangle. By thisdiffusion, and then reflection
from walls of a room, it is possible to achieve broadcasting. An dternative, for
both radio and infra-red, is to use directional transmission in connection with a
fixed roof-mounted reflector. A passivereflector just reflects thewaves so that they
reach the receivers of al computers. An active reflector repeats signals received
by transmitting them back to the receivers. This means that the transmitters can
use lower power signals than are necessary with passive reflectors.

Multiplexing

Wireless LANSs suffer from the same multiplexing problem as wired LANS, and
the main solutions either involve some form of contention avoidance or detec-
tion, or physica division. Permission-based or reservation-based schemes are
less common, but an optional feature of the IEEE 802.11 standard involves a
permission-based system operated by a master computer.

CSMA/CD schemes for wireless LANSs are similar to the scheme used for
ethernet. The only complication is that it is not possible to transmit and receive
at the same time, and so a transmitter cannot hear collisions. To deal with this,
at the beginning of message transmission, computers rapidly switch between
transmitting and receiving, in a pseudo-random manner, for the first few bit time
periods. If another transmission is heard during one of the receiving periods, a
collision has been detected.

The multiplexing scheme used in HiperLAN is called EY-NPMA (Elimina
tion Yield — Non-pre-emptive Priority Multiple Access), which is essentidly a
variant of CSMA/CD. The daboration comes in the collision detection method.
Rather than any computer immediately starting to transmit its information when
the channels becomes free, computers transmit control messages of differing
lengths. The generdl ideais that the computer that has chosen the longest length
wins, since other competitors back off. The lengths are chosen pseudo-randomly,
so the mechanism isfair. In fact, matters are alittle more complex than this, since
messages can have five different priority levels.

An elaboration of CSMA/CD is CSMA/CA: CSMA with Collision Avoid-
ance. Thisinvolvesalittle extra politeness before transmitting. After sensing that
themediumisfree, computerswait for ashort random period of time before trans-
mitting. Thisis designed to lessen the problem of clasheswhen several computers
arewaiting for the medium to become free beforetransmitting. CSMA/CA isused
inthe | EEE 802.11 standard, inwhichit formspart of an overall multiplexing pro-
tocol: Distributed Foundation Wireless M edium Access Control (DFWMAC),
which also deals with other problems suffered by wireless communication.

A main problem solved by DFWMA C isthefact that wireless communication
might not involve a genuine multipeer channd. There may be computers that are
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not able to hear ‘broadcasts made by other computers that are too distant. Thus,
strictly speaking, thewireless network implementsaset of * multi-multicast’ chan-
nels. Thisleadstothe hidden station problem, whichisillustratedin Figure6.18.
The problem occurs when one computer cannot hear that another computer is
already broadcasting to part of the network, and so it begins to transmit. This
transmission will collide with the one aready in progress, in those parts of the
network that can hear both transmissions.

DFWMAC involves a four-stage handshake for message transmission, the
first two stages of which deal with the hidden and exposed station problems. The
four stages are:

e message sender sends aReady To Send (RTS) control message, containingthe
length of the actua information message, to that message’s recipient(s);

e message recipient(s) send back a Clear To Send (CTS) control message, aso
contai ning the information message length;

e message sender sends the information message; and

e message recipient(s) send back an acknowledgement control message.

An dternative at the second stageisto send back acontrol message indicating the

intended recipient isnot ableto receive; obvioudly, if itiscompletely switched off,

no message will be returned. The protocol deals with the hidden station problem

because, athough a hidden computer will not hear the RTS message, it will hear

the CTS message. The fact that the RTS and CTS messages contain the length of

the actual message to be transmitted means that all listening computers are given

warning of the length of the transmission to follow.

Further, but optional, complication is introduced in DFWMAC, in order to
deal with communicationsthat require guarantees on their starting time. A master
computer can be present, and it isgiven priority access in the CSMA/CA scheme,
that is, it can acquire channel use rights before any other computers make bids.
Having acquired the channel, the master computer then issues polls to computers
that have been put onitslist of those requiring regular time periods for commu-
nications. When polled, each such computer can transmit without encountering
contention. After polling is finished, the channel is made available for normal
communications.

As dternatives to isolated multiplexing methods, time division multiplexing
and frequency division multiplexing are two possible physical division schemes
which can be used when al transmissions occur viaa central base station. That
is, computers transmit messages to the base station, which then broadcasts them
to al of the network. Assignment of time slots or frequency bands may be done
statically by the base station, or dynamically in response to requests.

A further possibility is code division multiplexing, for example, where fre-
guency hoppingisused. A pseudo-random sequence isused to control the hopping
and, if adifferent sequenceis assigned to each computer, and al the assignments
are made known to all of the computers, then multiplexing of point-to-point chan-
nelsispossible. A transmitter selects the pseudo-random sequence of itsreceiver,
and uses it for the transmission. With care in the choice of pseudo-random se-
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guences, it isunlikely that competing transmissions will use the same frequency
at the sametime. The disadvantageisthe need for all computersto have complete
knowledge of the others' sequences. Also, of course, thistechnique does not work
for broadcasting to multiple receivers.

6.6 CHAPTER SUMMARY

Networksin which computers perform no switching, or only non-selective switch-
ing, generally offer a connectionless message broadcasting service. In practice,
such networks occur as Local Area Networks or Metropolitan Area Networks.
These networks are formed by directly using physical channels between com-
puters. The physical media are normally guided at present, but use of unguided
mediaisincreasing to give wireless communication. Communication rates are in
the megabits per second range: 10 or under for earlier networks, 100 or over for
more modern networks.

One main implementation problem is constructing a multipeer channel using
the underlying channels of the network. This might involve using an existing
common medium directly, or constructing regular topologies from existing uni-
cast channels. Topologies include chains, rings, stars and trees. The other main
implementation problem is multiplexing broadcast channels onto the multipeer
channel. Thismight involve a standard flow control technique, such as use of per-
missionsor reservations. Alternatively, computers may act independently and aim
for contention avoidance and/or detection. Findly, physical division multiplexing
of time or frequencies may be used.

Various standard message broadcasting networks have been developed, to
take account of differing channel availabilities, and different qualities of service
required. The standardization efforts of |EEE have been asignificant influence on
what isused in practice. Examples of different networkstypesare: ethernet; token
ring and its successor, FDDI; token bus, DQDB; 100 BASE VG-AnyLAN; and
802.11 wireless. There are many other variants, both developed experimentally
and used in practice.

6.7 EXERCISES AND FURTHER READING

6.1 Explain how aroom full of air can act as amessage broadcasting network for
agroup of peoplewithin the room.

6.2 Discover whether you have access to any (a) LANS, and (b) MANS, and, for
each, what computers are connected together.

6.3 In what ways might you find a Home Area Network useful ?

6.4 What common features does the outline message format given on page 169
have with aletter sent through the postal system?
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6.5 Suppose a message is transmitted over a phsica channel. Give an intutitive
argument why the minimum length of the communication time period is equal to
the bandwidth* delay product of the channel plusthe message sizein bits, divided
by the channel rate.

6.6 If you are familiar with the interna architecture of computers, discuss the
differences and similarities between an internal computer bus and abus used as a
common medium for a message broadcasting network.

6.7 Give examples of how bus, chain, ring, star and tree arrangements might
underpin human communication systems.

6.8 Hub arrangements for common medium or chain/ring networks are popular
with maintenance engineers and network managers. Why do you think thisis so?
6.9 Compare the contention avoidance/detection strategy for isolated multiplex-
ing with the ways in which people within a group would try to avoid speaking at
the same time.

6.10 Find out about the pioneering University of Hawaii radio network that led
to the ALOHA method for isolated multiplexing.

6.11 Suppose that three computers are in contention for transmission rights, and
the randomized exponential backoff algorithmis being used to underpin isolated
multiplexing. Either by evaluating probabilities, or by computer simulation, in-
vestigate how many time slotsare likely to pass before dl three transmissions are
successfully carried out.

6.12 Give practical examples of network use patterns for which an isolated mul-
tiplexing approach islikely to be () effective, and (b) ineffective.

6.13 If you have read the book Lord of the Flies by William Golding, describe
the permission-based mechanism used for multiplexing communications among
the shipwrecked boys.

6.14 Repeat Exercise 6.12, but for a permission-based multiplexing approach.
6.15 A shop can serve only one customer at atime, and hasan areafor customers
waitingto be served. If customers can stand/sit wherethey likeinthisares, but the
aim is that customers are served in order of arrival, describe a reservation-based
approach to multiplex the communi cations between customers and the server.
6.16 Theterm'‘channel hopper’ issometimes used to describe atelevision viewer
who continually switchesfrom one channel to another. Explainwhy thisprocessis
more akin to time division multiplexing than to frequency division multiplexing.
6.17 Find out the main differences between the origina Ethernet design and the
fina IEEE 802.3 ethernet standard.

6.18 Work out the minimum length that a communication time period can have
on a 10 BASE 2 ethernet.

6.19 In an empty packet ring (sometimes caled a ‘dotted ring’), small empty
messages circulate, rather than a token circulating. When wishing to transmit,
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computers wait for an empty message, then fill it. Discuss the relative merits of
the token ring mechanism and an empty packet ring mechanism.

6.20 Find out how a register insertion ring operates, and explain how it is
contention-free, but does not involve either a permission-based or reservation-
based approach.

6.21 Write down alist of differences between the 802.5 token ring mechanisms
and the FDDI mechanism, and explain why each difference exists.

6.22 Giveinforma arguments to show why the typica token circulation timein
an FDDI network tends towards the TTRT, and the maximum circulationtime is
never more than doublethe TTRT.

6.23 Suggest reasons for the format of an FDDI-II cycle, in particular, for the
existence of the 12 groupswithin each cycle.

6.24 Listthepropertiesof atoken busnetwork and, for each property, say whether
it is inspired by ethernet or by token ring (or by neither). Explain why this
inspirationislikely to have occurred.

6.25 Find out more about how the logical ring is maintained by the IEEE 802.4
protocol.

6.26 Investigate the history of the | EEE 802.6 standardization process that led to
the selection of DQDB asthe MAN standard.

6.27 Give an intuitive explanation of why bandwidth balancing is needed as an
extra mechanism on length DQDB networks.

6.28 The 100 BASE VG-AnyLAN standard is designed to harmonize with ex-
isting legacy networksthat, in particular, use |EEE 802 identifiersfor computers.
Discussthebenefitsthat would arise if amore hierarchical identifier scheme could
be used instead.

6.29 Why might thetimeout period for AnyLAN to upgrade normal priority mes-
sages to high priority have been chosen to be in the range 200-300 millseconds?
6.30 Conduct a survey of the different radio-based LAN technologies that are
currently available.

6.31 Discuss the difference between contention avoidance and detection in net-
works based on guided, and on unguided, technologies.

6.32 Theexposed station problem occurs when acomputer hears atransmission
inawirelessnetwork, and needlessly hol dsoff transmitting sinceitstarget reci pient
is outside the range of the transmission in progress. Explain how the four-stage
handshake mechanism used in DFWMAC gives scope for avoiding the exposed
station problem.

Further reading

The topics covered in this chapter are predominately associated with the topics
covered in the LAN and MAN literature. One possible specialist textbook for
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further reading isLocal and Metropolitan Area Networks by Stallings (Macmillan
1997), although there are several others. The classic paper on Ethernet is “Ether-
net: Distributed Packet Switching for Local Computer Networks’ by Metcalf and
Boggs, published in Communicationsof the ACM, 19, July 1976. For information
about a mgjor influence, the University of Hawaii radio network, see “Devel-
opment of the ALOHANET” by Abramson, published in IEEE Transactions on
Information Theory, 1T-31, March 1985. A full understanding of the issues be-
hind the workings of more recent, and consi derably more complex network types,
such as FDDI and DQDB, requires a plunge into the communications research
literature.



CHAPTER

SEVEN
MESSAGE SWITCHING NETWORKS

The main topics in this chapter about message switching networks
ae

information, time and space basics of message switching

routing of messages between switches

congestion avoidance and detection

examples of switching networks: switched ethernet, POTS, X.25,

framerelay and ATM cell relay

e publicswitching network services. PSTN, CSPDN, PSPDN, ISDN
and SMDS

o thelnternet eectronic mail network

7.1 INTRODUCTION

In this chapter, the computers forming a network are able to carry out selective
switching of messages. That is, a computer can receive a message from one

222
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computer, and then may passit onto one or more others. The switchingisnormally
sufficiently selective that unicast channels can be implemented between arbitrary
pairs of computers in the network. That is, viewing the network as a graph, there
is a path between every pair of vertices in the graph. Although multicasting and
broadcasting can be implemented, these features do not occur as a natura side-
effect of the switching, unlikein Chapter 6, wherethey are anatura side-effect of
the broadcasting.

The term ‘message switching networks' is an accurate description of what
happens in these networks. Remember, however, that the channels being used to
form the networks of this chapter are assumed to have similar information, time
and space characterigtics. Thus, switching does not need to involve trandation
work as well. Networks that involve such work are the subject of Chapter 8.

The terms switching and relaying are both used in connection with message
switching networks. Sometimes, these terms are used synonymously. However,
where thereisadistinction, it is one of quality. Message switching isreliable, in
that messagesinput to the network are switched through appropriateintermediaries
and are then output at their intended destination. Message relaying is ‘ best effort’,
in that the network does its best to relay messages through intermediaries, but
there is apossibility of messages being lost or damaged.

This distinction is rooted in a historical difference between two types of
switching: circuit switching and packet switching. The first, which comes from
the traditional telephone system, involves setting up an electrical connection
between two end-points via a sequence of switches. This connection acts as a
dedicated path that ensures input to the network goes physically to the correct
output. The second, which comes from thefirst computer data networks, does not
involve adedicated physical connection. Instead, packets of data (i.e., messages)
areinput to the network, routed through the network, and then appear at the correct
output.

The essential differenceisone of structuringtime. Circuit switching alowsa
continuous communication over time; packet switching allows a communication
that is partitioned into asynchronous components (packets) over time. The latter
can bearranged to simulatethe former by providingareliabl e connection-oriented
service. However, another optionisto supply alessreliableservice, whichiswhere
message rel aying becomes an aternative.

This chapter is concerned with networks that switch messages, that is, the
packet switching style rather than the circuit switching style. However, note that
true circuit switching is becoming obsolete with the advent of digita telephony.
Theillusion of adedicated circuit is still created, but by carrying out sufficiently
frequent sampling and packeti zation of the datacarried by thecircuit. Thus, circuit
switching can be viewed as a service provided by message switching. Thisinverts
the old order, where message switching services were provided using circuit
switching, i.e., the telephone system.

The operational principles of message switching networks are easier to de-
scribe than those of message broadcasting networks. Essentidly, it is only ne-
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cessary to describe the local switching mechanisms used in order to ensure that
messages travel from source to destination(s) by an appropriateroute. Thisavoids
the need for more global concerns, such asimplementing a multipeer channel and
then multiplexing communications onto it. The fact that all message switching
networks are basically the same in genera principlesis often easy to forget, be-
cause different families of networks have different jargon words to describe their
features, creating an illusion of fundamental differences.

Message switching networks are most common as Wide Area Networks
(WANSs), where computersarelocated i n geographically appropriatel ocations, and
physica channels between particular computers reflect geographical adjacencies.
The use of message switching technology for morelocal areas was superceded by
the advent of message broadcasting LANs and MANs. However, thisis changing
with the advent of very high speed switching elements that make it practicable to
employ message switching networkswith similar, or higher speeds, than message
broadcasting networks.

Message switching can aso be used over channels provided by other net-
works, rather than just by physical channels. The term tunnel is sometimes used
for such logical channds, suggesting the idea that they are tunnelling under the
intervening network. Most of the ideas in this chapter are applicable to networks
composed of either type of channel, physical or logical. Thisisin contrast to the
ideas in Chapter 6, which largely apply to physica channelsonly.

7.1.1 Information basics

The messages transmitted by switching networks over physical channels are tra
ditionaly called packets. However, the terms frame and cell are also used in
more modern, higher speed, networks, where the mechanisms are rather lighter
weight than those used in packet switching networks. In switching networks over
higher-level channels, the general term message itself isusually used.

In a switching network that offers a connectionless service, the basic com-
ponents of a message are the same as those for a broadcasting network: source
identifier, destination identifier and the information. However, most switching
networks offer a connection-oriented service — reflecting a backgroundin circuit
switching — and so informati on-carrying messages have two basic components:

e connection identifier: uniquely identifies the connection that the message is
travelling within;
¢ information: the information being communicated by sending the message.

The connection identifier is included so that intermediate computers can tell
wherethe message originated from and whereit isdestined for. When aconnection
isestablished, itsidentifier must be sel ected, and then associated withtheidentifiers
of the computers involved in the connection. Thus, a connection-establishing
message for a point-to-point connection must have at least three components:
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e connection identifier
e sourceidentifier
e destination identifier.

For multicast services, an identifier is associated with amulticast group: the group
of computers involved in a multicast connection. Usually, there are mechanisms
to alow computers to join or leave the connection during its existence, so the
identifier denotes a current group of participants.

The connection identifiers, and the source and destination computer identi-
fiers, are of a fixed size agreed for the network. Connection identifiers are just
integer vaues, for example, 12-bit integers in many public packet switching net-
works. Inthese networks, computer identifiers consist of 14 binary-coded decimal
digits, which are interpreted in a hierarchical manner according to the ITU-T
X.121 standard mentioned in Chapter 5. One advantage of using connection iden-
tifiers instead of pairs of source and destination identifiers in messages is that
the overhead of control information is reduced: from 112 bits to 12 bitsin this
example.

Aswith message broadcasting networks, theinformation content of amessage
isjust regarded as a sequence of bits. Traditional packet switching networksallow
variable lengths for this sequence, but with afairly low upper bound on length,
for example, 128 bytes. More modern message switching networks change this
assumption in two ways:. either a greatly increased upper bound on length, for
example, 9188 bytes, or a reduced and fixed length, for example, 48 bytes. The
reason for imposing thevariousrestrictionson message sizeisto simplify handling
of messages by intermediate switching computers.

The standard network message format, which may include other components
in addition to the above, has a standard representation that is the subject of an
absolute agreement, fixed for all computers participating in the network. Where
physical channels are used to implement the network, this representation isin
terms of bits. However, the representation of bitson the physica channelsused to
connect computersin the network may vary from channel to channel.

In summary, from an information point of view, messages in switching net-
works have similar characteristics to those in broadcasting networks. There isab-
solute agreement on the type of information communi cated: the standard network
packet, frame or cell. There isa so absolute agreement on how thisis represented.

7.1.2 Timebasics

Two absol ute time measurements are of interest for message switching networks.
The first measurement is the rate at which transmissions can take place over the
channels within the network. There is no need for every connection to operate at
the same speed. For exampl e, more heavily loaded parts of the network may have
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channels operating at higher rates, or some parts of the network may offer a higher
quality of servicethan others.

The second absol ute time measurement is not usualy expressible as a con-
stant value. Thisisthe switching time for messages passing through intermediate
computers. Thereisafixed component of thistime: thetimeto receive amessage,
decide its fate and then transmit it onwards. However, a variable component is
introduced by any other messages that might be present simultaneously. These
may slow down the overall operation of the computer, or might compete for the
use of outgoing transmission channels. The latency is determined by the sum of
delaysintroduced by the channels, plusthe delaysintroduced by any intermediate
computers. Thus, the latency and rate experienced by a message is not nearly as
easy to calculate as for the situation in message broadcasting networks.

Theduration of acommunication time period when amessage i s sent between
two points is determined by the latency and transmission rate. The maximum
duration is not easily worked out. However, in real networks, crude constant
upper bounds, or upper bounds based on measurement of earlier communications,
usualy exist. These are needed for things such as timeout mechanisms.

There is a natural way in which to implement each communication over a
channel provided by the network: as separate communications, one for each leg of
the journey. The characteristic of these communicationsisthat theinformationis
the same, the spaces are different, and the time periods are sequential for the legs
of the journey. In a store-and-forward message switching model, which is the
norm, intermediate computers recei ve compl ete messages before forwarding them
onwards. With thismodel, the communication time periods will be sequential and
digoint.

In an aternative cut-through message switching model, intermediate com-
putersmay begin forwarding messages before they have been fully received, using
identifiers carried at the beginning of the messages. With thismodel, the commu-
nication time periods may overlap. One particular implementation of this model
iswor mholerouting, in which message communications are segmented into sub-
communications of flits— fixed length messages. Flits are communicated using
the store-and-forward model, but the overall effect isto implement a cut-through
switching style.

As already remarked, in terms of time packages, the service offered by mes-
sage switching networks is usually a connection-oriented service. Information is
presented to the service in message-sized units, and each resultsin the transmis-
sion of amessage. However, the transmission of other messages (and possibly the
retransmission of the information-carrying messages) will be necessary in order
to implement the required connection-oriented protocol. The complexity of the
protocol depends on the quality of the channel s that are used to form the network.

In message switching WANS, distancesmay belong andthequality of physical
channels may be less good, leading to lower religbility than in LANs or MANS.
The situation has improved markedly, with the introduction of fibre optic media
and digital transmission techniques, but problems may still be introduced by



MESSAGE SWITCHING NETWORKS 227

over-worked switching computers needing to jettison excess messages trying to
pass through. When offering a reliable connectionless service, the network itself
takes responsibility for shielding the service user from unreliabilities. This may
be achieved on an end-to-end basis, where individua network channels may be
unreliable, but any problems are fixed up by protocols between the sender and
recipient computers. Alternatively, thismay be achieved onapoint-to-point basis,
where the individual channels are made reliable and the intermediate computers
are made reliable.

Alternatively, some network types only offer an unreliable service, in which
case | oss, damage or duplication of messages might occur. Instances of damage can
be turned into losses if the network includes an error-detection code in messages,
with received messages just being thrown away if they fail an error-detection test.
Duplicationisapossibility, either if multiple copies of the same message are sent
by different paths through the network or if the same message is retransmitted
along the same path through the network.

A further component of aconnectionless service may be flow control between
the sender and reci pient(s) of messages. This feature may also be of benefit to the
network since, because the rate at which messages are presented to the network for
transmission is controlled, the internal demands on switching computers become
more predictable. In some cases, such as cell switching networks, the fact that
the flow of information over connections is known is essentia to the efficient
operation of the network. Within the network, flow control is needed over the
channel's between computers, unless it is acceptable for unreliability to occur on
individual legs of a message’s journey.

In summary, from atime point of view, there are no inherent absol ute bounds
on the duration of communication time periods, since these vary with the com-
munication space and the structure and operation of the network. However, the
sub-communications for each leg of a message's journey have more predictable
absolute bounds on their time periodsif they occur over physical channels. These
sub-communications are not decomposed over time, and the bitsof amessage are
communicated synchronously. Time-related error correction or flow control may
be provided by the network in order to deliver a higher quality service. Time-
related flow control may also be used for mutiplexing communications within the
network. Thisisdiscussed in detail in Section 7.3.

7.1.3 Space basics

The message switching style of network is very scalable, and there is no inherent
need to impose absolute physical constraints on the area occupied. In fact, this
might range from one desk to the entire world. Constraints are only needed if
the latency of the network must be kept under some limit, or if long-distance
channelsare unableto deliver the performance needed for high transmission rates.
As aready mentioned, message switching networks have traditionally been used
as Wide Area Networks (WANS).
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The identifer scheme for switching networks is usualy hierarchical. One
reason isthat, given such networks are often WANS, it isuseful to have a scheme
that allowslocal management of theall ocation of identifiers. Another reason isthat
the structure of identifiersis often useful to switching computersin deciding how
messages should be routed through the network. As a simple example, suppose
that the first part of an identifier indicates the country in which the computer is
located (as is the case in X.121 identifiers). Then, a switch might use the same
route for all messages destined to a particular country, rather than attempting to
be any more discriminating.

The network map known by userswill be apartial one. In general, acomputer
will not be aware of al the other computers present in the network, particularly in
aWAN. If acomputer requiresinformation about computers in the network, then
it must be configured absolutely, or acquired from incoming messages from other
computers, or acquired by making enquiries of other known computers.

Overal, aswitching network offersat least the ability to use n(n — 1) different
unicast channels, where n is the number of computers in the network. Each of
these channelsinvolvesadifferent pair of computers. Theinformationflow isfrom
one computer to the other. This service could be used as abasis for amulticasting
service. However, some switching networksoffer multi casting and/or broadcasting
as a service, which means that the interna operation of the network needs to be
extended appropriately.

Since message switching networks usualy are larger, and more widely dis-
tributed, than message broadcasting networks, there are likely to be many sim-
ultaneous communications being presented to the network for service. A key
difference from most message broadcasting networks is that message switching
networks are capable of implementing more than one communication simultan-
eoudly. In principle, each channel withinthe switching network can be active at the
same time, each involved in implementing a different communication presented
to the network.

The implementation of broadcasting networks was presented as having two
components: first implementing a single multipeer channel, and then implement-
ing a mechanism for sharing it between a collection of independent broadcast
communications. This reflected the global cooperation found in such networks.
The implementation of switching networks can be viewed as being almost the
opposite way round. First, it involves implementing a mechanism for sharing
each existing unicast channel between independent sub-communications. Then,
it involves implementing a collection of independent unicast (and possibly mul-
ticast and broadcast) communications directly by defining switching computer
behaviour. This reflects the more localized operation of such networks.

However, thisisnot the full story. Multiplexing of sub-communicationsover
channels is not necessarily completely localized. Sub-communications over one
channel are not completely independent of sub-communications over another
channel. Thus, multiplexing can involve a variable amount of cooperation within
the network, in order to improve network performance as awhole.
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At oneextreme, themultiplexing of sub-communicationscould be completely
controlled by the multiplexing of communications onto the network service. For
this, a model similar to that in the previous chapter would be appropriate: the
network implements a uni cast-style multipeer channel, which isthen multiplexed.
However, this does not correspond well with practica reality, because there is
not globa control of the independent communications being implemented by the
network.

Neverthel ess, because multiplexingissues are intimately connected with how
communi cations are implemented as sequential sub-communications, channel im-
plementation is described here first before multiplexing.

7.2 CHANNEL IMPLEMENTATION

The ability to carry out arbitrary unicast communications (and possibly multicasts
and broadcaststoo) depends on making appropriate use of the actual unicast chan-
nelsthat exist between particular pairs of computers. |n most message switching
networks, the graph representing the computers and the existing channel s does not
have a regular structure, unlike the chains, rings, stars and trees seen in the pre-
vious chapter. This is because edges exist for geographica or historica reasons,
rather than topological reasons. To function as a message switching network, the
graph must have a path between every pair of distinct vertices. That is, thereisa
sequence of one or more edges that connect each pair of vertices viaintermediate
verticesif necessary. If thisisnot the case, thenthe graphisnot fully connected —
inother words, the* network’ infact consistsof two or more dig oint sub-networks.

Conceptually, there are two ways in which a network can be viewed, as
illustrated in Figure 7.1. One way, consistent with everything said so far, is to
regard it asacollection of computerswishing to communicate, with some channels
available between some computers. An aternative is to view the network as
consisting of specialized switching computers, with each ‘real’ communicating
computer being connected to its nearest switching computer. Thisis a black box
view of the network, and is the model used for many public message switching
networks. In essence, this black box has the same role as a shared medium in
message broadcasting networks. Some authors use the term subnet to refer to the
black box, and ‘network’ to refer to the black box and its attached computers.
Another, less technical, term used for the black box is cloud, to suggest that it is
something opaque to outside viewers.

A black box modd is convenient for use here, since the channel implementa-
tions concern what happensinsidethe black box, and the description can focus on
the requirements of switching computers. There isno need to complicate matters
by worrying that the same computers might al so be users of the network service as
wel| (although thismight indeed be the case, but thetwo activities can be separated
within the computer). For brevity, a switching computer will be referred to just as
aswitch in the following description.
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(a) Graph view of network with some computers doing switching

(b) Black box view of network shown in (@)

Figure7.1 Two ways of viewing a network
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The essentia feature of a switching network is the behaviour of a switch
when it receives an incoming message. Firgt, it must ascertain where the message
is heading to. Then, it must assist the message on its way. The first of these
operations is relatively straightforward. If messages carry explicit destination
identifiers, it istrivial. If messages carry connection identifiers, the switch must
look up atable. For a particular connection established between two computers,
a different identifier is usually used on each hop of a message's journey. The
identifiers are chosen when the connection isfirst set up, in such away that each
switch can unambiguously ook up the details of the connection being used by
an incoming message using its connection identifier. When a switch forwards a
message, it changes its connection identifier to the appropriate value for the next
hop of thejourney.

Given knowledge of a message's destination, there are two possibilities for
a switch. The message has arrived at its destination if its recipient is a computer
attached to the switch. In this case, the switch just forwards the message to its
rightful owner. Otherwise, the message needs to travel further. In this case, the
switch must decide on which one or more of its available outgoing channels the
message should be transmitted.

More than one channeg might be used when implementing a multicast or
broadcast communication, to promul gate separate copies of the message to differ-
ent parts of the network. Multiple channels might also be used for unicasts, if the
switch believesit useful for two copies of a message to race each other through
different network paths. A further possibility isthe use of splitting, with the com-
munication of a message being implemented by several sub-communications of
message components using separate channels. Therefore, deciding on a choice
of outgoing channel(s) represents a major technical problem for implementing
efficient switching networks.

A fundamental property of switch behaviour is to ensure that messages pro-
gress towardstheir destination, preferably in al cases, but certainly in most cases.
This encompasses not only assisting the correct delivery of messages, but also
the efficient delivery of messages. Efficiency applies to both messages and the
network itself. Messages should ideally be delivered with as low alatency and at
as high arate as the network user requires. However, the resources of the network
should be used as efficiently as possible. There islikely to be a trade-off between
message and network efficiency. Further, thereisatrade-off between these factors
and the efficiency of switchesthemselves. Switches are simplest, and so smallest
and fastest, when their functions are simple. That is, simple methods are used to
choose outgoing channels for messages. Unfortunately, simplifying switch func-
tionsrestricts the scope for subtle approaches to increasing message and network
efficiency.

The biggest simplification of switches can come when source routing isused
for messages. With thisapproach, the network ismost definitely not presented asa
black box to communicating computers. In fact, a computer that sends a message
to some destination must attach a list of the switches which the message is to
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pass through. On receiving a message, a switch just obtains the identifier of the
next switch to be used from the beginning of the list, and then removes this first
item before forwarding the message along the output channel leading to the next
switch.

When used in practice, source routing can be very effective, because sending
computers can choose a route that is best for their needs. However, the cost of
thisisthat, prior to sending any messages, computers must probe the black box to
discover different routesthat can be compared. This can generate substantial extra
communication traffic. If a network has afairly static structure and loading, then
the cost of discovering good routes can be amortized over many communicated
messages.

Without source routing, switches need to make their own decisions. Assuming

that messages carry connection identifiers, the basic operation of a switch is to
look up that identifier in atable (usualy, identifiersare sufficiently short that they
can be used to index directly an array of connection information). The table entry
contains two things:
¢ the number of the output channel to be used for the message; and
o theconnection identifier to be used on the next leg of itsjourney.
This entry is set up when the connection is established, and normally does not
change theregfter. That is, al messages bel ongingto a connection follow the same
route through the network. When thisisthe case, the channel used by the connec-
tion is often referred to as a virtual circuit, reflecting the fact that it has similar
properties to a channel through acircuit switched network. On the establishment
of a connection (or for each message if messages carry destination network iden-
tifiers), the ‘best’ output channel for forwarding on has to be identified. There are
avariety of waysin which thiscan be done, and five main methods are outlinedin
the following sections. Each has advantages and disadvantages when compared
with the others.

Non-adaptive isolated routing

This involves switches having fixed tables that give, for each destination in the
network, the output channel that should be used. The advantage of this method
isits simplicity. The mgjor disadvantages are that the tables may be very large,
and that the method is non-adaptive: that is, routes do not change in response to
changes in the network structure or [oading.

Thefirst problemisnot uniqueto thisrouting method, but appliesto all table-
driven schemes. One solution to the problem is to exploit hierarchica identifier
schemes, and use the same channel for al destination computers within the same
part of the hierarchy. A partial solution to the second problem is to store more
than one channel number for each destination, and then make a random choice
between the possihilities, or cycle through the possi bl e choices, when determining
the channel actualy to be used. An extreme form of this method is for a switch
just to choose randomly one of its outgoing channels, dispensing with the guiding
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tables atogether. However, in general, thisis not likely to ensure that messages
progress towards their destination.

Broadcast isolated routing

An alternative to making a choice of outgoing channelsisto useal of them. That
is, send a copy of each message on all of the outgoing channels, except the one
back to the computer the message arrived from. Thisis aform of broadcasting,
and iscaled flooding. It solvesthe various problems associated with the previous
method, since no tables are involved and, given a changing network structure and
loading, it will find the most efficient path for each message.

Of course, the mgjor flaw in thisis that numerous other paths will be found
too, and the network will become congested by the multiple copies of each mes-
sage. To avoid infinite numbers of copies, it is necessary to prevent computers
from forwarding extra copies of messages that arrive after a first copy has been
distributed. Another way of stemming the tide is to limit the number of hops
that a message can make, on the basis that another copy should have reached the
destination in a shorter number of hops. A further way is to be selective about
which outgoing channels are used, for example, to use only channels that are
heading in roughly the right direction. This sort of sdlective flooding isaway of
implementing multicasts and broadcasts.

Adaptive isolated routing

Adaptive isolated methods attempt to find paths for messages that take network
structureand loading i nto account, but without i ntroduci ng the specul ative copying
found in flooding type methods. Asthe name ‘isolated’ suggests, the switch must
base any decisionsonly onitsobservations of messagesreceived and transmittedin
recent history, rather than explicitly consulting any other switches (or computers,
in generd) in the network.

One possible observation from incoming messages is to note the source
computer identifier and the arrival channel. A plausible guess is that it is good
to send messages destined for that computer back in the same direction. This,
at least, gives one plausible path, athough it may not be the best. One possible
observation from outgoi ng messages isto note the channel s on which flow control
has been alowing messages to be passed on most quickly. This may suggest paths
that will cause messages to be delivered more quickly than others.

There is no guarantee that adaptiveisolated routing will lead to good results,
sincetheinformationused as aguideisso localized, and does not |ook beyond the
horizon of a single switch to see the overall condition of the network. A further
problemisthat even thelimited information that isgleaned from local observation
may become out of date. Therefore, switches must arrange expiry times for their
stored routing information.
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Adaptive centrally-controlled routing

Isolated adaptive routing schemes rely only on loca knowledge at switches.
However, what look like good decisions at one point in the network may not
prove to be good decisions, either over the whole path followed by a message or
for efficient operation of the network generally. An opposite dternative, which
introduces something of the global state sensing foundin most message broadcast-
ing networks, is to have a single computer that specializes in finding good paths
through the network. Acting on information supplied periodically by the different
switchesin the network, thiscomputer can compute good choices for each switch
based on aglobal view. As explained on page 157 in Chapter 5, there are standard
algorithms that, given a description of the vertices and edges of a graph, can find
the best path between any given pair of vertices. In the context of a switching
network, ‘best’ might mean shortest distance, fastest or cheapest.

Ideally, aswitch would ask the central computer for advice for each message
that hasto be routed. However, thisis not practicable due to the extra communic-
ation and delays introduced by a dia ogue between switch and central computer.
Therefore, instead, the centra computer periodically sends back details of best
routesto the switches, which can then store theinformationin tables until the next
update. The mgjor problem with this method isits reliance on a single computer
— clearly, if this computer fails, the switches will be relying on increasingly out
of date routing information. As a precaution, switches must have expiry timesfor
routing information, just as in the adaptive isolated approach. A further problem
with centrally-controlled routing is that the central computer becomes a hot spot
of network activity, as switches send in updated local informationand then receive
back global informationin return.

Adaptive distributed routing

Most practical adaptive routing schemes involve a compromise between the isol-
ated and the centralized schemes. There are two notable classes of compromise
scheme — onethat isat theisolated end of the scale, but which introduceslimited
communication with other switches, and the other that is at the centralized end of
thescale, but has each switch acting like alittle centralized computer. Both classes
perform well in most practical circumstances.

Thefirst classiscalled distance vector routing, and switches exchange their
entire routing tables with their immediate neighboursin the network. On receipt
of such information from a neighbour, a switch checks to see whether it can find
any better routes than already known by sending messages via that neighbour.
The benefit is to restrict communication about choices of path to loca parts of
the network. Specifically, each switch can exchange information only with the
immediate neighbours to which it is connected by channels. The overall effect
of this is that information about choosing paths gradualy propagates through
the network. Each switch gets direct information about its neighbours view,
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which incorporates indirect information about its neighbours’ neighbours' view,
which incorporates indirect indirect information etc. etc. This is less accurate
than centralized route computation, and can lead to inconsistent views across
the network, but avoids the central potentia point of failure and communication
bottlenecks.

The second class is called link state routing, and switches broadcast to all
other switches information about the cost of their channels to immediate neigh-
bours. Flooding can be used to carry out this broadcasting. Thus, each switch
sends a small quantity of information to all other switches, in comparison with
distance vector routing, where each switch sends alarge quantity of information
to only neighbouring switches. With link state routing, each switch can performits
own shortest path calculations, in the same way as a centralized routing computer
would, in order to generate alocal routing table. The disadvantage is the amount
of extratraffic imposed on the network, and the computational resources required
to carry out the routing table calculations.

A more specific type of adaptive distributed routing has arisen to dea with
the advent of mobile computing. The problem is that computers may no longer
be semi-permanently located at the same point in the network. In principle, if an
adaptive routing method gives good routing information for individual computers,
then it can copewith mobility. However, in practice, the routinginformationtypic-
ally refersto groups of computersthat have co-located identifiersin ahierarchica
identifier scheme — this dramatically reduces the size of routing tables. The ex-
pectation is that computers with co-located identifiers are also co-located in the
network. If a computer is mobile, it is desirable for it to always have the same
identifier, otherwiseall communication partners of the computer will havetolearn
itsnew identifier each timeit moves. Thisisindirect conflict with the expl oitation
of ahierarchica identifier scheme in order to reduce routing table size.

A solution is for a mobile computer to have a *“home’ switch, which isits
closest switch in terms of the routing information for its positionin the identifer
hierarchy. This means that messages bound for the mobile computer are routed
to the home switch. However, depending on its location, the computer also has a
‘foreign’ switch, which is its current closest switch. There is a specific transfer
of routing information from the foreign switch to the home switch. Thistellsthe
home switch where messages for the mobile computer should be forwarded to.
This mechanism is needed, otherwise communication with the mobile computer
would not be possibleat all. A further elaboration, to improveefficiency, isfor the
foreign switch to supply direct routing information to switches at which messages
for the mobile computer originate.

7.3 COMMUNICATION MULTIPLEXING

The issues of making efficient use of a network and taking account of network
loading featured in the discussion of Section 7.2. These arise because switching
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networksalow many different communicationsto take place simultaneoudly. The
communications arise not only from different users of the network, but also from
thecontrol communi cationsneeded for theexchangeof routing i nformation and for
network management functionsin general. The result of this, at anetwork channel
level, isthat sub-communications of these communications must be multiplexed.
There is a problem if two (or more) sub-communications need to use the same
channel at the same time,

The essentia problem inimplementing the network isto decidewhat aswitch
should dowhen it hastwo or more messagesthat need to betransmitted onthe same
output channel. A luxurious option isto multiply the capacity of each channel so
that it isable to carry more than one message simultaneously, and the contention
problem does not arise. This is a rather expensive solution if contention does
not arise very often, and it could only be considered for a few specific channels
that had persistently high loadings. The normal solution is for a message to be
temporarily queued in the switch if its outgoing channel is aready in use, or
indeed if flow control for the channel prohibitsthe immediate transmission of the
message. Given this, afurther desirable property for routing schemesisto ensure
that any such queues are aways short or, better still, non-existent.

The usual type of within-switch queuing is output queuing, where a switch
has a queue for each output channel. An aternative is input queuing, where a
switch has a queue for each input channel, with messages having to queue up
for entry to the switch if their output channel is currently busy or unavailable.
Output queuing makes more sense from an intuitive point of view, since the
queueisdirectly associated with the resource that is required. Input queuing may
penalize other messages caught behind a message unable to proceed, since their
own output channels may be available. For this reason, input queuing methods
are usually impure, in the sense that such messages are alowed to overtake the
messages that are blocking them. Input queuing methods are mainly of interest
because they allow finer control of the causes of queues forming, as opposed to
dealing with the effects.

If the overall loading of a network is within the physical capacity of the
network, it is desirable for each switch and physical channel to be evenly loaded.
However, when non-trivial queues form a any switches, then the network is
experiencing congestion. The result of this is that messages are delayed, due
to the time spent in queues. Once congestion occurs at one switch, its effect is
likely to spread backwards to switches that are sending messages to that switch,
and eventually in turn to the computers that are generating the messages. Thus,
control of congestion requires distributed action across the network and its client
computers. It isnot just amultiplexing issuelocalized to individual channels.

Essentialy, to prevent congestion occurring, the net inflow of messages to
each switch must match the net outflow, and so some sort of flow control is
needed. This may take place entirely within the network, i.e., between switches,
or it may affect theinteraction between the network and transmitting computers as
in broadcasting network contention control, or it may be achieved as aside-effect
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of flow control between transmitting and receiving computers that are making
use of the network. These three main classes of congestion control techniques are
outlined below, all involving concepts seen earlier.

7.3.1 Isolated

An aim of any routing scheme for a switching network is to avoid congestion as
much as possible. However, it is possible to make congestion avoidance a more
dominating factor in the choice of routesthan istypically the case in practice. One
example is the use of adaptive isolated routing schemes that attempt to reduce
the threat of congestion at switches, in the hope that the results will be for the
good of the network asawhole. In ahot potato scheme, switches select the output
channel withthe shortest queue for each message, inorder to get rid of the message
as quickly as possible. Of course, while lessening the likelihood of congestion,
messages may be sent in directionsthat are far from optimal. Other schemes, such
as making a controlled random choice of output channel have similar benefitsand
drawbacks.

No scheme that is based purely internally in the network can prevent con-
gestion occurring completely, if users can impose arbitrary traffic flows on the
network. Thus, detection of congestion, and attempting to deal with it, is needed
aso. It is easy for an individual switch to detect congestion within itself — its
gueues have become excessively long. One simple option for dealing with this
local congestion is just to throw away any excess messages. This may be ac-
ceptable if the network is offering an unreliable service, and the proportion of
messages |ost in thisway stayswithin reasonable bounds. However, there may be
unfortunate side-effects. For example, where areliable service isbeing built upon
an unreliable network service, messages may be soon retransmitted, and again
home in on the hapless switch.

As a more genera solution, a switch must share information about its con-
gested state with other relevant switches and, perhaps, with message-generating
computers too. Clearly, this sharing must avoid further increasing congestion in
the network. If appropriate, it might be performed as part of the regular exchange
of routing information. A congested switch will transmit bad news about itsroutes
to other switches, which will respond by choosing routes for messages that avoid
the switch, if alternative routes are available. Alternatively, sending explicit con-
gestion warning messages may be necessary to achieve a more immediate effect,
either routing around the problem or at least reducing the flow of messages into
the congested spot.

Ultimately, if the network is overloaded, congestion problems cannot be
solved just by switches attempting work-arounds. I nstead, transmitting computers
must either slow down or stop compl etely. Thisinvolvesimposing temporary extra
flow control between the computers and the network. One mechanism is the use
of choke messages. On receiving a message for forwarding, a congested switch
sends a choke message back to the message's origina sending computer, asking it
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to slow down or stop transmitting until further notice. Thisrelies on the goodwill
of the sending computer in taking voluntary action to protect the network. It also
means that there will be a delay before any change in the inflow occurs, since
further messages will already be in transit towards the congested switch before
the choke message reaches itsdestination. An elaboration of thisscheme involves
all of the switches on the choke message’s route back taking note of the choke
message. Thisresultsin more immediate relief for the congestion point.

7.3.2 Permission-based

With permission-based schemes, congestionisprevented by not allowingarbitrary
traffic flowswithinthe network. Between switches, point-to-point flow control can
be used over the network channel sto control therate at which new messages arrive
at each switch. In effect, this means that switches are performing input queuing,
with the queues being distributed backwards to their neighbour switches. This
may cause unnecessary delays for messages that could pass speedily through the
switch that isimposing the flow control.

The use of choke messages, described above, is an example of flow control
between anetwork switch and atransmitting computer, for usein emergencies. As
a more permanent permission-based scheme, there can be flow control between
a transmitting computer and its entry switch into the network. This will control
the rate at which new messages can be introduced into the network. In order for
thisto be fully effective, the entry switch must have up to date knowledge of how
congested the switches along the path to be followed by the message are.

Simpler alternative solutions impose flow control to protect the network as
awhole. One possibility isto alow each user computer to have a fixed nhumber
of messages in transit at any one time. This is somewhat crude, and will lead to
troubleif al computers decide to use their allowance at the same time. A more
subtlepossibility isto bound thetotal number of messages allowed in the network
at onetime. Such a scheme can beimplemented by using aglobal pool of tickets,
with spare tickets that appear at exit switches promulgating in a fair fashion
to entry switches with needy clients. In extremis, this scheme can be combined
fruitfully with a network service offering flow control between the communicating
computers. The network then allows its own needs to influence the management
of thisend to end flow control.

7.3.3 Reservation-based

Reservation-based schemes are focused on networks offering connection-oriented
services. At the time connections are established, network resources are reserved
to ensure that messages sent within the connection do not lead to congestion
at switches en route. Introducing extra communication mechanisms to reserve
resources for a single message sent by a connectionless service does not really
confer any advantage, compared with just trying to send the message itself. As
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already seen, theroutefollowed by al messages sent withinaconnectionisusualy
the same, and the switchesinvol ved maintai n tables showing each currently active
connection passing through.

The reservation aspect of connection establishment is that al switches in-
volved only accept the connection if they are ableto reserve an appropriate potion
of their outgoing channel capacity. That is, given the rate at which messages will
flow over the connection, the increased load on each switch will not cause it to
become congested. If one path through the network is ineligible because of pos-
sible congestion concerns, then alternative paths may a so be investigated, rather
than just refusing the connection straight away.

One type of reservation is for the computers establishing the connection to
specify the maximum number of messages that can be within the network at
one time. Then, each switch might accept the connection only if it had enough
spare capacity to queue efficiently this number of extra messages simultaneoudly.
Alternatively, under the assumption of aregular flow of messages, aswitch might
accept the connection if it isable to deal with the maximum number of messages
divided by thetotal number of switchesinvolved inthe connection’spath through
the network.

A more precise type of reservation is to agree the maximum rate at which
traffic can be presented to the network, rather than just giving a bound on the
amount of traffic present a any one time. Switches then accept the connection
only if they have the spare capacity to handlethe additional rate of message flow.
Such schemes have to be managed with care. Transmitting computers must ensure
that messages are presented to the network at no greater than the agreed rate.
Switches must try to avoid atoo conservative approach to accepting reservations.
For example, reserving adequate resource that allows al active connections to
operate at their maximum rates may be wasteful if it is unlikely that all will be
highly active simultaneously. Congestion will be avoided, but the capacity of the
network will be under-used.

74 EXAMPLES OF PHYSICAL SWITCHING NETWORK
IMPLEMENTATIONS

In thissection, themain examples of different stylesof message switching network
based on physical channels are covered. The description of each includes the
level of service provided by each type, in terms of information, time and space
properties, as well as the channd implementation methods used and the ways
in which communications are multiplexed on network channels. Following this,
Section 7.5 outlinessome examples of public networking servicesthat are founded
on these message switching networks. Finaly, Section 7.6 contains an exampl e of
a higher-level message switching implementation. There are further examples of
switching network implementationsin the Chapter 8, but there the switches have
extrafunctionsas well asjust assisting in routing.
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7.4.1 Switched ether net

Ethernet message broadcasting networks are described in Section 6.4.1. Origin-
ally, such networks involved a physical bus connecting together the computers.
However, this arrangement evolved to become a hub containing a short physica
bus, with each computer physically connected to the hub. Switched ethernet isa
further devel opment of thisidea, in which the hub contains an active switch rather
than just a passive bus. The switch connects a number of interface cards using a
high-speed backplane; each of these cards has some of the network’s computers
attached to it.

The physical arrangement is a two-level tree. Computers attached to the
same interface cards can communicate |ocally, without the switch being invol ved.
This sort of local communication may involvethe standard ethernet multiplexing
mechanism, or the interface card may prevent contention itself. For non-loca
communication, the switch enables the routing of messages from one interface
card to another over the backplane. The backplanerunsat afast enough speed that
there is sufficient capacity to deal with multiple simultaneous non-local commu-
nications. A further facility that can be provided by the switch is PACE (Priority
Access Control Enabled), in which the switch prioritizes messages. This adds a
priority mechanism, something that is not possible with standard ethernet.

Switched ethernet is an example of the simplest possible kind of message
switching network: there is a single switch involved and, moreover, it can cope
with al of itsinput channels being active simultaneously. In most respects, this
technology ismore akin to a piece of computer hardware rather than to acomputer
communi cations system.

7.4.2 Telephone system circuit switching

Circuit switching was discussed at the beginning of this chapter. It involvesthe
direct physical implementation of a point-to-point communication. Thisis inten-
ded to allow the continuoustransmission of speech from one tel ephoneto another.
The capability can also be used for one computer to talk to another. Information
bits are transmitted at a fixed rate from the sending computer to the receiving
computer along the direct connection between the computers.

Each switchin the network is capable of routing signalsfromitsinput circuit
directly to itsoutput circuit. When a connection is established, switchesaong its
path are positioned appropriately so that a physical circuit is formed from sender
to receiver via intermediate switches. There is no scope for congestion to occur,
since every input channel to a switch is directly connected to its personal output
channel. A connection is not accepted initialy if no dedicated path can be found
for it. Thus, circuit switchingisthe ultimate form of reservation-based congestion
elimination. Of courseg, it isvery wasteful if the computers do not actually require
the ability to communicate continuoudly during the lifetime of their connection.
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Qualifer bit 1 bit
Delivery confirmation bit 1 bit
Three
header Message format field 2 bits
bytes
Logical channel number 12 bits
Message type byte 1 byte

Information content

Figure 7.2 Format of X.25 message

7.4.3 X.25 packet switching

The most prevaent type of packet switching networks is based on the ITU-T
X.25 protocols. These protocols are very much founded on the black box view
of a network, and describe the interaction between a computer and a switch on
the perimeter of the network. The computer and the switch are known as the
Data Termina Equipment (DTE) and the Data Circuit-terminating Equipment
(DCE) respectively, in ITU-T parlance. The internal workings of the network
are not prescribed by the X.25 standard. However, it is norma for a variant of
the X.25 protocol to be used between internal switches aso. The overal effect
of the packet switching network is to offer what appears to be a direct circuit
between two computers. However, thisis not continuoudly active as with circuit
switching, but only comes to life when a packet is transmitted or received. Thus,
it isasynchronousin behaviour.

Information

The standard X.25 message is shown in Figure 7.2. It has a three-byte header,
followed by information bytes. The header of all messages contains a 12-bit
connectionidentifier, called thelogical channel number. Thisalowstherecipient
of the message to deduce the source identifier and destination identifier of the
message. The third byte of the header indicates the type of the message. As well
as information-carrying messages, there are control messages, for establishing,
resetting and closing connections, and al sofor flow control of information-carrying
messages. Control messages for establishing connections carry the explicit source
and destination identifiers of the two communicating computers. |nformation-
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carrying messages carry sequence numbers to support a dliding window flow
control mechanism; thisincludes piggybacking of acknowledgements. The length
of the information content is often limited, for example, to only 128 bytes. This
restriction, together with the very short message header, is to keep down the
storage requirement for messages that have to be queued in network switches.

Time

X.25 network rates are often relatively slow, with 64 kbits per second maximum
rates withinaconnection being typicd for public networks. However, much higher
maximum rates are possible in some private networks, for example, 10 Mbits per
second. However, regardless of the actual limit, these are maximum rates, and
the normal expectation or requirement is that messages will not be continuously
transmitted at thisrate. The latency depends on the distances involved, but might
be non-trivial, particularly if a satellite channel isinvolved at some stage of the
path through the network.

The standard service offered by an X.25 packet switching network is a
connection-oriented service. Over time, this involves a handshake for connec-
tion establishment, then the flow-controlled exchange of information messages,
and finally a handshake for connection closure. The X.25 packet protocol makes
no provision for error correction or sequence correction, since the network is
required to provide a reliable path for messages. This is achieved by building
reliable point-to-point connections over physical point-to-point channels, using
the LAPB protocol described in Chapter 4. Thus, X.25 messages are encapsul ated
inside the HDL C-style messages used by LAPB. Strictly speaking, LAPB need
only be used on the channel between aDTE and a DCE, but it isaso used within
X.25 networks.

X.25 dso offers an acknowledged connectionless service. In essence, this
isjust theinitial connection establishment handshake of the connection-oriented
service on itsown, and does not involvethe introduction of any different features.

Space

There is no fundamental limitation on the area covered by an X.25 network.
However, in practice, national boundaries govern the maximum extent, since
legidation usualy prevents single networks spanning more than one country. In
wide area networks, the computers, switches and physical channels are located
with geographical significanceto suit human convenience. Thesedays, itisunusua
for X.25 networks to be used over areas smaller than those serviced by WANS.
Fourteen-nibble (seven-byte) identifiers are used in X.25. These might be used
as aflat identifier scheme in a single organization but, in public networks, the
hierarchical X.121 identifier scheme is used.
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Channéd implementation

Asdready stated, X.25 doesnot prescribetheinternal organization of the network.
Bidirectional channels are established through switchesin the network. However,
only theinterface between the source and desti nation computers and the network is
specified. A sub-connection isestablished between each computer and its network
switch. In practice, the sameinterfaceis used within most X.25 networks. When a
connection is established, a series of sub-connectionsisestablished aong the path
to be used by the connection, one sub-connection communication between each
pair of switchesinvolved. Messages are sent within the series of sub-connections,
with the connection identifier being changed at each stage of theroute, sothat it is
recognizable by the next switch to receive the message. Ultimately, the message
is delivered to the destination computer, containing a connection identifier that it
recogni zes.

The way in which paths are chosen for connections is an internal matter for
the network. Historically, in public X.25 networks, this has been done using fixed
routing tables, updated manually. This reflects the relatively simple and fixed
structure of such networks, together with afairly predictable loading. Hiding the
internal detailsis consistent with the black box view of a network, an idea very
familiar from the telephone system, which is a so standardized by ITU-T.

However, where there is a more computer-centred emphasis on standards,
meatters are somewhat different. Explicit routing methods are specified for use
in various proprietary packet switching networks that are aternatives to X.25
networks. For example, in IBM’s System Network Architecture (SNA), fixed
routing tables are used. These can give dternate routes where possible, but these
aternatives are only used when a preferred route fails completely, rather than in
response to network loading.

In Digital’sDECnet Phase V architecture, an adaptive link-state routing pro-
tocol is used. This involves a two-level hierarchy for the network, so flooding
of route information islimited, at onelevel, to local parts of the network and, at
the other level, to switches linking local parts of the network. This protocol has
formed the basis for an SO standard routing protocol, which is briefly discussed
in Section 8.3.3.

Communication multiplexing

On theinterface between a DTE and a DCE, the presence of the connection iden-
tification field in messages alows multiplexing of many communicationsover the
same physical channel. Sincethisfield has 12 bits, 4096 different communications
might be multiplexed at one time. In practice, some of the allowable values are
reserved for special purposes, but there is still scope for thousands of simultan-
eoudly existing connections, as long as the sending/receiving computer is able to
cope with them all.

Withinthenetwork, acollection of communi cations between variousdifferent
endpoints are multiplexed onto each physical channd between switches. The
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norma criterion for defining aswitch to be congested isthat it has run out of space
to queue messages that are waiting for transmission on output channels. Since the
X.25 service has to be reliable, just dropping surplus messages is not an option.
When connections are established, alimit on the flow control diding window for
each direction of transmission isagreed — thiswindow can be of size between one
and seven messages. To be entirely safe from overflow congestion, each switch
need only alocate enough buffering space to contain anumber of messages equal
to the sum of the window sizes for the two directions. When a switch is already
fairly highly loaded, a further possibility is for the switch to reduce the window
size allowed for the connection, rather than refusing it outright.

Thisgenera approachisvery conservative, sinceit assumes that all messages
associated with a connection might be present simultaneously at one point of the
network. Of course, aswith routing policy, X.25 doesnot prescribe how congestion
should be avoided in the network, so thisis just one possible option that is made
easy by theway the X.25 packet protocol works.

7.4.4 Framereay

Frame relay is ayounger sibling of X.25 packet switching, with alighter weight
approach more suited to the high speed networks of today than the d ow WANSs of
yesterday. The basic service is also connection-oriented, but dispenses with flow
control and the requirement for total reliability. Error detection is performed as
messages are relayed through the network, but any messages found to be in error
are just discarded, and no recovery action istaken. It is assumed that the user of
the frame relay service will implement error correction if it isrequired. Thus, just
as packet switching formed a natural evolution from circuit switching, so frame
relay forms a further natural evolution, away from a telephone system view and
towardsacomputer systemview. That is, instead of complex protocol sbeing used
within the network, responsibility for such matters is offloaded to the computers
using the service.

Information

The general format of aframe relay message is shown in Figure 7.3. It is easily
recognizable as being derived from the classic HDLC frame format. The differ-
ence isin how the two-byte header is used. In the header, ten bits are available
for a connection identifier caled the logical channel identifier to identify the
connection to which the frame belongs. However, this can either be shortened to
six hits, or extended in multiples of seven bits by adding extra header bytes. This
isaccomplished using the extended address bit in each header byte. Itisset to zero
when there is a further header byte containing part of the connection identifier,
and set to oneinthe final such header byte. Figure 7.4 shows the layout of abasic
two-byte header, and a header that has been extended to four bytes, to carry a
24-bit connection identifier.
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Header byte 1 1 byte

Header byte 2 1 byte

Information content

Cyclic redundancy code (using CRC-CCITT) 2 bytes

Figure 7.3 Format of frame relay message

Unlike X.25, there is no type field in the standard message: essentidly, all
messages are used for carrying information. There is a bit available for distin-
guishing commands from responses, but this plays no role in the frame relay
service itself. To effect connection management when necessary, the zero con-
nection identifier is used to denote messages that are for control purposes rather
than for information carrying. In the original frame relay service offerings from
suppliers, al connections were permanent, and configured statically by the net-
work operator. Availability of services with dynamic connectionsisamore recent
phenomenon. Thus, there was no immediate need for a message type mechanism
of the sort found in X.25.

The maximum si ze of message alowed is8192 bytes, although many vendors
only support a maximum of 2048 bytes, and maximums of 256 bytes are not
unknown. The fact that variable-length messages are allowed means that network
response times are unpredi ctable. Each message carries acyclic redundancy code,
to allow the detection of errors.

Time

Some frame relay services offer speeds akin to those of X.25, for example, 64
kbitsper second. However, much higher speeds are possible, such as 1.5 Mbitsper
second, which is considerably higher than for X.25. Since protocols are simpler,
and so switchesdo not have to do so much work, thelatency experienced by frame
relay messages should be somewhat lower than X.25 messages.

The standard service is a permanent connection-oriented service — such a
service is also offered by X.25, in addition to its dynamic connection-oriented
service. Thus, frame relay connections conceptually are communi cationswith un-
bounded time periods. There are some bounds of course, but these are determined
by human action to enable and disable the connections, rather than any observable
feature of the connection itself. Frame relay services allowing dynamic connec-
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Bit 7 6 5 4 3 2 1 0
Comm/ 0
resp

Logical channel identifier
FECN | BECN DE 1

(a) Two-byteheader - Bit 0 isthe extended address bit

Bit 7 6 5 4 3 2 1 0
Comm/ 0

resp
FECN | BECN DE 0

Logical channel identifier

(b) Four-byte header - Bit 0 isthe extended address bit

Figure 7.4 Examples of frame relay header format

tions are also now available, so the overal provision has the same two types of
connection as X.25. There is no active flow control procedure, since the commu-
nicating computers are assumed to be able to cope with the maximum rate of the
connection.

Space

The spatia characteristics of frame relay are similar to those of X.25 packet
switching. The differences are in the information and time characteristics. With
permanent connections only, there is no need for a network identifier scheme.
However, with theadvent of dynamic connections, identifiersare needed to specify
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the endpoints of connections. Either X.121 packet switching identifiers or E.164
ISDN system identifiers can be used. These are both hierarchical schemes.

Channéd implementation

Aswith X.25 packet switching networks, frame relay has ablack box view of the
network, with no prescribed techniquesfor how relaying is carried out. However,
the basic action of a switch isthe same. The connection identifier carried by each
message is used to determine the output channel for the next hop through the
network. The choice of routes for frame relay connectionsis a far less dynamic
affair than for packet switching connections, when connections are permanent
and configured by the network operator. In this casg, it is possible to have an
accurate centra view of the network structure, the pattern of connections and the
loading placed by connections on the network. From this view, switches can be
statically reconfigured periodicaly to reflect changes. When dynamic connections
are possible, then thereis a similar need for routing table updates as in an X.25
packet switching network.

Communication multiplexing

The connection identifier carried by each message allows many connectionsto be
multiplexed on to the same physical channel. Sincethe standard identifer is10 bits
long, in principleup to 1024 permanent communications could be multiplexed on
onep