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PREFACE

As genomic techniques allow us a closer and closer look at malignant disease, the
ability of cells to respond to chemical and biological insults with remarkable flexibility
of phenotype makes it clear that, despite some small successes, there is much to be done
to control and eliminate malignant disease. The recruitment of a wide variety of host
‘normal’ cells into the malignant disease process is critical to disease progression. And
so, the difficulties in discovering and/or designing highly effective anticancer
therapeutics have been clarified. First, malignant cells can respond with epigenetic, as
well as genetic, alterations to escape therapeutic attack. Second, there is a continuum of
abnormalities and deregulated behaviors between host “normal” cells and neoplastic
cells. To address the resistance of solid tumors to anticancer therapeutics, mechanisms
that involve alterations in genetics and epigenetics, cellular biochemistry, properties
related to physiology of the solid tumor mass, and alterations in host metabolic and
immune status induced by the presence of malignant disease must be considered. Owing
to the efforts and expertise of each contributor, Cancer Drug Resistance describes the
current state of knowledge in these numerous areas and relates to resistance to cancer
chemotherapy, radiation therapy, and immunotherapies.

This volume represents a point on the path of the long journey toward understanding
the complex interactions between host, tumor, and cytotoxic or immunomodulatory
agents. Classically, antitumor therapy sensitivity studies were carried out in tumor-
bearing animals. Two observations were made during the course of these early studies.
One was that tumors repeatedly treated with a drug could become nonresponsive, that
is, resistant to that agent. The other observation was that the pharmacology and pharmaco-
kinetics of drugs were different in tumor-bearing animals compared with normal animals.
The advent of cell culture techniques allowed studies of therapeutic resistance to focus
on the tumor cell. Critical changes in cellular biochemistry and molecular biology that
confer resistance to specific therapeutic agents and treatments have been identified.

Techniques for examining the physiology of solid tumors and host normal tissues
have been devised and refined. Abnormalities in solid tumor oxygenation, pH, interstitial
pressure, perfusion, and vascular structure have been documented. Evidence continues
to support the notion that the abnormal physiology of solid tumors protects these masses
from therapeutic attack by chemotherapy, radiation therapy, and biological therapies
based on protein molecules that include antibodies, cytokines, and growth factors.

The enormous growth of knowledge in the areas of protein effector molecules,
cytokines, growth factors, and hormones has brought the study of therapeutic resistance
back to the tumor/host as an interactive system with a new insight. The paracrine and
autocrine effects of these secreted peptides, proteins, and small molecules continue to



be elucidated. Defining a relationship between levels of these factors in a host and
response of a tumor in that host to cancer therapies is only beginning to be realized.

Cancer Drug Resistance will serve as a resource to scientists of diverse specialties
with interests relating to the response of malignant disease to current and experimental
therapies.

Beverly A. Teicher, PhD

viii Preface
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SUMMARY

This chapter will present a pathophysiologic paradigm that occurs in solid tumors
that is characterized by a self-propagating cycle of abnormally regulated angiogenesis,
instability in perfusion, and hypoxia. Interactions between tumor and endothelial cells
occur during tumor growth and in response to therapy. These interactions are of central
importance in establishing codependence that contributes to promotion of cell survival,
treatment resistance, enhanced invasion, and metastasis. Results indicate that concur-
rent targeting of both tumor and endothelial cells may be of central importance in
improving treatment responses to both radiation and chemotherapy.

Key Words: Angiogenesis; perfusion; hypoxia; vasculature; diffusion.

1. INTRODUCTION

The objective of this chapter is to examine the interrelationships between tumor hy-
poxia, angiogenesis, and perfusion in tumors. These three features of tumor growth are
inextricably linked and contribute collectively to maintaining a microenvironment typi-
fied by unstable oxygenation, hypoxia, and acidosis, promoting treatment resistance, and
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increased propensity for invasion and metastasis. This chapter will emphasize the process
of vascular angiogenesis. Lymphangiogenesis is also important in tumor growth, but will
not be discussed here. Readers are referred to other excellent reviews on this subject.

2. THE ANGIOGENIC SWITCH

Angiogenesis is the process by which new vascular segments are added to an existing
vascular system. This process is largely quiescent in the normal adult, with the exception
of processes such as the menstrual cycle and exercise adaptation (1). On the other hand,
angiogenesis is a prominent feature of pathologic conditions, such as wound healing,
chronic inflammation, diabetic retinopathy (2), and cancer. The initiation of angiogen-
esis in a nascent tumor is often referred to as the “angiogenic switch,” a term initially
coined by Folkman (3). There are at least two stimuli that can be involved in triggering
the angiogenic switch, hypoxia (4) and/or alterations in oncogene or tumor suppressor
gene function (5). Although there are numerous molecular signals that mediate this
switch (Table 1), there are some master regulators that play predominant roles, hypoxia-
inducible factor (HIF)-1 being the best-studied example. HIF-1 is activated directly by
hypoxia as well as by overactivity in certain signaling pathways. It is a transcriptional
activator that serves to enhance the expression of dozens of genes, including those for a
number of important proangiogenic cytokines (4).

The regulatory mechanisms controlling HIF-1 stability are important in this context
(Fig. 1). The protein is a heterodimer consisting of an α- and a β-subunit; these are
constitutively expressed in nearly all cells. However, in aerobic conditions HIF-1α is
constantly targeted for degradation via ubiquitylation (6). This process depends on
modification of HIF-1α’s oxygen-dependent degradation domain by a family of hy-

Table 1
Direct and Indirect Proangiogenic Factors Upregulated by Hypoxia

Direct-acting factors Indirect-acting factors

Vascular endothelial growth factora Hypoxia-inducible factor 1
Basic fibroblast growth factora Nuclear factor-κB
Angiopoietin 2a AP-1
Platelet-derived growth factor Pyruvatea

Placental growth factor Lactatea

Transforming growth factorsa

Plasminogen activator inhibitor 1a

Thrombospondins
Matrix metalloproteinases aFactors directly or indirectly influenced

by hypoxia-inducible factor 1 activity.
Endothelins
Adrenomedullin
Angiogenin
Endoglin
Placental growth factor
Fractalkine
Connective tissue growth factor
Interleukin 8
Macrophage migration inhibitory factor
Leptina
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droxylases, using elemental oxygen as a cofactor, rendering it recognizable by the
ubiquitin ligase von Hippel Lindau (VHL) complex (6). Therefore, when a cell is nor-
mally oxygenated, the heterodimer does not form. Although the most powerful inducer
of HIF-1 stabilization is hypoxia, there are circumstances wherein the heterodimer can
form under normoxic conditions. For example, overexpression of oncogenes such as
Her-2 can lead to increased HIF-1α synthesis, which can outpace the degradation ma-
chinery (7). In addition, mutations in tumor suppressor genes such as phosphatase and
tensin homolog deleted on chromosome ten can block the degradation of HIF-1α by VHL
(8). Once the heterodimer is formed, there are other points of regulation including cofac-
tors such as p300/CBP that influence binding to DNA (9). It has also been reported that
reactive oxygen and nitrogen species may also prevent the degradation of HIF-1α (10,11).
Because tumors tend to have elevated levels of reactive oxygen/nitrogen species (12), this
may serve as another source of proangiogenic stimulus in tumors. Reactive oxygen

Fig. 1. Different regulatory points of hypoxia-inducible factor 1 (HIF)-1 signaling. HIF-1 pro-
moter activity is regulated in at least five ways: (A) Transcription of HIF-1α: nuclear factor (NF)-
κB, and so on, can upregulate the transcription of HIF-1α. (B) Translation of HIF-1α: both the
phosphatidylinositol 3 kinase (PI3K)–Akt–mammalian target of rapamycin pathway and RAS–
mitogen-activated protein kinase kinase (MEK)–extracellular signal-related kinase (ERK) path-
way can upregulate elF-4E-mediated HIF-1α protein synthesis. (C) Posttranslational modification:
phosphokinase C (PKC), phosphatase and tensin homolog deleted on chromosome ten (PTEN),
and potentially other suppressor genes can control posttranslational modification of HIF-1α,
which is important for its heterodimerization with HIF-1β. (D) Degradation of HIF-1α: oxygen
controls the binding of HIF-1α to von Hippel Lindau (pVHL) protein complex, which is respon-
sible for HIF-1α degradation. (E) Transcriptional activity of HIF-1 by other transcriptional regu-
lators or cofactors: mitogen-activated protein kinase (MAPK) family members such as p38, p42/
p44 can phosphorylate HIF-1α. Factor inhibiting hypoxia-inducible factor (FIH) can hydroxylate
HIF-1α. Those modifications directly affects the binding of HIF-1 to other transcriptional
coactivators such as p300/CBP. P53 controls the degradation of HIF-1 and might affect the binding
of HIF-1 and p300.
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species formation may in fact be stimulated by hypoxia–reoxygenation injury, which
may occur in tumors as a result of instabilities in perfusion (13,14). To date, there have
not been any reports showing whether genetic alterations can be sufficient to initiate
angiogenesis without causing tumor hypoxia first in vivo, although it is well established
that proangiogenic factors, such as vascular endothelial growth factor (VEGF), are
upregulated in some tumor lines with a variety of oncogene and suppressor gene muta-
tions, in the absence of hypoxia in vitro (5,7).

Angiogenesis occurs through two physically different pathways, sprouting and intus-
susception (15,16). Sprouting is mediated primarily by VEGF and begins with vasodila-
tion of existing vessels (17). The hypoxic trigger for HIF-1-mediated VEGF upregulation
is thought to be caused by limitations in oxygen diffusion into the interior of a tumor as
it grows in situ or collapse of preexisting coopted host vessels, leading to a hypoxic crisis
(18). Once angiogenesis has been established, however, hypoxia persists as a result of
aberrancies in tumor microvascular geometry and function, as well as imbalances be-
tween oxygen consumption rates and supply (Fig. 2) (19,20). The resultant persistent
hypoxia maintains a constant proangiogenic stimulus as the tumor continues to grow.
Clinically, hypoxia is a prominent pathophysiologic feature of solid tumors. It has been
observed in nearly all solid-tumor histologies in which it has been examined. It is impor-
tant to note, however, that some human tumors appear to rely exclusively on cooption of
preexisting host vasculature for growth, as opposed to stimulation of angiogenesis. This

Fig. 2. Factors that contribute to chronic and cyclic hypoxia in tumors. Multiple factors influence
oxygen delivery to tumors, including oxygen consumption, vascular geometry (including inad-
equate vascular density), limited number and orientation of feeding arterioles, longitudinal oxy-
gen gradients that result from inadequate arteriolar input, and rheologic changes that occur in
microvessels as a result of intravascular hypoxia and acidosis. Superimposed on the basic limita-
tions of oxygen delivery is instability in microvessel red cell flux (perfusion). The underlying
cause for this well-described phenomenon is not defined currently, but could be related to arteri-
olar vasomotion, vascular remodeling, and angiogenesis as well as rheological effects that influ-
ence the distribution of red cells at bifurcation points. (Adapted from ref. 19.)
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phenotype has been observed in early-stage gliomas (21), primary non-small cell lung
cancers (22), and in metastatic breast cancer of the liver (23). Some information is
emerging about how tumors mediate this type of growth.

Specific blockade of VEGF receptor 2 (VEGFR-2) with antibody (24), VEGF trap
(25), or antibody to VEGF (26) have been reported to reduce intratumoral microvessel
density and inhibit tumor growth. Interestingly, however, use of a VEGFR-2 antibody has
been reported to effectively inhibit angiogenesis in primary tumors of an intracerebral
glioma model, yet it exacerbates vascular cooption, leading to increased formation of
satellite tumor recurrences removed from the primary site (24). Both angiopoietin 2 and
VEGF are upregulated at the margin of these tumors, suggesting that they play a role in
the cooption process (27). However, these same factors are involved in regulation of
angiogenesis as well. Thus, the underlying mechanisms that regulate angiogenesis vs
vessel cooption remain undefined.

3. REGULATION OF NEW BLOOD VESSEL GROWTH (ANGIOGENESIS)
Angiogenesis is initiated by a combination of molecular and environmental signals. To

initiate the process, VEGF increases vascular permeability, partly via stimulating
endothelial cell production of nitric oxide (28). The VEGF receptor VEGFR-2 is also
upregulated in response to hypoxia, which increases vascular responsiveness to VEGF
within the tumor (29). The resulting hyperpermeability permits extravasation of plasma
proteins into the extravascular space. One of these proteins, fibrinogen, is rapidly con-
verted to fibrin and crosslinked through the actions of thrombin and tissue transgluta-
minase, respectively (30). The fibrin matrix promotes angiogenesis by providing
scaffolding for endothelial cell migration and proliferation (30). Transglutaminase
upregulation has been observed in breast and pancreatic cancer (31,32) and is affiliated
with poor prognosis in breast cancer and may be associated with poorer overall prognosis
(33). Transforming growth factor-β) and basic fibroblast growth factor (bFGF), which
are also HIF-1-mediated proangiogenic factors, work with tissue transglutaminase and
VEGF to promote angiogenesis (30).

 In order for angiogenesis to be fully activated, appropriate signaling through the Tie2
receptor is required. Tie2 is an endothelial cell-specific tyrosine kinase receptor that is
regulated by two primary ligands, angiopoietin 1 (Ang1) and angiopoietin 2 (Ang2)
(34,35). Angiopoietin 1 is expressed constitutively and activates the receptor, promoting
stable intercellular junctions and tight association with basement membrane and vascular-
supporting cells, such as pericytes and smooth muscle cells (36). Vessels that show high
levels of Ang1 binding to Tie2 are relatively refractory to VEGF signaling (37). Ang2, on
the other hand, competes with Ang1 for binding to Tie2, promoting disassociation of
endothelial cells from basement membrane and pericytes, and priming vessels to respond
to VEGF and promote angiogenesis (Fig. 3) (38). Hypoxia plays an angiogenesis-stimu-
lating role in this pathway as well, downregulating Ang1 (39) and upregulating Ang2
(40,41). The effect of Ang2 in vessel remodeling depends on the context in which it is
expressed. Ang2 upregulation leads to vessel remodeling in the presence of VEGF. In
contrast, Ang2 acts as a destabilizing factor and results in vessel regression in the absence
of VEGF (42). These results suggest that the relative ratio of VEGF to Ang2 could deter-
mine whether these factors contribute to either vessel remodeling or regression.

The actual process of angiogenesis involves migration and proliferation of endothelial
cells in cords, which join other cords and then form a lumen (30). Under normal circum-
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stances, this process is tightly regulated. As new vessels are formed, normal pO2 is
restored, leading to a reduction in hypoxia-mediated proangiogenic cytokines and rees-
tablishment of a mature vasculature, as Ang1 once again dominates binding to Tie2. It
has been demonstrated experimentally and theoretically in a corneal pocket angiogenesis
model that the nature of this vascular bed (in terms of vessel lengths, branching patterns
and overall density that is formed) is highly dependent on the relative concentration of
VEGF at the tips of the vascular sprouts (43).

4. ANGIOGENESIS IN METASTASES—EVIDENCE FOR PARACRINE
SIGNALS BETWEEN TUMOR CELLS AND HOST VASCULATURE

It is generally believed that host vessels tend to be coopted by tumor cells before the
onset of overt angiogenesis. It has been shown that this process involves selective inva-
sion and proliferation of tumor cells toward host vessels, followed by formation of tumor
cell cuffs around such vessels. It has been suggested that vascular collapse leads to a
hypoxic catastrophe following vascular cuff formation, and this event triggers new vessel
formation (18). We have evidence against this theory, at least for metastatic tumors.
Using tumor cell lines transduced stably with green fluorescence protein, we serially
monitored tumor cell behavior and growth following transplantation into a window
chamber model (44,45). Both of the tumor types studied expressed VEGF at baseline in
the absence of hypoxia—a scenario that would often be typical of a metastatic tumor. The
4T1 tumor line, a mammary carcinoma, underwent the epithelial–mesenchymal cell
transition, typified by a change in shape to a fibroblastic-appearing cell. This adaptation
has been linked to hypoxia-regulated expression of cell surface receptors such as auto-
crine motility factor, metalloproteinase, and keratin subtype expression that facilitates
cell fluidity (46). Perivascular cuffs formed, but we saw no evidence for vascular shut
down before the onset of new vessel formation.

Fig. 3. Morphologic differences in pericyte–endothelial contacts: normal vs tumor tissues.
Pericytes of normal capillaries have skeletal shapes and are closely attach to endothelial cells. In
contrast, pericytes in a tumor model (MCa-IV) show irregular shapes and are attached loosely to
endothelial cells. Many projections are observed from the pericyte into the interstitial space.
Arrow: pericytes of normal capillary. Arrowhead: pericytes of tumor capillary. (Adapted with
permission from ref. 38.)
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 Interestingly, when VEGF signaling was blocked in this model, the epithelial–mes-
enchymal cell transition failed to materialize. Instead, the tumor cells underwent apoptosis
and failed engraftment before the onset of angiogenesis. This observation suggested the
existence of a paracrine relationship between tumor and host microvessels. Recently, we
have shown that this putative paracrine relationship is modulated by bFGF (promotes
better tumor cell survival) and Tie2 function (blockade of Tie2 tends to reduce tumor cell
survival) (45). It has not been reported whether hypoxia plays a role in this preangiogenic
behavior, but we have observed that tumor cells farthest removed from host vasculature
tend not to make the epithelial–mesenchymal cell transition and instead undergo
apoptosis.

The metastatic behavior of lung metastases is not consistent with this paradigm. These
metastases have been reported to adhere to and proliferate inside lung vasculature until
they break down the vessel wall, allowing the tumor cells to escape and grow in the
interstitial space (47,48). It is not known whether paracrine relationships exist between
host vasculature and tumor cells in primary sites or in this model of pulmonary metastasis.

5.VASCULAR REMODELING—INTUSSUSCEPTION AND PRUNING

Intussusception is the formation of new vessels by insertion of transcapillary tissue
posts into an existing vessel, using a mechanism that does not involve sprouting or
endothelial cell proliferation. The first step in intussusceptive growth is creation of a
contact point in the lumen between endothelial cells from opposing capillary walls. The
intercellular junctions of the endothelial layer are then reorganized to create central
perforations, and an interstitial pillar core is formed from invading endothelial support
cells. These pillars then enlarge, stabilized by the migration of pericytes and the laying
down of interstitial matrix proteins to form a thicker wall between the vessels (49).
Although intussusception has been reported to occur in tumors (15,50), it has been most
extensively studied in the chorioallantoic membrane and in a variety of developing
organs (51). At least three different types of intussusception occur: intussusceptive mi-
crovascular growth, which expands the capillary plexus; intussusceptive arborization,
which develops arterial and venous feeding vessels; and intussusceptive branching re-
modeling, which alters arterial and venous bifurcations (Fig. 4) (49,52). Intussusception
does not require VEGF, and in fact in one tumor line the process was most active in tumor
regions devoid of VEGF expression (50). However, studies in the chicken chorioallantoic
membrane have indicated that VEGF can stimulate this process, depending on how it is
presented to the tissue (acute vs chronic exposure) (16). In addition to creating new
segments through sprouting and intussusception, vessels also eliminate unnecessary
segments of vasculature through vessel pruning (52).

The mechanisms regulating intussusceptive angiogenesis are much less well charac-
terized than those for sprouting angiogenesis. There is clear evidence that shear stress is
involved. If shear stress is acutely modified, ion channels within endothelial cells are
activated, resulting in rearrangements in cytoskeleton and gap junctions within minutes
to hours (49). Mature (stable) formation of intussusceptive angiogenesis involves inter-
actions between endothelial cells and pericytes, which leads to the hypothesis that Tie2
and the angiopoietins may be involved (42,49). The relative lack of pericytes in tumors
could be influential in the stability of this process in tumors. Currently, it is not known
whether hypoxia alters vascular intussusception. However, it has been hypothesized that
pruning can be regulated by vessel shear stress as well as hypoxia (42). Pries et al. have
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modeled structural responses of microcirculatory networks to small changes in demand
and have compared the predictions to experimental observations. Their conclusion was
that the primary mode of control was via shear stress, as compared with transmural wall
pressure and oxygenation (53). The molecular signaling processes that govern intussus-
ception are not well understood, but it is speculated that many of the ligands and receptors
involved in sprouting angiogenesis may play a role (Table 2). Additionally, theoretical
analyses based on experimental observations indicate that the initiation of vascular ad-
aptation may involve information transfer up and down the vascular network by as yet
clearly defined mechanisms. In a region where acute changes in shear stress occur, it is
speculated that information transfer occurs via transmission up and down the vascular
network or via metabolic changes. For example, if a particular segment experiences a
change in diameter, then the resultant shear stress change will alter the flow properties
of the contiguous segments up- and down-stream, leading to vascular responses.

In tumors, hypoxia may influence intussusception in an indirect way. One of the
hallmarks of tumor microvasculature is the presence of microvascular hypoxia (54,55).
Although some have speculated that this is because of temporary flow stasis, we have
shown that it is because of: (1) longitudinal tissue oxygen gradients that result from
inadequate arteriolar supply (56), (2) relatively low vascular density with disorganized
vascular geometry (57), and (3) oxygen demand that is out of balance with supply (58).
Importantly, hypoxia occurs in microvessels that are actively perfused. The combination
of low pO2 and acidosis decreases the deformability of red cells by causing them to
shrink, thereby losing optimal volume to surface area ratio. The crenation of these cells
increases red cell suspension viscosity, leading to increased flow resistance and rouleaux
formation (59). The increase in blood viscosity alters shear stress, thereby creating a
scenario that is primed for stimulation of vascular adaptation (see Fig. 2).

6. TUMORS ARE “WOUNDS THAT DO NOT HEAL”

Wound healing presents a unique paradigm regarding angiogenesis as a mechanism to
reestablish homeostasis. It is well established that neovasculature is present only to

Fig. 4. Intussusceptive angiogenesis—the alternative to capillary sprouting. Three-dimensional
representation of discrete steps in intussusceptive angiogenesis: (A) A capillary before intussus-
ceptive angiogenesis. (B) Endothelial cells opposite of each other in the capillary wall protrude
into the lumen and form a pillar. (C) Direct contact of the protruded endothelial cells. (D) Perfo-
ration of the endothelial pillar forms a cylindrical bridge extending across the capillary lumen. (E)
A confocal microscopic image of intussusceptive angiogenesis. Arrows: Cylindrical endothelial
bridges during intussusceptive angiogenesis. ([A]–[D]: Reproduced with permission from ref. 16.
[E]: Unpublished data from Dr. Dewhirst and Matthew Dreher.)
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Table 2
Putative Factors Regulating Intussusceptive Angiogenesis

Category Regulating factors Effects

Physical factors Hemodynamic forces, shear stress Activation of ion channel, rearrangements
(in endothelial cells), wall stress of cytoskeletal system, changes
(in smooth muscle cells). in gap-junction complex.

Environmental factors Hypoxia, normoxia, hyperoxia. Induce multiple growth factors involved
in vessel destabilization, angiogenesis,
and remodeling; adjust vascular endothelial
growth factor expression to proangiogenic,
maintenance and submaintenance levels
to cooperate with other growth factors.

Growth factors Angiopoietin-1, angiopoietin-2, Tie-receptors, Recruitment of pericytes in type I
platelet-derived growth factor-B, monocyte and type IV pillars, stabilize intussusceptive
chemotactic protein 1, ephrins, Eph-B receptors. endothelial meshes.

11
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facilitate the closure of the wound. Once that occurs, the neovasculature regresses, leav-
ing in its wake an avascular scar (60). We studied serially punch biopsy wounds of rats
to monitor angiogenesis, growth factor expression, and hypoxia. Surprisingly, the initial
surge of VEGF, bFGF, and tumor growth factor-β, occurring 24 h after the wound was
created, was not associated with hypoxia; it likely came from tissue stores of these
cytokines as well as from platelets. The greatest level of hypoxia was observed at a point
in time where the wound surface had reepithelialized and there was active proliferation
in many cells of the maturing wound. The hypoxia at this time point was ubiquitous,
involving endothelial cells, macrophages, and fibroblasts. It was hypothesized that the
hypoxia was induced as a result of high oxygen consumption by the granulating wound.
Concomitant with the hypoxia, there was widespread apoptosis of endothelial cells (60).
In the following days, the vasculature continued to regress, eventually leaving a fibrous,
avascular scar. It is interesting to speculate that the signal for wound vessel regression
may have been hypoxia, because upregulation of factors such as p53 in response to
hypoxia could lead to apoptosis (61).

Tumor microvasculature can demonstrate a similar behavior, exemplified by the onset
of new vessel formation followed by vascular regression and/or pruning (Fig. 5). The
difference with tumors, of course, is that the signals for new vessel formation do not
cease, leading to the paradigm coined by Dvorak (62), that “tumors are wounds that do
not heal.” Thus, when vessels regress, there remains a stimulus for a new wave of angio-
genesis. Whether or not vessels undergo regression is also dependent on the maturity of
the vessel and the balance of factors that favor survival vs apoptosis. In this regard,

Fig. 5. Tumor vessel cooption, regression and angiogenesis. Human colon cancer cells (HCT116
with a constitutively expressed red fluorescence protein gene) were inoculated into a nude mouse
dorsal skin-fold window chamber on day 0. Cooption of host vessels occurred first. With contin-
ued tumor growth, preexisting vessels destabilized. Vessel regression, angiogenesis and vessel
remodeling reveal dynamic day-to-day changes in this developing tumor vasculature (black closed
curves). Bar = 250 µm. (Unpublished data of Y. Cao and M. W. Dewhirst)
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VEGF is believed to be an important survival signal for immature vasculature, whereas Ang1
is believed to be an important signal for maintenance of mature vessels (42).

7. EFFECTS OF CANCER THERAPY ON ANGIOGENESIS

Teicher was the first investigator to show that the combination of angiogenesis inhi-
bition with either chemotherapy or radiation therapy yielded superior antitumor effects,
compared with either treatment alone (63). This occurred while tumor oxygenation was
improved, and it was speculated that the improvement in oxygenation favored increased
radiosensitivity (64). This result was surprising to many, who speculated that use of
antiangiogenic therapies would lead to reduction in vascular density and increased tumor
hypoxia. However, it put important emphasis on the role of the endothelial cell in con-
trolling treatment response. This result, along with the suggestion that selective killing
of endothelial cells would be a very efficient means for killing tumor cells as a result of
ischemia, led to the development of therapies that selectively target tumor vascular
endothelium (65).

It has been speculated that the key target cell for radiotherapy is the endothelial cell.
Garcia-Barros and coworkers studied the role of the endothelial cell in tumor response
to radiotherapy by using a sphingomyelinase-deficient knockout mouse (66). Endothelial
cells of this mouse are resistant to radiation-induced apoptosis because of the deficiency
in this enzyme. Identical tumor lines transplanted into wild type vs the knockout strain
showed remarkable resistance to radiation treatment in the latter. Whereas this paper
stimulated significant controversy (67), there is other emerging evidence supporting the
importance of the endothelial cell in governing treatment response.

Forty years ago, Rubin and Cassarett described a “supervascularized” state after radio-
therapy, using a microangiographic technique in a murine tumor model (68). In fact, this
phenomenon was thought for many years to be responsible for the process of tumor
“reoxygenation,” which provides logic for using fractionated radiotherapy to take advan-
tage of improved oxygenation in subsequent treatments. Since that time, others have
reported on this same type of phenomenon using a variety of preclinical models (69,70).

We have recently reported, however, that tumor reoxygenation may have negative
consequences for treatment efficacy (71). Using a fluorescent reporter of HIF-1 activity,
we found that HIF-1 signaling increased twofold after radiotherapy, peaking 48 h after
the last treatment fraction (Fig. 6A). This activation was associated with increased HIF-
1 protein levels, as well as increased expression of several downstream proteins that are
important for stabilizing tumor endothelium, such as VEGF and bFGF. Therefore, it was
reasoned that radiation-induced HIF-1 activation might contribute to treatment resis-
tance by minimizing radiation damage to the tumor vasculature. This hypothesis was
proven correct in experiments using RNA interference and YC-1, a drug recently found
to inhibit HIF-1, which were both able to significantly interfere with the ability of tumors
to protect endothelial cells from radiation damage. The HIF-1 pathway, then, may serve
as a critical “node” for radiation resistance whose targeting could significantly improve
radiotherapy.

Mechanistically, radiation-induced HIF-1 overactivity was found to be attributable to
two separate events: (1) HIF-1α stabilization in aerobic tumor regions via production of
free radicals and (2) dissolution of hypoxia-induced stress granules during reoxygenation.
We demonstrated the relative importance of free radicals in stabilizing HIF-1 in several
ways. First, we showed that free radicals were produced in tumors after radiation treat-
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ment, and that scavenging of these free radicals with a small molecule superoxide
dismutase mimetic blocked both the upregulation of HIF-1 protein levels and signaling
activity after radiation treatment. Importantly, we demonstrated that when the superoxide
dismutase mimetic was given after radiotherapy, it led to significant vascular regression,
supporting the theory that HIF-1 is a critical targetable molecule regulating vascular
radiosensitivity.

Stress granules are a recently recognized defense mechanism identified in a wide
variety of eukaryotic cells (72,73). They are composed of several mRNA-binding pro-
teins and stress-responsive proteins that coalesce in the cytoplasm and sequester tran-
scripts so that they cannot enter the endoplasmic reticulum to be translated to protein.
They assemble when the cell is exposed to a stressor (e.g., heat shock, osmotic shock),
and disassemble when the stress is alleviated. Teleologically, stress granules are believed
to function to prevent cells from expending crucial energy unnecessarily during poten-
tially lethal stress conditions. We found that hypoxia is amongst the stressors which can
stimulate stress granule polymerization, and that stress granules are abundant in hypoxic
regions of tumor tissue (see Fig. 6B). Moreover, HIF-1-regulated transcripts, in particu-
lar, appear to associate with stress granules during hypoxia. Disrupting stress granule
polymerization, by expressing a mutant form of a stress granule scaffolding protein,

Fig. 6. Increased hypoxia-inducible factor 1 (HIF-1) activity and release of stress granules postir-
radiation. (A) A representative time course of HIF-1-driven green fluorescent protein (GFP)
reporter activity following radiation. 4T1 murine mammary carcinomas, expressing stably an
hormone response element (HRE)–GFP construct, were grown in dorsal skin-fold window cham-
bers implanted onto Balb/c mice. Tumors were irradiated (2 × 5 Gy) and monitored with serial
intravital fluorescence microscopy to determine relative HIF-1 activity levels. HIF-1 signaling
typically peaked 48 h after treatment. (B) 4T1 mouse mammary carcinoma tumor sections were
stained with an anti-TIAR antibody to visualize stress granules. In sham-irradiated tumors, these
granules demonstrated tight colocalization with hypoxia, as marked by an endogenous HIF-1-
driven GFP reporter. In irradiated tumors, examined 48 h after treatment, stress granules were
much less abundant.
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significantly increased the ability of tumor cells to upregulate downstream HIF-1 targets
during hypoxia. When tumors reoxygenate, as occurs during treatment, these stress gran-
ules depolymerize and allow their previously sequestered hypoxia-induced transcripts,
including those stimulated by HIF-1 activity, to be translated.

These two mechanisms contributed, therefore, to a HIF-1-dependent proangiogenic
stimulus after radiotherapy that, in turn, protected tumors from radiation damage to their
vasculature. This mechanism is likely to occur following any treatment that leads to
tumor cell apoptosis and reoxygenation, but it is predicated on a preexisting condition of
hypoxia (in vitro, we observed stress granule formation after a few hours at 0.5% O2). For
example, Taxol™ has been reported to induce apoptosis and increase tumor oxygenation
(74). Hyperthermia treatment has also been reported to cause reoxygenation in preclini-
cal models and in clinical trials (75,76). Because we have previously shown that VEGF
is important for tumor cell survival post transplant by a yet-to-be-defined paracrine
mechanism, one can conclude that therapies that cause reoxygenation will favor
endothelial cell, and indirectly, tumor cell, survival. It is also important to note that the
instability in tumor oxygenation at baseline, discussed here, could also contribute to
stabilization of HIF-1-mediated transcripts, via the same mechanisms described for irra-
diated tumors.

8. SUMMARY AND CONCLUSIONS

In this chapter, we have emphasized the dynamic nature of tumor angiogenesis, which
interplays with the fundamental limitations of oxygen delivery to create a tumor microen-
vironment that is typified by cycles of hypoxia and reoxygenation. This type of injury
leads to increased concentrations of free radicals, which in turn contribute to upregulation

Fig. 7. Cycle between angiogenesis, perfusion, and hypoxia in tumors. The network of interactions
between tumor growth, perfusion, angiogenesis, and hypoxia. The process of tumor reoxygenation,
occurring as a result of instabilities in perfusion (causes depicted in more detail in Fig. 2) and/or
as a result of therapeutic interventions, serves to initiate hypoxia-inducible factor 1 (HIF-1) pro-
moter activity, promoting angiogenesis and tumor cell survival.
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of HIF-1, propagation of angiogenesis, and alterations in other cellular functions that
promote survival of both tumor and endothelial cells (Fig. 7). Tumor therapies that cause
reoxygenation can further exacerbate this prosurvival interdependence between tumor
and endothelial cells. The results suggest that successful therapies should selectively
target HIF-1 and/or its downstream target genes, such as VEGF, in order to break this
cycle of interdependency.
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SUMMARY

The intratumor microenvironment is intrinsically acidic due mainly to accumulation
of lactic acid as a result of increased aerobic and anaerobic glycolysis by the tumor cells.
In general, the extracellular pH (pHe) in human tumors is below 7.0, whereas the
intracellular pH (pHi) is maintained at neutral range, i.e., >7.0, by powerful pHi control
mechanisms. The low pHe and the significant gradients between pHe and pHi affect
markedly the response of tumors to various treatments such as chemotherapy, radio-
therapy and hyperthermia. For instance, the acidic pHe increases the cellular uptake of
weakly acidic drugs such as cyclophosphamide and cisplatin and thus increases the
effect of the drugs, whereas the acidic pHe retards the uptake of weakly basic drug such
as doxorubicin and vinblastine, thereby reducing the effect of the drugs. The radiation-
induced apoptosis is suppressed by an acidic environment, whereas the hyperthermia-
induced cell death is potentiated by an acidic environment. Better understanding of the
control mechanisms of pHe and pHi in tumors may lead to device effective treatment
strategy of human tumors.
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1. INTRODUCTION

The environmental acidity or pH of living cells and tissues is one of the major factors
that influence molecular processes involved in cell cycle progression, cell proliferation,
and differentiation. Likewise, oncogenesis, malignant transformation, metastasis, and
angiogenesis are greatly influenced by environmental acidity. The environmental acidity
also greatly influences the response of cancer cells to various treatments. The vascular
network in tumors is inhomogeneous, causing insufficient oxygen supply to parts of
tumors. The resultant hypoxia forces glucose metabolism through the glycolytic pathway
instead of respiration, thereby resulting in the formation of lactic acid (1–7). In addition,
tumor cells convert glucose and other substrates preferentially to lactic acid and other
acidic metabolites even under aerobic conditions, leading to acidification of the intratumor
environment (5,8,9). Whereas the interstitial or extracellular environment in tumors is
acidic, the intracellular pH (pHi) in tumors has been found to be at neutral range, i.e.,< 7.0,
similar to the pHi of normal tissues (1,2,5–12). This intracellular and extracellular pH (pHe)
gradient in tumor cells is maintained by sophisticated biophysical mechanisms (1,2,13).
It has been demonstrated that the gradient between pHe and pHi of tumor cells renders
the cells resistant to weakly basic drugs by hindering the cellular uptake of the drugs,
whereas the same pH gradient increases the uptake of weakly acidic drugs. The influence
of tumor acidity on the thermosensitivity of tumor cells has been extensively investi-
gated. On the other hand, relatively little has been revealed on the effect of acidic
intratumor environment on the response of tumor cells to radiotherapy. In this chapter,
we review the pHi control mechanisms and the implications of tumor pH and that of the
pH gradient between the outside and inside of tumor cells on the response of tumor cells
to various treatments.

2. TUMOR PH

It has long been known that the microenvironment in tumors of both animal and human
is acidic as compared with that in normal tissues because of elevated in anaerobic as well
as aerobic glycolysis in tumors (1–6). As tumor nodules are formed, neovascularization
begins from host venules stimulated by a number of angiogenic factors secreted by the
tumor cells as well as adjacent normal cells. The newly formed tumor vascular beds are
characterized by a heterogeneous distribution of dilated, irregularly bulged, constricted,
twisted, and sharply bent capillary-like blood vessels (14–23). Consequently, tumor
blood perfusion is sluggish, resulting insufficient supply of various nutrients, including
oxygen, to tumor cells. As the tumor grows larger, the intercapillary distance progres-
sively increases, and areas beyond oxygen diffusion distance from capillaries, i.e., about
150 µm, become hypoxic (24). In addition, probably because of progressively increasing
interstitial pressure caused by the increasing tumor cell population (25), tumor blood
vessels are compressed, and the blood perfusion ceases intermittently or permanently
resulting in intermittent or permanent hypoxia (20–23). Hypoxia upregulates various
transcription factors including hypoxia-inducible factor-1 (HIF-1), which activates the
transcription of numerous genes whose protein products facilitate adaptation to hypoxia,
driving the tumor toward a more malignant phenotype (26–28). A well-known response
of cells to hypoxia is an increase in hyperglycolytic activity characterized by increased
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glucose uptake and formation of lactic acid, resulting in acidification of intratumor en-
vironment (5–7). It has also been demonstrated that hypoxia activates carbonic anhy-
drase, thereby causing hydration of CO2 molecules to carbonic acid (7). Hulikova et al.
(29) reported that tumor-associated carbonic anhydrase IX isoform is the most likely
candidate involved in the formation of carbonic acid under hypoxic conditions. Hydroly-
sis of ATP is also a significant contributor to acidosis in tumors during acute hypoxia (30).
It should be pointed out, however, that tumor acidification can occur independent of
hypoxia. It was shown in the early part of the last century that tumor cells metabolize
glucose preferentially through glycolysis, even in the presence of oxygen (8). It is believed
that the endogenous acidification is an integral property of tumor cells that may have
evolved to provide tumor cells with a competitive advantage over stromal cells (5,8).
Elstrom et al. (31) reported that the high rate of aerobic glycolysis in cancer cells is
because of upregulation of the serine/threonine kinase Akt (9).

2.1. pH in Tumors vs Normal Tissues
Until recent years, pH of animal and human tumors was determined by glass or fiber

optic pH electrodes (3,4,32–35). Because the diameters of the electrodes are larger than
the diameters of cells and the tissue damage caused by the electrodes can be substantial,
the pH values obtained with microelectrodes represent mainly pHe. Despite the technical
difficulties, important information on tumor pH has been accumulated during the last
several decades. Figure 1 shows histograms of pHe in SCK mammary carcinoma and that
of the leg muscle of A/J mice obtained with glass microelectrodes (3). It is demonstrated
that the pHe in SCK tumors ranged from 6.60 to 7.38, with a mean value of 6.96, whereas
that of the muscle ranged from 7.05 to 7.72, with a mean value of 7.45. This difference
between mean tumor pH and mean muscle pH of as much as 0.5 pH units means that the
concentration of the active H+ ions in the interstitial space in SCK tumors was five times

Fig. 1. Histograms of interstitial pH in the leg muscle of A/J mice and that in SCK tumors grown
subcutaneously in the leg of A/J mice. The tumor diameters were 7–9 mm. The pH was measured
with glass microelectrodes 50–80 mm in diameter (3).



24 Song, Griffin, and Park

greater than that in the muscle. Wike-Hooley et al. (4) reviewed a number of reports on
the pHe value in tumors and normal tissues of animals and concluded that the tumor pHe
ranged from 5.8 to 7.68, with an average of 7.09, and that the pHe in normal tissues such
as muscle and liver was about 0.5 pH units higher than that in tumors. Vaupel et al. (36)
reported that whereas average pHe in a C3H murine mammary carcinoma was 6.7, the
pHe in some microareas was as low as 5.8–6.3. On the other hand, the pHe measured in
extensively necrotic areas was higher than that in normal tissues, probably because of
lack of formation of acidic metabolites as a consequence of previous cell death. Jahde et
al. (37) observed that the pHe in neuroectodermal TV1A tumors grown subcutaneously
in the flank of BDIX rats ranged from 6.8 to 7.1, with a mean of 7.0. Interestingly, the pHe
values in the brain and kidney of BDIX rats were similar to that measured in brain tumors
of the same animal.

Meyer et al. (38) reported as early as 1948 that the pHe of human tumors was lower
than that in normal tissues, and other investigators subsequently reported similar results
(4,32,39–49). Wike-Hooley et al. (4) also reviewed the distribution of pHe in human
tumors and normal tissues. The tumor pHe ranged 6.0–7.6, with a median pHe of 7.1,
whereas the subcutis/muscle pHe ranged 7.3–7.8, with a median pHe of 7.55. It has been
reported that, in general, the range of pH values in tumors is much greater than that the
normal tissues, probably because the distribution of the vascular supply and blood per-
fusion in tumors are heterogeneous (3,4). In this regard, the intertumor pHe variance was
more striking than the intratumor pHe variance (4). Based on numerous reports, Wike-
Hooley et al. (4) concluded that the pH values in human tumors were not related to the
tumor histology, degree of differentiation, tumor size, patient age, or treatment histology.
However, the pHe values in metastases were higher than those in the primary tumors of
a given patent.

2.2. Intracellular pH
It has become increasingly evident in recent years that pHi is not equal to pHe in tumor

cells. We have studied the pHi of tumor cells in vitro using the pH-sensitive dye BCECF
(1,2), as shown in Fig. 2. The pHi remained at about 7.4 when the medium pH, i.e., pHe,
was in the 7.0–7.4 range. As the pHe was lowered, the pHi also decreased, but only
slightly. For example, at pHe 7.0 and 6.0, the pHi was 7.4 and 6.7, respectively. This in
vitro study demonstrated clearly that pHi of tumor cells in a low-pHe environment re-
mains near the neutral pH range. It has become possible in recent years to determine pHi
of tumor cells in situ by virtue of impressive progress in magnetic resonance spectroscopy
(MRS) technology. The pHi of tumors has been measured with 31P-nuclear magnetic
resonance (NMR), which determines the shifts in intracellular inorganic phosphate and
phosphocreatine (10,50–54). It is now possible to determine pHe using 1H-MRS and also
simultaneously determine pHi and pHe by incorporating a pHe indicator, 3-aminopropyl
phosphonate, into 31P-NMR (6). The pHe and pHi in the same tumor cells can also be
determined with 19F-MRS using 6-fluropyridoxol, a vitamin B6 analog (6-fluoro-
pyridoxol and 6-fluoropyridoxamine) or 3-[N-(4-fluor-2-trifluoromethyl-phenyl)-
sulphamoyl]propionic acid (ZK-150471). Gillis et al. (6) reviewed reports on the
differences between pHi and pHe in animal and human tumors determined with MRS
methods and reported that the pHi was usually higher than pHe in human tumors in situ.
In Fig. 3, we further analyzed the relationship between the pHe and pHi in human, murine,
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Fig. 2. Relationship between extracellular pH (pHe) and intracellular pH (pHi) of SCK tumor cells
in vitro. The cells were maintained at pHe 7.2 before exposure to a new pHe. The pHi was measured
using the pH-sensitive dye BCECF method 20–30 min after exposure to new pHe.

Fig. 3. The relationship between extracellular pH (pHe) and intracellular pH (pHi) in human, rat
and mouse tumors in situ. Both pHe and pHi in the same tumors were determined with magnetic
resonance imaging/magnetic resonance spectroscopy method. Data reported by ref. 6 were used
to construct this figure.

and rat tumors determined with MRS/magnetic resonance imaging method and reviewed
by Gilles (6). It can be seen that the pHi values are higher than the pHe values in the same
tumors in all tumors studied. The pHe values were correlated with phenotype, and the pHe
values in larger tumors were lower than that in smaller tumors, probably because of
poorer blood perfusion in larger tumors and more accumulation of acidic byproducts of
glycolysis (6). In conclusion, all available evidence indicates that the intracellular envi-
ronment in tumor cells is less acidic as compared with extracellular environment in vitro
as well as in vivo.
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3. MECHANISM OF PHI CONTROL

The fact that pHi is significantly higher than pHe in tumors demonstrates the existence
of powerful mechanisms to prevent acidification of the intracellular environment (13,55–
61). Such significant gradient between pHe and pHi has been attributed to existence of
short-term and long-term mechanisms for pHi control (13). The short-term mechanisms
are essentially rapid buffering responses against an acute acid load in the cytosol of cells.
The most important short-term regulatory mechanism is the physiochemical buffering of
the acids. Other rapid mechanisms include metabolic consumption of nonvolatile acids
and transfer of acids from the cytosol to the organelles. These three mechanisms are only
for rapid consumption of H+ ions to minimize rapid acidification in the cells; therefore,
their capacity to maintain the intracellular environment at neutral pH for a prolonged
period is limited. Almost all mammalian cells that have been investigated thus far possess
powerful systems to regulate pHi using several long-term mechanisms (13). The most
important mechanism for long-term pHi regulation is the exchange of Na+ ions for H+

ions using the Na+/H+ antiport, an ion exchanger in the plasma membrane (Fig. 4) (56,57).
This process is believed to occur by the binding of intracellular H+ ions to the cytoplasmic
surface of the exchanger and the binding of Na+ ions to the cell surface of the exchanger.
However, indications are that the exchange of Na+ ions and H+ ions is not a simple one-
for-one exchange. It has been postulated that there might be a second cytoplasmic H+

binding site that allosterically activates the antiport (56,59). The influx of Na+ ions and
efflux of H+ ions by this antiport is driven by a Na+ gradient across the cell membrane.
However, even in the presence of large Na+ gradient energy, the exudation of H+ ions
from the cells is limited, and the pHi is stabilized at neutral values. This fact indicates that
although the Na+ gradient is important for the Na+/H+ exchange, it is not the only factor
that controls the pHi. The antiport may become inactive when the pHi reaches a certain
level, even though the Na+ gradient remains large (56). When the extracellular Na+ ion
concentration is low, the Na+ gradient is reversed, and H+ ions will enter the cells (56).
The Na+ ions that enter the cells are extruded from cells driven by ATP hydrolysis. The

Fig. 4. Most common membrane-based intracellular pH regulatory mechanisms in mammalian cells.
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activity of the Na+/H+ antiport is partially reduced under hypoxic conditions, which may
be attributed to the reduction of ATP content (13,60). There is evidence that the Na+/H+

antiport system is secondarily dependent on the Na+/K+-ATPase (60). A number of
compounds have been demonstrated to interfere with the Na+/H+ antiport. Amiloride, a
diuretic drug and weak base, and many of its analogs inhibit the Na+/H+ antiport activity
by competing with Na+ ions for the Na+ channel (9,11,13,57,58,61). Ethylisopropylami-
loride, an analog of amiloride, is a more specific inhibitor of Na+/H+ antiport than
amiloride, and as such, ethylisopropylamiloride is a much more potent inhibitor of Na+/
H+ antiport than amiloride (12,57).

The intracellular acidity is also regulated by bicarbonate-linked mechanisms, namely
(1) Na+-dependent Cl–/HCO3

– exchange, (2) Na+-independent Cl–/HCO3
– exchange, and

(3) Na+/HCO3
– symport (see Fig. 4) (11,13,55,57,58). All three mechanisms are not

always present in all types of cells. Usually, various combinations of the three mechanisms
are found in different cell types. Among these, Na+-dependent Cl–/HCO3

– exchange is
probably the most important bicarbonate-linked mechanism for pHi control in mamma-
lian cells. It responds only to acid challenge and neutralizes the intracellular environment
by exchanging the negatively charged intracellular Cl– with the extracellular Na+/HCO3

–

complex (62,63). The exchange is believed to be driven by Na+ gradient and in some
circumstances, by an additional inward-directed HCO3

– gradient. The Na+-independent
Cl–/HCO3

– exchange is involved in protecting the cells from relatively rare occurrences
of cell alkalinization. In this case, HCO3

– ions are extruded from the cells, and Cl– ions are
transported into the cells to prevent the pHi from rising to an abnormally high level
(62,63). The Na+/HCO3

– symport is electrogenic, unlike the other two mechanisms (64,65).
A sudden reduction of Na+ and Cl– ions activates this mechanism to transport these two
ions. Whereas this mechanism may be important for specialized acid-secreting cells, its
role in regulating pHi in other mammalian cells is uncertain. All of the bicarbonate-
dependent transporting mechanisms are inhibited by 4,4'-diisothiocyanostilbene 2,2'-
disulfonic acids (DIDS), and 4-acetamindo-4' - isothiocyantostilbene 2,2' -disulfonic acids
(13,57,66–68). Ethacarynic acid inhibits the Na+-independent Cl–/HCO3

– antiporter with-
out affecting the Na+-independent one, and picrylsulfonic acid has the opposite effect
(69). The Na+-coupled CI–/HCO3

– exchange is also inhibited by depletion of ATP, and the
Na+-independent Cl–/HCO3

– exchange is inactivated by a low-pH environment (62,70).
The relative importance in maintaining pHi at neutral range of the different mecha-

nisms mentioned varies markedly in different cell types and under different conditions.
The lactate /H+ symport, which is inhibited by the bioflavionoids quercetin and others,
is one of the most active exchange in the regulation of pHi in tumor cells (71,72). However,
under hypoxic conditions the lactate extrusion is reduced, and so this exchange has little
effect on resting pHi in the hypoxic cells (5). In the gastric glands, the Na+/H+ antiporter
plays the dominant role, whereas in the neighboring oxyntic cells, the Cl–/HCO3

–

exchange plays the dominant role for the pHi regulation (57). Three types of ATP-
driven H+ pumps have also been identified (57). One of these is an ATPase-linked H+

pump found in some specialized epithelial cells. It has been reported that one of the
mechanisms to maintain the cytosolic pH at physiological level is sequestration of cyto-
solic protons into acidic cellular vesicles such as endoplasmic reticulum, endosomes, and
lysosomes. Interestingly, the ATPase-linked H+ pump has been identified in a number of
intracellular organelles, indicating that the ATPase-linked H+ pump plays an important role
in regulating pH in the vesicles and cytosol. The other two mechanisms are a H+-translocating
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ATPase and a K+/H+ exchange ATPase, which can be suppressed by nigericin. Further
understanding of the pHi control mechanisms may enable us to control the response of
cells to internal as well as external stresses including various cancer treatments.

4. EFFECT OF PH ON ANGIOGENESIS AND METASTASIS

It has been established that hypoxic environment upregulates a number of transcrip-
tion factors such as HIF-1, nuclear factor κB, and activator protein 1 (73–76). HIF-1 has
been demonstrated to activate transcription of as many as 70 genes including glucose
transporters and glycolytic enzymes, which may account for the increased anaerobic
glycolysis and resultant acidification of tumors under a hypoxic environment (26–28).
Like hypoxia, acidosis also upregulates transcription factors and activates a number of
genes (77–79). We have observed that exposure of tumor cells to a low pH medium
elevates significantly p53 expression and p21 expression (77). When the low pH medium
was replaced with neutral pH medium, the expression of p53 and p21 promptly returned
to normal level. Table 1 shows some of the genes or their products upregulated by an
acidic environment. Note that many of the genes activated by acidosis are the same genes
activated by hypoxia. For example, the angiogenic factors such as vascular endothelial
growth factor, basic fibroblast growth factor, platelet-derived endothelial cell growth
factor, and interleukin 8 are upregulated by both hypoxia and acidosis. In view of the fact
that many hypoxic cells in tumors are in an acidic environment, how the hypoxia and
acidosis interact in promoting the angiogenic process remains an important avenue to be
elucidated.

The metastatic potential of tumors has been demonstrated to be related closely to the
environmental acidity. The ability of murine tumor cells to form lung metastases after
intravenous injection increased significantly when the cells were cultured in acidic
medium before the injection (79,80). Deliberate exposure of mice bearing tumors to
cyclic low-oxygen breathing (12 cycles of 5% oxygen breathing for 10 min interspersed
with 10 min of air breathing) every day doubled the incidence of lung metastases (81).
It appeared that acidosis in combination with hypoxia induced by the low-oxygen breath-
ing enhanced the incidence of metastasis. However, acidification of murine tumors by
daily administration of metaiodobenzylguanidine and/or glucose without lowering tu-
mor pO2 did not enhance the spontaneous metastasis potential of tumor cells in the same
model (82). In addition to angiogenesis, induction of genomic instability or epigenetic
regulation of gene expression may be involved in the increase in metastasis in acidic and
hypoxic environments (83). It is likely that the cells that survive the acidic and hypoxic
hostile intratumor environment are more aggressive and metastatic as compared with

Table 1
Genes Activated by Low pH

AP-1 VEGF
NFκB bFGF
p53 PDECGF
p21 IL-8
MTIIA Cyclines
GRPs HSPs
Bax NQO1
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cells in a less hostile environment. We have observed that when cells in culture were
exposed to relatively mild acidic medium, cell cycle progression is slowed and thus, cell
proliferation is slowed initially (84). However, cells adapt eventually to the low-pH
environment, and the proliferation rate is restored. It is conceivable that cells adapted to
low pH are able to survive and form metastatic foci on distributing to other potentially
suboptimal locations in the body.

5. THERAPEUTIC POTENTIAL OF INTRACELLULAR ACIDIFICATION

Indications are that acidification of intracellular environment is cytotoxic to tumor
cells (1,2,58,85–88). We have reported that the magnitude of decrease in pHi by inhibi-
tors of pHi regulation is significantly greater in an acidic pHe environment than in neutral
pHe environment. For instance, as shown in Fig. 5, a combination of amiloride, DIDS,
and nigericin reduced pHi of SCK tumor cells to 6.9 and 6.4 in pH 7.2 and pH 6.6 media,
respectively. Rotin et al. (85) reported that lowering pHi of tumor cells to 6.5 or lower
with nigericin, a K+/H+ ionophore, was cytotoxic. Inhibition of the Na+/H+ antiport with
amiloride or inhibition of the Cl–/HCO3

– exchange with DIDS alone was not toxic to the
cells, even when the pHe was as low as 6.0. However, combination of amiloride or DIDS
with nigericin was toxic to cells at pHe 6.5–6.8. Likewise, carbonylcyanide-3-
chlorophenylhydrazine, which transports H+ into cells, was toxic to tumor cells at pHe
lower than 6.5, and its toxicity was greatly enhanced by amiloride or DIDS (88). Apop-
tosis occurred in human leukemia HL-60 cells when pHi was lowered to 7.2–6.7 by
inhibiting pHi regulation (86,87). Increasing in intracellular Ca2+ with 4 µM ionomycin,
a Ca2+ ionophore, further increased the acid-induced apoptosis of HL-60 human leuke-
mia cells. Importantly, the toxicity of various inhibitors of pHi regulation was observed
to markedly increase when the cells were heated at 42–44°C (1,2,9,11,89–97).

The direct mechanisms responsible for the cell death caused by low pHi is unclear. We
have observed that an exposure of HL-60 human leukemia cells and other tumor cells to
an acidic medium induces cell death through apoptosis of cells in G1 phase (86,87). The

Fig. 5. Changes in pHi (BCECF intensity) in SCK tumor cells upon treating the cells with inhibi-
tors of intracellular pH (pHi) regulatory mechanisms in extracellular pH (pHe) 7.2 or pHe 6.6. The
decline in pHi caused by the inhibitors was much greater at pHe 6.6 than that at pHe.7.2.
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acid-induced apoptosis could be further increased when the pHi regulatory mechanisms
were inhibited (86). Detailed analysis indicated that a low-pHi environment first
upregulates proapoptotic protein Bax, thereby activating caspases followed by poly(ADP-
ribose) polymerase cleavage and DNA fragmentation (87). Interestingly, exposing cells
to pH 6.2 medium was less effective than exposing to pH 6.4 or pH 6.6 medium in causing
apoptosis in HL-60 cells (87). It was concluded that there are optimal pH values for the
major events in the apoptosis cascade such as Bax activation, caspase activation and
activity, poly(ADP-ribose) polymerase cleavage, and DNA fragmentation so that an
extremely acidic environment such as pH 6.2 was less effective than a pH 6.4–6.6 envi-
ronment in inducing cell death via apoptosis. Recent studies (98,99) have indicated that
cell death caused by certain chemotherapy drugs was attributable to an acidification of
cells as a result of inhibition of pHi regulation mechanisms caused by H2O2 produced by
mitochondria. These results demonstrate that the pHi regulatory mechanism may be an
effective therapy target, because inhibition of pHi regulation will cause a reduction of pHi
preferentially in tumor cells in acidic extracellular environment relative to normal cells
and thus cause damage preferentially in tumor cells.

6. EFFECT OF PH ON RADIATION DAMAGE

Unlike extensive studies on the effects of hypoxia on radiosensitivity in the past, little
has been studied in regard to the effects of acidic pH on radiosensitivity. In a series of
studies, we observed that acidic environments markedly prolong radiation-induced G2
arrest in cancer cells (84,100–103). For example, when RKO human colorectal cancer
cells were irradiated with 12 Gy in pH 7.5 medium, the G2 arrest peaked at 12–16 h, and
then the cells progressed into G1 phase or died of apoptosis. On the other hand, when RKO
cells were irradiated with 12 Gy and maintained in pH 6.6 medium, significant portions
of cells were still in G2 arrest 72 h after irradiation (Fig. 6). Interestingly, the radiation-
induced G2 arrest in acidic pH medium rapidly decayed as soon as the acidic pH medium
was replaced with neutral pH medium (100). Importantly, the apoptosis and clonogenic
cell death caused by irradiation were significantly less in acidic medium than in neutral
pH medium (Fig. 7). It appeared that the increase in radioresistance in acidic pH environ-
ment resulted from an increased DNA damage repair during the prolonged G2 arrest.
Similar increases in radioresistance in low extracellular pH environment have been reported
by others (104–106). Importantly, the environmental pH had to be reduced after treatment in
order to confer resistance (104).

Our studies indicate that the prolonged G2 arrest after irradiation in an acidic pH
medium was due, at least in part, to activation of CDC2, which is known to inhibit cyclin
B1-CDC2 kinase activity responsible for the progression of cells through G2/M phase
(101). Because the radiation-induced changes in cell cycle progression, apoptosis, and
clonogenic cell death are intimately related to p53 expression, we have investigated the
effect of pH on the kinetics of p53 expression (107). We found that acidic environments
significantly enhance the radiation-induced expression of p53, partly by increasing the
formation of p53 and also partly by slowing down the degradation of p53 through inhi-
bition of p53–murine double minute 2 (p53–MdM2) complex formation.

7. EFFECTS OF PH ON HYPERTHERMIA DAMAGE

It is well established that an acidic environment markedly increases thermal damage
(108–114). Detailed studies by a number of investigators using different cell lines dem-
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Fig. 6. Cell cycle progression and apoptosis, as demonstrated with flow cytometry, of RKO human
colorectal cancer cells after irradiation with 12 Gy in pH 7.5 or pH 6.6 medium. The cell cycle
progression was delayed particularly at G2/M phase after irradiation in pH 6.6 medium compared
to the delay caused in pH 7.5 medium.
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Fig. 7. Apoptotic fragmentation of DNA from HL-60 cells 4 h after irradiation with 12 Gy in
different pH media. The radiation-induced apoptosis was markedly suppressed as the medium pH
was lowered.

onstrated that pHi, and not pHe, is the determinant of the thermosensitivity (113,114).
Hahn and Shiu (115) reported that Chinese hamster ovary cells maintained in acidic
medium for prolonged periods were not as heat-sensitive as the cells exposed to acidic
medium shortly before heating, and concluded that adaptation to a low-pH environment
rendered the cells resistant to heat. Cook and Fox (116), and Chu and Dewey (114) found
that the pHi of the cells that adapted to a low pH environment was significantly higher
than the pHi of the unadapted cells. Furthermore, the thermal survival curves of cells
adapted and unadapted to a low-pH environment were identical when the survival curves
were plotted against pHi instead of pHe. Chu and Dewey (114) therefore concluded that
the increase in pHi was the reason why cells that adapted to a low-pH environment were
resistant to heat at low pHe relative to the unadapted cells. van der Berg et al. (117)
reported that the thermosensitivity of human tumors showing an acidic interstitial pH was
not necessarily greater than the thermosensitivity of tumors showing neutral interstitial
pH. They concluded, therefore, that the cells in human tumors adapted to an acidic
environment, and thus, the tumor cells were not heat-sensitive despite the low intratumor
pH. Conceivably, an acute acid loading to cells adapted to a certain pHe would still render
the areas heat-sensitive.

The intratumor pH has been observed to decrease markedly during heating of tumors,
probably owing to vascular damage (3,14,15,20,118) and to the resultant increase in the
accumulation of lactic acid (119). Acute build-up of acidity during heating, particularly in
the nonacidic areas, would be expected to sensitize tumor cells to heat. We observed that
tumor cells in vivo were far more thermosensitive than the same cells in vitro, and we
concluded that the acidic intratumor environment and the further increase in acidity during
heating enhanced the thermal damage to the tumor cells (14,119). The vasculature in
human tumors has been reported to be more heat-resistant than the vasculature in rodent
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tumors, and thus, the pH in human tumors may not drop as severely as in animal tumors
on heating (32,120). However, it is also quite possible that the human tumors in these
previous studies were not adequately heated, and thus, the blood flow as well as the tumor
pH remained unchanged. It is likely that both in human tumors or animal tumors, the pH
will decrease on application of hyperthermia if heating temperature is high enough to cause
vascular damage and induce hypoxia. Along these lines, attempts are being made to sen-
sitize human tumors to hyperthermia by acidifying the tumors using hyperglycemia (121).

8. EFFECT OF PH ON CHEMOTHERAPY

It is known that the influx of drugs into tumor cells will be greatly affected by the pKa
value of the drugs. The acidic extracellular environment in tumors traps weakly basic
drugs, thereby hindering the influx of the drugs into cells, whereas it enhances the influx
of weakly acidic drugs into cells. Furthermore, the pH gradient between the vesicular
compartments and the cytosol of cells has been known to be considerable. Therefore, it
is conceivable that weakly basic drugs may be trapped inside the acidic compartments,
thereby limiting their cytotoxicity (122,123). It follows that cells containing a larger
number of acidic vesicles may be resistant to weakly basic drugs, whereas they may be
sensitive to weakly acidic drugs. In addition, intracellular pH may affect the molecular
interaction between drugs and their targets such as various intracellular organelles, DNA,
RNA, proteins involved in cell cycle progression and cell division, and signals involved
in apoptosis. The effect of pH on commonly used anticancer drugs is briefly addressed
in this section.

8.1. At Normal Temperatures
Table 2 shows the relative cytotoxicity of various anticancer drugs in acidic (pH < 7.0),

neutral (pH 7.0–7.4), and alkaline (pH >7.4) environments. The cytotoxicity of bis-
chloroethylating agents such as cyclophosphamide and its derivatives, e.g. mafosfamide,
nor-nitrogen mustard, melphalan, and chlorambucil, was reported to be significantly
increased in acidic pH environments (124,125). Cyclophosphamide is a prodrug, and a
low-pH environment accelerated its bioactivation. On the other hand, the cytotoxicity of
ifosfamide, an oxazaphosphorine analog of cyclophosphamide, was unaffected by the
environmental acidity (124). In ifosfamide, one of the chloroethryl side chains is shifted
from an amino nitrogen to a ring nitrogen. Therefore, it was concluded that the bis-
chloroethyl amine group may be a critical determinant for the H+ ion-mediated enhance-
ment of cytotoxicity in this group of agents (124). The cytotoxicity of mafosfamide could
be enhanced markedly by increasing intracellular acidity with nigericin (K+/H+ iono-
phore) in acidic medium (124,125). Jahde et al. (124) concluded that the increase in the
cytotoxicity of cyclophospamide and its derivatives in an acidic pH environments were
because of an increase in the cellular uptake of the drugs and also to an increase in the
monofunctional alkalinization of DNA. It was further concluded that the phase of DNA
crosslink formation and that of crosslink removal were relatively independent of the
environmental pH. Skarsgard et al. (126) reported that a low-pH environment potentiated
the cytotoxicity of melphalan and chlorambucil by increasing the uptake of the drugs.
Methylmethane sulphonate, a monofunctional alkylate, was reported to be independent
of environmental acidity (115). The alkylating potency of bis-chloroethylnitrosurea
(BCNU) was also independent of environmental acidity (115), whereas that of
cyclohexyl-chloroethylnitrosourea was reported to decrease in acidic environment (127).
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Table 2
Activity of Drugs Under Various Acidities (pH) and Temperatures

37°C Hyperthermiaa

Compounds <7.0 7.0–7.4 >7.4 <7.0 7.0–7.4 >7.4 Ref.

Cyclophosphamide ++ + 122, 124, 125
4-Hydroperoxycyclophosphamide ++ + 124
Mafosamide ++ + 124, 125
Mechlorethamine ++ + 124
Melphalan ++ + 124, 126
Chlorambucil ++ – 122, 124, 126
nor-Nitrogen mustard ++ + 124
Ifosfamide + + 124
Triethylenemelamine ++ + 129
Thiophosphamide ++ + 130
MMS + + + +++ ++ 115
BCNU + + + ++++ ++ + 115, 131
CCNU + ++ 127
Thiotepa ++ + 127
Methotrexate + + + ++ + + 131
5-Flourouracil ++ + 122
Bleomycin + + + ++++ ++ + 115, 131, 134
Mitomycin C ++ + 133
Amphotericin B + + + +++ ++ +++ 4, 115, 131
Doxorubicin + ++ 122, 134
Mitoxantrone + ++ 122
Vinblastine + ++ 137
PtC1

4
(Fast Black)

2
++ + +++ ++ 141

Cisplatin +++ + ++++ ++ + 115, 139, 141
Plato + + + ++ 139
Plant ++ + ++ + 139
Paclitaxel + + + ++ 122

MMS, methylmethane sulfonate, BCNU, bis-chloroethylnitrosourea; CCNU, cyclophexylcholroethyl-nitrosourea; Plato, (1,2,-diamono-r-nitrobenzene)
dichloroplatinum(II); Plant, trans-bis(2-amino-5-nitrothiazole)dichloroplatinum(II).

aThe hyperthermia was 42°–44°C.
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The cytotoxicity of thiotepa, another alkylating agent, increased when the environment
was made acidic (128). The cytotoxicity of both triethylenemelamine (129) and
thiophosphamide (130), alkylating agents, against transplanted rodent tumors was found
to be increased when the intratumor environment was made acidic by induction of hyper-
glycemic. On the other hand, the effect of methotrexate, an antimetabolite known to be
very effective against certain cancers, was independent of pH in vitro (131). 5-Fluorou-
racil is a prodrug and becomes an antimetabolite after intracellular conversion. 5-fluo-
rouracil is a weak acid, and thus, acidic pH environment increases its cellular uptake
(132). Mitomycin C, bleomycin, amphotericin B, and doxorubicin (Adriamycin™) are
naturally occurring anticancer agents. The cytotoxicity of mitomycin C, a bioreductive
alkylating agent, slightly increased when the environmental pH was lowered (133). The
increase in mitomycin C cytotoxicity in an acidic environment appeared to be because of
an increase in the DNA crosslinking. The cytotoxicity of bleomycin (115,131,134) and
amphotericin B (115,131,135) was unchanged, whereas doxorubicine toxicity declined
in an acidic pH environment (134,136). Doxorubicin has a primary amine with a basic
pKa, and thus, its cellular uptake may be reduced in an acidic medium. Indeed, the uptake
of doxorubicin at pH 6.6 environment was only one half of that at a pH 7.4 environment
(122,123). Furthermore, doxorubicin is trapped and sequestrated in acidic vesicles within
the cytoplasm, which prevents the interaction of the drug with its target. A number of
agents have been used to enhance the cytotoxicity of doxorubicin by inhibiting the for-
mation of acidic vesicles, thereby releasing the doxorubicin into the cytoplasm (122,123).
Vinblastine and vincristine are also naturally occurring anticancer drugs. The uptake of
these alkaloids has been reported to decline in an acidic environment (137). The pKa of
vinblastine and vincristine are 5.0–5.5 and 7.4 at physiological pH, respectively. We have
reported previously that intracellular acidification alone is able to activate caspases,
thereby triggering apoptosis (86,87). Interestingly, apoptosis in cancer cells caused by
certain chemotherapy drugs has been attributed to intracellular acidosis caused by the
drugs. As mentioned previously, Hirpara et al. (98) reported recently that chemotherapy
drugs trigger production of H2O2 by mitochondria, which then inhibit the Na+/H+ ex-
changer, resulting in intracellular acidification. The resultant intracellular acidification
causes mitochondrial recruitment of Bax and release of cytochrome c from mitochondria,
thereby activating the caspase cascade leading to apoptosis (98,99). Lastly, paclitaxel is
one of the taxanes extracted from yew trees and a common chemotherapeutic. It is highly
lipophilic and devoid of any ionizable groups, with pKa values in the physiological range
(139). Therefore, the cellular uptake of this drug is independent of pHe. In all, these
results clearly indicate that efficacy of many, but not all, anticancer drugs may be signifi-
cantly increased by altering intratumor pH based on the pKa value of the drugs.

8.2. At Elevated Temperatures
Although the effect of methylmethane sulphonate (115), BCNU (115,131), methotr-

exate (137), bleomycin (115,131,134), and amphotericin B (4,115,131) were indepen-
dent of the environmental pH at 37°C, their cytotoxicity increased in a low-pH
environment if the cells were heated (see Table 2). Interestingly, the cytotoxicity of
amphotericin B also increased when the environment was made alkaline at elevated
temperatures (4,115). Hahn (138) suggested that heat may increase the cellular uptake of
certain drugs or inhibit the repair of damage caused by drugs, and the acidic environment
accentuates these processes. Related to this, Hahn and Shiu (115) reported that the low-
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pH-adapted cells were resistant to thermochemotherapy with bleomycin, amphotericin
B, and cisplatin, but not with BCNU. Thus, it was concluded that the pH dependence of
cytotoxicity for some drugs at elevated temperature is affected by the pH history of the
target cells.

Cisplatin is platinum complex with potent anticancer activity. The cytotoxicity of this
drug increases with an increase in the environmental acidity (115,139,140). Herman et al.
(84) demonstrated that heating caused a greater increase in the cytotoxicity of cisplatin in
an acidic pH environment than in a neutral pH environment. At 37°C and pHe 7.4, no
difference in the sensitivity to cisplatin was observed between oxic cells and hypoxic cells.
When cells were heated in pH 7.4 medium, the sensitivity of oxic cells to cisplatin mark-
edly increased, whereas that of hypoxic cells remained unchanged. On the other hand, in
pH 6.45 medium, the sensitivity of both oxic and hypoxic cells to cisplatin increased on
heating. Herman et al. (139) also studied the cytotoxicity of analogs of cisplatin such as
(1,2-diamino-4-nitrobenzene)dichloroplatinum(II) (Plato) and trans-bis-(2-amino-5-ni-
tro-thiazole)dichloroplatinum(II) (Plant) under various conditions. When the environ-
mental acidity was increased, the cytotoxicity of Plato decreased and that of Plant
increased. Unlike cisplatin, Plato and Plant were more toxic toward hypoxic cells than
oxic cells, but the cytotoxicity of these drugs did not increase with an increase in tempera-
ture. Teicher et al. (140) reported that the cytotoxicity of PtCl4(Fast Black)2, an analog of
cisplatin, was greater in an acidic than in a neutral environment at 37°C, and heating
increased the cytotoxicity of this drug in both acidic and neutral pH environments. Oxic
cells and hypoxic cells were equally sensitive to this drug at 37°C. However, when heated,
oxic cells were slightly more sensitive to this drug in pH 7.4 medium, whereas hypoxic
cells were slightly more sensitive to this drug in pH 6.45 medium. Teicher et al. (141)
observed that the changes in the concentration of cisplatin and PtCl4(Fast Black)2 in the
cells after the environmental pH and temperature were changed did not correlate with the
changes in the cytotoxicity, and concluded that an increase in the reaction of the drugs with
DNA was the direct cause of the increase in the cytotoxicity of the drugs in a low-pH
medium at elevated temperatures. It was also suggested that metabolic changes that must
occur to maintain neutral pHi in acidic environment may increase directly or indirectly the
response of the cells in an acidic environment to the drugs.

9. ACIDIFICATION AND ALKALINIZATION OF TUMORS

Because an acidic intratumor environment increases the response of tumors to certain
chemotherapeutic drugs and also to hyperthermic treatment, various attempts have been
made to acidify the intratumor environment. It has long been known that tumors can be
acidified by induction of hyperglycemia by administration of excess glucose (10,142–
144). It was initially proposed that the decline in the intratumor pH by hyperglycemia
resulted from an increase in glucose metabolism by aerobic glycolysis (144). However,
indications are that the decline in intratumor pH by hyperglycemia results not only from
an increase in aerobic glycolysis, but also from an increase in anaerobic glycolysis as a
consequence of blood flow decline and ensuing hypoxia. The mechanisms for the decline
in tumor blood flow by hyperglycemia are complicated. A serious problem in using
hyperglycemia for induction of acidosis in human tumors is that tumor acidification
requires a large dose of glucose exceeding the tolerable level for most patients. Further-
more, the reduction in blood flow by hyperglycemia may decrease the drug delivery to
tumor cells. Acidification of rodent tumors by hyperglycemia could be enhanced by
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concomitant administration of metaiodobenzylguanidine (82,121), which inhibits mito-
chondrial respiration at complex I of the electron transport chain, resulting in an increase
in lactic acid formation.

Hydralazine, a vasodilator, also decreases tumor blood flow (145–147), and thus, it
may increase tumor acidity. As with hyperglycemia, tumor acidification by hydralazine
may not be useful to enhance the effects of drugs, because drug delivery to tumors will
be reduced owing to the decrease in tumor blood flow that occurs. Furthermore, the effect
of hydralazine is strongly dependent on the location of the tumor in the body, and it can
reduce blood flow in many normal tissues as well (146,147).

Conversely, the cellular uptake of weakly basic chemotherapy drugs may be enhanced
if pHe is raised to alkaline range. Indeed, treatment of tumor-bearing mice with sodium
bicarbonate has been demonstrated to cause tumor-specific alkalinization of extracellular
pH and increase the antitumor effect of the weakly basic drug, mitoxantrone, which has two
ionizable amines with pKa values of 8.3–8.6 (123). This strategy appears to have limited
use because of the dangers of affecting blood chemistry and pH with buffering agents.

10. CONCLUSION

The intratumor environment is acidic because of elevated production of lactic acid and
other acidic metabolities as a result of high aerobic and anaerobic glycolysis. However,
the pHi of tumor cells is maintained at neutral range despite the acidic pHe by virtue of
powerful pHi regulatory mechanisms. Lowering the pHi by inhibitors of pHi regulation
is cytotoxic, particularly in a low-pHe environment. The acidic pHe and the gradient
between pHe and pHi greatly affect the response of tumor cells to chemotherapy drugs,
radiotherapy, and hyperthermia. The feasibility of controlling pHe and pHi by various
means with the goal of increasing the response of tumor cells to various treatments is
being investigated.
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SUMMARY

Solid tumor oxygenation is highly heterogeneous, often showing regions of hypoxia
that demonstrate oxygen concentrations much lower than those encountered in normal
tissues. Tumor hypoxia can cause treatment resistance, resulting in a poorer treatment
outcome. In addition, hypoxia forms a part of the pathophysiologic microenvironment
that characterizes solid tumors and is involved in disease progression, possibly through
alterations in gene expression. This chapter discusses recent research focused on meth-
ods of measuring tumor hypoxia accurately and extensively, with the aim of tailoring
treatment on an individual patient basis. Examples of therapeutic approaches designed
to exploit tumor hypoxia directly or indirectly, are discussed.
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1. INTRODUCTION

Tissue oxygenation is the result of a balance between oxygen supply and consumption,
a balance that is finely regulated in normal tissues. In solid tumors this balance is dis-
turbed, such that the supply is no longer adequate, resulting in hypoxia. The definition
of hypoxia varies between studies, and the term has been used to describe severe oxygen
deprivation, near 0 mmHg, or oxygen levels (~15–20 mmHg) approaching those of
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normal, well-oxygenated tissue. Experimentally, hypoxia is often used to describe pO2
values below ~7.5 mmHg. Solid tumors demonstrate a low median pO2 of ~5–20 mmHg,
as compared to most normal tissues (median pO2 of ~20–95 mmHg). Representative
values for human tumors are shown in Fig. 1. Tumor oxygenation is highly heteroge-
neous, both within an individual tumor and between tumors (1). Hypoxia in tumors has
long been known to induce resistance to both radiation and chemotherapy, and clinically
median oxygen partial pressures (pO2) below ~10 mmHg are generally found to be
associated with poorer treatment outcome. There is also mounting evidence of a role for
tumor hypoxia in tumor progression (2). As a consequence of the negative impact of
tumor hypoxia on treatment outcome, recent research has focused on further elucidating
the role of hypoxia in disease progression (2,3), on methods of measuring tumor hypoxia
accurately and extensively (4,5), and on exploiting tumor hypoxia to improve treatment
response (6,7). This chapter provides an overview of each of these three areas.

2. HYPOXIA IN TUMORS

The tumor microenvironment is characterized by several pathophysiologic conditions
including tumor hypoxia, reduced pH, and elevated interstitial fluid pressure, all of which
are, to varying extents, a consequence of the disorganized structure and function of the
abnormal vasculature that characterizes solid tumors (8). Tumor growth and development
is supported by both the pre-existing host vasculature and by neovasculature generated
through the process of angiogenesis. Studies using tumors growing in window chambers
have shown that this process may be initiated early in tumor growth when the tumor
comprises 60–80 cells (9). The host vessels do not increase in number during tumor growth
(initially they may actually regress) (10), and consequently, the number of preexisting
vessels is reduced in comparison to the area they supply. Furthermore, the host venules

Fig. 1. Differences in median pO2 of normal tissue (black bar) vs tumor tissue (white bar). The
range of pO2 values are shown within the bars for head and neck (118), pancreas (119), cervix
(120), and prostate cancers (58). The median values for the lung samples were taken from Brown
and Wilson (6), and no range was available.
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undergo morphological changes including elongation and dilation, and may become
obstructed or compressed by the surrounding tumor cells (11). The arterioles remain
largely intact, but are restricted to the fascial surface of the tumor, resulting in longer
transport distances through the arteriolar tumor supply vessels (12). The neovasculature
that develops through angiogenesis is highly chaotic, resulting in further spatial hetero-
geneity. The vessels formed are immature and demonstrate several abnormalities, being
dilated, tortuous, and lacking in enervation. They often have an incomplete or missing
endothelial cell layer and basement membrane that makes them more permeable (13). In
addition, they are prone to excessive branching, blind ends and neovascular shunts (Fig.
2). These abnormalities result in increased geometric resistance, plasma channels contain-
ing few or no red blood cells, and longitudinal pO2 gradients, all of which contribute to
aberrant flow and the development of a pathophysiologic tumor microenvironment that
is extremely heterogeneous, both within an individual tumor and between different tumor
types (1,8,11).

The existence of hypoxic cells in tumors was highlighted in 1955 by Thomlinson and
Gray, who noted that regions of necrosis were often observed in human lung cancers at
distances of 160–200 µm away from the supporting vasculature. As these distances were
consistent with the calculated diffusion distances of oxygen from the capillary network,
it was suggested that viable chronically hypoxic cells alongside regions of necrosis were
a feature of solid tumors as a consequence of oxygen diffusion limitations (14). The
diffusion radius of oxygen depends on the rate of oxygen consumption by the cells and the
pO2 in the adjacent vessel(s); thus, the distance from the blood vessels to the edge of the
necrotic region (sometimes called the tumor cord radius) may vary from tumor to tumor
and within tumors because of declining levels of oxygen and pO2 in the vasculature as it
progresses through the tumor parenchyma. In addition, the existence of a highly chaotic
vascular network and plasma channels as well as rheologic effects, such as altered blood
viscosity and subsequent slow flow rates, can lead to the development of regions of
hypoxia in areas that would appear to have an adequate vascular network, possibly through
a reduction in the intravessel blood oxyhemoglobin saturation. Oxyhemoglobin saturation
levels in a tumor can be much lower than those in normal vessels, possibly because of
increased oxygen consumption to facilitate rapid proliferation or through an increase in
extraction of oxygen from hemoglobin at low pO2 as a result of sluggish flow (8).

Oxygen diffusion limitations may be expected to give rise to tumor cells that are
hypoxic over extended periods of time, referred to as chronically hypoxic cells. However,
there are also regions in tumors that fluctuate between normoxic and hypoxic states, and
this is referred to as acute, transient, or perfusion-limited hypoxia. The existence of
transiently hypoxic tumor cells was investigated in studies using fluorescent dyes that
stain cells adjacent to functional vasculature. The administration of two dyes either
simultaneously or sequentially showed colocalization only for simultaneous administra-
tion. With sequential administration, there was mismatch in the staining patterns of these
dyes, consistent with variations in perfusion (15). This study went on to demonstrate that
differences in vascular flow were reflective of differences in viable hypoxic cells in the
tumors over time. Fluctuations in tumor blood flow were also observed by direct mea-
surements of regional blood flow using laser Doppler techniques (16), and indirectly by
measuring temporal changes in tumor temperature (17).

However, the situation is at once more complex and more subtle. The dye mismatch
studies could only identify fluctuating flow and acute hypoxia as a result of complete
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Fig. 2 Schematic representation of normal vasculature versus tumor vasculature, illustrating the development of tumor hypoxia and potential
methods of drug resistance. Normal vasculature is evenly spaced and organized, ensuring a sufficient supply of oxygen and nutrients. Tumor
vasculature shows several structural abnormalities as indicated on the figure. These abnormalities lead to functional deficiencies, which result
in regions of hypoxia and drug resistance. Temporary occlusions in the vasculature may lead to perfusion limited hypoxia. They may also block
the delivery of therapeutic agents. The tortuous nature of the vasculature and abnormalities such as blind ends combined with sluggish blood
flow can lead to diffusion limited hypoxia. These diffusion limitations may apply to some chemotherapeutic drugs as well as oxygen and
nutrients. Hypoxia per se may reduce cell proliferation, which reduces the efficacy of many conventional drugs. Hypoxia may also select for
p53 mutant cell lines with increased apoptotic resistance and consequently increased resistance to some drugs. (Modified from ref. 6.)
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occlusion and subsequent reopening of the vessels, whereas studies measuring red cell
flux over a two hour period demonstrated that complete occlusion may be a relatively rare
event (18). More recent data from studies focused on measuring changes in tissue pO2
continuously over 30- to 90-min periods demonstrated frequent fluctuations above and
below 5 mmHg (19,20). This is suggestive of a higher frequency of tumor cell exposure
to cyclic hypoxia-reoxygenation than previously anticipated. The impact of this cyclic
hypoxia on tumor progression and therapeutic response is not well established, although
a major product of hypoxia-reoxygenation is the reactive oxygen species, superoxide
anion, which could result in enhanced mutagenic frequency, potentially contributing to
tumor progression.

Hypoxic cells are known to be approximately three times more resistant to ionizing
radiation than oxygenated cells, because oxygen can chemically modify, and thus pre-
vent, direct chemical repair of the damage caused by the initial radiation-induced radicals
(21). The oxygen level required for half-maximal sensitization to radiation is widely
reported to be about 3 mmHg for mammalian cells, but recent work has suggested that
the value may be higher in tumors (~7.5 mmHg) because of higher levels of nonprotein
sulphydryls, particularly cysteine (22).

The role of hypoxia in resistance to chemotherapeutic drugs is less well defined, but
there are several proposed mechanisms. Hypoxic areas distant from functional vascula-
ture will have limited diffusion of therapeutic agents, as will cells surrounding chaotic
vasculature and plasma channels where perfusion may be limited. Reduced drug delivery
is likely to be associated with reduced efficacy. Furthermore, many traditional chemo-
therapeutic agents were designed to target dividing cells. Under hypoxic conditions
cellular proliferation is reduced, impacting negatively on the cytotoxic effects of these
agents. Additionally, some drugs require oxygen to modify DNA damage, similar to
radiotherapy (6,23). As well as these physiological constraints, hypoxia contributes to
genetic and epigenetic changes (2) including the upregulation of several genes involved
in drug resistance and the selection of cells with p53 mutations, which can increase
cellular resistance to apoptosis and reduce drug sensitivity (see Fig. 2) (6).

3. MARKERS OF HYPOXIA

The link between solid tumor hypoxia and both treatment resistance and disease pro-
gression makes the ability to measure tumor hypoxia accurately and extensively ex-
tremely desirable. As such, different approaches have been, and are being, examined to
achieve this aim and thus tailor treatment accordingly. The majority of clinical data
relating tumor hypoxia to treatment resistance and/or disease progression is based cur-
rently on pO2 measurements taken using the Eppendorf polarographic electrode system
(5,24). This system involves a fine-needle probe with a sampling volume of approxi-
mately 500 cells that automatically progresses through the tissue in a stepping motion,
thereby measuring pO2 at multiple points within a tumor (25). However, the system is
limited to easily accessible tumors and does not distinguish regions of necrosis, or even
normal cells. Furthermore, the Eppendorf electrode gives no information as to the loca-
tion or kinetics of tumor hypoxia, in relation to proximity to the vasculature or the acute
versus chronic hypoxia status of the cells in the hypoxic region. To overcome these
limitations, there have been numerous studies into alternative methods of measuring
tumor hypoxia, with particular attention paid to the use of exogenous and endogenous
markers that can be used with biopsy specimens. Alternative mechanisms of measuring
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tumor hypoxia would need to fulfill certain criteria for successful application in the clinic,
in particular that they are associated with prognosis. Ideally, the degree of hypoxia would
also correlate to results obtained using the Eppendorf electrode, the current gold standard.
In addition, some method of standardization, both in the biopsy procedure and subse-
quent analyses would be required to validate widespread use.

3.1. Exogenous Markers
Three alternative possibilities for evaluating tumor hypoxia are exogenous markers

(2-nitroimidazoles), endogenous markers (genes upregulated by hypoxia), and
noninvasive imaging. Each of these methods has potential advantages and limitations.
The 2-nitroimidazole compounds used as exogenous markers were developed originally
as radiosensitizers for use in conjunction with conventional radiotherapy. They are
metabolized in, and bind strictly to, hypoxic cells. The most commonly used 2-
nitroimidazoles are pimonidazole (1-(2-nitro-1-imidazolyl)-3-N-piperidino-2-propanol)
and EF-5 (nitroimidazole [2-(2-nitro-1H-imidazol-1-yl)-N-(2,2,3,3,3-pentafluoro-
propyl)acetamide]). These markers exhibit comparable mechanisms of activation, and
are reduced by viable hypoxic cells to generate reduction products that form adducts in
the cells that are easily detectable through immunohistochemistry (26). Both markers are
reduced at oxygen concentrations below ~10 mmHg, and they tend to mark regions more
distant from the vasculature than the endogenous markers CA-IX or glucose transporter
(Glut)-1 (see Subheading 3.2.).

Tumor hypoxia as marked by pimonidazole has been shown to correlate with other
methods of hypoxic detection known to indicate levels of hypoxia that affect cellular
radiosensitivity (radiobiologically relevant hypoxia), in both murine and human tumors.
This would imply that pimonidazole labeling is representative of radiobiologically rel-
evant hypoxia (5). However, pimonidazole labeling was found to show only a weak,
nonsignificant correlation with tumor hypoxia assessed using the Eppendorf electrode
method in human tumors (27). A similar result was seen for EF-5 in squamous cell carci-
nomas (28), and in brain tumors (29). One possible explanation for this disparity may be
the inherent differences in the techniques; the Eppendorf electrode measures discrete vol-
umes of cells in a stepping method through the tumor before amalgamating the results to
give an overall definition of the hypoxic nature of the tumor. In contrast, the use of exogen-
ous markers specifies hypoxia on an individual cell basis and is dependent on the level of
hypoxia and exposure time to the markers. Furthermore, the heterogeneity of tumor oxy-
genation requires the examination of multiple tissue sections to provide an overall picture
of the hypoxic status of a tumor. Such analyses have rarely been performed to date.

Nevertheless, current data would suggest that exogenous markers can indicate radio-
biologically relevant hypoxia in tumors accessible for biopsy, thereby overcoming a
major difficulty of the Eppendorf electrode method. In addition, they can provide infor-
mation on hypoxia at a cellular level and allow hypoxia to be assessed in relation to other
parameters such as vascular density or regions of necrosis. Both pimonidazole and EF-
5 have been successfully applied in the clinic. One study measured tumor hypoxia using
pimonidazole binding in patients selected for a clinical trial of accelerated radiotherapy,
carbogen, nicotinamide (ARCON), a therapeutic approach aimed at improving the re-
sponse of hypoxic regions to radiotherapy. Pimonidazole binding was found to correlate
with poor prognosis, primarily in patients that did not receive ARCON, suggesting that
ARCON was successful in reducing the impact of hypoxia on treatment response (30).
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3.2. Endogenous Markers
Endogenous markers share the advantages of the exogenous markers, with the further

benefit that there is no need to administer any agents before obtaining a tissue biopsy. This
enables retrospective analyses as well as current evaluation, provided that the biopsy
material has been stored adequately. This method of marking hypoxia is focused on the
hypoxia-specific expression of proteins. Hypoxic gene expression is primarily regulated
by a heterodimeric transcription factor, hypoxia inducible factor (HIF)-1. HIF-1 is
responsible for the hypoxia-mediated transcriptional regulation of a wide selection of
genes initiated through a cognate recognition sequence, to which HIF-1 binds upstream
of the coding region (see Subheading 6.). This is termed the hypoxia response element
(HRE), and all the known HIF-1-responsive genes have been found to contain HREs of
50 bp or less, with a conserved region functionally essential for HIF-1 binding (7,31).
Thus, studies of endogenous markers of hypoxia have considered the use of HIF-1α, the
hypoxia-regulated element of HIF-1, or genes upregulated by HIF-1, most commonly
carbonic anhydrase 9 (CA-IX) or Glut-1. HIF-1α  is targeted for rapid degradation by the
proteasome under normoxic conditions (see Subheading 3.4.) (32). Thus, CA-IX and
Glut-1 have an advantage over HIF-1α in that they are neither rapidly degraded on
exposure to oxygen, nor stabilized in response to hypoxia, potential problems in the
removal and preparation of biopsy specimens for analysis. However, if the specimens are
prepared correctly and rapidly, HIF-1α should be indicative of the hypoxic state of cells
at the specific time of the biopsy, whereas CA-IX and Glut-1 may be more representative
of long term or diffusion limited hypoxia (4). The simultaneous analysis of these markers
with differing expression profiles could potentially distinguish between areas of diffu-
sion limited and transient perfusion limited hypoxia, providing HIF-1α is not constitu-
tively expressed, as appears to be the case in some tumors (33).

Endogenous markers have been linked with outcome. HIF-1α expression has been
demonstrated as indicative of a worse prognosis (34–36), as has CA-IX (37–40) and, to
a lesser degree, Glut-1 (41). However, the published results are not consistent, as HIF-
1α expression was also correlated with significantly improved disease-free and overall
survival in head and neck squamous cell carcinoma patients (42). Likewise, CA-IX
expression in renal carcinoma was indicative of an improved prognosis in one study (43).
It is possible that this difference could be because of differences in HIF-1 activity, as renal
carcinomas have demonstrated defective regulation of HIF-1α (33). In the previously
mentioned ARCON study (see Subheading 3.1.), a greater hypoxic fraction as revealed
by CA-IX expression did not correlate with outcome, despite a good correlation between
CA-IX expression and pimonidazole binding (30). Thus, the current data are not conclu-
sive and, to date, potential limitations of these studies associated with the handling of the
biopsies and with heterogeneity in labeling from one region of the tumor to another have
not been adequately addressed. A further potential limitation of these markers is that their
expression may also have alternative mechanisms of regulation distinct from that of
hypoxia, and thus they may not necessarily be specific markers of tumor oxygenation, but
may also reflect other changes within the tumor microenvironment (7,44,45). This does
not rule out the future use of these markers, but rather suggests that further study is
required to elucidate the most appropriate approach.
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3.3. Noninvasive Imaging
Noninvasive imaging methods of quantifying tumor hypoxia would be of great thera-

peutic benefit, as they are not restricted to accessible tumors, although they are not
applicable to retrospective studies. A major advantage of noninvasive imaging is the
potential to measure hypoxia dynamically and to monitor the activity of therapeutic
agents in relation to tumor hypoxia, thus verifying whether hypoxia is influencing drug
delivery or whether resistance is the result of alternative causes (46). Such methods can
potentially enable real-time imaging of fluctuations in flow and hypoxia, possibly allow-
ing for measurement of both diffusion-limited and transient perfusion-limited hypoxia.
Two imaging mechanisms that have been widely studied are positron emission tomog-
raphy (PET) and single-photon emission computed tomography (SPECT) (47). Both
PET and SPECT involve the introduction of isotope-labeled hypoxia-targeted drugs and
the emitted radiation is used to generate an image. However, the results obtained to date
do not correlate well with those generated using the Eppendorf electrode method (26).

A further imaging method that is being investigated is blood-oxygenation level-de-
pendent (BOLD) imaging, a functional magnetic resonance technique. Unlike PET and
SPECT, isotope-labeled agents are not required. Instead, BOLD imaging relies on the
inherent magnetic properties of hemoglobin, which vary according to its oxygenation
state (26). Thus, BOLD imaging permits a direct measurement of (blood) oxygenation
without the use of any other agents, similar to endogenous markers. However, this method
also has limited spatial resolution, and the linkage between blood oxygenation levels and
tissue oxygenation levels is likely indirect because of the heterogeneous and chaotically
organized vasculature in tumors. The same concern also applies to other magnetic reso-
nance and computed tomography techniques for measuring blood perfusion in tumors.
The use of noninvasive imaging methods to measure tumor hypoxia is still at a relatively
early stage of application (48). Results to date are promising but further work is needed
to determine their true potential.

4. TUMOR HYPOXIA AND DISEASE PROGRESSION

The advent of the Eppendorf electrode as a reliable and reproducible method of mea-
suring tumor pO2 in the clinic permitted widespread clinical studies focused on both the
incidence of hypoxia in solid tumors and consequent treatment outcome, primarily over
the past decade. These studies have revealed substantial levels of hypoxia in cervical
carcinoma (49–51), head and neck carcinoma (52–54), soft tissue sarcoma (55,56), and
prostate carcinoma (57–59). Furthermore, tumor hypoxia has been linked with a poorer
prognosis/reduced survival outcome in cervix carcinoma, head and neck carcinoma and
soft tissue sarcoma (49–52,56) (Table 1). Current data are suggestive of a similar link in
prostate carcinoma (59). There are several potential explanations for this link. As dis-
cussed above, hypoxic tumor cells are known to be refractory to radiotherapy, and com-
mon chemotherapeutic drugs and this may reduce treatment efficacy. However, the effect
of hypoxia on treatment outcome was apparent in patients treated with radiotherapy,
chemotherapy, or surgical resection. In addition, there was a correlation between tumor
hypoxia and distant spread as well as local failure. Both of these observations imply that
hypoxia is associated with more aggressive disease as well as being involved in treatment
resistance (49,50).

Experimental data are indicative of a role for tumor hypoxia in disease progression.
Early work demonstrated that a 24-h exposure of three murine tumor cell lines to hypoxia
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Table 1
Clinical Studies Showing a Correlation Between Tumor pO2 Measured Using the Eppendorf Electrode and Treatment Outcome

Patient
Tumor type Treatment number Association Reference

Cervical carcinoma Radiation 106 DFS, DMFS Fyles et al. 2002 (49)
Radiation 40 DFS, LRC Sundfor et al. 2000 (121)
Radiation 51 DFS Knocke et al. 1999 (122)
Radiation or surgery 89 DFS Hockel et al. 1999 (123)

Head and neck Radiation and/or chemotherapy 194 DSS Rudat et al. 2001 (124)
carcinoma Radiation and chemotherapy 41 DFS Rudat et al. 2000 (125)

Radiation 35 LRC Nordsmark et al. 2000 (54)
Radiation or radiochemotherapy 59 DFS Stadler et al. 1999 (126)
Radiation and/or chemotherapy 63 DFS, LRC Brizel et al. 1999 (52)
Radiation 35 LRC Nordsmark et al. 1996 (53)

Soft tissue Surgery and/or radiation 28 DSS Nordsmark et al. 2001 (55)
Sarcoma Radiation, surgery and hyperthermia 22 DMFS Brizel et al. 1996 (56)

DFS, disease-free survival; DSS, disease-specific survival: LRC, locoregional control; DMFS, distant metastases-free survival.
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in vitro, before intravenous injection in vivo, resulted in enhanced metastatic ability (60).
Interestingly, this effect was transient, suggesting a potential role for hypoxia-mediated
alterations in gene expression. Concomitant with this, a significant correlation between
hypoxic fraction, as measured using the Eppendorf electrodes, and micrometastases in the
lungs was demonstrated for one of the cell lines (murine fibrosarcoma) (61). Similarly, a
correlation between the formation of macroscopic metastases and tumor hypoxia has been
demonstrated using an orthotopic pancreatic xenograft model (62). Comparable results
have been seen in a human melanoma cell line, in accord with its level of expression of
vascular endothelial growth factor (VEGF), a hypoxia-regulated gene. An increase in the
number of metastases following hypoxic exposure, and consequent induction of VEGF,
was seen only in a cell line with low constitutive expression of VEGF. A melanoma cell
line with high constitutive expression of VEGF did not demonstrate increased metastatic
potential, despite similar hypoxic induction. Thus, hypoxia-enhanced metastases would
appear to occur in a manner specific to individual tumor cells (63).

Experimentally induced acute hypoxia (12 cycles 5–7% O2 for 10 min, followed by 10
min of air each day) in murine fibrosarcoma-bearing mice significantly increased the
formation of micrometastases in the lung relative to both control (air breathing) and
chronic hypoxia (5–7% O2 for 120 min each day) treatment groups (64). Similarly, mice
bearing orthotopically implanted cervix carcinoma xenografts exposed to the same acute
hypoxia treatment demonstrated an increase in lymph node metastases. These data are
indicative of a causal role for acute hypoxia in metastases formation, both in blood borne and
lymphatic metastases (65). The exact mechanisms through which this occurs remain to
be elucidated, but a possibility is that regions of acute hypoxia may contribute to meta-
static disease because of their increased cell viability and proximity to tumor vasculature.

5. TUMOR HYPOXIA AND GENOMIC INSTABILITY

There is no definitive explanation for how hypoxia might contribute to a more aggres-
sive phenotype, but experimental studies suggest an assortment of genetic alterations
endowing hypoxic cells with a survival advantage. These phenotypic changes could arise
from hypoxia-mediated upregulation of gene transcription or via hypoxia-mediated ge-
nomic instability (2,66). The tumor suppressor gene p53 is involved in the apoptotic
response to DNA damage and accumulates under hypoxic conditions. It is commonly
mutated in many cancers, resulting in a survival advantage under conditions characteris-
tic of the tumor microenvironment. Oncogenically transformed p53+/+ and p53–/– murine
embryonic fibroblasts demonstrated a clear survival advantage for p53-deficient cells
following hypoxic exposure. The p53-deficient line was extremely resistant to apoptosis.
In addition, if the two cell populations were mixed at a ratio of 1:1000 of
p53–/–:p53+/+ and cultured under repeated rounds of hypoxia, the percentage of p53–/–

cells increased following each treatment until they became the predominant cells in the
culture. Consistent with this result, tumors grown from the p53+/+ cells in vivo demon-
strated a substantially higher apoptotic frequency as compared to tumors from the p53–/–

cells despite similar hypoxic profiles (67). This provides evidence for hypoxia-mediated
selection of mutant variants.

Transient inactivation of p53 under hypoxic conditions may also lead to increased resis-
tance to stress-induced apoptosis. Recent studies in a murine fibrosarcoma model have
demonstrated that hypoxia can upregulate the expression of murine double minute 2 (mdm2),
a negative regulator of p53 that targets p53 protein for degradation by the proteasomal
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degradation pathway, consequently downregulating p53 protein levels. The tumor cells
with increased mdm2 expression were found to be more efficient at forming lung me-
tastases following intravenous injection, because they were more resistant to apoptosis
induced by the stress of being arrested in the lung environment (68).

Hypoxic tumors have also been reported to demonstrate a higher incidence of muta-
tions than the same tumor cell line grown under oxic conditions in vitro, and studies
involving intermittent exposure to hypoxia and reoxygenation in vitro resulted in in-
creased mutation frequency relative to the number of exposures (69). This suggests that
in vivo exposure to fluctuating levels of hypoxia can result in increased mutation levels
and possibly genomic instability. In addition, tumor hypoxia has been found to reduce the
expression of genes involved in DNA mismatch repair (70). These hypoxia-mediated
effects could contribute to treatment resistance as well as disease progression per se,
potentially through reduced drug efficacy as a consequence of decreased apoptotic ability
or deregulated expression of genes involved in drug resistance.

6. HYPOXIA-MEDIATED GENE EXPRESSION
Hypoxia imposes a stress on cells, thereby inducing a response to improve survival.

High throughput screens, such as microarray analysis and differential display, have
enabled the discovery of a large number of genes that respond to hypoxia, including
proapoptotic and antiapoptotic genes, genes involved in invasion, metabolism, growth
arrest and differentiation, and synthesis of DNA, RNA, and proteins. Apart from HIF-1,
hypoxia-mediated gene expression can also be regulated through several transcription
factors such as the cyclic AMP-response-element-binding (CREB) protein, the activator
protein 1 (AP-1), the nuclear factor- κB (NFκB), the early growth response-1 protein
(EGR-1), and p53 (2,3). HIF-1 has been the most extensively studied, and is responsible
for the transcriptional regulation of over 60 genes involved in survival mechanisms,
including angiogenesis (e.g., VEGF, endoglin, leptin, transforming growth factor-β3),
metabolism (e.g., hexokinases 1 and 2, Glut-1, lactate dehydrogenase A, phosphoglyc-
erate kinase 1, triosephosphate isomerase), and proliferation (e.g., cyclin G2, insulin-like
growth factor [IGF]-2, IGF-binding protein [BP]-1, TGF-α, TGF-β3), many of which are
classically associated with cancer (7,71). HIF-1 is a heterodimer composed of two sub-
units, HIF-1α and HIF-1β. HIF-1β is constitutively expressed such that HIF-1α is the
regulatory subunit of HIF-1, undergoing rapid posttranslational oxygen dependent deg-
radation (32) with a half-life of about 5 min following reoxygenation (72–75). The
ubiquitin-proteasome pathway is known to be involved through the interaction of HIF-
1α with the von Hippel Lindau protein (pVHL), the product of the VHL tumor suppressor
gene (33,76). pVHL interacts physically with HIF-1α via its β-domain and targets it for
degradation (77). This interaction is regulated through hydroxylation of conserved pro-
line residues 402 and 564 on HIF-1α by prolyl hydroxylase proteins 1–3 (7,78,79). These
HIF-1α prolyl hydroxylase proteins require molecular oxygen as a substrate, providing
a mechanism through which oxygen dependent degradation of HIF-1α is achieved (7).

Under hypoxic conditions, there is an instantaneous and strong stabilization of HIF-1α
protein, and thus, the HIF-1 dimer is formed and induces expression of its downstream
genes. HIF-1 activation occurs only when there is nuclear translocation of HIF-1α protein,
allowing it to dimerize with HIF-1β (73,77) and its coactivator CBP/p300. CBP/p300 is
a general transcriptional coactivator that binds to the HIF-1α transactivation domain, an
interaction that is also oxygen dependent, as factor inhibiting HIF-1(FIH) mediates hydroxy-
lation of asparagine residue 803 and acts to inhibit this interaction under normoxia (80).
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There is a variety of both clinical and experimental data to suggest a role for HIF-1 in
tumor progression, although not all reports support such a role (42). Clinically, evidence
of HIF-1α overexpression is found in many human tumors (34,35,81–84), such that HIF-
1α is reported to be expressed in over 90% of all colon, lung and prostate cancers, whereas
there is no corresponding expression in normal tissue (31,71). Clinical studies have
linked this overexpression with subsequent poor prognosis in carcinoma of the head and
neck, ovaries, oesophagus, brain, breast, cervix, and uterus (7). Experimentally, it has
been demonstrated that by disrupting the ability of HIF-1α to interact with its transcrip-
tional coactivator CBP/p300, thereby inhibiting HIF-1 activation in a dominant negative
manner, tumor growth could be restricted (85). A study of naturally occurring pancreatic
cell lines with constitutive expression of HIF-1α, alongside corresponding low-express-
ing variants, demonstrated better tumor growth of those expressing HIF-1α. Further-
more, the cell lines expressing HIF-1α demonstrated improved survival in response to
hypoxia and glucose deprivation in vitro, a result that could be replicated in the low-
expressing cell lines by stable transfection of HIF-1α (86).

Together, the clinical and experimental data suggest that HIF-1 is involved in poten-
tiating tumor growth, although the precise mechanisms through which this may be
achieved remain unclear. One possibility is that HIF-1 may enhance the ability of the
tumor cells to utilize the restricted nutrients of the microenvironment most efficiently.
The introduction of an HIF-1α expression vector into a human colon carcinoma line,
thereby upregulating HIF-1α expression, demonstrated a significantly enhanced ability
to invade through Matrigel under hypoxic conditions. Correspondingly, inhibition of
HIF-1α through targeted degradation with small-interfering RNA (siRNA) reduced the
invasive-capacity of this cell line. Subsequent analyses of gene expression in both murine
embryonic stem cells and human VHL-deficient tumor cells demonstrated HIF-1-depen-
dent induction of genes such as urokinase-type plasminogen activator receptor and matrix
metalloproteinase 2, both of which are involved in the degradation of the basement
membrane. Specific inhibition of urokinase-type plasminogen activator receptor inhib-
ited invasion. Taken together, these data provide evidence for a role for HIF-1 in enhanced
tumor cell invasion, a vital characteristic of tumor metastasis (87).

7. HYPOXIA-TARGETED THERAPY

In view of its effect on progression, coupled with its negative implications for both
radiotherapy and common chemotherapy agents, tumor hypoxia has traditionally been
viewed as a therapeutic obstacle. However, because it is predominantly a tumor-specific
condition, recent work focused on its potential for targeted therapeutic approaches. Tra-
ditionally, attempts were made to reoxygenate the tumor cells, thereby rendering them
susceptible to conventional therapies; however, current work has concentrated on the
development of drugs designed to elicit a cytotoxic response selectively under hypoxic
conditions, or to target genes upregulated by the hypoxic environment (Table 2; Fig. 3).

7.1. Bioreductive Drugs
Bioreductive prodrugs represent a group of drugs that are enzymatically reduced to

yield a cytotoxic moiety, a process that is facilitated under hypoxic conditions. This
reduction is catalyzed by a variety of reductases, most commonly cytochrome P450
reductase and the cytochrome P450 family. In general, there is an initial formation of a one-
electron-reduced intermediate, which is further reduced to elicit toxicity. This inter-
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Table 2
Hypoxia-Targeted Therapies: Examples of Promising Studies for Different Hypoxia-Directed Therapies Along With an Outline

of Their Mechanism of Hypoxia-Selective Toxicity

Therapy Name Mechanism of toxicity Reference

Bioreductive prodrugs Tirapazamine (TPZ) Reduced to form an oxidizing radical. Brown 1993 (review) (127)
AQ4N Acts as a topoisomerase poison. Patterson et al. 2000 (128)

Has a bystander effect.
NLCQ-1 DNA-targeted reactive electrophile. Papadopoulou and Bloomer

2003 (review) (129)
GDEPT studies LDH/cytosine deaminase with 5-FC Facilitates activation of 5-FC to its toxic Dachs et al. 1997 (108)

form 5-FU by producing the bacterial
enzyme cytosine deaminase

LDH/P450R with RB6145 Enhances tumor response by increasing Patterson et al. 2002 (109)
levels of required reductase enzyme,
P450R

LDH/P450R with TPZ and radiation Enhances tumor response by increasing Cowen et al. 2004 (112)
levels of required reductase enzyme,
P450R

HIF-1-targeted studies Topotecan Inhibits HIF-1α translation Rapisarda et al. 2002, 2004
in a topoisomerase I-dependent (115,117)
manner.

YC-1 Inhibits HIF-1α at posttranscriptional Yeo et al. 2003 (116)
level.

Dominant-negative variant of HIF-1α Inhibits functional HIF-1 formation Chen et al. 2003 (130)
in a dominant-negative manner.

Antisense HIF-1α- and B7-1-mediated Inhibits HIF-1α expression potentiating Sun et al. 2001 (131)
immunotherapy the antitumor effects of B7-1-mediated

immunotherapy
Antisense HIF-1α and VHL protein Inhibits HIF-1α expression potentiating Sun et al. 2003 (132)

the antitumor effects of overexpression
of the tumor suppressor pVHL

TPZ, tirapazamine; GDEPT, gene-directed enzyme prodrug therapy; LDH, lactate dehydrogenase; P450R, P450 reductase; 5-FC, 5-fluorocytosine, 5-FU, 5-
fluorouracil; HIF-1, hypoxia inducible factor 1; YC-1, 3-(5¢-hydroxymethyl-2¢-furyl)-1-benzylindazole; VHL, von Hippel Lindau; pVHL, von Hippel Lindau
protein.
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Fig. 3. Schematic outline of some examples of hypoxia-targeted therapies. Both hypoxic and oxic conditions are indicated. (1) Bioreductive prodrugs
are reduced by specific reductive enzymes under hypoxic conditions to form an active drug able to elicit a cytotoxic response. Under oxic conditions
these drugs undergo a process of futile cycling where they are back-oxidized into their nontoxic form. (2) Gene directed enzyme prodrug therapy
(GDEPT) can be used to target expression of the reductive enzymes required for prodrug activation to hypoxic regions, thus enhancing prodrug
efficacy. This is commonly achieved through use of the hypoxia inducible factor (HIF)-1/hypoxia response element (HRE) system. (3) As HIF-1, a
transcription factor responsible for the regulation of many target genes, is normally only formed under hypoxic conditions it also represents a hypoxia-
specific target. HIF-1-directed therapy generally targets HIF-1α. Targeting approaches have included the use of small molecule inhibitors, or
dominant negative, small interfering RNA or antisense variants, thereby inhibiting the transcriptional regulation of downstream target genes involved
in tumor progression.
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mediate can be back-oxidized in the presence of oxygen in a process known as futile
cycling, thereby preventing the production of the toxic species (see Fig. 3). However,
futile cycling produces a superoxide radical that can induce aerobic toxicity to varying
extents (88–90). Because cytotoxic bioreductive drugs selectively target hypoxic tumor
cells, combination therapy in conjunction with radiation or classic chemotherapeutic
drugs, which are more effective against well oxygenated cells, should result in a greatly
enhanced response through the complimentary killing of the cells refractory to the dif-
ferent treatment modalities (6,91). However, the stringent hypoxic requirement of many
of these drugs represents a potential problem, in that bioreductive drugs generally elicit
a cytotoxic response at oxygen concentrations only below ~3 mmHg. In contrast, cellular
radioresistance becomes apparent below ~20 mmHg. Thus, combined treatment with a
bioreductive drug and radiotherapy might result in a survival advantage for cells at
intermediate oxygen concentrations (92).

Clinically, the most widely studied bioreductive drug is tirapazamine (TPZ), a
benzotriazine di-N-oxide that elicits cytotoxicity through a nitroxide radical intermediate
that causes single- and double-stranded DNA breaks (90,93). Unlike most bioreductive
drugs, the toxicity range of TPZ extends to intermediate oxygen concentrations. Thus,
TPZ can target those cells that are radioresistant but too well oxygenated to represent a
suitable target for the majority of bioreductive drugs. Furthermore, TPZ enhances the
toxicity of cisplatin (94). It has achieved some success in clinical trials in combination
with cisplatin (95–98), and/or with radiotherapy (99–102) (see Table 3). The combina-
tion of TPZ and cisplatin was found to improve significantly median survival and re-
sponse rate in a phase III trial of patients presenting with non-small cell lung cancer (98).
Further studies began in 2004 with this drug in combination with radiation and cisplatin
in head and neck cancers (102a). However, despite the success achieved to date in the
clinic, there is evidence for dose-limiting toxicity and the development of analogs that
may have a better therapeutic ratio is in progress (6).

Aside from TPZ, we are aware of only one other bioreductive prodrug that underwent
clinical trials in 2004, AQ4N. AQ4N is a di-N-oxide prodrug that is reduced under
conditions of low-oxygen tension to form the active species, AQ4, an alkylamino-
anthraquinone metabolite (103). The process of futile cycling, in which the active drug
is back-oxidized into its nontoxic form on the reintroduction of oxygen, typical of most
bioreductive drugs, does not occur. Instead, oxygen completely inhibits the reducing
enzyme, cytochrome P450 (isoform 3A; CYP3A), and once formed, AQ4 is highly
stable. AQ4 is a DNA affinic, topoisomerase II poison and, as such, targets predomi-
nantly cycling cells, a potential drawback when targeting hypoxic tumor cells, which
generally demonstrate substantially reduced proliferation rates. However, the stability of
AQ4 enables cytotoxic targeting of transiently hypoxic tumor cells as they become oxic,
thus facilitating an improved response when combined with fractionated radiotherapy,
which can cause reoxygenation of hypoxic cells in tumors (21). AQ4 is also able to diffuse
into surrounding oxygenated tumor cells and elicit a cytotoxic response, thus causing a
bystander effect (6,104–107). Interim results have been released recently of a phase I
clinical trial examining the safety of AQ4N in patients with advanced esophageal carci-
noma undergoing palliative radiotherapy. The current results, in 13 of an anticipated 22
patients, are promising (KuDOS Pharmaceuticals 2004; http://www.kudospharma.co.uk/
news/current_item.php?time=1092673109&page_id=44).

http://www.kudospharma.co.uk/news/current_item.php?time=1092673109&page_id=44
http://www.kudospharma.co.uk/news/current_item.php?time=1092673109&page_id=44
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Table 3
Clinical Trials With Tirapazamine

Treatment Tumor type Patient number Reference

Phase I
TPZ and cyclophosphamide Pediatric solid tumors 23 Aquino et al. 2004 (133)

Advanced malignant solid tumors 28 Hoff et al. 2001 (134)
TPZ, carboplatin, and paclitaxel Advanced malignant solid tumors 42 Lara et al. 2003 (135)
TPZ, cisplatin, and radiotherapy Advanced head and neck carcinoma 16 Rischin et al. 2001 (102)
TPZ and radiotherapy Advanced malignant solid tumors 43 Shulman et al. 1999 (136)
TPZ and cisplatin Recurrent cervical carcinoma 12 Aghajanian et al. 1997 (137)

Advanced malignant solid tumors 13 Johnson et al. 1997 (95)
TPZ Advanced malignant solid tumors 28 Senan et al. 1997 (138)

Phase I/II
TPZ, cisplatin, and radiotherapy Locally advanced cervix carcinoma 15 Craighead et al. 2000 (100)

Phase II
TPZ and radiotherapy Glioblastoma multiforme 124 Del Rowe et al. 2000 (101)

Advanced head and neck carcinoma 40 Lee et al 1998 (99)
TPZ and cisplatin Malignant melanoma 48, 48 Bedikian et al. 1997,

1999 (97,139)
Richin et al. 2005 (102a)

Advanced non-small cell lung carcinoma 44 Treat et al 1998 (140)
20 Miller et al 1997 (96)

Phase III
TPZ and cisplatin Non-small cell lung carcinoma 446 von Pawel et al. 2000 (98)

Phase I, II, and III clinical trials are indicated alongside tumor type and the patient numbers involved. TPZ, tirapazamine.
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7.2. Gene-Directed Enzyme Prodrug Therapy
One limitation of bioreductive drug therapy is the requirement for specific reductase

enzymes for cytotoxic activation (88,90). The presence and level of reductase enzymes
is highly heterogeneous in tumors, and thus, the efficiency of a drug will demonstrate a
corresponding degree of tumor-specific variability. This has led to the development of
gene-directed enzyme prodrug therapy approaches, which can be used to develop a
further degree of selectivity through conferment of specificity in the expression of the
drug metabolizing enzyme. This was originally demonstrated through the exploitation of
the HIF-1/HRE system to drive the expression of the enzyme cytosine deaminase. This
enzyme is required for reduction of the prodrug 5-fluorocytosine (5-FC) to its active
form, 5-fluorouracil. Mammalian cells are resistant to 5-FC, because the enzyme cy-
tosine deaminase is not produced at sufficiently high levels to elicit significant reduction
of the drug. The use of HRE-driven expression of cytosine deaminase was shown to
selectively sensitize hypoxic tumor cells to 5-FC in vitro (108).

More recently, the generation of a tumor cell line stably expressing HRE-mediated
cytochrome P450 reductase was used to demonstrate a 30-fold increase, both in vitro and
in vivo, in the toxic effect of the bioreductive drug RSU1069 (109), a 2-nitroimidazole
that achieves toxicity under hypoxic conditions through an alkylating aziridine group as
its active species (110,111). A similar effect was observed in a separate study using the
HIF-1/HRE system to drive expression of human P450 reductase in hypoxic tumor regions.
To facilitate delivery of the gene to these regions, an adenoviral vector was generated,
allowing infection of both dividing and quiescent tumor cells on intratumoral injection
of the virus. Administration of this viral vector before combined TPZ and radiation
treatment resulted in cure in 85% of treated mice, irrespective of tumor size on treatment,
a significant improvement on TPZ and radiation treatment alone (112). There are a
substantial number of gene-directed enzyme prodrug therapy-based studies examining a
variety of different reductive enzymes, prodrugs, and delivery methods; some promising
examples are shown in Table 2. A key difficulty with regard to this type of approach is
delivery of these vectors to all the tumor cells, particularly as regions of hypoxia are a
requisite for activation. Thus, this strategy does not circumvent one of the problems
tumor hypoxia presents for conventional therapeutic approaches, namely that hypoxic
tumor cells are either distant from vasculature or proximal to faulty vasculature, limiting
the diffusion of therapeutic agents.

7.3. Inhibition of HIF-1
Another therapeutic approach is to target HIF-1 specifically and thus reduce or elimi-

nate its expression. Recent data have shown HIF-1 to be upregulated in response to
radiation, potentiating endothelial cell radioresistance through upregulation of VEGF
and bFGF (113). There is also evidence to suggest that HIF-1 can render cells resistant
to chemotherapy. Exposure of HIF-1α-positive (HIF-1α+/++/+) and negative (HIF-1α–/–)
murine embryonic fibroblast cell lines to two chemotherapeutic agents revealed a sub-
stantially lower IC50 (concentration that yields a 50% inhibition of growth) in the HIF-
1α–/– line, an effect that was mimicked in vivo. There was an increased incidence of
apoptosis in the HIF-1α–/– line, in accord with a decreased ability to repair double-
stranded DNA breaks (114).

One potential strategy to target HIF-1 is the use of small molecule inhibitors (115,116).
A high-throughput screen identified four potential small molecule inhibitors of HIF-1α,
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and studies of one of these agents, the Camptothecin analogue, Topotecan, demonstrated
a dose-dependent reduction in hypoxia-regulated expression of VEGF mRNA and pro-
tein (115), and of HIF-1α protein (117). Further studies showed the effect of Topotecan
on inhibition of HIF-1α protein accumulation to occur at the translational level and to be
dependent on the presence of topoisomerase I, the target of this drug. The exact mecha-
nism remains unclear (117).

Another small molecule inhibitor of HIF-1α, 3-(5′-hydroxymethyl-2′-furyl)-1-
benzylindazole (YC-1), has been shown to delay tumor growth in vivo. YC-1 was origi-
nally developed to treat circulatory disorders and it inhibits platelet aggregation and
vascular contraction through the activation of soluble guanylyl cyclase. YC-1 has also
been found to completely inhibit HIF-1α at the posttranscriptional level. Similar to
Topotecan, exposure to YC-1 under hypoxia in vitro was found to reduce HIF-1α protein,
and HIF-1 regulated genes, in a dose-dependent manner in a selection of cell lines.
Furthermore, treatment of tumors in vivo with YC-1 induced a growth delay. Immuno-
histochemical analysis demonstrated no HIF-1α staining in tumors from mice that had
received YC-1, in contrast to the detection of HIF-1α in untreated tumors (116). The
investigators attributed the reduced growth of the tumors to the inhibition of angiogen-
esis, because there was reduced immunostaining for the endothelial marker CD31 and
concordant reduction in VEGF protein expression.

The use of HIF-1 inhibitors is still relatively unexplored. Current data are promising
and imply a potential role for the use of these drugs in cancer therapy (7). It is of note that
the small molecule inhibitors so far identified act to inhibit HIF-1 through indirect mecha-
nisms, and as such may have effects distinct from those of HIF-1α inhibition. Also, HIF-1α
protein levels, although principally regulated through hypoxia-inhibited proteasomal degra-
dation, are also affected by growth factors and cytokines (7), and by tumor suppressor
mutations and oncogene activation (71), both of which are common occurrences in solid
tumors. Thus, therapeutics targeted at HIF-1α have the potential for a broader spectrum
of efficacy than more specific hypoxia-targeted therapeutics. Direct inhibition of HIF-1α
has been achieved experimentally through siRNA approaches or the use of dominant
negative variants and antisense DNA (see Table 2), although the practicalities of such
applications in the clinic require further study. A greater degree of specificity than that
achieved with the small molecule inhibitors would allow for analysis of the specific role
of HIF-1α per se in tumor progression, and thus the potential for subsequent development
of more directed therapeutics.

8. SUMMARY

Tumor hypoxia results in resistance to common therapeutic regimens, and has also
been shown to be associated with disease progression. Tumor hypoxia is extremely
heterogeneous both spatially and temporally, and thus, the ability to assess the hypoxic
status of tumors in individual patients and tailor treatment accordingly is desirable.
Methods of measuring tumor hypoxia have been, and are being, developed with the
eventual aim of measuring the overall hypoxic fraction, and preferably the nature of
hypoxia (chronic vs transient), in all tumors, irrespective of location. Noninvasive meth-
ods are most desirable but are currently at an early stage of testing. Endogenous markers
have the potential to indicate the nature of hypoxia, with the added benefit of allowing
retrospective analysis of stored patient samples, a useful research tool. In line with this,
the impact of tumor hypoxia on treatment outcome and disease progression is being
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evaluated to improve prognosis, and in addition, drug development through improved
understanding of the causal relationships. Finally, therapeutic methods designed to target
hypoxic tumor cells are being explored for use in combination with conventional thera-
pies to improve treatment response and reduce local failure and metastatic dissemination.
At present, few of these approaches are in clinical trials. However, an increasing level of
information on all aspects of tumor hypoxia is developing from recent research that
should enable the development of improved therapeutic strategies that are more effective
in their methods of delivery and targeting of hypoxia. Targeting tumor hypoxia is a
dynamic and promising area of therapeutic study.
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SUMMARY

Development of therapeutic resistance is intrinsic to the neoplasia and is associated
with the complexity, plasticity, and dynamics of the process. Some aspects of drug resis-
tance, such as the ability to repopulate the tumor mass by clonogenic/stem cell subsets or
adhesion/aggregation-dependent changes in responsiveness to therapy may be related to
genetic tumor progression, genetic instability, and expression of oncogenic proteins.
Combinations of cytoreductive agents with oncogene-directed signal transduction inhibi-
tors or angiogenic agents have already produced promising preclinical and clinical results.
In the not-too-distant future, refinement and commercialization of pharmacogenomic
tests in cancer will enable more-accurate predictions regarding responsiveness of indi-
vidual patients to new and established agents. These data will also enable understanding
of pathways of drug resistance and ways to overcome it.
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1. INTRODUCTION: MULTIFACETED NATURE OF THERAPEUTIC
RESISTANCE IN CANCER

Despite the already large and increasing number of anticancer agents developed to
date, only a handful of human tumors is currently susceptible to a curative therapeutic
intervention (including germ cell, trophoblastic, and hematologic malignancies) (1). The
remaining majority of cancers, particularly at their advanced stages, tend to persist,
progress or recur while therapy is being administered, i.e., such tumors display a behavior
that could define “therapeutic resistance” (1). Such an operational definition of the latter
term has at least two major weaknesses, which often lead to misperceptions and confu-
sion, especially at the boundary between preclinical and clinical analysis. First, detection
of “resistance” is often based on intuitive comparisons between the actual and expected
therapeutic outcomes, often without sufficient consideration as to whether the expecta-
tions themselves are reasonable and well founded (true drug resistance), or not (the agent
or therapeutic schedule per se are simply ineffective, i.e., chosen without proper justifi-
cation or sufficient knowledge of its activity in a given context). This is an important
distinction as it points to the significance of a well-developed rationale for both selecting
potentially active agents and defining realistic ways to bring about a reversal of bona fide
therapeutic resistance. Second, the criteria for what constitutes therapeutic response (end
points, degree, duration) may differ between clinical and preclinical studies, and in the
context of different classes of agents. Consequently, what may seem as a “good” antitu-
mor response in a battery of in vitro and in vivo assays (e.g., tumor growth delay in a
xenograft model) may be a priori below or outside of what is viewed as therapeutic
response in clinical settings (2). For these reasons the question as to why many “prom-
ising” anticancer therapies depressingly often fail to save lives seems to require a more
comprehensive approach to therapeutic resistance.

Resistance to anticancer agents is usually classified as either intrinsic (de novo) or
acquired (1). In the former case, an agent that can reasonably be expected to cause an
antitumor effect (e.g., on the basis of prior experience with similar cases of malignancy
of the same or different type) fails to do so at the very beginning of therapy. In this case,
the cause of resistance is independent of, and precedes the timing of drug administration.
In contrast, acquired drug resistance is apparently (and implicitly) secondary to the
exposure, i.e., the impact of a given agent appears to be diminished with consecutive
rounds of treatment (1).

It is increasingly obvious that the apparent therapeutic ineffectiveness (resistance) that
might be observed in clinical settings likely represents a compound effect of several
events occurring at the cell, tissue, or organismal level. Those include specific molecular
characteristics, the changing properties of molecular targets of the given agent (e.g.,
mutations, shift in isoform expression, polymorphisms in the patient population, i.e., host
dependent susceptibility), composition of various subsets of tumor cells, paracrine, and
adhesive interactions between tumor cells (3–5), interactions with their stromal host
counterparts, and or extracellular matrix (e.g., in the case of cell adhesion-dependent drug
resistance) (6), tumor cytoarchitecture (microdomain structure), the type, abundance and
functional status of stromal or inflammatory infiltrates within the tumor mass, the nature
and dynamic changes within the tumor vascular bed and related fluctuation in blood
perfusion and oxygen supply (7), circulation of interstitial fluid, tissue oxygenation and
many other parameters (3,8–11). Many of these diverse factors, which likely influence
therapeutic resistance in cancer, remain (albeit implicitly and often indirectly) in a causal
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relationship with oncogenic lesions in cancer cells, the signaling consequences of which
are ultimately responsible for progression of human malignancies (12,13). Hence, re-
sponsiveness to therapy and genetic tumor progression are interrelated in a complex and
reciprocal fashion (14–19). In this context, the influence of oncogenic lesions on thera-
peutic resistance could occur at three different levels relative to the presumed (or actual)
“target process” at which the drug/modality is directed. Thus, such resistance may be
related to the target itself, to pretarget processes (e.g., drug delivery, detoxification,
cellular uptake), and to posttarget events (execution of cell death programs induced by
the treatment) (20).

In view of a large spectrum of questions pertinent to genetic determinants of cancer
resistance to therapy, and abundance of excellent relevant literature, this chapter focuses
mainly on one particular fragment of the mosaic. In so doing we explore primarily the role
transforming genes (oncogenes and tumor suppressors) may have in the development of
resistance to standard cytoreductive therapies (chemotherapy and ionizing radiation) and
to their own or related inhibitors (targeted agents) directed at transforming signaling path-
ways. We also discuss in some detail the role of oncogenes in formation of the “private”
tumor microcirculation and tumor–blood interface, and we consider how this may impact
responses of cancers to therapies aimed at the tumor parenchymal (e.g., anticancer therapy)
or stromal/vascular compartment (e.g., antiangiogenesis, antivascular therapy).

1.1. The Linkage Between Genetic Tumor Progression and Responsiveness
to Therapy

If responsiveness to traditional anticancer radio- and/or chemotherapy protocols is
taken as a paradigm, two opposing processes appear to take place during the natural
history of human cancers. First, the initial transformation, tumor progression, and the
resulting “activated” functional status of cancer cells (e.g., increased mitogenesis), gen-
erally makes such cells potentially vulnerable to cytotoxic, antimitogenic, and proapop-
totic activities of conventional anticancer agents. Indeed, this is the basis on which these
agents were found to be selectively toxic for cancer cells (possibly also their “activated”
supporting stroma), and without causing equivalent damage to most of the nontransformed
(and quiescent/nonactivated) normal tissues. Undesired toxicity of such therapies is
therefore manifested in organs where the functional status of cells resemble that of cancer
cells elsewhere (e.g., toxicity of antimitotic agents against tissues with active physiologi-
cal mitogenesis and ongoing self-renewal, such as bone marrow, gut epithelium, skin,
and so on). Second, additional transforming events may reverse and distort this initial
drug/radiation sensitivity profile of cancer cells and bring about a bona fide therapeutic
resistance. Such secondary alterations may occur in cancer cells “spontaneously” during
the natural course of disease progression (i.e., drug resistance being a “side effect” of
tumor progression), or may be related to recurrent exposure to rounds of noncurative
genotoxic and potentially mutagenic therapeutic insults separated by cycles of tumor cell
selection, recovery, and change (21). Thus, both acquired responsiveness and resistance
to anticancer treatment can be viewed as parts of the same biological continuum the
direction of which could be influenced by underlying cancer genetics (15).

1.2. The Cellular Basis of Responsiveness to Anticancer Therapy
Our understanding of what constitutes an anticancer effect and lack thereof (resis-

tance) has undergone a considerable evolution. This is largely because of a change in



70 Rak, Coomber, and Yu

definition of essential attributes of the malignant process, which was traditionally linked
to exuberant unlimited mitogenesis. More-recent analysis led to understanding that can-
cer as a disease is far more complex, heterologous, host dependent, and represented by
at least six distinct functional “hallmarks” (22) and the multitude of their corresponding
molecular pathways (12,22). Still, increase in the net cell number (and their destructive
influence on the organ integrity) is a fundamental problem associated with cancer growth,
and the main therapeutic concern. This imbalance in cell number could originate from
heterogenous defects in control of mitogenesis, physiological apoptosis, differentiation,
self-renewal (clonogenicity, stem cell properties) and senescence, in a manner that is
driven by both intrinsic (oncogenic) and extrinsic (microenvironment-related) regula-
tory abnormalities (15,22,23). The latter encompass paracrine, adhesive, and microenvi-
ronmental stimuli (e.g., oxygen supply), many of which are linked to functions of
“activated” host stromal cells and the vasculature (22). Indeed, this emerging understand-
ing led to several recent developments, including fundamental reevaluation of how vari-
ous agents exert their anticancer effects (e.g., through induction of apoptosis, necrosis,
senescence, or mitotic catastrophe rather than “growth inhibition”) to realization that
traditional “gold standard” assays and surrogate parameters for testing drug responsive-
ness and resistance when used in an indiscriminate (universal) manner may often be
inadequate and misleading (e.g., in vitro testing of cellular viability, growth inhibition,
clonogenicity assays, transplantable and transgenic models). This also led to conception
and development of “targeted therapeutics” directed at molecules rather than properties
of cancer cells. Examples of the latter include oncogene-directed agents (24), drugs
directed at tumor vasculature (e.g., angiogenesis inhibitors and antivascular agents)
(25,26), or modalities with combined activity (27,28).

2. EXAMPLES OF ONCOGENIC INFLUENCE ON THERAPEUTIC
RESISTANCE TO MAJOR CLASSES OF ANTICANCER AGENTS

With enormous influx of new data and evolving treatment modalities, the comprehen-
sive coverage of all aspects of oncogene-related therapeutic resistance in cancer is daunt-
ing, if not impossible, in one chapter. However, it may be of interest to consider in a more
selective manner at least some examples of how the increasing understanding of onco-
genic processes helps integrate, rationalize, and ultimately refine therapeutic approaches,
and leads to progress in dealing with the problem of treatment resistance in cancer. In this
chapter we limit our comments to three therapeutic modalities, namely cytoreductive
therapies (chemotherapy and radiation), targeted agents (directed at elements of onco-
genic pathways), and antiangiogenics (broadly defined as agents targeting tumor micro-
circulation).

2.1. Oncogenes and Cytoreductive Therapies—Chemotherapy
and Ionizing Radiation

Cytoreductive therapeutic modalities (chemotherapy and radiation) have been the
main stay of nonsurgical cancer management for over 50 yr (20). Their advent and
development has been largely empirical and based on selection of agents or protocols that
could produce a preferential tumor cell kill, while sparing normal tissues. Indeed, a
degree of selectivity that was achieved was historically attributed to intrinsically higher
mitotic activity of cancer cells relative to their normal counterparts. Not surprisingly
therefore, highly mitogenic normal tissues (bone marrow, gut mucosa, epidermis, hair
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follicles) have been sites of the most severe dose limiting toxicity, and often served as
surrogates of biological activity (20). The reasoning centered on cellular mitogenesis has
also become the basis for design of drug activity assays, mathematical models of treat-
ment responsiveness and explanation of possible causes of therapeutic success or failure
(29). The latter is an issue of particular significance, as unquestionable effectiveness of
chemotherapy and radiation in certain types of human malignancies (leukemias, testicu-
lar cancer, chorionepithelioma) was not matched by similar successes in major advanced
human malignancies (e.g., those of the breast, lung, colon, brain, and prostate) often
described as occupying higher positions on “the axis of intractability” (30). In other
words, management of such cancers continues to present a seemingly insurmountable
problem of therapeutic resistance (11,20,31–33).

The precise mechanistic (molecular) causes of the antitumor effects of various cyto-
toxic modalities remain unclear, even long after their introduction as standards of care.
Likewise, the specific reasons for acquired and/or de novo therapeutic resistance in the
clinic remain largely unclear. Such resistance is often explained at the operational level,
by such aspects of tumor pathobiology, as the existence of the noncycling (resistant)
tumor stem/clonogenic cells, which could repopulate the tumor after initial response
(34), specific cell cycle distribution of cancer cells, parallel transitory states of treatment
susceptibility, or the numerical (asymptotic) nature of the cytotoxic effect as such (“frac-
tional kill”), where eradication of all tumor cells could only be approached, but rarely (if
ever) achieved (33,35,36). Other pretarget forms of drug resistance were also put for-
ward, such as poor drug penetration (delivery) into the tumor mass because of altered
cytoarchitecture, high interstitial pressure, abnormal vascular structures, poor blood
perfusion, (37) and related microenvironmental perturbations, such as hypoxia, which is
known to impair the effects of ionizing radiation (8,38–40). In the context of this discus-
sion, it is important to point out that many if not all of these parameters could be (and
probably are at least indirectly) affected by the genetic “program” of the malignant
process itself, including various influences of activated oncogenes on cellular mitogen-
esis, survival, stroma recruitment, angiogenesis, lymphangiogenesis, immunity, three-
dimensional growth patterns and tolerance to hypoxia (Table 1) (12,28,41–44). One
informative example of such indirect influence of transforming cellular pathways on
therapeutic resistance emerged out of studies on radiosensitizing effects of farnesyl
transferase inhibitors (FTIs). These agents interfere with posttranslational processing,
membrane localization, and activity of mutant Ras oncoproteins (possibly also other
farnesylated cellular targets), and thereby provoke an increase in intrinsic cellular radi-
osensitivity in vitro in affected cancer cells (38). Somewhat surprisingly, FTIs exerted an
even greater radiosensitizing effect in the context of corresponding experimental tumors
in vivo, and this was correlated with, and possibly mediated by, improved tumor perfu-
sion and decreased hypoxia (38). This is counterintuitive as FTIs are known to diminish
vascular endothelial growth factor (VEGF) expression and other proangiogenic effects
associated with expression of mutant Ras (45). However, if such antiangiogenic effects
were limited in magnitude (e.g., because of conservative dosing regimen or limited
biological activity of the drug), this could result in a phenomenon recently referred to as
“vessel normalization” (i.e., diminution of structural exuberance of the tumor vascula-
ture coupled with paradoxically improved function; see Section 2.3.) (46), and explain
the increase in tumor perfusion and radiosensitization after FTI treatment. This interpre-
tation is consistent with another example of unexpected therapeutic synergy in cancer,
observed between direct angiogenesis inhibitors (e.g., angiostatin, minocyclin, and other
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agents) and both radio- and chemotherapy protocols (47–50). Nevertheless, data ob-
tained with FTIs and other targeted agents strongly suggest that oncogenic pathways may
influence therapeutic resistance to cytotoxic modalities through direct effects on cancer
cells (38,51) (see below), but also indirectly, i.e., through changes in the complexity of
the tumor microenvironment (38). Indeed, in some instances therapeutic resistance to
cytotoxic modalities may be manifested exclusively in vivo (52).

A significant conceptual shift in understanding the variability of responsiveness to
cytotoxic anticancer therapies was precipitated by the discovery of molecular mediators
of multidrug resistance (53,54). These studies revealed a mechanism of active drug
extrusion from cancer cells through the action of an ATP-dependent transmembrane
“pump” known as P-glycoprotein (multidrug resistance-1/P-gp) (53). More recently,
several other similar entities (ATP-binding cassette [ABC] transporters) have been iden-
tified (e.g., multidrug resistance protein [MRP]1, lung resistance protein [LRP]), and
found to be upregulated in both, drug resistant cancer cell lines and tumors in vivo (20,54–
56). The P-gp-mediated drug resistance affects tumor cell responsiveness to a particular
subset of structurally unrelated, small lipophilic compounds (vinblastive, vincristine,
doxorubicin, etoposide, paclitaxel), and this effect could be reversed (at least in vitro and
sometimes also in vivo) by several pharmacological antagonists (drug sensitizers, rever-
sal agents), such as calcium channel blockers (verapamil), cyclosporine analogues (PSC-
833), quinoline derivatives (MS-209) and several other agents (54). Whereas ABC
transporters and their reversal agents established an illuminating paradigm of molecular
mechanisms of drug resistance and its pharmacological reversal (55), they have also been
a subject of much debate, some disappointment and unexplained paradoxes (1,40,57).
First, the P-gp reversal agents have not delivered on their promises to effectively combat
resistance to lipophilic anticancer drugs in solid tumors (54). Second, genetic and clinical
tumor progression are often paralleled by mounting drug resistance of increasing sever-
ity, an observation suggesting that oncogenic lesions could be expected to upregulate the

Table 1
The Impact of Oncogenic Events on Different Levels of Resistance to Cytotoxic

Anticancer Therapies—Examples

• Pretarget mechanisms
• Influence on angiogenesis, blood perfusion tissue oxygenation
and drug delivery (ras, src, ErbB1/2).

• Regulation of local drug metabolism (ras).
• Regulation of P-gp and other drug efflux mechanisms
(N-myc, H- and K-ras).

• Regulation of mitogenic activity (ras, raf, p53).
• Existence of stem cells (genetic determinants unknown).

• Target mechanisms
• Influence on genetic instability and DNA repair (ras, HER-2, v-src).
• Influence on stress response pathways (ras, HER-2, p53).

• Posttarget mechanisms
• Regulation of apoptotic pathways (ras, Akt, phosphatase and tensin
homologue deleted in chromosome ten, p53, bcl-2).

• Regulation of senescence pathways (p53, ras, ARF).
• Regulation of cell cycle checkpoints (p53, p16).
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levels of ABC transporters. Whereas, in some instances such parallel was indeed ob-
served, e.g., between MRP level and N-myc positivity in neuroblastoma (58), in other
cases the reverse was true, e.g., expression of mutant N- or K-ras in acute myeloid
leukemia correlated with reduced expression of P-gp (with no change in MRP1 and LRP
levels) (59). This should also be put in the context of the physiological function of P-gp
(and ABC transporters) in maintenance of tissue integrity (brain), and/or function (gut,
liver, kidney) in certain organ sites, where exclusion of extracellular toxins through high
expression of “pump” proteins is a natural process (54,60). Therefore, it is reasonable to
assume that regulation of ABC transporters by differentiation, paracrine factors, onco-
genic- and stress-related signals may contribute to drug resistance in some tumor settings
(61,62), but the role of oncogenes in tumor responsiveness to chemotherapy would likely
also include other, perhaps more robust mechanisms (31,54,63,64).

Cytoreductive anticancer modalities were developed to inflict maximal and selective
damage on the cellular mitotic machinery in tumor cells, and ultimately (in a direct or
indirect manner) compromise the process of DNA replication and maintenance of struc-
tural and functional integrity of the cancer cell genome. Indeed, the latter could be viewed
as a broadly defined direct “target” of such therapies. Consequently, several target-
related forms of therapeutic resistance involve alterations in DNA synthesis and repair
mechanisms (13). For instance, proteins involved in nucleotide excision repair, including
excision repair crosscomplementing 1 and xeroderma pigmentosum gene products have
been implicated in removal of DNA adducts postcisplatinum treatment (32). Interest-
ingly, excision repair crosscomplementing 1 mRNA was recently found to be upregulated
in patients with non-small cell lung cancer (NSCLC) (32). It remains to be seen whether
there was any relationship between this event and the oncogenic status of these patients.
In another study, however, expression of v-Src oncogene in a gallbladder cell line re-
sulted in a more efficient removal of interstrand crosslinks and was reversible by treat-
ment with radicicol, but not with inhibitors of phosphoinositide 3-kinase (PI3K) and
protein kinase C pathways (65). On the other hand, fibroblastic cells exhibited resistance
to cisplatinum and increased efficiency of DNA repair on expression of oncogenic H-ras
and subsequent activation of the PI3K/rac/reactive oxygen species pathway (66). Inac-
tivation of the HER-2 oncogene in breast cancer cells diminished DNA repair and sur-
vival of breast cancer cells exposed to cisplatinum (67). As oncogenic pathways also
influence, or modify other events related to maintenance of DNA integrity, such as cell
cycle checkpoints or mismatch repair processes (12,32,68) further studies may reveal
their additional role in responsiveness to cytotoxic therapies.

It is worthy of attention that in some instances oncogenic events actually promote
responsiveness to cytotoxic agents (Table 2). For instance, inactivation of the p53 tumor
suppressor gene in U87 human astrocytoma and murine glioma sensitizes these cells to
the cytotoxic action of nitrosourea derivatives (16,69). Expression of activated oncogenes
such as HER-2 (70) or E1A (71) was also associated with increased (rather than de-
creased) sensitivity to cisplatinum. HER-2 amplification was also linked to increased
responsiveness of breast cancers to antracyclines, but the impact of the accompanying
coamplification of other genes in the same region of chromosome 17q12, notably
topoisomerase IIα, remains a possible factor in manifestation of this phenotype (17).
These examples illustrate the complexity of the relationship between oncogenic events
and the impact various classes of chemotherapeutics may have on causing fatal DNA
damage. It is conceivable that unifying explanations for these divergent effects could be
found only in specific cellular, signaling, and therapeutic contexts.
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Posttarget effects of chemotherapeutics and radiation involve induction of cellular
growth arrest, functional paralysis and programmed cell death. The molecular control of
these events has recently attracted considerable attention, owing to realization that ulti-
mate causes of cellular demise after genotoxic or microtubule insult lie with activation of
precisely controlled intracellular programs of self-destruction (72). Implicitly, these death
processes are controlled by signaling pathways of which transforming proto-oncogenes
are an important part (12,20). Whereas much of the cytotoxicity associated with anticancer
treatment modalities was initially attributed to induction of apoptosis (72), alternative
cellular responses have recently come to light including mitotic catastrophe/necrosis and
terminal growth arrest also known as cellular senescence or STASIS (stress or aberrant
signaling induced senescence) (20,73–77). The importance of this distinction extends
beyond semantics. Indeed, drug-related activation of the apoptotic caspase cascade (mostly
through mitochondrial pathway) leads to fragmentation, release and phagocytosis of the
cellular material (including DNA) without inflammatory reaction, a process that ulti-
mately results in disappearance of affected cancer cells (74). In the cumulative
“macroscale,” such events could amount to tumor shrinkage, an established clinical cri-
terion of therapeutic response (according to Response Evaluation Criteria in Solid Tumors
protocol) (74,57,78). Similarly, severe and acute drug-induced damage can result in en-
domitosis, cell cycle arrest, and inability of the cellular machinery to repair DNA and
restore chromosomal integrity followed by cell death through a mechanism often com-
pared to necrosis (74). Again, in this case the cell is eventually eliminated and even with
stromal or inflammatory reaction, tumor shrinkage could be expected (23,74). When the
ability of a cancer cell to execute its own physical demise through apoptotic or mitotic
pathways becomes permanently compromised (e.g., because of defects in the apoptotic
pathway), cytotoxic injury may result in disruption of mitotic capacity, but without de-
struction of physical structure and metabolic activity of the affected cell. The accompa-
nying change in cellular phenotype is reminiscent of cellular proliferative senescence as
indicated by positivity for several markers: acidic β-galactosidase and upregulation of
p16, p53, PAI-1, and other genes (23,73,79). In this case, the apparent tumor shrinkage
may be less apparent, or absent, but instead the macroscopic growth is halted with the
remaining tumor mass containing viable, but nondividing cancer cells continues to persist

Table 2
Dual Role of Oncogenes in Determining Cellular Responses to Genotoxic Therapies

• Examples of oncogenic events that may sensitize cancer cells to genotoxic therapies
• P53 mutations and sensitivity of glioma cells to nitrosourea derivatives.
• Overexpression of HER-2 and athracycline sensitivity in breast cancer.
• Cisplatin sensitivity in gallbladder cancer cells expressing HER-2.
• Chemosensitivity of experimental lymphoma expressing oncogenic myc.

• Examples of oncogenic events that may cause resistance to genotoxic therapies
• Bcl-2 overexpression, resistance to chemotherapy.
• Akt activation, resistance to chemotherapy.
• Resistance to chemotherapy in cells overexpressing eIF-4E.
• Resistance to ionizing radiation and sulindac in cells expressing activated Ras.
• Resistance to radio- or chemotherapy in p53-deficient tumor cells.

See text for references.
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(as apparent “disease stabilization”) (23). Senescent cancer cells, like their normal coun-
terparts, may eventually die after protracted growth arrest, but they may also constitute a
reservoir of occult disease, presumably because of paracrine stimulation and genetic
progression of residual surviving tumor cell clones (23).

Responsiveness to cytotoxic treatment modalities often declines with more clinically
and genetically advanced disease. As several genes involved in growth arrest, apoptosis,
and senescence possess properties of oncogenes or tumor suppressors (see Tables 1 and 2;
Table 3), it could be expected that their contribution to the genetic tumor progression may
alter the pattern of therapeutic resistance intrinsically, i.e., without prior drug exposure
(22,74). Conversely, some of the events associated with tumor progression could be in-
duced, accelerated, or altered by exposure to cell death-inducing stimuli of physiological
(hypoxia) or treatment-related nature (74). Even such an unrelated but relevant property of
cancer cells as expression of the proangiogenic phenotype could be a product of such
“collateral” selection process, which favors cells able to evade apoptosis through expres-
sion of oncogenic proteins, known inducers of angiogenesis (80) (see Section 2.3.). The
relationship between responsiveness to cytotoxic therapies and genetic tumor progression
is epitomized by actions of p53, the most common genetic alteration in human cancer
(reviewed in ref. 74). Thus, DNA damage is now known to cause activation of “sensory”
mechanisms including several kinases (Ataxia telangiestasia mutated protein, ataxia te-
langiectasia- and Rad3-related, checkpoint 1, checkpoint 2) and resultant expression/sta-
bilization of TP53 (20). Depending on the magnitude of the injury, TP53 could either
activate a growth arrest pathway (p21) coupled with DNA repair (GADD45) or trigger the
programs of apoptotic cell death and senescence. Consequently, loss of p53 and its integrat-
ing role is often (but not always) associated with drug resistance (20,74). Interestingly,
oncogenic events involving ras, E1A, myc, and other transforming genes are also associ-
ated with upregulation of TP53 executed through a pathway involving upregulation of
p19ARF (also promyelocytic leukemia [PML]) and resulting in inhibition of murine double
minute 2 (MDM2)-dependent TP53 degradation (12,81). In the context of intact tumor
suppressors (p53, p16, p19) these events may also activate apoptotic or senescence path-
ways and induce what is often referred to as “oncogenic stress” phenomenon (20,74,81,82).
It is therefore noteworthy that isolated overexpression of oncogenic proteins (e.g., Ras)
may lower the apoptotic threshold and promote (rather than inhibit) tumor cells’ sensitivity
to genotoxic insults, a phenotype that is eventually overridden by secondary genetic events

Table 3
Oncogenic Events Associated With Changes in Resistance to Oncogene-Directed (Targeted) Agent

• Example of oncogenic mutations that sensitize cancer cells to targeted agents
• Expression of mutant EGFR in NSCLC sensitive to gefitinib

• Examples of oncogenic events that confer resistance to targeted agents
• Mutations and amplification of bcr-abl in CML patients treated with imatinib
• Upregulation of VEGF in cells resistant to EGFR inhibitors
• Overexpression of AR in androgen independent prostate cancer
• Androgen-independent activation of AR in prostate cancer

EGFR, endothelial growth factor receptor; NSCLC, non-small cell lung cancer; CML, chronic
myelogenous leukemia; VEGF, vascular endothelial growth factor: AR, androgen receptor.

See text for references.
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(15,74). However, the apparent dependence of oncogenic transformation (e.g., in associa-
tion with heterozygous mutations of ras) on preceding loss of tumor suppressor pathways
(e.g., p53, p16, adenomatous polyposis coli) has recently been questioned in studies uti-
lizing refined transgenic models in which point mutation of a single allele was used instead
of overexpression (83,84). Even with this in mind, it is still possible that, whereas K-ras
may possess transforming properties without preceding changes in p16 or p53, such addi-
tional changes will contribute to subsequent (multigenic) resistance to genotoxic therapy
observed in advanced human cancers.

The interrelationship between oncogenic events and pathways of drug-induced cellu-
lar apoptosis and senescence has been recently elegantly delineated using a murine model
of spontaneous development of B-cell lymphoma under the influence of the myc onco-
genic transgene (E-myc) (15,74). In this model (the biology of which is reminiscent of
Burkitt’s lymphoma), treatment with high doses of cyclophosphamide (CTX) can pro-
duce an ostensibly curative outcome, as measured by the duration of tumor-free survival,
in a large proportion of animals (23). This effect was associated with massive induction
of apoptotic death (intense TdT-mediated dUTP nick end labeling [TUNEL] staining),
physical shrinkage of lymph nodes and clearance of green fluorescent protein-tagged
tumor cell deposits from all accessible disease sites (23). Additional genetic defects
changed fundamentally the biology of this model disease and responsiveness to therapy.
For instance, overexpression of the antiapoptotic Bcl-2 proto-oncogene in E-myc he-
matopoietic precursor cells obliterated the cellular responses (apoptosis) to CTX therapy,
which no longer resulted in the shrinkage of the palpable tumor masses in lymph nodes
(23). Paradoxically, there was also a considerable prolongation of progression-free sur-
vival (23). This was because of a continued responsiveness of tumor cells to therapy,
albeit in a qualitatively different manner. In this case the defect in apoptotic pathway led
to induction of cellular senescence-like process whereby tumor cells remained physically
intact and metabolically active but were paralyzed (at least temporarily) in their ability
to support the disease progression (23). It is interesting to note that this state represents
a form of resistance from a “clinical” standpoint, but less so from the biological perspec-
tive (as CTX-exposed senescent tumor cells would become unable to sustain their
clonogenicity). Even in such a “paralyzed” state cancer cells might, however, be able to
provoke growth of their less damaged or altered (stem-like) minority subsets, which may
constitute a disease reservoir and a source of recurrence (23,74). The behavior of the Bcl-
2-expressing E-myc lymphoma could be altered further by introduction of genetic defects
that compromise the senescence pathway (e.g., by removal of p53 or INK4a/ARF genes)
(23). In such an instance, both control and Bcl-2-expressing tumors became resistant to
therapy and prolongation of tumor-free survival was significantly reduced (15,23,74).
Again, this sequence of events (i.e., changes in failsafe, apoptotic and senescence path-
ways may occur under selective pressure of therapy but also spontaneously during tumor
progression (because of evolving resistance to natural selective pressures, e.g., oxygen/
growth factor deprivation) and result in de novo resistance to therapeutic modalities
targeting the respective pathways of cell-loss control (15).

Identification of oncogene-dependent events as a source of resistance to the genotoxic
insult provided a rational basis for new strategies aimed at using oncogene-directed
agents effectively as radiation- or chemosensitizers in combination with traditional treat-
ments (31,76). Several such attempts with various inhibitors of oncogenic signal trans-
duction have shown some promise, irrespectively whether such targeted agents
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themselves (as monotherapy) exert a potent antitumor effect or not (31,76). For instance,
as mentioned earlier the complex (partially Ras-directed) action of FTIs may result in
significant radiosensitization effects in vitro and particularly in vivo (38). Similarly,
antagonists of ErbB oncogenes (Herceptin, C225/erbitux and various other epithelial
growth factor receptor [EGFR] inhibitors) have been shown to lower the apoptotic thresh-
old, modulate cell cycle progression, and enhance the activity of cytoreductive modali-
ties (e.g., radiation, cisplatinum, doxorubicin, and paclitaxel) (67,85–93). It has also been
noticed that some of the common survival pathways located downstream of many onco-
genic pathways may be used as targets for chemosensitization (or radiosensitization)
regardless of the activating genetic lesion. A case in point is the recent evidence that a
pathway involving PI3K/Akt, its downstream effector mammalian target of rapamycin
(mTOR) and a translation factor eIF-4E (itself a proto-oncogene) (94) may be involved
in resistance to chemotherapeutic agents. Again, by using the aforementioned E-myc
lymphoma model Wendel, Lowe, and colleagues demonstrated that when tumor cells are
engineered to express the activated (oncogenic) form of Akt (or bcl-2) they become more
aggressive and irresponsive to treatment with CTX or doxorubicine because of a severe
defect in their ability to execute apoptotic death on genotoxic injury (76,77). This could
be overridden by treatment with the antagonist of mTOR rapamycin, but only if the cells
did not constitutively express upregulated levels of mTOR effector eIF-4E (76,77). These
results exemplify how the knowledge of signaling pathways that control cell death pro-
cesses may lead to derivation of a different type of targeted therapy, namely targeted
reversal agents directed at specific forms of oncogene dependent therapeutic resistance.

It may be useful to close our remarks regarding the role of oncogenes in responsiveness
to cytoreductive agents with two summarizing thoughts. First, oncogenes by definition
affect cellular signaling pathways and gene expression profiles in a multifaceted and
“cascade-like” manner (12). The consequences of such broad influence may encompass,
therefore, several putative molecular mediators that could be involved in various forms
and mechanisms of drug/radiation resistance including (see Table 1):

1. Mechanisms that control drug delivery and tumor microenvironment (e.g., angiogenesis,
lymphangiogenesis, thrombosis, vessel remodeling).

2. Expression of membrane transporters (e.g., P-gp, MRP1, LRP).
3. Cellular detoxification mechanisms (e.g., glutathione S-transferase, metallothioneins,

bleomycin hydrolase).
4. Enzymatic activities involved in DNA synthesis and metabolism (e.g., dihydrofolate

reductase).
5. Mechanisms of drug activation (e.g., DT-diaphorase, nicotinamide adenine dinucleotide

phosphatase, P450 reductase).
6. DNA repair mechanisms (e.g., topoisomerase II, O6-methyl guanine-DNA methyltrans-

ferase, human mut-L homologue 1, human mut-L homologue 2, checkpoint 1, p21WAF1).
7. Mechanisms that control cell cycle progression (e.g., cell adhesion signaling, E-cadherin,

p27Kip1, p21WAF1).
8. Mechanisms that control cellular stress response, survival, apoptosis, and senescence

(e.g., p53, p73, Bcl-2, p19/ARF, bclxL, cell adhesion-dependent drug resistance).

Second, in spite of the ultimate causation of clinical progression and cancer-related
mortality by oncogenic lesions, their influence on therapeutic resistance to cytoreductive
modalities is not unidirectional. Indeed, oncogenic events can contribute to an increase in
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therapeutic resistance to chemo- and/or radiotherapy in some settings (15,19,32,51,65,100–
103), but to a decrease (i.e., cause sensitization) in other contexts (16,69,70,104–106). This
dichotomy (see Table 2) is thought-provoking, as it suggests that at the early stages of
tumor progression (at least in some cases) the incipient genetic influences may provoke a
state of “oncogenic stress” and propensity to activate apoptotic program on additional cell
injury, whereas at the later stages of disease and during the course of therapy-induced
cellular selection, additional genetic events may emerge, and oncogenic pathways may
become rewired to produce a state of increasing resistance to cytotoxic insults (12,20,74,76).
Moreover, genetic changes that induce drug resistance to one agent may sensitize cancer
cells to another, a notion with significant unexplored therapeutic potential (107).

2.2. Resistance to Oncogene-Directed Therapies

Whereas oncogenic events are often the source of therapeutic resistance to traditional
anticancer agents (31,32,38,76,108,109), they also have recently become targets of the
new generation (“targeted”) anticancer drugs (54,110,111). One of the expectations as-
sociated with such oncogene-directed signal transduction inhibitors has been that they
may not only block molecular mechanisms of cellular transformation per se but also,
consistent with aforementioned considerations, act as sensitizing agents in the context of
traditional cytoreductive therapies (38,108). It therefore came as somewhat of a surprise
(although perhaps one that should have been expected) that cancer sensitivity to these
“sensitizing agents” did in fact show variation, diminished, or even disappeared over
time, thereby manifesting hallmarks of a bona fide therapeutic resistance.

With regards to the nature of resistance to targeted agents, the case in point was
provided early on by thus far the most successful drug in this class known as imatinib
mesylate (STI571, Glivec®, Gleevec™) (112,113). Imatinib is an ATP-competitive in-
hibitor selective for a narrow group of tyrosine kinases, most particularly c-Abl, but also
platelet-derived growth factor receptor (PDGFR)-β and c-Kit. Because of these proper-
ties, the agent became a “hit” in the search for antagonists of the constitutively active and
transforming bcr-abl fusion gene product that forms during the reciprocal t(9;22) trans-
location associated with the aberrant 22q Philadelphia chromosome. This translocation
is detectable in the majority (95%) of patients with chronic myelogenous leukemia (CML)
and in a subset of cases of acute lymphoblastic leukemia (ALL) (112). By combining the
constitutive tyrosine (possibly also serine-threonine) kinase activity of aberrant c-Abl
with effects rendered by the aggregation domain of the bcr gene product, the bcr-abl
oncogene delivers a potent transforming signal to myelogenous progenitors, presumably
by altering their differentiation, mitogenesis, survival, mobility, adhesion and angio-
genic properties (112,114,115). This is executed through several effector pathways,
including: Crkl, Src, Stat5, Fak/paxilin, Grb2/Sos/Ras/mitogen-activated protein kinase
(MAPK), PI3K/Akt, and downstream apoptotic regulators such as Bad and BclxL (112).
Various major isoforms of bcr-abl (p190, p210, p230) may differ in their ability to
activate the respective pathways, but they represent the apparent common causal event
in the clonal expansion of leukemic cells in the majority of CML patients, and thereby
a prime therapeutic target (112). So much so that blockade of the bcr-abl activity (e.g.,
by imatinib) could be viewed as tantamount to reversal of the leukemic process.

Indeed, in chronic phases of CML imatinib therapy resulted initially in a staggering
96.8% of complete hematological responses and 76.2% complete cytogenetic responses,
thereby vastly outperforming the prior standard treatment with α-interferon and cytosine
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arabinoside (69% complete hematological response and 14.5% complete cytogenetic
responses, respectively) (112). However, it is now known that a fraction of CML patients
treated with imatinib progress to accelerated and blast phases of the disease and begin to
display reduced responsiveness (resistance) to therapy. Because of the paradigmatic role
of imatinib amongst oncogene-directed agents, mechanisms of this somewhat unantici-
pated resistance have been subjected to considerable scrutiny. Among the possible fac-
tors that could render imatinib less/not effective in CML the levels of drug bioavailability
have been considered, particularly in relation to plasma levels of α1-acid-glycoprotein,
or concurrent erythromycin therapy (112). It is also possible that drug metabolism, drug
exclusion from cells through multidrug resistance (e.g., multidrug resistance-1/Pgp)-
dependent mechanisms, and other factors may also contribute to reduced imatinib activ-
ity (112). However, in advanced CML the apparent drug resistance is now attributed
mainly to qualitative and quantitative changes in the bcr-abl oncogene itself (112). Thus,
BCR-ABL gene amplification, protein upregulation, mutational changes in Bcr-abl ki-
nase activity, and deregulation of alternative signaling pathways are thought to alter the
relative effectiveness of imanitib in CML patients (112).

The increasing understanding of the mechanisms governing imatinib resistance pre-
cipitated a search for effective pharmacological countermeasures. In the event of the
involvement of alternative kinases (e.g., Bruton’s tyrosine kinase), their respective in-
hibitors are being contemplated as additives to imatinib therapy (112). Similarly, target-
ing aforementioned downstream targets of bcr-abl (e.g., PI3K, MAPK kinase, mTOR)
may prove useful in the context of diminished imatinib activity, as could, according to
recent evidence, combining imatinib with protein farnesyl transferase inhibitors (Ras
inhibitors) such as SCH66336 and L-744832, proteasome inhibitors (PS341/Velcade),
trichostatin A, LAQ284 and other agents (112).

However, it is unclear whether these strategies will be effective in addressing perhaps
the most troublesome aspect of imatinib resistance, namely the existence of mutations
within the bcr-abl kinase domain that render imatinib unable to maintain the oncogene in
the autoinactivated state (112). Interestingly, some of these mutant imatinib-resistant
forms of Bcr-abl can still be effectively blocked by alternative inhibitors such as
PD173955, or such agents developed against similar Src kinase as piridopirimidines
(PD180970), trisubstituted purines (AP23464), or novel orally available compounds
(BMS-354825) (116,117). In some instances, different imatinib resistant alleles of BCR-
ABL can be targeted with their specific inhibitors including PD166326 (directed at BCR-
ABLE255K) (118). On the other hand, imatinib found extended applications in inhibiting
unrelated oncogenic tyrosine kinases such as C-KIT in stromal intestinal tumors (119) or
FLIP1L1-PDGFRA in hypereosinophilic syndrome (118). Interestingly, in the latter case
another inhibitor (staurosporin derivative PKC412) was shown to overcome resistance to
imatinib because of the expression of the FLIP1L1-PDGFRA mutant in vivo (118). Even
with these developments, certain Bcr-abl mutants (e.g., T315I) remain noninhibitable
with presently available agents, and occult CML clones harboring such variant oncogenes
are of concern as a source of disease reservoir, recurrence and progression (116).

The inescapable question in this context is: What is the source of Bcr-abl mutations in
CML? When do they occur, and what is their relationship to exposure to imatinib? Because
multiple mutant forms of Bcr-abl kinase may be present in the same patient, it could be
suggested that not only a selection process of preexisting CML clones could be facilitated
during drug exposure, but also a high rate of unrepaired DNA errors in the BCR-ABL
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sequence (and elsewhere) could be generated during disease progression. It is therefore
possible that constitutive or transient deregulation in DNA repair mechanisms may occur
in CML during the stages of disease that precede, accompany, or follow (are because of?)
expression of the BCR-ABL oncogene and contribute to its additional mutational changes.
These questions await more-rigorous analysis, not only in relation to imatinib resistance,
but also to better understand the emerging resistance to other targeted therapeutics.

In general terms, experience with imatinib has been illuminating, if not always uni-
formly successful, as it led to some thought provoking and generally applicable conclu-
sions related to possible mechanisms of resistance to molecularly targeted anticancer
agents. Thus, such resistance is thought to arise through three major classes of events
including (1) target related changes (mutations, amplifications, overexpression); (2)
pharmacokinetic changes (extracellular or cellular mechanisms, e.g., α1-acid-glycopro-
tein or P-gp, respectively); and (3) biological changes in the pathomechanisms of the
disease (e.g., disease reservoir in molecularly distinct silent cancer stem cell population,
activation of alternative transformation pathways) (118).

Indeed, such forms of therapeutic resistance have been detected in the case of several
agents directed at oncogenic pathways in cancer, a trend that is likely to continue with this
expanding class of therapeutics. In this regard, the best-characterized cases include agents
designed to inhibit oncogenenic forms of EGFR (EGFR/HER-1/ErbB1) and its related
HER-2/ErbB2/neu kinase in various epithelial cancers, the PML-RARα oncogene in
acute promyelocytic leukemia (APL) and activated androgen receptor (AR) in human
prostate cancer.

Recent massive efforts to generate inhibitors of EGFR (EKIs) resulted in a diverse
group of agents that entered advanced clinical trials, including ZD1839/Iressa/Gefitinib,
cetuximab/erbitux/C225, CI-1033, erlotinib/OSI-774/Tarceva, PKI166, ABX-EGF, H-
R3, and several others (86). In this regard, gefitinib has been a frontrunner in terms of
approval for clinical use in Japan and North America, and hence, this agent provided
ample insights to the possible mechanisms of drug resistance. Thus, in spite of promising
preclinical data, in patients with chemotherapy-resistant NSCLC, gefitinib induced het-
erogeneous responses with approximately 10% of cases demonstrating appreciable effi-
cacy, whereas the reminder being more refractory (110,120). To the credit of the particular
group of investigators involved in these studies, this discrepancy was not treated as
merely an indication of high frequency of failure or statistical inconvenience, but rather
led to in-depth and rather revealing studies (110,120–124). Thus, in spite of ubiquitous
expression of EGFR in NSCLC, occurrence of specific deletions (e.g., E746-A750,
L747-S752) and mutations (e.g., L858R) in the tyrosine kinase domain of the EGFR have
been noted in a subset (10% in North America and 28% in Japan) of NSCLC cases
(120,124). Moreover, these genetic lesions were linked to preferential activation of the
signal transduction activating transcription (STAT) and Akt-mediated pathways, but not
the MAPK pathway (121). This paralleled the enhanced susceptibility of NSCLC cells
to EGFR inhibitors that target the ATP-binding pocket of this receptor (gefitinib and
erlotinib). Strikingly, these “sensitizing” mutations were found at high frequency (75%)
in NSCLC affecting nonsmokers (122). Conversely, signaling through EGFR-indepen-
dent pathways or through a wild-type EGFR may serve as an example of target-related
resistance of NSCLC to gefitinib and similar acting agents. In this context, it is also worth
considering that in certain types of human malignancies (e.g., in breast cancer) various
members of the ErbB family of kinases are coexpressed and cooperate in causing cellular
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transformation in part by forming heteromeric complexes (e.g., EGFR/HER-2), and
through mechanisms of “horizontal signaling” (125,126). Therefore, whereas this is
unusual in the realm of clinical drug development, it would seem reasonable to combine
inhibitors of EGFR (e.g., erlotinib) and HER-2 (herceptin) to counteract the emerging
resistance to blockade of each of these oncoproteins.

It is important to recognize that activated EGFR (or HER-2) may also be subject to
posttarget drug-resistance mechanisms. As one of the consequences of EGFR inhibition
is obliteration of the proangiogenic phenotype (127,128), it may be anticipated that
activation of an alternative angiogenic pathway (phenotype), e.g., through EGFR-inde-
pendent oncogenic alterations, inflammatory influences, and/or hypoxia, may result in
reduced responsiveness to EKIs (27). For instance, it is known that tumorigenic and
angiogenic capacity (in mice) of squamous cell carcinoma cells A431 depends on EGFR-
dependent upregulation of VEGF (127,129). We have recently demonstrated that bypass-
ing the effects of EGFR by exogenous overexpression of VEGF under control of a strong
viral promoter leads to significant reduction of the impact EKIs such as the C225 antibody
has on tumor growth in vivo (130). It is noteworthy that in spontaneously derived EKI-
resistant variants of A431 cells the expression of VEGF is constitutively elevated. This
may be because of the influence of alternative (EGFR-independent) oncogenic pathways
(e.g., ras/MAPK), the activation of which could provide the cells with a selective growth/
angiogenic advantage during continuous exposure to EKIs in vivo (130,131). Again,
these kinds of observations would suggest that simultaneous targeting VEGF/VEGF
receptor (VEGFR), EGFR, and possibly other oncogenic targets (e.g., HER-2 in breast
cancer) would seem to merit serious consideration, something that has only recently
entered early stages of clinical evaluation (132,133).

Indeed, similar paradigms of target-related or -unrelated therapeutic resistance are
also applicable to more traditional targeted therapeutics such as agents directed at the
PML-RARα oncogene in APL (all-trans retinoic acid [ATRA]) and AR in prostate
cancer. With regard to the former, ATRA resistance, which is detected in 25–30% of APL
patients, has been attributed to increased catabolism of ATRA through cytochrome P450-
dependent pathways or mutations in the RARα sequence (133). Obliteration of onco-
genic AR signaling in prostate cancer is achieved by surgical (orchidectomy) or
pharmacological (gonadotropin-releasing hormone analogs) androgen ablation often
combined with AR antagonists (e.g., bicalutamide, hydroxyflutamide) (133). In spite of
initial effectiveness of this approach, androgen-independent disease often develops be-
cause of emergence of one or more of the following mechanisms (133–137):

1. AR overexpression or amplification.
2. AR mutations (e.g., ART877A).
3. Androgen-independent activation of AR (e.g., by interleukin [IL]-6, protein kinase A,

insulin-like growth factor 1).
4. Upregulation of alternative oncogenic pathways (EGFR, HER-2).
5. Inactivation of tumor suppressor genes (e.g., phosphatase and tensin homologue deleted

in chromosome ten [PTEN]).
6. Deregulation of epithelial–stromal interactions.
7. Deregulation of apoptotic pathways.

Again, in order to produce a bona fide in vivo resistance to androgen ablation and
disease progression, the impact of these various events is expected to affect not only
cellular mitogenesis, but also cell survival, angiogenesis, as well as interaction with local
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and ectopic stroma (e.g., at the site of bone metastasis) (136). It is of considerable interest
that at least some of these mechanisms are directly or indirectly related (as in the case of
other aforementioned targeted agents) to secondary oncogenic events known (e.g., acti-
vation of EGFR/HER-2) or unknown. In this sense, oncogenes appear to be the source
of resistance to oncogene-dependent therapy. Again, this reinforces the notion that
“antion-cogenic drug cocktails” should be considered strongly as the next step in the
development of molecularly targeted therapies (123).

2.3. Oncogenes, Tumor Suppressor Genes, and Agents Targeting Tumor
Vasculature—the Balance Between Vascular Supply and Demand in Cancer
2.3.1. RATIONALE FOR ANTIANGIOGENIC THERAPY

Tumor growth, invasion, and metastasis are fundamentally dependent on the access of
cancer cells to blood vessels (138). This necessity is attributed to the requirement for
influx of oxygen, glucose, nutrients, and metabolites, and efflux of catabolites to and
from the tumor mass, respectively, but also to paracrine effects of vascular stroma (in-
cluding endothelial cells) on growth, survival, motility, and other properties of cancer
cells (139–143). Cancer cells secure their blood vessel proximity by seeking actively
preexisting vascular networks (vascular cooption and/or invasion) (144,145), formation
of pseudovascular channels (vasculogenic mimicry) (146), or (perhaps more commonly)
by recruitment of new capillaries to areas within and around the tumor. The latter scenario
may be realized through several possible mechanisms, collectively designated as “tumor
angiogenesis,” including blood vessel sprouting, vascular intussusception, vessel split-
ting, vascular remodeling, and postembryonal vasculogenesis, all of which have been
described in detail elsewhere (147,148). We have also proposed recently that the pro-
cesses of arteriogenesis (149)—defined as circumferential growth and remodeling of
vessels “feeding” a particular vascular bed (e.g., tumor microcirculation)—is essential
for expansion of the vascularized tumor masses (150). Moreover, formation of lymphatic
metastases has recently been linked to tumor-induced formation of new lymphatics (tu-
mor lymphangiogenesis) (151–154).

The notion of a basic dependence of the malignant process on angiogenesis (145),
arteriogenesis (150), and lymphangiogenesis (154) suggests that these processes (and
their distinct cellular and molecular mechanisms) could serve as therapeutic targets in
cancer. Although mechanisms of these various processes are increasingly well under-
stood (25,148,154,155) and have already inspired the search for new therapeutic oppor-
tunities, angiogenesis inhibition has been in focus of such efforts for the longest time
(138). For this reason, antiangiogenesis research is currently sufficiently advanced (156)
to warrant a meaningful discussion of the likelihood and forms of therapeutic resistance
to this modality. In this regard, it may be useful to first consider more carefully the
expectations associated with this form of anticancer therapy (26). Thus, in addition to the
unique principle of targeting tumor vasculature (an essential host aspect supporting
tumor growth and metastasis) instead of cancer cells themselves, the appeal of
antiangiogenic therapy stems from several considerations related to specificity, safety,
and anticancer efficacy of this modality. For instance, antiangiogenic agents would be
expected to be tumor selective, as cellular and molecular properties of tumor-associated
blood vessels appear to be unique owing to increased mitogenic activity, motility, and a
permanent “activation” state of their constituent endothelium, and resulting morphological,
architectural, and functional changes of the capillaries themselves (147,148). Likewise,
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tumor-associated endothelial cells can be distinguished at the molecular level from their
normal quiescent (or even physiologically activated) counterparts, notably by expression
several unique tumor endothelial markers (157), by their patterns of reexpression, utili-
zation, and/or dependence on key molecular mediators of vascular development includ-
ing VEGF, VEGR receptors (Flt-1/VEGFR-1 and Flk-1/KDR/VEGFR-2), hypoxia-inducible
factor 1α, Tie-2/tek, Notch, Dll4, and several others (148,158,159). More recently, other
(nonendothelial) cellular elements of the tumor vasculature (e.g., pericytes) have entered
the scene as possible targets for angiogenesis inhibition, again because they appear to
possess distinct functional and molecular properties (160). Henceforth, minimal side
effects (dose limitations) are predicted to accompany angiogenesis inhibition because of
the virtual absence of similar processes (active angiogenesis) in healthy adult tissues
(with qualified exclusion of female reproductive organs, exercising muscle, regenerating
tissues, granulation tissue, and a few other rare and/or tolerable circumstances) (161).
There is also a reasonable expectation that obliteration of tumor blood vessels should
precipitate a catastrophic collapse of their dependent and much larger tumor cell popu-
lations because of reliance of the latter on noninterrupted passage of blood (26,147,162).
Selectivity and relative safety of antiangiogenesis may also be achieved by approaches
that relay on blocking the onset (“angiogenic switch”) (163) and maintenance (“angio-
genesis progression”) (139,164,165) of the angiogenic process, namely through counter-
acting the altered levels of various stimulators and inhibitors (indirect angiogenesis
inhibition) at the level of their production, release, or biological activity (as in the case
of bevacizumab). Functional obliteration of the activators (e.g., VEGF, fibroblast growth
factors, transforming growth factors), or restoration of the endogenous inhibitors (e.g.,
thrombospondin [TSP]-1, -2, METH-1/2, pigment epithelium-derived factor) could be
achieved by various means (26,148,163), e.g., by delivery of recombinant preparations
or pharmacological analogues of endogenous antiangiogenic factors to the tumor (an
approach known as a direct mode of angiogenesis inhibition) (26,166,167).

Perhaps one of the most appealing reasons to develop agents that could inhibit
(antiangiogenics) or obliterate (antivascular therapeutics) the expanding tumor-associ-
ated microvasculature (26,147,168,169) is the prediction that such therapies could be
inherently “resistant to resistance” (170). This argument rests primarily on the contention
that ultimately, much of the acquired resistance to traditional genotoxic anticancer thera-
peutics is driven by genetic instability (and indefinite phenotypic plasticity) (171) of
target cancer cells (170). As postulated by the clonal evolution hypothesis (21) and
numerous subsequent experimental studies (171), genetic instability leads to diversifica-
tion of the cancer cell population, from which resistant cellular variant inevitably emerge
through therapy-driven negative selection (170). In contrast—it was reasoned—
antiangiogenic agents affect genetically stable (nonmutable) type of cells (namely host
endothelial cells), which would not be expected to give rise to significant diversity,
variability, selection and resistance (170).

2.3.2. THE SPECTER OF IRRESPONSIVENESS TO ANTIANGIOGENIC AGENTS

IN CERTAIN TUMOR CONTEXTS

In spite of the relatively short history of tumor angiogenesis research, it is now recog-
nized widely that tumor blood vessels represent a validated, attractive, and unique thera-
peutic target in cancer. This notion led over the last two decades to development of a host
of prospective antiangiogenic agents (25,26,161), several recent clinical trials (listed and
reviewed elsewhere in detail [25,26], e.g., http://www.cancer.gov/clinicaltrials/develop-

http://www.cancer.gov/clinicaltrials/developments/anti-angio-table
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ments/anti-angio-table, www.angio.org), and one drug (bevacizumab/Avastin®) approval
for clinical use in cancer (http://www.gene.com/gene/news/press-releases/Feb26,2004).
Whereas these are remarkable developments that underscore the basic correctness of the
antiangiogenesis concept (138), the field has reached the stage at which raising practical
questions as to the inevitable limitations of this new treatment modality may be both
timely and necessary, including a possibility (and indeed a reality) of irresponsiveness
(resistance) to certain antiangiogenic agents and their classes in certain tumor contexts.

In 1996, we proposed that, whereas classical mechanisms of (mutational) therapeutic
resistance may not apply to angiogenesis inhibition (this may still need to be qualified),
there are reasons to suggest that in the broader sense, some forms of refractoriness or
unresponsiveness are still to be expected (172). We reasoned that sources of such resis-
tance may, as with other agents, lie in pharmacokinetics, pharmacodynamics, bio-avail-
ability, and molecular interactions (detoxification) of antiangiogenic agents (pretarget
considerations), in the status of endothelial cells themselves and that of their molecular
regulators (target-related events), and—contrary to the prior dogma—treatment resis-
tance could also reside in properties of the cancer cells (“posttarget” events) (172).
Further discussion of some of these possibilities has recently been undertaken in the
emerging literature (11,173), and therefore, we focus mainly on those aspects of thera-
peutic resistance to antiangiogenics that could be linked to genetic tumor progression.

There are reasons to believe that responsiveness to antiangiogenic agents can change
with tumor progression (18,172). Whereas tumor size, histotype, structure, vascularity,
angiogenic profile, and other phenotypic features may be indicative of such emerging
changes (160,164,174,175), it is also worth considering an underlying causal role of
genetic (oncogenic) events in the process. In theory, oncogenes could affect efficacy of
antiangiogenic agents in several different ways:

1. Through changes in properties of cancer cells themselves that alter the impact and the
consequences of the vascular insult (e.g., by changes in the angiogenic phenotype, in-
crease/alteration in production of proangiogenic and survival factors, changes in sensi-
tivity to oxygen deprivation, anaerobic metabolism, activation of survival pathways, and
in several other ways) (28,41,42).

2. Through indirect modification of various components of the angiogenic micromilieu
(e.g., by oncogene-driven alterations in deposition and remodeling of the extracellular
matrix, impact on stromal and inflammatory cell recruitment, and activation, as well as
modifications of the hemostatic circuitry within and around the tumor) (176–178).

3. Through secondary changes in structural and functional properties of the tumor mi-
crovasculature that may alter the likelihood of achieving a sustained antiangiogenic
effect (e.g., changes in vascular architecture, patterning, stabilization, and “normaliza-
tion” resulting from molecular changes set off or modified by oncogenic events).

4. Through genetic alterations within endothelial cells themselves (e.g., because of some of
these cells, or their precursors originating from a transformed/aberrant progenitors in
certain malignancies, “horizontal” gene transfer between tumor cells and their adjacent
endothelium or else through contribution of genetically altered cancer cells to blood
vessel wall—”vasculogenic mimicry”) (146,179–181). We discuss some of these possi-
bilities (many still hypothetical or experimental in nature) in the remainder of this article
(also, compare Fig. 1).

http://www.cancer.gov/clinicaltrials/developments/anti-angio-table
www.angio.org
http://www.gene.com/gene/news/press-releases/Feb26,2004
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2.3.3. ONCOGENES AND THE IMPACT OF CANCER CELL PROPERTIES ON RESPONSIVENESS

TO BLOOD VESSEL-DIRECTED THERAPIES—THE QUESTION OF VASCULAR SUPPLY

AND VASCULAR DEMAND

An important but often overlooked consideration in the context of the antiangiogenic
therapy is that the ultimate target of all anticancer therapies are cancer cells themselves,
and endothelial cell (vascular) inhibition/destruction is simply an intermediate step in the
same process. Consequently, as with other anticancer therapies (albeit to a different
extent), tumor cell heterogeneity and plasticity may have a significant bearing on the
efficacy of antiangiogenic agents. For instance, withdrawal of blood vessel supply,
whereas deadly in principle, may spare those cancer cells that have adapted to growth/
survival under ischemic conditions, e.g., because of alterations in hypoxia-, hypoglyce-
mia- and growth factor-response pathways (172). Changes in metabolic properties (41)
of cancer cells are now known to be linked to oncogenic transformation. Indeed, osten-
sibly normal embryonic fibroblasts deficient for the p53 tumor suppressor gene demon-
strate a degree of resistance to hypoxia (182). The p53 gene product represents an
interesting case because of the multiplicity of roles this tumor suppressor plays in neo-
plasia, including in maintaining genetic integrity (“guardian of the genome”), regulator
of genotoxic stress responses (183), resistance to anticancer treatments (184,185), regu-
lation of cell cycle checkpoints (186), and more recently, in triggering angiogenic changes
in affected cancer cells (187).

In addition to these widely appreciated and fundamental properties, we have recently
demonstrated that loss of p53 and at least three other types of cancer-related molecular
alterations (loss of hypoxia-inducible factor 1, high levels of Ras activity, and unknown
molecular defect in advanced melanoma) segregate with the ability of certain tumor cell
subsets to populate poorly perfused tumor microdomains and withstand low blood vessel
density (see Table 5, on p. 91) (139,188–190). Several other independent studies recorded

Fig. 1. The evolving interrelationship between transforming genetic events and the host vascular
system. Oncogenic events affecting cancer cells alter/ induce both proangiogenic and procoagulant
properties in cancer cells. The latter aspect is exemplified by overexpression of the principal
procoagulant receptor–tissue factor on the surface of cancer cells harboring oncogenic lesions
(mutant ras, p53, activated epithelial growth factor receptor [EGFR], and several others). Tissue
factor may not only trigger perivascular clotting events (on binding to factor VII or otherwise), but
also transmit signals to the cellular interior thereby changing the expression of angiogenic (vas-
cular endothelial growth factor), antiangiogenic (thrombospondin-1, -2), survival-altering, migra-
tory, and mitogenic molecules (see references in the text).
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similar findings (182,191,192). In spite of increasing vascular densities in certain tumor
contexts, hypoxia and low (rather than high) microvascular density was associated with
late stages of colorectal and pancreatic cancers where a considerable likelihood of multiple
genetic defects including activation of K-ras and loss of p53 could be readily expected
(193,194). On the basis of these observations, we proposed that transforming events not
only contribute to growth, survival, and onset of proangiogenic properties (the latter could
be described as vascular supply) of cancer cells, but also define their relative reliance of
such cells on blood vessel proximity, a property we refer to as vascular demand (195). This
led to a prediction that genetic defects could lower vascular demand of cancer cells and this
in turn could diminish the efficacy of antiangiogenic therapies (172). Indeed, in a recent
study we were able to demonstrate that in the case of human colorectal cancer xenografts
loss of p53 by tumor cells was associated with a reduced (though not abolished) tumor
responses to a protocol combining two potent antiangiogenic agents, namely: metronomic
dosing of vinblastine and intensive treatment with VEGFR-2 inhibitor (DC101) (189). In
fact, this finding links (at least in experimental settings) the genetic properties of cancer
cells with the outcome of therapy targeting host-derived blood vessels (also compare Fig. 2).

Oncogenic alterations could also affect the outcome of blood vessel directed therapy
through changes in the angiogenic profile of cancer cells (i.e., as a function of vascular

Fig. 2. Impact of vascular endothelial growth factor (VEGF) targeting in two different contexts
of tumor angiogenesis. Teratoma formation by embryonic stem (ES) cells is blocked by targeting
the VEGF gene (VEGF–/–) and/or administration of the antibody (DC101) that blocks VEGF
receptor (VEGFR-2) (upper panel). Isogenic cells derived from chimeric mice harboring the
progeny of the aforementioned VEGF–/– ES cells can be used as donors of VEGF–/– adult dermal
fibroblasts (middle section). When such fibroblasts are transformed with activated oncogenes (H-
ras), the resulting fibrosarcoma cells (528ras1) form aggressive and angiogenic tumors in the
absence of tumor-derived VEGF and are not growth-inhibited by VEGFR-2 blockade (DC101).
Thus, in this setting at least two tumor-related forms of angiogenesis seem to exist, one of which
(teratoma) is sensitive to VEGF/VEGR-2 inhibition, whereas the other (oncogene-driven path-
way) appears to be resistant to such treatment (see text).
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supply). Thus, as mentioned earlier, the “angiogenic switch” in cancer is a function of
cellular transformation and related alterations in intracellular signaling during the expres-
sion of angiogenesis related genes (see Fig. 1) (28,196). This first came to light as a result
of pioneering studies initiated by Bouck’s laboratory, in which loss of p53 (196) was
linked to down-regulation of TSP-1 (a proangiogenic event) in cultured fibroblasts iso-
lated from patients with the Li-Fraumeni syndrome (187,197). Subsequently, activated
forms of K- and H-ras proto-oncogenes were shown to trigger proangiogenic processes
by causing upregulation of VEGF (45,198), and in some cases, also by downregulation
of TSP-1 (131,199,200). It is now recognized that Ras oncoproteins are able to affect
tumor angiogenesis in multiple and diverse ways, for instance, by causing upregulation
of IL-8 and related vascular and proinflammatory responses (201), or by triggering
expression of tissue factor, a change that may affect blood vessel dynamics in coagula-
tion-related and/or -unrelated manner (202) (see Fig. 1). These observations have now
been extended to a large number of transforming proteins, many of which may affect
expression of several different regulators of angiogenesis, including growth factors,
hormones, proteases, extracellular matrix proteins, and their antiangiogenic fragments
(recently reviewed extensively in refs. 26 and 27).

More importantly, oncogenes and tumor suppressors appear to act not only in a con-
stitutive manner, but also through mimicking, amplifying, and modulating physiological
mechanisms of angiogenesis, including the various activities of the hemostatic system
(128,202), hypoxia response pathways (203,204), inflammatory responses (201), and
other microenvironmental influences to produce an increasingly abundant proangiogenic
environment (163). In fact, more-advanced disease that is associated with the progressive
activation of various oncogenic pathways (reviewed recently in ref. 12) may generate the
level of proangiogenic stimulation, the robustness of which may be difficult to counteract
by therapeutic means. For instance, increasing VEGF expression (a likely consequence
of the occult oncogenic changes) was found to accompany evolving resistance to
antiangiogenic effects of TSP-1 in experimental tumor models (205), and conversely,
VEGF knockdown achieved through RNA interference exerted a TSP-1 “sensitizing”
effect (206). This is important, because peptide analogues of the second type I repeat, the
main antiangiogenic motif of TSP-1 known to interact with endothelial CD36 receptor,
are in clinical trials as possible anticancer agents (167). It is therefore of some concern,
whether high levels of VEGF could render certain types of tumor (e.g., brain or renal
cancers) resistant to this class of agents. In this regard, our recent study suggests that when
cancer cells are rendered VEGF deficient (by VEGF gene targeting, see Fig. 2) TSP-1
peptides (but not VEGF antagonists) exert an appreciable anticancer effect (176). A
corollary to this discussion could be that inasmuch as the onset of angiogenesis in cancer
depends on changes in the “angiogenic balance” (163,196), the reversal/obliteration of
this process may also be attainable by producing a context-dependent antiangiogenic
balance, and not simply by delivery of a fixed amount of a given inhibitor.

It should be noted that a degree of endothelial cell stimulation is believed to be required
for full manifestation of antiangiogenic effects of TSP-1 (207) and perhaps other angio-
genesis inhibitors, as well. It is therefore necessary to assume that there may be a tran-
sition point where quantitative and/or qualitative changes in endothelial stimulation are
no longer “sensitizing” these cells to the effects of angiogenesis inhibitors, but rather
become a source of “angioprotection” and therapeutic resistance. The latter scenario
seems to be operative when certain anticancer chemotherapeutics are tested for their
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antiendothelial effects in vitro (208) in the presence or absence of VEGF (209,210). In
such settings, VEGF triggered upregulation of survivin, XIAP, and other antiapoptotic
genes, thereby counteracting the effects of chemotherapy in a manner operationally
indistinguishable from a bona fide drug resistance (173,209,210). Also in vivo,
antiangiogenic (metronomic) scheduling of standard chemotherapy was relatively less
effective on its own as compared to a combination of such therapy (e.g., using vinblas-
tine) with agents blocking the activity of VEGF/VEGFR-2 pathway (211). Likewise, the
effects of metronomic treatment with cyclophosphamide were enhanced by addition of
another antiangiogenic agent (TNP470) (212). In mice deficient for TSP-1 (TSP-1–/–),
metronomic therapy with cyclophosphamide was less effective, perhaps suggesting a
role for endothelial/host-derived TSP-1 in responsiveness to these vascular insults (213).
This observation points, albeit indirectly, to the possibility that low TSP-1 expression
(whatever the mechanism) could be a cause of therapeutic resistance to metronomic
angiogenesis inhibition. It is also known that a potent proangiogenic growth factor - basic
fibroblast growth factor (bFGF) can alleviate antiendothelial effects of high doses of
ionizing radiation through its effects on acidic sphingomyelinase/ceramide pathway
(214–217). Again, VEGF, bFGF, TSP-1, and many other effectors of angiogenesis that
can participate in the aforementioned manifestations of therapeutic resistance to
antiangiogenic therapies are targets of several known oncogenes. Future studies will
show whether resistance to certain forms of antiangiogenic therapy segregates with
defined stages and pathways in genetic progression of major human tumors.

2.3.4. ONCOGENES AND TUMOR RESPONSIVENESS TO AGENTS TARGETING VEGF
PATHWAY OF ANGIOGENESIS

In the light of this discussion, the nature of the possible resistance to VEGF inhibitors
is of particular interest. This is because of the recent Food and Drug Administration
approval of Avastin (bevacizumab, Genentech), a humanized neutralizing monoclonal
antibody directed against human VEGF and the first antiangiogenic agent to ever enter
clinical oncology. Whereas this has been a momentous development in the field of
angiogenesis and antiangiogenesis research, it also signifies the need to consider the
possibilities, causes and consequences of both, successes and failures (i.e., therapeutic
resistance) of this strategy in the future (compare Table 4). With regard to the former,

Table 4
Differential Responsiveness to Vascular Endothelial Growth Factor Inhibition

in Major Human Cancers

Avastin® Cancer Preceding VEGF Survival rate
 trial site expression (in Avastin arm) p-Value

AVF2107g mCRC +++ OS +4.7 mo 0.00003
PFS +4.3 mo >0.00001

AVF2119g mBC +++ PFS +0.5 mo 0.627
• Trial-related problem (pretreated versus untreated patients?).
• Pharmacological problem (need for better agents/regimens?).
• Biological problem (need for different agents/approaches?).

mCRC, metastatic colorectal cancer; mBC, metastatic breast cancer; OS, overall survival;
PFS, progression-free survival. (Adapted from refs. 244 and 245.)
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there are several reasons to believe that VEGF and its endothelial receptors (VEGFR-1/
Flt-1 and VEGFR-2/KDR/Flk-1) represent particularly well-suited, rational, selective,
and well-validated therapeutic targets (26,169). For instance, VEGF overexpression is
ubiquitous in several types of cancer, preclinical data with several aforementioned inhibi-
tory agents (including A 4.6.1 antibody, from which bevacizumab originated) revealed
impressive antitumor effects in several recent studies (218–221) (also reviewed in ref.
222). Amongst those compelling results, perhaps the strongest indication as to the poten-
tial effectiveness of VEGF inhibitors comes from genetic inactivation of their molecular
targets—VEGF and VEGF receptors in mice. Thus, in mice harboring homozygous null
mutation of either VEGFR-1 or VEGFR-2, death occurs during early gestation because
of massive defects in vascular development (223,224). Even more severe are the conse-
quences of targeting the VEGF ligand, because even heterozygous mutant (VEGF+/–)
embryos die in mid-gestations of defects in vasculogenesis and angiogenesis (225,226).
In addition, in experimental tumors of embryonal or endocrine origin, VEGF gene inac-
tivation led to severe impairment of angiogenic capacity and growth (178,226–230).
Collectively, these observations seem to indicate that the role of VEGF in blood vessel
formation is essential, highly dose sensitive, and nonredundant, and hence, targeting this
angiogenic pathway in cancer could hold a particularly great promise (222).

Indeed, the recently concluded double-blinded, randomized phase III clinical trial
(AVF2107) involving patients with metastatic colorectal cancer demonstrated that
bevacizumab in combination with a version of Saltz’s chemotherapy protocol (5FU/LV/
CPT-11) performed considerably better (offering 4.7 mo of an increase in overall patient
survival) than chemotherapy alone (231) (see Table 4). Moreover, as a single agent,
bevacizumab delayed time to progression in renal cancer, although no statistically sig-
nificant increase in overall survival was noticed in that study (232). In fact, whereas
bevacizumab is a frontrunner of these efforts, a much larger body of inhibitory agents
directed at VEGF/VEGFR-1/2 is in preclinical and clinical development offering an
awesome future expansion of this important armamentarium. Those novel agents in-
clude, for example, several anti-VEGF antibodies (bevacizumab, HuMV833), antibodies
against VEGF/VEGFR-2 complex (2C3), VEGF inhibiting soluble receptors (VEGF-
TRAP), antibodies blocking VEGFR-2 (2C7), small molecule VEGFR inhibitors
(SU11248, SU6668, PTK-787, ZD6474), anti-VEGFR-1 ribozymes (Angiozyme™)
(233), and many other agents.

Whereas VEGF targeting has proven to be a highly effective way of blocking angio-
genic processes, there are also indications that this strategy may encounter some limita-
tions. This is because (as mentioned earlier) the inclusion of bevacizumab into treatment
of advanced colorectal cancer produced significant gains, but the effects have not been
curative, i.e., tumor vasculature eventually evaded the therapy. Moreover, another phase
III clinical trial (AVF2119) has been concluded recently, in which bevacizumab was
administered to previously treated patients with metastatic breast cancer along with a
standard regimen of capecitabine (234). Unlike in the colorectal cancer cohort, this trial,
however, yielded negative results, in that the arm with bevacizumab failed to meet the
expected survival end points (234), an outcome operationally tantamount to de novo
therapeutic resistance (see Table 4). Because expression of VEGF and VEGFR
(bevacizumab targets) has been described in both breast and colorectal cancers (235), it
could be argued that other aspects of these malignancies may have contributed to the
divergent outcomes of the aforementioned clinical trials. For instance, various differ-
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ences in trial design and characteristics of the corresponding patient cohorts (e.g., pre-
treatment in the case of breast cancer patients), subtleties of regimens, and other consid-
erations should be taken into consideration (see Table 4).

However, there are reasons to believe that relative dependence of various tumors on
the VEGF pathway may (contrary to common beliefs) be strikingly different (176), and
hence, the consequences of VEGF inhibition may vary accordingly. For instance, it was
noted that VEGF expression is a predominant angiogenic feature of early stage breast
cancer, and this profile becomes more complex, with ever-increasing spectrum and abun-
dance of proangiogenic growth factors (including FGF, endothelial cell growth factor,
and several others) in more advanced tumors (164). This raises the question as to whether
in the latter setting, VEGF becomes redundant rather than indispensable. Informative in
this regard is a recent study where ectopic VEGF expression could be manipulated
genetically in a breast cancer cell line, simply by activation/inactivation of a doxycy-
cline-regulatable promoter (174). In this case, VEGF withdrawal did produce antitumor
effects, but only at the early stages of breast cancer xenograft expansion in immunode-
ficient mice (174). In contrast, the same manipulation was inconsequential in more
advanced (larger) tumors (174). Another thought-provoking preclinical study was con-
ducted with various pharmacological inhibitors directed at VEGFR-2 specifically
(SU5416), or capable of inhibition of several receptor tyrosine kinases including PDGFR,
FGF receptor, and VEGFR (SU6668) (160). Interestingly, each of these drugs produced
a different antitumor (and antiangiogenic) effect, depending on the stage in development
of the same spontaneous and VEGF-dependent murine tumor (driven by expression of the
same oncogenic transgene—RipTag model) (160). In the same model system, a tumor
stage-specific pattern of therapeutic responsiveness/resistance was also observed with
other antiangiogenics (175).

Expression of VEGF in the tumor mass may be a function of genetic (oncogenic),
microenvironmental (hypoxic), or combined influences (28,165,202,236) (also, see Fig.
1). It is therefore reasonable to ask whether the efficacy of VEGF/VEGFR targeting
agents would be altered by these different contexts. We have recently examined this
question by comparing the impact of VEGF gene targeting and obliteration of VEGF
receptors in two types of fundamentally distinct but isogenic tumors (see Fig. 2). Thus,
in the case of ectopic (subcutaneous) injection of embryonic stem (ES) cells, highly
aggressive tumors (ES cells-derived teratomas), arise as a result of aberrant differentia-
tion and ostensibly in the absence of any stable alteration to the tumor cell genome (176).
The same ES cells can instead be used to create healthy chimeric mice. It is from such
mice that adult fibroblastic cells were isolated and subjected to oncogenic transformation
by enforced expression of activated oncogenes (H-ras, HER-2, or myc) to produce a
series of tumorigenic fibrosarcoma cell lines (176). We have recently employed both
types (ES and oncogene-transformed) of tumorigenic cells to compare the role of the
VEGF/VEGFR-2 pathway in two corresponding settings of tumor neoangiogenesis (176).
Interestingly, VEGF gene disruption (an equivalent of inhibited VEGF production by
cancer cells) resulted in dramatically different outcomes depending on the nature of the
tumorigenic phenotype. In particular, whereas the growth ES-derived (VEGF–/–) terato-
mas was almost completely abrogated, their VEGF–/– oncogene-transformed fibrosar-
coma counterparts retained largely undiminished in vivo aggressiveness and angiogenic
capacity (176). Moreover, a powerful neutralizing antibody against VEGFR-2 (DC101)
blocked growth of VEGF proficient (VEGF+/+) ES teratomas, but was relatively ineffec-
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tive against oncogene-driven fibrosarcomas, even if the latter tumors were composed
entirely of VEGF–/– cancer cells (176). Selective inhibition of VEGFR-1 was ineffective
in either case. These results suggest that activated oncogenes, whereas known to drive
VEGF expression, may also render the tumor formation and blood vessel recruitment
processes relatively unsusceptible to inhibition of the VEGF pathway (unlike in devel-
opmental context or in genetically unaltered isogenic teratoma, see Fig. 2) (176). This
could be because of a wider spectrum of VEGF-unrelated angiogenesis effectors deregu-
lated by oncogenic events, including downregulation of several endogenous inhibitors
(e.g., TSP-1, pigment epithelium-derived factor). In other words, the oncogene-driven
ability of malignant cells to trigger sustained vascular supply may be more redundant and
robust than angiogenesis in other biological contexts (18,176,195). This apparent
oncogene-dependent resistance to VEGF antagonists could also be attributed to dimin-
ished vascular demand of transformed cells that could withstand suboptimal conditions
of blood perfusion (Table 5) (18,195).

2.3.5. VASCULAR ARCHITECTURE AND RESPONSIVENESS

OF TUMORS TO ANTIANGIOGENIC THERAPY

Although this can only be inferred indirectly, oncogenic events may also influence the
architecture of the vascular tumor stroma and thereby the responses to antiangiogenic
therapy. Indeed, because the angiogenic profile appears to be a function of genetic tumor
progression (28,165,195), so too could be the structural properties of the resulting
neovasculature. This is exemplified by the observation that even relatively subtle changes
in expression of VEGF isoforms by tumor cells can lead to significant changes in vascular
architecture (228,237), and likely to different consequences following antiangiogenic
insults. In this regard, it was noted by Jain (46) that quantitative differences in magnitude
of such insults may translate into qualitatively different outcomes in terms of the status
of the tumor microcirculation. It was proposed that, whereas total obliteration of the
angiogenic process may lead to a collapse of the tumor vascular network and cessation
of blood supply, a less efficacious treatment may actually improve tumor microcircula-
tion as a result of the removal of the structural exuberance of the vascular bed, a process
named “vessel normalization” (46). It is argued that the latter outcome may not be entirely
negative, as it may facilitate delivery of anticancer therapeutics and improved radiation
sensitivity of the tumor, both extremely important practical considerations (46). Simi-

Table 5
Oncogenic Lesions Involved in Alteration
of “Vascular Dependence” of Cancer Cells

• H-Ras transformation
See ref. 139.

• HIF-1 a deletion
See refs. 188, 191, and 192.

• Unknown lesion in human melanoma
See ref. 188.

• P53 loss in human colorectal cancer cells
See ref. 189.

HIF-1α, hypoxia-inducible factor 1α.
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larly, antiangiogenic effects of IL-12 were linked in a recent study with a form of vessel
normalization (or “stabilization”) process (238), namely the treatment led to an increase
in the fraction of tumor vessels associated with α-smooth muscle actin (SMA)-positive
pericytes. A modest increase in α-SMA positivity was also observed when TSP-1 pep-
tides were administered to mice harboring H-ras-driven and TSP-1-negative tumors
(176). Conversely, treatment of mice harboring VEGF-dependent tumors with antago-
nists of the VEGF/VEGFR-2 pathway (AG-013736 and VEGF-TRAP) led to preferential
elimination of vascular elements with the highest expression of VEGFR-2 and to a
reduction in vessel-associated α-SMA staining, an observation that points to resistance
of VEGFR-2-negative/-low capillaries to such treatment, but also to (less obviously) the
corresponding shift in pericyte composition (239). Age-dependent alterations in respon-
siveness of the vasculature to changes in levels of VEGF and angiopoietin 1 signaling
have also been noticed (240). Our own more recent observations (Coomber, Fathers,
Braithwaite, and Rak, unpublished) suggest that qualitative changes in the composition
(heterogeneity) of the tumor vasculature may include decreases in the fraction of tie-2/
tek-positive tumor capillaries. Again, this vascular heterogeneity may signify differential
susceptibility of certain subsets of tumor blood vessels to therapeutic agents, which
implies that some vascular segments may exhibit (or acquire) features of therapeutic
resistance to specific antiangiogenics or their classes. Because oncogenic lesions in
cancer cells affect ultimately the angiogenic environment within the tumor, including
recruitment, selection, and modulation of vascular elements, it is implicit (but remains
to be conclusively proven) that genetic tumor progression, vascular heterogeneity, and
responsiveness to certain antiangiogenic agents are interrelated.

2.3.6. GENETIC ALTERATIONS IN TUMOR-ASSOCIATED ENDOTHELIAL CELLS

The genetically stable nature of tumor-associated endothelial cells has been recently
challenged by several observations, albeit thus far applicable to a limited spectrum of
malignancies. For instance, a recent study suggests that host cells may be susceptible to
an uptake of partially intact DNA from apoptotic cancer cells (181). It cannot be excluded
that endothelial cells may acquire in this manner some of the oncogenic sequences, as
well as expression of drug resistance and antiapoptotic properties. Even less hypothetical
is a recent finding, which suggests that in a number of hematopoietic malignancies (B-
cell lymphoma, CML), endothelial cell compartments contain the same chromosomal
rearrangements, gains, or losses as the ones found in the hematopoietic tumor cells
themselves (179,241). This could be interpreted as an indication that precursors contrib-
uting to these kinds of tumors may have given rise to abnormal clones (leukemic blasts)
and their associated endothelial progenitors. Consequently, differentiated endothelial
cells would inherit at least some of the same oncogenic properties, genetic instability, and
potential to develop therapeutic resistance as the ones present in their sister malignant
leukocytes. For instance, in six patients with CML, bone marrow-derived endothelial
progenitor cells were found to harbor the BCR-ABL oncogene, a signature genetic lesion
for tumor cells in this disease (179). Whereas the presence of the BCR-ABL oncogene in
endothelial cells may render them resistant to some therapies, including angiogenesis
inhibition (this needs to be examined more closely), this property may also suggest that
in CML, the antitumor effects of Bcr-abl inhibitors (e.g., imatinib mesylate) could in-
clude an indirect, but also a direct antiangiogenic effect related to the blockade of bcr-abl
in tumor supporting endothelial cells (115,242).
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It is also of considerable interest whether, and to what degree, vasculogenic mimicry
by cancer cells contributes to sustained vascular supply (146). As this process involves
formation of vascular channels by certain types of cancer cells (e.g., ocular melanoma)
rather than endothelium, targeting the latter cells may be relatively ineffective unless
directed at common molecular features (e.g., VE-cadherin). Naturally, in spite of the
acquisition of several endothelial properties (and function) by cancer cells in such set-
tings they would remain genetically unstable and, at least in theory could display pheno-
typic plasticity and acquired drug/therapy resistance. Indeed, van der Schaft reported that
unlike endothelial cells, the quasivascular networks formed by tumor cells do not respond
to exposure to several angiogenesis inhibitors (243). Whereas these and other observa-
tions may be applicable to a relatively narrow spectrum of tumor-related circumstances,
they suggest that endothelial cells are not exempted from genetic instability and related
therapeutic resistance.

3. CLOSING THOUGHTS AND PERSPECTIVES

Development of therapeutic resistance is intrinsic to the neoplastic process as such and
associated with its complexity, plasticity, and dynamics. In this sense, prior predictions
as to one or the other form of therapy being fundamentally outside of the problem of drug
resistance (targeted agents, antiangiogenic therapies) have often been confronted with the
reality of “refractory” or nonresponsive tumors (i.e., forms of de facto therapeutic resis-
tance). Much debate, frustration, or even pessimism has crept into the field in relation to
various novel and traditional therapeutic modalities, not because of some particular fun-
damental flaws, but rather because of what all too often appears to be excessive expecta-
tions. It therefore seems more practical to consider the prospect of therapeutic resistance
to be a natural and indeed, inevitable, consequence of applying a therapeutic pressure
(direct or indirect) on a narrow set of properties within otherwise heterogeneous and
hypermutable tumor cell population. It should also be considered that some aspects of drug
resistance, such as the ability to repopulate the tumor mass by clonogenic/stem cell sub-
sets, or adhesion/aggregation dependent changes in responsiveness to therapy may be
related to genetic tumor progression, genetic instability, and expression of oncogenic
proteins. With this in mind, combinatorial therapeutic approaches clearly have a signifi-
cant appeal and are in the forefront of clinical explorations. In these settings, not one but
several mechanisms of malignancy are simultaneously targeted (intentionally or not),
thereby reducing probability of therapeutic resistance. Combinations of cytoreductive
agents with oncogene-directed signal transduction inhibitors (77) or antiangiogenics (180)
have already produced, promising preclinical and clinical outcomes, and this process will
likely undergo further refinements. The latter depends largely on our ability to incorporate
into preclinical development of new anticancer agents an element of “preemptive” analy-
sis of possible mechanisms of therapeutic resistance and ways to overcome them later on.
This is relatively infrequently done at the present time in spite of considerable expense,
effort, and indeed, suffering and lives that may be at stake when confronting therapeutic
resistance at the stage of clinical trials and in clinical practice. Finally, it is very likely that
in the not-too-distant future, refinement and commercialization of pharmacogenomics in
cancer will enable not only more accurate predictions as to the responsiveness of indi-
vidual patients to new and established agents, but also to provide valuable clues to under-
stand pathways of drug resistance and suggest ways of their interruption. Thus, emerging
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patterns of oncogenic signaling and drug responses in cancer cells and their stroma,
however complex, incomplete, and confusing, are likely to be a factor in more rational and
effective design of anticancer therapies.
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SUMMARY

As cancer treatment moves towards more targeted therapy, there is an increasing
need for tools to guide therapy selection and to evaluate response. Biochemical and
molecular imaging can complement existing in vitro assay methods and is likely to play
a key role in early drug testing and development, as well as future clinical practice.
Imaging is ideally suited to assessing the spatial and temporal heterogeneity of cancer
and to measure in vivo drug effects. This chapter highlights imaging approaches to
guide cancer therapy, focusing on positron emission tomography and on those
approaches that have undergone preliminary testing in patients. Examples showing
how positron emission tomography imaging can be used to (1) assess the therapeutic
target, (2) identify resistance factors, and (3) measure early response are described.

Key Words: Cancer imaging; PET; response; resistance; molecular imaging.

1. INTRODUCTION
As cancer treatment moves towards more-targeted therapy (1), individualized to match

the particular biologic features of a patient and his/her tumor, there is an increasing need
for tools to guide therapy selection and to evaluate response. The current approach to
patient management relies on in vitro assay of biopsy material to determine tumor bio-
logic features; however, relying entirely on tissue sampling has two important limita-
tions: (1) Tumors are heterogeneous; therefore, in vitro assay is prone to sampling error,
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especially with the increasing use of minimally invasive tumor sampling by needle bi-
opsy. (2) In vitro assay does not adequately represent the complex interactions between
the tumor, the host tissue, and the selected therapy in vivo. Emerging approaches to
biochemical and molecular imaging offer the ability to make sophisticated and quanti-
tative measurements of in vivo tumor biology and are therefore ideal for guiding targeted
cancer treatment in conjunction with tissue sampling and in vitro assay. Radioisotope
imaging using positron-emission tomography (PET) is particularly well suited for prob-
ing molecular pathways. In this chapter, we review the use of PET imaging to guide and
monitor cancer therapy, with particular emphasis on approaches that are being translated
into patient studies.

2. THE APPROACH TO CANCER IMAGING

Most of cancer imaging thus far, including the increasing use of 18F-fluorodeoxyglucose
(FDG) PET in clinical cancer care (2), has been directed towards cancer detection and
staging. This has been the principle guiding most clinical cancer imaging to date—find the
cancer and determine where it has spread. To be able to localize tumor sites by radiophar-
maceutical imaging requires imaging probes that have higher uptake in tumors than in
normal background tissues. An illustrative set of targets for tumor detection is depicted
in Fig. 1A. However, as imaging moves beyond cancer detection to address the need to
characterize cancer as a tool to guide treatment, the paradigm for tumor imaging must
expand. For guiding therapy, the absence of a particular tumor feature, for example, an
oncogene product, may be as important as its presence. In this regard, cancer imaging must
expand to include quantitative assays of tumor biology in addition to simply finding
cancer sites. This implies a broader set of imaging targets, depicted in Fig. 1B. It also
implies the need to simultaneously localize tumors (i.e., the existing paradigm) and mea-
sure their biology (i.e., the expanded cancer imaging paradigm). This need increases the
importance of recent advances in multimodality imaging such as combined PET/computer
tomography (CT) tomographs and the ability to coregister different images taken at dif-
ferent times (e.g., sequential images of two different PET radiopharmaceuticals) (3).

In this chapter, we first review the basic principles of PET imaging and then address
three tasks of importance in using imaging to guide cancer treatment: (1) measuring the
expression of the therapeutic target, (2) identifying resistance factors, and (3) measuring
early response. These are essential steps in choosing the cancer therapy that is most likely
to be effective and in assuring that the chosen therapy is working.

3. BACKGROUND: PET IMAGING
3.1. Basic PET Principles

PET relies on the use of positron-emitting radiopharmaceuticals. Positron-electron
annihilation after positron emission leads to two opposing 511 kev photons. PET
tomographs are designed to detect “coincident” photon pairs along all possible projection
lines through the body to reconstruct quantitative maps of tracer concentration. Tomographs
primarily collect annihilation photon counts from the patient (emission scans); however,
they also use transmission or attenuation scanning to correct for the body’s absorption of
photon pairs (see Fig. 2). Commercially available, dedicated PET tomographs achieve high
sensitivity to annihilation photon pairs using a ring of detectors, either blocks of small
crystals or larger continuous arrays of crystals, surrounding the patient. The practical
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Fig. 1. Diagram of targets for positron-emission tomography imaging probes. The top of each box
indicates the biologic process being targeted and the lower text refers to types of positron-emission
tomography imaging probes. (Abbreviations are discussed in the text.) (A) In the standard ap-
proach to cancer imaging, probes are designed to detect and localize cancer, and must have higher
uptake in tumor than normal tissue. (B) In the emerging approach using imaging to help guide
therapy, probes are designed to measure specific cellular processes that will affect response to
therapy, implying a different and broader set of targets.

Fig. 2. Principles of positron-emission tomography (PET). Emission scanning captures annihila-
tion photons from positron-emitting tracers in the patient. Transmission scanning uses a source
external to the patient to measure photon attenuation. In PET/computer tomography devices, the
transmission scan is typically performed by the computer tomography device.
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spatial resolution for whole-body imaging using current instrumentation is 5–10 mm (4).
High-quality imaging of the torso can be achieved in approx 30 min, or conversely, dy-
namic images with fine time resolution (down to 10- to 15-s time resolution) can be
obtained for kinetic analysis. More recently, PET and CT tomographs have been combined
in the same gantry (PET/CT devices) to allow direct, mechanical coregistration of anatomy
obtained from CT to functional characteristics obtained from PET (3).

The use of radiation-emitting probes is driven by the need to detect very small amounts
of the radiopharmaceutical, which is administered in such sufficiently small molar quan-
tities that it does not perturb the system under study. There are two significant advantages
of positron-emitting probes and PET over conventional radioisotope (single-photon or
SPECT) imaging: (1) The detection of annihilation photon pairs avoids the need for
physical collimation of the imaging detectors and results in higher resolution and the
ability to measure absolute trace concentration. (2) Positron-emitters suitable for imag-
ing include “biologic” nuclei such as 11C and 18F, offering a great deal of flexibility in
designing radiopharmaceuticals to measure specific biologic processes.

3.2. Radioisotope Considerations
The use of a 11C label offers the greatest flexibility in radiopharmaceutical design,

given the ubiquity of carbon in biologic molecules. This makes 11C a key radionuclide
for investigational studies in a research setting. However, its short half-life (~20 min)
makes it less feasible for routine clinical practice, and 11C requires an on-site cyclotron
and a new synthesis of radiopharmaceutical for each patient studied. 18F has a more
practical half-life (110 min), allowing regional distribution and multiple doses from a
single “batch” of radiopharmaceutical. However, fluorine radiochemistry can pose a
challenge, and fluorinated analogs of native biologic molecules require validation to
show that they adequately match the biochemical properties of the native, nonfluorine-
containing molecule.

Some biologic processes take longer than 2–4 h to study and therefore require longer-
lived radioisotopes such as 124I (4.2 d) or 64C (12.7 h); however, the long half-life also
carries a greater radiation burden to the patient relative to shorter-lived isotopes.

3.3. Imaging Protocols
Early studies of a particular imaging agent, where the imaging approaches are under-

going validation, require detailed imaging protocols that include dynamic imaging for one
or more hours, often with blood sampling and metabolite analysis (5–7). These studies are
appropriate for pilot or early phase I/II studies, but impractical for larger clinical trials.
Larger clinical trials (phase III) require radiopharmaceuticals that can be regionally dis-
tributed and, by necessity, need simplified and shorter imaging protocols with limited
blood sampling. Whereas clinical feasibility is an important goal, it is a mistake, a priori,
to limit the study of a new imaging probe to protocols simple enough for routine clinical
imaging. The goal should be to study imaging agents in sufficient detail in early studies
to be able to make intelligent choices about how to simplify subsequent protocols designed
for routine use, while maintaining the validity of the procedure.

3.4. Image Analysis
There are several different approaches to image interpretation. The standard approach

to image interpretation in clinical practice is purely qualitative, i.e., what is the pattern
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of uptake? Largely qualitative image interpretation may be appropriate for tumor detec-
tion, but is unlikely to yield insights into quantitative in vivo tumor biology. The most
detailed approach involves kinetic analysis (Fig. 3). Here, the blood clearance curve,
obtained from dynamic images of a blood pool structure or from blood sampling, serves as
the input to a compartmental model, from which relevant kinetic parameters can be esti-
mated (8). The most elegant, but computationally demanding application of kinetic analy-
sis is to generate an image of kinetic parameters (9), depicting quantitatively the regional
behavior of the tracer and thus the regional biochemistry of the tumor or normal tissue.

In clinical practice, a more simplified and practical alternative to kinetic analysis,
termed the standard uptake value (SUV), is often used. This is defined as the radiophar-
maceutical tissue uptake (kBq/mL) divided by the injected dose per unit patient weight
(MBq/kg). SUV has a value of 1 for a uniformly distributed tracer and a value greater than
1 in tissues where the compound accumulates. In some cases, SUV averaged over a
designated period after injection is a reasonable approximation to tracer kinetics. How-
ever, in many instances, simple static uptake measures such as SUV are inadequate to
describe the information on system dynamics that can be gleaned from PET imaging (10).
Here again, analysis of a new radiopharmaceutical should start with a detailed approach;
subsequent simplification in the quantitative analysis should be based on rigorous initial
tests with full knowledge of the potential inaccuracies of the simpler measures.

4. MEASURING THE THERAPEUTIC TARGET
4.1. Why Imaging?

In the approach to targeted, individualized therapy, the first step is to assess what
targets are expressed in the tumor. An example would be measurement of the estrogen
receptor in breast cancer before choosing hormonal therapy (11). In current clinical
practice, choices are based on in vitro assay of biopsy material. One might ask, “Why

Fig. 3. Illustration of quantitative image analysis in positron-emission tomography. The tomo-
graph captures dynamic tissue uptake profiles following radiopharmaceutical injection. The blood
clearance curve, which serves as the input function for kinetic modeling, is obtained by blood
sampling or from blood pool structures in the image. The blood and tissue curves are used, together
with a model of radiopharmaceutical kinetics, to estimate parameters relevant to a particular tumor
and its treatment.
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consider imaging rather than simply sample the tumor?” This is a reasonable but mislead-
ing question; it is not an either–or scenario. Imaging and tissue sampling are highly
complementary. In vitro analysis can assay many features at once, whereas, because of
practical limitations, imaging can measure only a few aspects of tumor biology for any
one patient. However, it is difficult to measure changes in tumor biology and nearly
impossible to measure in vivo drug effects through serial tissue sampling. Noninvasive
imaging is ideally suited to both of these tasks. Furthermore, imaging can assess the
regional heterogeneity of target expression and can guide sampling to those portions of
the tumor most likely to yield the parameters relevant to clinical management. For ex-
ample, in highly heterogeneous tumors such as soft-tissue sarcoma, PET imaging has
been used to direct the biopsy towards the most active, phenotypically aggressive portion
of the tumor for biopsy (12). Furthermore, once tumors spread to multiple tumor sites,
it is impractical to sample all tumor sites; however, there may be considerable site-to-site
variability. This has been seen, for example, in studies of estrogen receptor (ER) expres-
sion in breast cancer, where ER-positive and ER-negative sites of disease arising from
the same tumor may coexist (13,14).

We discuss the example of ER imaging in breast cancer in some detail and then
highlight briefly other approaches.

4.2. Example: PET Imaging of ER in Breast Cancer
PET imaging of ER in breast cancer provides a good example of issues related to PET

imaging to identify a target. The majority of breast cancers express ER. ER expression
is an indicator of prognosis and predicts the likelihood of responding to antiestrogen
therapy (11,15). A variety of agents has been tested for PET ER imaging (16) and new
compounds continue to be evaluated (16,17). A close analog of estradiol, the fluorinated
estrogen, 16 α-[18F]- fluoroestradiol-17β (FES) (18), has shown the most promise in
quantifying the functional ER status of breast cancer, either in the primary tumor or in
metastatic lesions. Studies have shown that the quantitative level of FES uptake in pri-
mary tumors correlates with the level of ER expression measured by in vitro assay (19).
FES-PET provides sufficient image quality to image metastatic lesions with high sensi-
tivity in patients with ER-positive tumors (14) at an acceptable radiation dose to the
patient (20).

FES-PET provides and important tool to characterize the entire volume of disease in
an individual patient, especially in patients with recurrent or metastatic breast cancer,
where tissue sampling at all sites is not feasible. FES-PET has shown heterogeneous
uptake within the same tumor and between metastatic lesions, both qualitatively and
quantitatively (14,21). This comprehensive evaluation of functional ER status of the
entire disease burden in patients will likely give important information about prognosis
and help guide treatment selection (Fig. 4).

PET ER imaging can be used, in analogy to assay of ER in biopsy specimens, to predict
the likelihood of response to hormonal therapy and thereby guide appropriate selection
of patients for this type of treatment. Paralleling results showing that the level of ER
expression predicts response to hormonal therapy (22), studies by Mortimer, Dehdashti
and colleagues (23) have shown that a higher level of FES uptake in advanced tumors
predicts a greater chance of response to tamoxifen. Preliminary results in our center show
similar results for patients with metastatic breast cancer treated with a variety of hor-
monal agents (24). Serial FES-PET studies can also assess the functional response to
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hormonal therapy, or ER blockade in the case of tamoxifen, in the primary tumor or
metastasis (25). In the Mortimer study, substantial ER blockade in the primary tumor
(about a 50% decrease in SUV from baseline) portended a good response to therapy (23).
In our laboratory, preliminary studies using FES in patients treated with the pure
antiestrogen, fulvestrant, have shown incomplete blockade in some instances, predicting
treatment failure and subsequent disease progression (Fig. 5). These exciting preliminary
results show the potential of PET ER imaging to help guide appropriate, individualized
breast cancer treatment and point the way for one future clinical use.

Other tracers for ER imaging may also play a role in breast cancer. Labeled analogs
of commonly used hormonal agents such as tamoxifen and fulvestrant have been devel-
oped (26,27), and may indicate the likelihood of response to specific agents. Conjugated
estrogens have also been tested as a way to explore estrogen metabolism at the tumor site
(28). Other steroid receptor imaging agents such as progesterone receptor agents (29) and
androgen receptor agents for prostate cancer (30) have undergone preliminary testing. In
developing and testing these new agents, preclinical studies using appropriate animal
models and animal imaging will be an important part of translating new compounds into
clinical studies (17).

Fig. 4. Heterogeneous estrogen receptor expression in breast cancer and response to hormonal
therapy. Images illustrate the correlation between 16 α-[18F]- fluoroestradiol-17β (FES) uptake
and subsequent response to hormonal therapy. Coronal images of FES uptake (left column) and
18F-fluorodeoxyglucose (FDG) (middle column) uptake pretherapy, along with FDG uptake
posthormonal therapy (left column) are shown for two patients (Patients A and B: top and bottom
rows). Patient A had been previously treated with adjuvant tamoxifen and had a sternal recurrence
of breast cancer 4 yr after primary tumor treatment. Her lesion had high pretherapy FES uptake
in the lesion (arrows; image also shows liver and bowel uptake, both normal findings). FDG
images taken before and after 6 wk of letrozole treatment show a significant decline in FDG
uptake, with subsequent excellent clinical response. Patient B (bottom row) had newly diagnosed,
but metastatic breast cancer that had not previously been treated. Her primary tumor was estrogen
receptor-postive by immunohistochemistry and showed FES uptake (not shown). However, her
pretherapy FES-positron-emission tomography (PET) showed absent uptake at bone metastases
documented by multiple imaging modalities, including FDG PET. The patient received multiple
hormonal treatments with no response of the bone metastases, indicated by the posttherapy FDG
PET, despite response by the primary tumor. The patient ultimately had progression of bony
metastases and succumbed to her disease.
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4.3. Other Examples of Imaging Therapeutic Targets
Other examples of targets measured by PET in preliminary studies include HER-2

(31); angiogenesis, both nonspecifically by measuring blood flow (32–34) or by measur-
ing specific components expressed in neovessels (35); and other novel targets such as
matrix metalloproteins (36). In the future, it may also be possible to measure target
expression in conjunction with gene therapy through imaging of transgenic reporters
(37). This approach has been demonstrated in animal models; however, the extent to
which transgenes will play a role in patient imaging is less clear.

Fig. 5. Demonstration of in vivo drug effect by 16 α-[18F]- fluoroestradiol-17β (FES)-positron-
emission tomography (PET). Serial FES-PET images are shown for two women undergoing
hormonal therapy (Patients A [top row] and B[bottom rows]. Patient A had a small primary breast
tumor strongly expressing estrogen receptor (ER) (arrows). Thick sagittal images show high FES
uptake pretherapy (left). After 2 mo of tamoxifen, the tumor size had reduced only slightly, but
FES uptake was nearly eliminated, indicating complete blockade of the ER. The patient went on
to have a partial response to treatment. Patient B had bony metastases in her lower spine and pelvis,
which were recurrent from an ER+ primary tumor. She had an initial response to aromatase
inhibitors, but subsequently progressed (not shown). Coronal FES-PET images at the time of
disease progression (pretherapy, left) showed high uptake at multiple sites, one of which is indi-
cated by the arrow. Uterine uptake is also seen. The patient was placed on fulvestrant, an
antiestrogen. Images postfulvestrant (middle) show blockade of uterine uptake, but persistence of
tumor uptake at some sites. Because of a lack of response by conventional imaging, the patient’s
oncologist increased her fulvestrant dose. Follow-up images on the higher dose (right) showed
persistent FES uptake and reemergence of uptake at other sites seen pretherapy. Conventional
imaging confirmed disease progression. These examples illustrate how PET can measure in vivo
drug effects on the therapeutic target.
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5. IDENTIFYING RESISTANCE MECHANISMS
5.1. Precedents for Therapy Resistance From In Vitro Studies

Even when a tumor expresses appropriate levels of the molecular target, therapy may
fail if the tumor also has characteristics that will render it resistant to the chosen treatment.
Examples of resistance factors identified by in vitro assay include the expression of HE-
R2 as a resistance factor for hormone therapy (24,38); the expression of P-glycoprotein
(P-gp) as a resistance factor for doxorubicin, taxanes, and other chemotherapy agents that
are P-gp substrates (39); altered DNA repair mechanisms that provide resistance to
alkylating agents (40); and tumor hypoxia as a broad resistance factor for radiotherapy
and cytotoxic chemotherapy (41,42). Preliminary studies of PET agents targeted to each
of these mechanisms have been undertaken in animal models and some human studies
(31,43–46). The ability to measure both the therapeutic target and specific resistance
factors underlies the emerging role of PET in early drug testing (47).

5.2. Imaging Hypoxia as a Resistance Factor
Tumor hypoxia has been established as a resistance factor for radiotherapy, and evolv-

ing evidence indicates it promotes tumor aggressiveness and resistance to a variety of
systemic treatment modalities (41,42). Hypoxia also promotes genomic instability that
favors survival of affected cells and leads to increased tumor heterogeneity. Imaging is
ideally suited to determine the extent and heterogeneity of tumor hypoxia. Tumor hy-
poxia imaging by PET has received considerable attention and has undergone human
testing for a number of tumors (reviewed in ref. 48). Although hypoxia likely contributes
to increased rates of glycolysis, supported by in vitro studies of FDG uptake (49), a recent
study in patients with a variety of tumor types showed that hypoxia was not predicted by
FDG uptake (50). Several PET agents specifically designed to image tumor hypoxia have
been tested (48). Of these, 18F-fluoromisonidazole has the largest current body of pre-
clinical validation studies and clinical experience (43,48) (Fig. 6). Other PET hypoxia
tracers have also been studied in patients. Dehdashti et al. showed that high uptake of
62Cu-ATSM predicted early progression in cervical cancer (51). PET imaging holds great
promise for identifying the subset of cancers with significant hypoxia, and will be impor-
tant in selecting patients for alternate therapeutic strategies that overcome the resistance
associated with hypoxia (52).

5.2. Imaging the Drug Transporter P-gp
Drug efflux proteins, in particular P-gp, have been the topic of active investigations

in cancer resistance. P-gp is a membrane transport protein for which a number of
xenobiotics are substrates (39). P-gp may mediate resistance by enhanced efflux of a
number of chemotherapeutic agents, including agents like doxorubicin and taxol that are
important in cancer treatment. Based on observations by Pinwica-Worms and others (45),
Ciarmello observed that enhanced washout of the SPECT agent, [99mTc]-sestamibi
(MIBI), predicted resistance to epirubicin-based therapy of locally advanced breast can-
cer (53). Other studies have observed low MIBI uptake, presumably caused by P-gp
expression, as a predictor of response to P-gp-susceptible chemotherapy (54,55). How-
ever, interpretation of MIBI images is confounded by the influence of blood flow, which
is an important factor in its uptake and washout (56). Alternative PET radiotracers such
as 11C-verapamil have been developed for imaging P-gp transport. Hendrickse (44)
showed that verapamil could image P-gp transport in the brain in animal models. P-gp at
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the blood–brain barrier limits access of P-gp substrates to the brain parenchyma. Accord-
ingly, Hendrickse showed that wild-type mice had low brain uptake of verapamil but high
uptake in P-gp knockouts or with P-gp inhibition by cyclosporine-A. Early studies of this
radiopharmaceutical applied to drug transport in the human brain are ongoing in our
center (57). Other tracers for P-gp transport, such as 18F-paclitaxel have also been tested
(58). Probes to image other drug transporters that may affect cancer agent delivery and
retention are being tested.

5.3. Is Altered Glycolysis a Resistance Factor?

Is altered glyocolysis a marker of tumor cell resistance to apoptosis, a key process in
tumor response to therapy (59)? This intriguing (but untested) hypothesis arises, in part,
from studies of glucose metabolism in cancer using FDG-PET. Circumstantial data sup-
porting this hypothesis include the fact that high-FDG uptake is predictive of poor out-
come for tumors treated with a variety of different treatments (33,60–65). Our own
studies in locally advanced breast cancer treated by neoadjuvant chemotherapy have
suggested that an imbalance between glucose consumption, measured as the FDG flux,
and delivery, measured as blood flow or as FDG transport (K1) predicts poor response
(33,66). Several investigators have suggested that aberrant glycolysis, triggered either by
intrinsic tumor properties or by local environmental stress factors, is part of a coordinated
tumor response to avoid apoptosis (67,68). More-recent in vitro data suggest that inter-
mediates in the glycolytic pathway are key in initiating apoptosis and that alterations limit
apoptosis (69). Some gene products whose overexpression is associated with resistance
to apoptosis, for example products of the PI3K/Akt pathway, are also associated with

Fig. 6. Breast tumor hypoxia as a predictor of drug resistance. A patient with a large, locally advanced
right breast tumor underwent 18F-fluorodeoxyglucose (FDG) (top) and 18F-fluoromi-sonidazole
(FMISO)-positron-emission tomography (middle) pretherapy and after approx 10 wk of doxorubicin-
based chemotherapy (bottom). Images are thick sagittal slices, similar to standard mammographic
views. The pretherapy FDG study showed uniformly high FDG uptake throughout the tumor. FMISO-
positron-emission tomography showed uptake suggestive of tumor hypoxia, but only close to the center
of the tumor (arrow). Posttherapy images show a dramatic reduction in the extent and intensity of FDG
uptake with residual activity in the part of the tumor that had FMISO uptake pretherapy, suggesting that
the hypoxic core of the tumor was more resistant than the rest of the tumor. Residual viable tumor was
found at surgery. Marrow uptake of FDG was also seen posttherapy (dashed arrow) because of granu-
locyte colony-stimulating factor (GCSF) administered for marrow support as part of the treatment.
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high glycolytic rates (70). Thus, through a variety of mechanisms, altered glucose me-
tabolism may be associated with broad drug resistance and may be manifested not simply
as elevated FDG uptake, but as altered FDG kinetics (66,71). We continue to investigate
this intriguing hypothesis in ongoing studies in our laboratory.

6. MEASURING EARLY RESPONSE
6.1. Underlying Principles

As the choice of cancer treatments expands, there will be an increasing need to measure
the efficacy of treatments early in the course of treatment. With many potentially effec-
tive treatments to choose from, it will be important to identify ineffective treatments early
after initiation. This poses several challenges. A decrease in tumor size, the current
standard in therapeutic monitoring, is a late event in response to treatment (72). It is
therefore desirable to be able to measure response well before any significant changes in
tumor size would be expected. Additionally, some new therapies may be cytostatic in-
stead of cytoreductive, in which case successful treatment may not lead to a decrease in
tumor size at all. Studies of glucose metabolism using FDG-PET after a single dose of
chemotherapy have supported the ability of in vivo biochemical imaging to measure early
response (73–76). However, imaging agents other than FDG that more directly measure
cell growth and death will likely be even more effective at measuring early response.

In this context, it is important to distinguish tumor growth from cellular proliferation.
A tumor may grow in size by generating more cells, but it can also increase in size if the
cells grow larger (cellular hyperplasia) or generate more extracellular material. These
two types of growth have different implications. Rapidly dividing (i.e., proliferating)
tumors often carry poorer prognoses, but respond better to cytotoxic agents (72). Enlarg-
ing, but nondividing tumors may not respond to cytotoxic agents and may dictate a
different, possibly more localized, approach to treatment. Distinguishing between
nonproliferative tumor growth and tumor proliferation is a task that benefits from a series
of radiopharmaceuticals to image multiple facets of tumor biology at once. For example,
images of cellular proliferation and tumor metabolism in the same imaging session may
be very helpful.

6.2. Cellular Proliferation Imaging With 11C-Thymidine
Decreased tumor proliferation is an early event in response to successful treatment

(72). This principle underlies the use of labeled thymidine and analogs to image cellular
proliferation and early response to treatment (77). 11C-thymidine (TdR) is incorporated
into DNA but not RNA; therefore, thymidine uptake and retention in the tumor serves as
a specific marker of cell division (78–80).

Early clinical studies examined TdR-PET in a variety of tumors, including lymphomas
(81), head and neck tumors (5,82,83), lung cancers (84), sarcomas (84), and a variety of
intra-abdominal malignancies (85). Some common features emerged. Images were often
of lower contrast than FDG-PET, in part owing to image background from labeled TdR
metabolites, both for the methyl compound (5) and the ring-2 compound (7,86). Most
patient series showed variability in tumor TdR uptake for different patients, and in many
cases, uptake correlated with tumor grade or other pathologic features indicative of tumor
growth. In general, these studies were pilot/feasibility studies, limited by the difficulty
of synthesizing TdR and the need to analyze blood samples for metabolites or the require-
ment for a second scan with the major metabolite, 11CO2.
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Some more recent studies of TdR focused on early measurement of response, the
application of cellular proliferation imaging that is most likely to find clinical use. Shields
(84) studied a series of five patients with small cell lung cancer or high-grade sarcoma
before and after a single cycle of chemotherapy with scans separated by 7–10 d. TdR-PET
in these studies showed an early response to successful treatment, with a 100% decline in
thymidine flux in the three patients who ultimately achieved a complete response, a 40%
decline in a patient with a partial response, and no change in the patient with no response
and ultimate disease progression. Changes in TdR flux were larger than changes in FDG
metabolism assessed at the same times and differentiated responders from nonresponders
better. This seminal study demonstrated the advantage of imaging cellular proliferation
to assess early response, and sets forth a paradigm for future clinical applications. Whereas
glucose metabolism fuels the growth process, it supports much more than proliferation,
and so FDG images are much less specific than proliferation images. Thymidine is either
catabolized or it is phosphorylated and eventually incorporated into DNA; therefore,
thymidine imaging provides a uniquely specific measure of proliferation (Fig. 7).

A novel use of proliferation imaging to detect treatment effect has been described by
Wells and colleagues (87). In this elegant study, Wells showed that inhibition of the de
novo thymidine synthesis pathway by an investigational thymidylate synthase inhibitor
transiently increased thymidine flux through the alternative salvage pathway, quantified
by TdR-PET. This approach demonstrated the ability of PET to measure an in vivo drug
defect, and may be of clinical importance with the increasing use of capecitabine, a
thymidylate synthase inhibitor (88).

6.3. Cellular Proliferation Imaging Using Thymidine Analogs
Because of the short half-life of 11C and the extensive metabolism of thymidine, TdR

is not practical for routine clinical use outside of academic centers. This spurred the

Fig. 7. Positron-emission tomography cellular proliferation imaging to measure response to treat-
ment. Serial coronal images of a patient undergoing combined radiation therapy and chemo-
therapy for non-small cell lung cancer. Both 18F-fluorodeoxyglucose (FDG) (left) and
11C-thymidine (right) images show a decline in uptake in the primary tumor (large arrow) and a
hilar metastasis (small arrow) over the course of treatment. Thymidine imaging shows evidence
of a response earlier in the course of therapy, indicating the ability of cell proliferation imaging
to measure early response to treatment.
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development of 18F-labeled, nonmetabolized thymidine analogs to image tumor prolif-
eration. The most promising thus far is 18F fluoro-L-thymidine (FLT) (89). The first
human studies using FLT PET involved an international collaboration between our labo-
ratory, Tuebingen University (Germany), and Wayne State University (90). The studies
involved a patient with lung cancer and demonstrated the high-image quality and low
background afforded by FLT. Exquisite images can be obtained from injection of 3 mCi
of FLT, and tumors are visualized at 45–60 min after injection. Recently, the radiation
dosimetry has been published for FLT (91), showing that repeat patient imaging is fea-
sible with clinically acceptable radiation exposure for the subject. This is a critical issue
for FLT, because it is likely to be used in clinical applications that require repeated studies
to measure response to therapy. These studies paved the way for a series of pilot studies
examining FLT-PET imaging for a variety of tumors.

Most early series focused on testing the feasibility of FLT-PET imaging and compar-
ing FLT uptake to in vitro measures of tumor proliferation, typically the Ki-67 (MIB-1)
index (92). Some studies also compared FLT-PET to FDG-PET, given the established
clinical role of FDG for staging in the tumor types studied. Studies have shown good
correlation between FLT uptake and the Ki-67 index for a variety of tumors, including
lung cancer (93–95), lymphoma (96), and colorectal cancer (97). In cases where FDG-
PET was also performed, the correlation for FLT uptake vs Ki-67 index was much better
than the correlation for FDG uptake vs Ki-67. In some cases, the correlation between
FDG uptake and Ki-67 was not statistically significant, confirming the earlier comment
that FDG is used to fuel much more than cellular growth. These results have been sum-
marized in a recent review (77).

Most studies evaluated FLT uptake by a simple uptake measure (i.e., SUV) or by
model-independent calculation of the flux of FLT trapping using graphical analysis. One
exception was the study by Visvikis (98), which applied a compartmental model to
dynamic FLT data obtained in patients with colorectal cancer and found that the data were
fit well by a three-parameter model. Estimates of flux by compartmental analysis agreed
with estimates from graphical analysis. This result was distinct from experience at the
University of Washington (99,100); preliminary studies suggested that many tumors
exhibited release of label from the trapped compartment for tumors, necessitating a k4
parameter. A late downward curvature to the graphical analysis function indicated a finite
k4, causing discrepancies between compartmental and graphical estimates of flux. This
was also reported in other preliminary studies (101). These early studies support the
hypothesis that FLT uptake reflects tumor proliferation; however, more work is needed
to understand the kinetics of FLT in a variety of tumors and clinical settings in order to
choose the optimal approach to image analysis. At this time, the approximation of a
simple uptake parameter, such as SUV, or simple graphical analysis, as an index of
response to treatment has not been validated.

Although preclinical models demonstrate the potential utility of FLT PET for measur-
ing therapeutic response, limited data are available for this use in humans. Preliminary
studies used FLT to monitor neoadjuvant breast cancer treatment (101,102) and showed
that FLT could measure changes early in the course of treatment. Studies assessing FLT-
PET to measure therapeutic response are underway in many centers and may give rise to
multicenter trials in the near future.

More limited data are available for PET cellular proliferation imaging using thymidine
analogs other than FLT. Tjuvajev (103) studied brain tumor patients using SPECT and
131I-IUdR and found that early uptake of IUdR reflected blood–brain barrier breakdown
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around the brain tumor, but 24-h uptake reflected IUdR incorporation and tumor clinical
and pathologic features. Similar results have been demonstrated for a positron-emitting
version, 124I-IUdR (104). This report supported the potential value of longer-lived thy-
midine analogs for measuring cellular proliferation, but the long half-life of 124I and low-
positron fraction lead to a high radiation burden that may limit its value for serial imaging.
Boni (105) conducted a pilot study of 76Br-BrUdR in melanoma patients and found that
uptake by PET correlated with in vitro measures of proliferation by BrUdR uptake and
Ki-67 immunohistochemistry. The limited clinical use of IUdR and BrUdR as PET
imaging agents thus far reflects the currently limited availability of 124I and 76Br, and is
confounded by the effect of their dehalogenation by in vivo metabolism.

6.4. Apoptosis Imaging
Besides an early decline in cell growth, effective treatments often lead to an early

increase in cell death, typically by apoptosis (59). The SPECT agent 99mTc -annexin V
has undergone preliminary validation as a way to image apoptosis in vivo (106) and a way
to image early response to treatment (107). Annexin tracers labeled for use in PET offer
better image quality and quantification, and are under development in many centers,
including ours (108–110). The ability to image both changes in cell proliferation and cell
death in response to treatment will be an effective means of characterizing how tumors
respond to targeted therapy.

7. SUMMARY AND FUTURE DIRECTIONS
As cancer therapy becomes more targeted and individualized, new approaches to char-

acterize tumor features and to guide therapy will be needed. PET imaging is uniquely
suited to this task, and preliminary studies in patients have highlighted how imaging and
tissue assay can work together to more effectively guide cancer treatment. To guide
therapy, imaging must expand beyond its current role of tumor detection and staging, with
an emphasis on imaging probes designed to measure particular aspects of tumor biology
and on quantitative image analysis. Early studies provide examples of how imaging can
be used to help guide early trials of new therapeutic agents and ultimately, to help make
appropriate choices in clinical treatment. In vivo imaging is not intended to replace in vitro
assay, but rather to expand the oncologist’s ability to characterize the clinical biology of
cancer in individual patients to make intelligent, individualized therapy choices.
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SUMMARY

Despite advances in the development of cytotoxic chemotherapies, the fact remains
that for most common malignancies, metastatic disease remains incurable. Recent work
has suggested that most, if not all, malignancies are driven by a small subpopulation of
cells that have stem cell characteristics. These “tumor stem cells” are thought to arise
either from normal tissue stem cells or from early progenitor cells through dysregulation
of self-renewal pathways. The partial differentiation of cancer stem cells may result in
tumor heterogeneity. One of the characteristics of this heterogeneity may be reflected in
the resistance of cancer stem cells to cytotoxic chemotherapy. Evidence is presented that
current chemotherapeutic regimens selectively target more differentiated cells in tu-
mors, while sparing the tumor stem cell component. This may account for relapse fol-
lowing tumor regression. The mechanisms contributing to the resistance of tumor stem
cells to cytotoxic agents may involve increased efficiency of DNA replication and repair
mechanisms in stem cells, changes in cell cycle parameters, and the overexpression of
antiapoptotic and transporter proteins in these cell populations.
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The tumor stem cell model of carcinogenesis has fundamental implications for the
development of new cancer therapeutic agents, as well as for the design of clinical trials
utilizing these agents. Strategies aimed at the targeting of cancer stem cell populations
may lead to more effective therapies for the treatment of advanced malignancies.

Key Words: Cytotoxic chemotherapy; dysregulation; tumor heterogeneity; tumor
stem cells; tumor stem cell model.

1. INTRODUCTION

Despite numerous advances in the development of antineoplastic agents, the fact
remains that for most common malignancies, advanced disease remains incurable. Cy-
totoxic chemotherapies are often able to induce regression of cancer in patients, relieving
symptoms, and improving quality of life. However, for most common malignancies, the
tumors ultimately recur and become resistant to these agents. Recent work has suggested
that most, if not all, malignancies, may contain a small subpopulation of cells that have
stem cell characteristics. These “tumor stem cells” may drive tumorigenesis, and may
display resistance to agents in our current pharmacologic armamentarium. In this chapter,
we review recent evidence suggesting that cancers may arise from normal stem cells or
their immediate progenitors, producing tumor heterogeneity and are driven by a “cancer
stem cell” population. We explore potential molecular mechanisms accounting for resistance
of these cancer stem cells to cytotoxic chemotherapy. Finally, based on an understanding
of the biology of basic stem cell processes, we propose new strategies for therapeutic
development that specifically target the cancer stem cell population. Targeting of this
critical cell population may result in more effective treatments for advanced cancers.

2. TISSUE-SPECIFIC STEM CELLS AND THE ORIGIN OF CANCER

All tissues in the body are derived from the differentiation of organ-specific stem cells.
These stem cells are defined by their capacity to undergo self-renewal, as well as to
differentiate into the cell types that compose each organ. These tissue-specific stem cells
are distinguished from embryonic stem cells in that their differentiation is largely re-
stricted to cell types within a particular organ. Stem cells, by their long-lived nature, are
subject to the accumulation of multiple mutations required for carcinogenesis. Over 40
yr ago, it was postulated that these tissue-specific stem cells may be the cell of origin of
cancer (1). Normal stem cells and their transformed counterparts share many character-
istics, including the capacity for self-renewal, differentiation (although this is
dysregulated in tumors), immortality as evidenced by telomerase expression, resistance
to apoptosis, and ability to migrate and home to distant organ sites. Several recent reviews
have explored the concept of the stem cell origin of tumors (2–6). Recent studies of
chronic myelogenous leukemia suggest that progenitor cells may also acquire mutations
that allow them to self-renew (6–8). A separate but related issue concerns the generation
of tumor heterogeneity and the presence within tumors of tumor stem cells. If tumors arise
through the transformation of stem or early progenitor cells and display various levels of
differentiation, then tumor heterogeneity may be created, at least in part, by the aberrant
differentiation of tumor stem cells and progenitor cells. Indeed, strong evidence has
accumulated over the past decade that there exists within most, if not all tumors, a “stem
cell population” that drives tumorigenesis. This was first demonstrated in human leuke-
mia by John Dick’s group (9). They demonstrated that only a rare population of cells
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within leukemias, which expressed cell-surface markers similar to normal stem cells
(CD34+CD38–), were able to transfer the leukemic phenotype to immunosuppressed
nonobese, severe combined immunodeficient (NOD-SCID) mice. Furthermore, the tu-
mors that developed in these mice recapitulated the characteristics of the leukemia from
which the samples were derived. These studies, and subsequent ones (10,11), have dem-
onstrated that leukemias may contain a cellular hierarchy, with transformed tumor stem
cells and other cells in various stages of differentiation. A similar model for stem cells
in solid tumors was first demonstrated by our group in collaboration with Michael F.
Clarke’s laboratory (12). We showed that human breast tumors contain a subpopulation
of tumor stem cells that bear the cell-surface phenotype ESA+CD44+CD24–/lowLineage–.
As few as 100 of these cells could form tumors in NOD-SCID mice, whereas 20,000 cells
that did not bear this phenotype failed to form tumors. Furthermore, fitting a stem cell
model, the tumors that were generated by the tumorigenic stem cells recapitulated the
phenotypic heterogeneity found in the initial tumors.

More recently, several groups have provided evidence for the existence of tumor stem
cells in human brain tumors. Dirks’ group first demonstrated that human brain tumors
contained a subpopulation of cells bearing the neural stem cell marker CD133 (2,13).
These tumor stem cells were able to form tumor neurospheres in vitro, as well as to
differentiate into tumors resembling those from the initial samples. Furthermore, they
demonstrated that these sphere-forming cells are able to produce tumors when injected
intracranially into NOD-SCID mice (2). These tumors recapitulated the phenotypic het-
erogeneity found in the initial tumors. Cancer stem cells have also been isolated from
human glioblastomas (14,15). The existence of a tumor stem cell population has recently
been described in human multiple myeloma. Richard Jones group (16) has found that
human myelomas are generated from cells that lack the expression of syndecan (CD138),
which is present on mature plasma cells. These “myeloma stem cells” are pre-B cells
expressing CD20. All of the above studies point to the existence of a stem cell component
within human tumors capable of transferring the malignant phenotype, as well as the more
differentiated “nontumorigenic” cells that compose the bulk of the tumor. The percent of
tumor stem cells within tumors may vary between different tumor types, as well as within
each tumor type. Leukemic and myeloma stem cells may comprise as few as 1 out of 5 ×
104 cells, whereas in solid tumors such as breast cancer and brain tumors, cells bearing the
stem cell phenotype appear to be more abundant, comprising between 1 and 20% of the
tumor cell population. Furthermore, there is evidence in brain tumors that the percent of
stem cells within a tumor may be predictive of its clinical aggressiveness (13).

3. BIOLOGICAL IMPLICATIONS OF CANCER STEM CELLS

As indicated above, the stem cell model of carcinogenesis suggests that tumor hetero-
geneity is generated through partial differentiation of tumor stem cells. In a sense then,
tumorigenesis represents a form of abnormal organ development. This contrasts to earlier
models that attribute the development of tumor heterogeneity to stochastic processes that
result from random mutation and subsequent clonal selection. The development of cel-
lular heterogeneity through differentiation of malignant stem and/or progenitor cells has
implications for understanding the process of tumor metastasis, as well as for providing
an explanation for the resistance of tumors to therapeutic agents. It has been hypothesized
that metastasis results from random mutation and selection and is therefore a late event
in tumor evolution. However, recent studies utilizing molecular profiling have cast doubt
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on this model. These studies have shown that the propensity of tumors to metastasize can
be predicted by the molecular profile of the initial tumor, suggesting that the ability of
tumor cells to metastasize is “hard-wired” into the genotype of the tumor. These results
are more consistent with a stem cell model, which suggests that the metastatic propensity
of a tumor is determined by its cell of origin as well as initial mutation profile, rather than
being a late event in tumor evolution.

Another important issue in carcinogenesis is the interaction between transformed stem
cells and their surrounding microenvironment. Normal stem cell behavior is tightly regu-
lated by interactions between the stem cells and the surrounding environment. This
environment, composed of neighboring cells, extracellular matrix, and soluble factors,
has been termed the “stem cell niche.” Evidence has accumulated that developing tumors
also have important interactions with the surrounding environment. Indeed, the recipro-
cal interaction between tumor stem cells and their surrounding niche may play a funda-
mental role in tumor development. Recent studies have indicated that the stroma
surrounding tumors has an altered gene expression profile compared to stroma surround-
ing normal tissue. This profile resembles that found in inflammatory tissue, suggesting
similarities between wound healing and tumorigenesis (17). Interestingly, these studies
provide a potential explanation for the role of inflammation in carcinogenesis in tumors
such as gastric tumors. Interaction between tumor cells and their environment undoubt-
edly also plays a role in the sensitivity of these tumor cells to therapeutic agents. In this
regard, it has been demonstrated that attachment of tumor cells to the extracellular matrix
mediated by integrins, regulates their sensitivity to chemotherapy (18).

4. STEM CELLS AND CELL SURVIVAL

The generation of phenotypic heterogeneity through differentiation of tumor stem
cells also has profound implications for understanding the sensitivity of these cells to
chemotherapeutic agents, and for the development of new agents that target this tumor
stem cell population.

By virtue of their fundamental importance in organogenesis, normal stem cells have
evolved mechanisms that promote their survival and enhance their resistance to
apoptosis. Examples of this can be found in organs where tissues undergo rapid turn-
over. In the mammary gland during pregnancy, there is marked proliferation and accu-
mulation of mammary epithelial cells. These cells then undergo differentiation and
produce milk proteins during lactation. The process of mammary involution that occurs
following lactation is accompanied by massive apoptosis of differentiated cells. How-
ever, the stem cell component of the mammary gland is resistant to these apoptotic
signals. These cells survive the involution process and regenerate the gland during
subsequent pregnancies (19,20).

Resistance of stem cells to apoptosis can also be seen in colonic epithelial stem cells.
These stem cells give rise to the rapidly proliferating cells, termed transient amplifying
cells, which then differentiate and are shed into the intestine after they undergo apoptosis
(21). Colonic stem cells are inherently resistant to this apoptotic process.

The inherent resistance of normal stem cells to apoptosis is also observed in patients
undergoing cytotoxic chemotherapy treatments. When patients are given nonmyelo-
ablative doses of cytotoxic chemotherapy, they experience transient decreases in their
white blood cell counts. This is caused by apoptosis of differentiated neutrophil and
myeloid precursors. The stem cells in the bone marrow are not ablated by these doses of
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chemotherapy and are able to regenerate a normal hematopoietic system after several
weeks. Similarly, many of the gastrointestinal side effects of chemotherapy are caused
by the induction of apoptosis in differentiating colonic epithelial cells. These injured cells
are regenerated by stem cells that are able to survive these chemotherapeutic insults.

5. TUMOR STEM CELLS AND RESISTANCE TO CYTOTOXIC AGENTS

Just as normal stem cells may be more resistant to the induction of apoptosis by
cytotoxic agents and radiation therapy than are more differentiated cells, so too, tumor
stem cells may display increased resistance to these agents compared to the more differ-
entiated cells that compose the bulk of the tumor. Supporting this concept, Craig Jordan’s
group has demonstrated that leukemic stem cells are more resistant to chemotherapy than
are the more differentiated myeloblastic cells that constitute the vast majority of cells in
leukemia (22). Similarly, Matsui et al. (16) have shown that myeloma stem cells are
resistant to current therapies being used to treat myeloma, including chemotherapy and
proteosome inhibitors. Previous observations regarding the in vitro behavior of “tumor
spheroids” may also be related to the enrichment of stem cells in these structures. A
number of groups, including Robert Kerbel’s (23), have found that when tumor cells are
cultured on nonadherent surfaces, they form floating colonies termed tumor spheroids.
Cells in these tumor spheroids are considerably more resistant to both chemotherapy and
radiation therapy, than are the same cells cultured as monolayers. These effects were not
merely because of drug penetration or uptake. Interestingly, a number of laboratories,
including our own, have recently shown that both normal and tumor cells growing in
spheroids are highly enriched for “stem and early progenitor cells” (24). This raises the
intriguing possibility that the relative resistance of tumor spheroids to chemotherapy and
radiation therapy is because of enrichment of stem cells in these structures.

6. MECHANISMS OF STEM CELL RESISTANCE TO APOPTOSIS

As described, there is evidence that both normal stem cells and their malignant coun-
terparts are more resistant to apoptosis than are the differentiated cells comprising the
bulk of normal organs or tumors. Work in a number of laboratories has begun to elucidate
the molecular mechanisms that may account for this resistance, which are described in
the following four subheadings.

6.1. Cell Cycle Kinetics
Both normal stem cells and their malignant counterparts are slowly cycling cells that

may contain a large fraction of cells that are in G0 (25). In turn, these cells may give rise
to “transit-amplifying cells” that have a substantially higher growth fraction. Chemo-
therapeutic agents, particularly those with cell cycle specificity, will thus have substan-
tially more effects on transit amplifying, rapidly dividing cells, than relatively quiescent
stem cells.

6.2. DNA Replication and Repair Mechanisms
Stem cells are defined by their ability to undergo self-renewal as well as differentia-

tion. Self-renewal divisions are inherently different from divisions that occur in differ-
entiating cells. Stem cell self-renewal may occur by either asynchronous or synchronous
division. Asynchronous self-renewal results in a daughter cell with identical phenotype
to the parent stem cell, as well as a second daughter cell that then undergoes differentia-
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tion. Because only a single stem cell is produced from this division, it can account for stem
cell replenishment but not stem cell expansion. In contrast, a symmetric division resulting
in two identical stem cells from a single stem cell can result in expansion of stem cell
pools. The latter may occur during expansion of tumor stem cells in early tumor devel-
opment. As first suggested by Cairns (26) and more recently confirmed by Potten et al.
(27), symmetric cell division of stem cells involves an unusual DNA segregation event
in which the parental strand of DNA is retained in the daughter stem cell, whereas the
newly replicated strand is passed on to another daughter cell that undergoes differentia-
tion. If this is the case, then DNA damaging agents may have less effect on tumor stem
cells undergoing asymmetric cell division, because the DNA replication errors would be
passed on to the more differentiated cells, rather than be maintained in the tumor stem
cell. In addition, it has also been found that stem cells have increased levels of DNA repair
enzymes (27–29). These mechanisms may have evolved to prevent accumulation of
detrimental mutations and tumor formation. However, these same repair mechanisms
may make tumor stem cells more resistant to DNA damaging therapeutic agents.

6.3. Antiapoptotic Proteins
Normal stem cells express higher levels of antiapoptotic proteins such as members of

the Bcl-2 family, than do their more differentiated progeny. These cells also express
inhibitors of apoptosis proteins. These proteins contribute to the resistance of stem cells
to apoptotic insults. The expression of Bcl2 and or Bcl-XL antiapoptotic proteins in
cancer, has been associated with resistance to different drugs (30).

6.4. Transporter Proteins
One of the properties that has been used to isolate normal stem cells from a variety of

organs is their ability to exclude Hoechst dyes. As first described by Goodell et al. (31),
it was found that hematopoietic stem cells, are able to exclude Hoechst and rhodamine
fluorescent dyes, a process that can be assessed by flow cytometry. These cells, termed
the side or “SP population,” show lower levels of staining because of the pumping action
of ATP-binding cassette (ABC) transporters. The first transporter to be identified for its
ability to efflux rhodamine and Hoechst in stem cells was ABCB1 or P-glycoprotein.
More recently, the SP population has been redefined by the expression of a particular type
of ABC transporter protein known as ABCG2 or breast cancer resistance protein (BCRP)
that accounts for most of the Hoechst dye efflux in stem cells (32). SP populations have
now been described also in neuronal stem cells and both human and rodent mammary
stem cells (4,33). In addition to normal tissue stem cells, the existence of an SP population
in tumorigenic stem cells has been demonstrated by recent studies showing that tumor SP
cells are capable of generating tumors in mice to a much greater extent than tumor cells
that do not exclude Hoechst dye. The specificity of this effect has been demonstrated by
blocking these cellular pumps with agents such as verapamil (34). The presence of
transporter proteins in both tumorigenic, as well as normal stem cells, may be one of the
factors conferring on this stem cell population resistance to chemotherapy-induced apoptosis.

Failures in chemotherapy have been linked to the development of a multidrug resis-
tance. In many cases, the initial shrinkage of a tumor is followed by the development of
resistance to drugs to which the tumor was initially exposed, as well as to other drugs to
which there was no prior exposure. Multidrug resistance is caused in part by the decrease
in the accumulation of drugs inside the cells because of activity of ABC protein transport-



Chapter 6 / Cancer Stem Cells 131

ers (34–37). BCRP, first described in breast cancers that were resistant to chemotherapy,
has been found to be overexpressed in normal hematopoietic stem cells. Expression of
BCRP may also protect stem cells against hypoxia. In stem cells, hypoxic environments
induce the expression of BCRP that in turn prevents the detrimental accumulation of
porphyrins (including heme) that can generate reactive oxygen species and damage the
mitochondria (38).

In addition to serving a protective mechanism in these cells, it has been suggested
that these transporter proteins may play a direct role in stem cell biology by pumping
out agents that induce cellular differentiation, thus keeping the stem cells in an
undifferentiated state (35,39). For example, ABC transporters have been shown to
play a significant role in cell fate determination by exporting differentiation factors
in Dictyostelium (40,41).

7. SELF-RENEWAL AND SURVIVAL: ARE THESE PROCESSES LINKED?

As noted previously, stem cells are the only cells capable of undergoing self-renewal.
Recent work has shed light on pathways that may regulate this process. A number of
pathways that play in important role during development have been implicated in stem
cell self-renewal. These pathways include Wnt, Hedgehog, Notch, as well as the tran-
scription factor Bmi-1. Interestingly, each of these pathways when dysregulated has been
found to promote carcinogenesis in murine models. Furthermore, there is accumulating
evidence for dysregulation of these pathways in a variety of human malignancies. (For
review of the role of these pathways in carcinogenesis, see refs. 42–45.) In addition to
their role in carcinogenesis, each of these pathways has also been linked to self-renewal
of stem cells. For instance, Wnt signaling has been found to be involved in the self-
renewal of hematopoietic stem cells. Dysregulation of this pathway has recently been
demonstrated to play a role in the generation of chronic myelogenous leukemia. In this
case, the activation of the Wnt pathway in myeloid progenitor cells may be responsible
for expansion of leukemic clones. Hedgehog signaling has been implicated in a variety
of human malignancies, including basal carcinoma of the skin (46) small cell lung cancer
(47) as well as a number of gastrointestinal malignancies (48) including gastric cancer
(49) and pancreatic cancer (50).

Recently, evidence has been provided that this pathway is also dysregulated in human
prostate (51,52) and breast (53) cancer. In addition to their role in self-renewal of stem
cells, it now appears that each of these pathways is also linked to cell survival. For
example, activation of Wnt signaling increases the generation of insulin-like growth
factors, which in turn stimulate Akt, promoting cell survival (54). These pathways may
have evolved as important antineoplastic mechanisms, preventing stem cells from form-
ing tumors. Simultaneous activation of self-renewal and survival pathways may be re-
quired for stem cell self-renewal and expansion. If this is the case, then specific targeting
of the self-renewal pathways may provide an important approach to the induction of cell
death in tumor stem cells.

8. CLINICAL IMPLICATIONS

The tumor stem cell model of carcinogenesis has fundamental implications for the
development of new cancer therapeutic agents. In the past, antineoplastic agents have
largely been developed through testing in animal models, as well as in phase II human
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clinical trials. In both of these, the end point has been shrinkage of tumors. Tumor
response is usually defined in the clinic as the shrinkage of a tumor by at least 50%.
However, if tumor stem cells are inherently resistant to chemotherapeutic agents and if
these cells comprise only a minority of the tumor, then the shrinkage of tumors may
merely reflect effects of chemotherapy on differentiated cells in a tumor rather than the
tumor stem cell population. This may explain why induction of tumor regression often
does not translate into clinically significant increases in patient survival. This has been
illustrated for many tumor types including solid tumors and well as multiple myeloma,
where patient survival does not correlate with changes in the M-protein levels (55). If the
tumor stem cell model of carcinogenesis is correct, then we may need to devise new
experimental paradigms for evaluation of antineoplastic agents that can target stem cell
populations. It will be important to find and validate intermediate end points that accu-
rately predict ultimate patient survival. In this regard, future clinical trial designs may
involve such intermediate end points such as time to tumor progression following deliv-
ery of an agent that can target tumor stem cells.

The tumor stem cell model also has implications for interpreting molecular profiling
studies. These studies have shown that tumor gene expression profiles have important
prognostic and predictive value. Molecular profiling of tumors reflects gene expression
patterns of a tumor stem cell component, as well as the bulk of the tumor that is derived
from these stem cells. The fact that the initial gene expression patterns are predictive of
subsequent behavior is consistent with a model in which tumor stem cells and their par-
ticular mutation spectrum determine the expression profile of the entire tumor. We have
recently described the implications of gene profiling in directing the hormonal therapy of
breast cancer (56). Most recently, a 21-gene expression profile of primary breast tumors
has been shown to be useful in selecting patients for chemotherapy (57). These genes may
reflect the profile of a particular group of breast tumors derived from a common progenitor
or stem cell and the mutation subset that share clinical characteristics.

The tumor stem cell model of carcinogenesis also has important implications for un-
derstanding metastasis and tumor dormancy. Micrometastasis of tumor stem cells may
carry a different prognosis from micrometastasis of more differentiated cells. This may
explain why up to 50% of breast cancer and prostate cancer patients with micrometastasis
to their bone marrow do not develop overt metastasis over a 10-yr period (58,59). One may
postulate that some of these patients have metastasis of more differentiated cells, and only
the metastasis of tumor stem cells will carry a poor prognosis. The elucidation of markers
that define these stem cell populations will be necessary to confirm this hypothesis.

If the ultimate cure of various cancers depends on the elimination of tumor stem cells,
one can question why several malignancies such as testicular carcinoma and choreocarci-
noma are curable even in the metastatic setting with chemotherapy, whereas the vast
majority of common malignancies are not. One might speculate that the stem cell compo-
nent of testicular and choreocarcinoma are inherently different from other tissue stem cells
because these involve germ cells (60). Indeed, chemotherapy treatment of these tumors
also often results in residual masses that are found to be benign teratomas composed of
differentiated cells. An understanding of the inherent differences between the stem cells
of testicular cancer and choreocarinoma compared to those from other tumors may pro-
vide new clues for the development of therapies against these common tumor types.
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9. OPPORTUNITIES FOR THERAPEUTIC DEVELOPMENT

The tumor stem cell model suggests that it may be necessary to modify the current
paradigm in cancer drug development. If the eradication of cancers requires the targeting
and elimination of tumor stem cells, then one must devise therapies that can selectively
kill these tumor stem cells while sparing normal stem cells. Because many pathways such
as those involved in self-renewal are shared between tumor stem cells and their normal
counterparts, this may seem a formidable task. However, recent studies in animal models
that have utilized agents that target these pathways indicate the feasibility of this ap-
proach. For instance, Notch signaling requires processing by the enzyme γ-secretase. γ-
secretase inhibitors have recently been shown to have activity against breast cancers that
overexpresses Notch 1 (61). Furthermore, in a murine model, these treatments appear to
have little toxicity. Agents targeting Hedgehog signaling have recently been described
to have antineoplastic activity. A Hedgehog inhibitor, cyclopamine, that specifically
inhibits Hedgehog signaling by binding to the protein smoothend, was utilized to treat
animals bearing a variety of tumor xenografts. Administration of cyclopamine to animals
bearing prostatic cancer xenografts resulted in a dramatic regression of these tumors (51).
Although the specific targeting of tumor stem cells by these agents has not yet been
demonstrated, the fact that remissions obtained by this treatment were long lasting is
consistent with the potential elimination of tumor stem cells (62). Furthermore, at least
over brief periods, the administration of cyclopamine appeared to be nontoxic. A
cyclopamine analog with 10 times the activity of the native compound has recently been
shown to block medulloblastoma formation in a transgenic murine model (63), and this
therapy also appears to be nontoxic. Elements of the Wnt pathway represent other poten-
tial tumor stem cell targets. Toward this end, small molecule inhibitors of Wnt signaling
have recently been produced that specifically interfere with the binding of β-catenin to
ternary complex factor transcription factors (64). It remains to be determined whether
these small-molecule Wnt inhibitors have antitumor activity or toxicity.

In addition to targeting self-renewal pathways, it may be possible to target specific
molecules present on tumor stem cells utilizing antibodies or antibody conjugated toxins.
For example, Jones et al. have found that myeloma stem cells are pre-B cells that express
CD20. This suggests that antibodies against CD20, such as the clinically available
rituxamib, may have value in the treatment of myeloma by targeting its stem cell popu-
lation. Furthermore, these studies suggest that the molecular profiling of tumor stem cells
may identify new targets for therapeutic development.

10. CONCLUSIONS

In this chapter, we have reviewed evidence for the existence of tumor stem cells in a
variety of human malignancies. These tumor stem cells that drive tumorigenesis may be
resistant to currently available chemotherapeutic agents. These cells may therefore con-
tribute to resistance of tumors to these agents as well as to relapse following treatment.
If this is the case, then the development of more effective cancer therapies will require
the targeting of the tumor stem cell population. A paradigm shift in cancer therapeutics
may be required to develop agents that selectively target tumor stem cells while sparing
their normal stem cell counterparts. Evaluation of these agents may require alterations in



134 Mantle et al.

current clinical trial designs. Nevertheless, the recent elucidation of mechanisms that
govern key events in both normal and tumor stem cells suggests the feasibility of selec-
tively targeting these pathways to develop more effective cancer therapeutics.
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SUMMARY

At Southern Research Institute, a series of in vivo drug-resistant murine P388 leu-
kemias were developed for use in the evaluation of crossresistance and collateral sen-
sitivity. These in vivo models have been used for the evaluation of new compounds of
potential clinical interest. Crossresistance data coupled with knowledge of the mecha-
nisms of resistance operative in the drug-resistant leukemias may identify useful guides
for patient selection for clinical trials of new antitumor drugs and noncrossresistant drug
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1. INTRODUCTION

There have been major advances in the treatment of human leukemia (1–4). Patients
with acute lymphoblastic leukemia afford the best example. In children, the event-free
survival rate for the standard-risk patient is approximately 80% at 4 yr and approx 65%
for the high-risk patient. In adults, complete remissions occur in approximately 65–85%
of the patients; however, the majority of these patients subsequently relapse, and overall,
only 20–30% are cured. For acute myelogenous leukemia, less dramatic results have been
achieved. In children, the complete remission rate is approximately 85%, but only 30–
50% of the patients are long-term survivors. In adults, the majority of patients relapses,
and ultimately dies from the consequences of resistant disease. Unlike acute leukemias,
chronic leukemias are usually refractory to treatment. In adults, survival rates are 60–
70% and 30–40% for 5 and 10 yr, respectively.
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Despite the successes in the management of human leukemias, certain obstacles re-
main. Among the most important is the development of resistance to the agents used for
treatment. Understanding the resistance to various agents will facilitate the development
of strategies to overcome the resistance.

At Southern Research Institute, a series of in vivo drug-resistant murine P388 leuke-
mias has been developed for use in the evaluation of crossresistance and collateral sen-
sitivity. These in vivo models have been used for the evaluation of new drugs of potential
clinical interest. Crossresistance data, coupled with knowledge of the mechanisms of
resistance operative in the drug-resistant leukemias, may yield insights into the mecha-
nisms of action of the agents being tested. Similarly, crossresistance data, coupled with
the mechanisms of action of various agents, may yield insights into the mechanisms of
resistance operative in the drug-resistant leukemias. Furthermore, crossresistance data
may identify potentially useful guides for patient selection for clinical trials of new
antitumor drugs and possible noncrossresistant drug combinations.

Schabel and coworkers have published the most extensive summary of in vivo drug
resistance and crossresistance data available (5). Their initial report included results of
in vivo crossresistance studies of 74 antitumor drugs in 12 drug-resistant P388 leukemias.
Previously, we expanded this crossresistance database for the drug-resistant P388 leuke-
mias to include more clinically useful drugs, and we updated the database to include new
candidate antitumor agents entering clinical trials (6). In this chapter, we have expanded
this crossresistance database for the drug-resistant P388 leukemias to include four addi-
tional drug-resistant leukemias and have focused on clinically useful drugs. Furthermore,
we have used the crossresistance data to gain insights into the mechanisms of resistance
operative in these drug-resistant leukemias.

2. DRUG-RESISTANT P388 LEUKEMIAS
2.1. Selection Procedures

Eleven of the 16 drug-resistant P388 leukemias were developed at Southern Research
Institute. B6D2F1 mice (CD2F1 mice for N,N'-bis(2-chloroethyl)-N-nitrosourea [BCNU],
melphalan [L-PAM], etoposide [VP-16], and paclitaxel [PTX]) bearing intraperitoneal
(ip) implants of 107 P388/0 cells were treated intraperitoneally with the drug of interest.
When half the mice had died, tumor cells were harvested from a survivor that showed
frank accumulation of ascites fluid. Transplantation of 107 cells intraperitoneally to
healthy mice and ip treatment with the drug of interest was repeated until there was no
further increase in resistance to the drug of interest.

The dosages and treatment schedules for the eleven drugs were as follows:

1. Actinomycin D (ACT-D): first treatment, 0.05 mg/kg/dose, days 4–12 postimplant; sec-
ond treatment, 0.5 mg/kg, day 5; third treatment, 0.3 mg/kg, day 7; and subsequent
treatments, 0.3 mg/kg, day 4.

2. 1-β-D-Arabinofuranosylcytosine (ara-C): 20 mg/kg/dose, days 1–9.
3. BCNU: first treatment, 20 mg/kg, day 3; and subsequent treatments, 25 mg/kg, day 2.
4. Cyclophosphamide (CPA): first treatment, 25 mg/kg/dose, days 1–24; second to fourth

treatments, 25 mg/kg/dose, days 1–9; and subsequent treatments, 100 mg/kg, day 4.
5. Doxorubicin (ADR): first treatment, 1.5 mg/kg/dose, days 4–12; second treatment, 12.5

mg/kg, day 5; third treatment, 6 mg/kg, day 7; and subsequent treatments, 6 mg/kg, day 4.
6. 5-Fluorouracil (5-FU): 20 mg/kg/dose, days 1–9.
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7. L-PAM: 2 mg/kg/dose, days 1–5.
8. Methotrexate (MTX): first and second treatments, 1.6 mg/kg/dose, days 1–9; third treat-

ment, 2.4 mg/kg/dose, days 1–9; fourth to sixth treatments, 1.6 mg/kg/dose, days 1–9;
and subsequent treatments, 0.75 mg/kg/dose, subcutaneously, days 1–9.

9. PTX: 15 mg/kg/dose, days 1–5.
10. Vincristine (VCR): 1 mg/kg/dose, days 1, 5, and 9.
11. VP-16: first and second treatments, 40 mg/kg/dose, days 3, 7, and 11; third treatment, 40

mg/kg/dose, days 3 and 7; fourth treatment, 40 mg/kg, day 3; fifth treatment, 40 mg/kg/dose,
days 3 and 7; and sixth treatment, 40 mg/kg/dose, days 3, 7, and 11.

P388/amsacrine (AMSA), P388/dihydroxyanthracenedione (DIOHA), and P388/
camptothecin (CPT) were obtained from Dr. Randall Johnson (GlaxoSmithKline, King
of Prussia, PA), P388/cisplatin (DDPt) was received from Dr. Joseph Burchenal (Memo-
rial Sloan-Kettering Cancer Center, New York, NY), and P388/mitomycin C (MMC) was
obtained from Dr. William Rose (Bristol-Myers Squibb, Wallingford, CT). P388/0 was
obtained from the Developmental Therapeutics Program Tumor Repository, Division of
Cancer Treatment and Diagnosis, National Cancer Institute, Frederick, Maryland. P388/
AMSA was developed by serial ip passage of P388/0 cells in CD2F1 mice that were
treated intraperitoneally with AMSA at a dosage of 4 mg/kg/dose on days 4–10
postimplant. After nine transplant generations, the treatment schedule was changed to
days 1–7 (7). P388/DIOHA was developed by serial ip passage of P388/0 cells in CD2F1
mice that were treated intraperitoneally with DIOHA (NSC 299195) at a dosage of 10 mg/
kg on day 2. After 40 transplant generations, treatment was changed to 0.5 mg/kg/dose
on days 1–7 (8). P388/CPT was developed by serial ip passage of P388/0 cells in B6D2F1
mice that were treated intraperitoneally with CPT at a dosage of 3 mg/kg on day 2 for four
transplant generations, 3 mg/kg on day 1 for the next three transplant generations, 6 mg/kg
on day 1 for the next 29 transplant generations, and 9 mg/kg on day 1 for subsequent
transplant generations (9). P388/DDPt was developed by serial ip passage of P388/0 cells
in B6D2F1 mice that were treated with DDPt at a dosage of 8 mg/kg on day 1 over
successive generations until no increase in survival time was seen with any tolerated dose
of DDPt (10). P388/MMC was developed by serial ip passage of P388/0 cells in CD2F1
mice that were treated intraperitoneally with MMC at a dosage of 0.8 mg/kg/dose on days
1–4 over successive generations until no increase in survival was seen at an optimal dose
of MMC (11).

Six of the drug-resistant P388 lines are passaged in the presence of drug. The treat-
ments are as follows:

1. Actinomycin D: 0.2 mg/kg, intraperitoneally, day 4.
2. CPA: 100 mg/kg, intraperitoneally, day 1.
3. ADR: 4 mg/kg, intraperitoneally, day 4.
4. 5-FU: 15 mg/kg/dose, subcutaneously, days 1, 3, and 5.
5. L-PAM: 2.5 mg/kg, intraperitoneally, day 1.
6. MTX: 0.75 mg/kg/dose, subcutaneously, days 1–6.

2.2. Mechanisms of Resistance
Increased NAD-dependent aldehyde dehydrogenase activity has been demonstrated

to be a mechanism of in vivo resistance to CPA in both P388 (12) and L1210 (13)
leukemia.
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There has been only one report concerning the mechanism(s) of resistance for P388/
L-PAM. Harrison et al. (14) reported an elevated intracellular glutathione (GSH) concen-
tration for our P388/L-PAM in comparison to P388/0. Studies conducted with L1210/L-
PAM have shown the cells to have defective drug transport and increased intracellular
levels of GSH and GSH disulfide (15,16).

Resistance to DDPt in P388/DDPt leukemia (selected for resistance in vivo before
chronic in vitro exposure to DDPt) is multifactorial (17,18). P388/DDPt cells exhibit
decreased drug accumulation, elevated GSH, and increased DNA polymerase-β activity.
We have found that our in vivo P388/DDPt contains elevated DNA topoisomerase II
activity in comparison to P388/0 (unpublished results).

Whereas there appears to have been no published reports concerning the mechanisms(s)
of BCNU resistance in P388 leukemia, studies have shown that in vivo L1210/BCNU,
which has an elevated O6-alkylguanine-DNA alkyltransferase content in comparison to
the parental L1210/0, exhibits a faster rate of repair of BCNU-induced damage to DNA
(19). Furthermore, L1210/BCNU exhibits an increased activation of DNA polymerase-
β (20).

There has been only one report concerning the mechanism(s) of resistance for P388/
MMC. Kobayashi et al. reported that the accumulation of MMC in P388/MMC cells was
lower than that in the parental P388 cells (21).

For P388/MTX, there have been reports of elevated dihydrofolate reductase activity
in cells selected for resistance in vitro (22) and increased expression of the mdr1 gene
with little change in the energy-dependent drug efflux pump (as determined by
rhodamine efflux) in cells selected for resistance in vivo (23). Even though the mecha-
nisms of MTX resistance operative in P388/MTX have not been investigated exten-
sively, studies have been conducted in both animal and human cells, especially with
other murine leukemias (e.g., L1210 and L5178Y). Resistance to MTX has been attrib-
uted to altered drug transport (24), altered dihydrofolate reductase (25), increased level
of dihydrofolate reductase resulting from gene amplification (26), and defective me-
tabolism to polyglutamate species (27).

Resistance to 5-FU in P388/5-FU has been attributed to reduced initial uptake of drug,
decreased levels of uridine kinase and uracil phosphoribosyltransferase, and reduced
levels of 5-FU nucleotides (28,29).

For P388/ARA-C, there appear to have been no published data concerning the
mechanisms(s) of resistance. Studies conducted with human and other murine (L1210,
L5178Y, and P815) leukemia cells resistant to ara-C have revealed several mechanisms
of resistance: decreased membrane nucleoside-binding sites, decreased deoxycytidine
kinase activity, increased cytidine deaminase activity, and increased intracellular cyti-
dine triphosphate and deoxycytidine triphosphate pools (30,31).

For P388/ACT-D (or L1210/ACT-D), there appear to have been no published reports
concerning mechanisms of resistance. Resistance to actinomycin D in Chinese hamster
cells has been attributed to differences in cell membrane in comparison to parental cells,
resulting in decreased drug permeability (32).

Resistance to ADR in P388/ADR leukemia (selected for resistance in vivo) is multi-
factorial (33,34). P388/ADR cells exhibit decreased drug accumulation, decreased for-
mation of DNA single- and double-strand breaks, increased GSH transferase activity,
earlier onset of DNA repair, reduced DNA topoisomerase II activity and protein levels
(due to a fusion of the genes for topoisomerase II alpha and the retinoic acid receptor
[35]), and elevated P-glycoprotein.
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Resistance to AMSA in P388/AMSA (selected for resistance in vivo) has been attrib-
uted in part to a decrease in DNA topoisomerase II activity (36) due to a rearrangement
of the DNA topoisomerase II gene (37) and does not appear to be due to alterations in the
cellular uptake or efflux of AMSA (38). Studies in our laboratories have shown that P388/
AMSA does not overexpress the mdr1 gene in comparison to the parental P388/0 (unpub-
lished results).

There have been no reported studies on the mechanisms of resistance of P388/DIOHA.
Studies in our laboratories have shown that P388/DIOHA does not overexpress the mdr1
gene in comparison to the parental P388/0 (unpublished results). Mitoxantrone-resistant
HL-60 cells (selected for resistance in vitro) exhibit multidrug resistance but do not have
altered drug transport or overexpression of P-glycoprotein (39); however, P388 cells
selected for resistance to mitoxantrone in vivo exhibit overexpression of P-glycoprotein
and reduced DNA topoisomerase II activity and protein levels (40).

Concerning the mechanisms of resistance of P388/VP-16, Higashigawa et al. reported
that the pyrimidine triphosphate pools were significantly decreased in comparison to the
parental P388/0 line (41). Studies in our laboratories have shown that P388/VP-16 does
not overexpress the mdr1 gene but does exhibit decreased DNA topoisomerase II activity
in comparison to the parental line (42).

Resistance to CPT in P388/CPT (selected for resistance in vivo) has been attributed
to a decrease in DNA topoisomerase I activity due to a rearrangement of the topoisomerase
I gene (37). Concomitant with this change has been an increase in DNA topoisomerase
II activity.

P388/VCR (chronic selection in vivo) exhibits reduced intracellular accumulation and
enhanced efflux of VCR in comparison to parental P388/0 (43). The selection procedure
apparently affects the observed crossresistance profile. P388/VCR (Japanese Foundation
for Cancer Research), selected at 0.25 mg/kg/dose on days 2–10, is crossresistant to ADR
and mitoxantrone, whereas our P388/VCR, selected at 1 mg/kg/dose on days 1, 5, and 9,
is not crossresistant to ADR or mitoxantrone (Table 1) (44). Studies in our laboratories
have shown that our P388/VCR does not overexpress the mdr1 gene in comparison to the
parental P388/0 (unpublished results). HL-60/VCR (selected for resistant in vitro) exhib-
its reduced intracellular accumulation of VCR and increased levels of three surface
glycoproteins, two of which are highly reactive with a monoclonal antibody against P-
glycoprotein (45). Various K562/VCR in vitro clones have been shown to have reduced
intracellular accumulation and enhanced efflux of VCR; one clone was found to possess
diminished amounts of β-tubulin (46).

Even though the mechanisms of PTX resistance operative in P388/PTX have not been
investigated, studies conducted with other tumor cell lines have revealed the resistance
to be multifactorial—overexpression of the mdr1 gene, molecular changes in the target
molecule (β-tubulin), changes in apoptotic regulatory and mitosis checkpoint proteins,
and more recently changes in lipid composition and potentially the overexpression of
interleukin 6 (47).

2.3. Experimental Design
CD2F1 mice were implanted intraperitoneally with 106 cells of either P388/0 or a drug-

resistant P388. Tumor implantation day was designated day 0. Drugs were administered
intraperitoneally according to the schedules listed in the tables. Each drug was evaluated
at several dosage levels (ranging from toxic to nontoxic), with each dosage level admin-
istered to 6–10 mice. Tumor-bearing control mice (12–20 per experiment) were untreated.
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Mice were observed for lifespan. In each experiment, tumored groups were treated with
a range of dosages of the appropriate drug to confirm the resistance of a drug-resistant
P388 leukemia. Moreover, a drug-resistant P388 leukemia was compared directly in each
experiment to P388/0, and the parallel groups of mice were treated identically with a
single drug preparation. Experiments were typically repeated for confirmation.

Antitumor activity was assessed on the basis of percent median increase in lifespan (%
ILS) and net log10 cell kill. Calculations of net log10 cell kill were made from the tumor
doubling time that was determined from an internal tumor titration consisting of implants
from serial 10-fold dilutions (48). Long-term (45 to 60 d) survivors were excluded from
calculations of % ILS and tumor cell kill. To assess tumor cell kill at the end of treatment,
the survival time difference between treated and control groups was adjusted to account
for regrowth of tumor cell populations that may occur between individual treatments
(49). The net log10 cell kill was calculated as follows:

Net log10 cell kill = [(T – C) – (duration of treatment in days)] / 3.32 × Td

where (T – C) is the difference in the median day of death between the treated (T) and
control (C) groups, 3.32 is the number of doublings required for a population to increase

Table 1
Crossresistance of P388 Sublines Resistant to Various DNA

and Tubulin Binders to Clinically Useful Agents

CD2F1 mice were implanted ip with 106 P388/0 or drug-resistant P388 cells on day 0. Data presented are
for ip drug treatment at an optimal (�LD10) dosage.

Resistance/crossresistance, +; marginal crossresistance, ±; no crossresistance, –; and collateral sensitivity, =.
aTreatment schedule (Rx): A, day 1; B, days 1, 5, 9; C, days 1–5; D, days 1–9; E, days 1, 4, 7, 10.
bData from Mol Pharmacol 1990; 38:471–480.
cTreatment schedule was days 1, 5, 9.
dTreatment schedule was days 1–5.
eTreatment schedule was days 1 and 5.
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1 – log10 U, and Td is the mean tumor doubling time (days) calculated from a log-linear
least-squares fit of the implant sizes and the median days of death of the titration groups.

Crossresistance was defined as decreased sensitivity (by >2 – log10 U of cell kill) of
a drug-resistant P388 leukemia to a drug compared to that observed concurrently in P388/
0 leukemia. Similarly, marginal crossresistance was defined as a decrease in sensitivity
of approximately 2 – log10 U. Collateral sensitivity was defined as increased sensitivity
(by >2 – log10 U of cell kill) of a drug-resistant P388 leukemia to a drug over that observed
concurrently in P388/0 leukemia.

3. CROSSRESISTANCE PROFILES
3.1. Resistance to Alkylating Agents

The crossresistance profile of P388/CPA to 14 different clinical agents is shown in
Table 2. The P388/CPA line was crossresistant to one (MMC) of the five alkylating
agents, no antimetabolites, no DNA-binding agents, and no tubulin-binding agents.
Crossresistance of P388/CPA has also been observed for two other alkylating agents
(chlorambucil and ifosfamide) (50). Interestingly, there are differences among these

Table 2
Crossresistance of P388 Sublines Resistant to Various Alkylating Agents

and Antimetabolites to Clinically Useful Agents

CD2F1 mice were implanted ip with 106 P388/0 or drug-resistant P388 cells on day 0. Data presented are
for ip drug treatment at an optimal (�LD10) dosage.

Resistance/crossresistance, +; marginal crossresistance, ±; no crossresistance, –; and collateral sensitivity, =.
aTreatment schedule (Rx): A, day 1; B, days 1, 5, 9; C, days 1–5; D, days 1–9; E, days 1, 4, 7, 10.
bData from InVivo 1987; 1:47–52.
cTreatment schedule was day 1.
dTreatment schedule was days 1 and 5.
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three agents. Chlorambucil and ifosfamide, like CPA, each have two chloroethylating
moieties, whereas MMC is from a different chemical class. Ifosfamide, CPA, and MMC
require metabolic activation, and chlorambucil does not. Although P388/CPA is
crossresistant to two chloroethylating agents, the line is not crossresistant to other
chloroethylating agents (L-PAM and BCNU). Therefore, P388/CPA appears to be
crossresistant only to a select group of alkylating agents with differing characteristics.
P388/CPA appears to be collaterally sensitive to fludarabine.

The effect of 15 different clinical agents on P388/L-PAM is shown in Table 2. The
P388/L-PAM line was crossresistant to approximately one half of the agents—two of
four alkylating agents, one of four antimetabolites, three of five DNA-binding agents, and
one of two tubulin-binding agents. The alkylating agents involved in crossresistance
represent different chemical classes. Similarly, the DNA-interacting agents involved in
crossre-sistance include agents with different mechanisms of action—inhibitors of DNA
topoisomerase II (AMSA and mitoxantrone) and a DNA-binding agent (actinomycin D).
However, the L-PAM-resistant line did not exhibit crossresistance to other inhibitors of
DNA topoisomerase II (e.g., ADR and VP-16) or another DNA-binding agent (e.g., ADR).

The sensitivity of P388/DDPt to 17 different clinical agents is shown in Table 2. The
P388/DDPt line was not crossresistant to any of these agents. Interestingly, the DDPt-
resistant line was collaterally sensitive to three agents (fludarabine, AMSA, and
mitoxantrone). Of these three agents, the latter two have been reported to interact with
DNA topoisomerase II (51,52).

The crossresistance data for P388/BCNU have been limited to the evaluation of alky-
lating agents. The crossresistance profile of P388/BCNU to four different clinical agents
is shown in Table 2. The BCNU-resistant line was not crossresistant to L-PAM, CPA,
MMC, or DDPt.

The crossresistance profile of P388/MMC to 13 different clinical agents is shown in
Table 2 (11). The P388/MMC line was crossresistant to approximately one half of the
agents—one of three alkylating agents, zero of four antimetabolites, three of four DNA-
binding agents, and two of two tubulin-binding agents. The pattern was similar to that
observed for P388/L-PAM.

3.2. Resistance to Antimetabolites
The effect of 14 different clinical agents on P388/MTX is shown in Table 2. The P388/

MTX line was not crossresistant to any of these agents.
The crossresistance data for P388/5-FU have been limited to antimetabolites. The

sensitivity of the P388/5-FU line to three different agents is shown in Table 1. The P388/
5-FU line was not crossresistant to palmO-ara-C (a slow-releasing form of ara-C) or
fludarabine (possible collateral sensitivity). Crossresistance was observed for MTX.

The crossresistance profile of P388/ARA-C to 16 different clinical agents is shown in
Table 2. The P388/ARA-C line was crossresistant to members of several functionally
different classes of antitumor agents—four of five alkylating agents, three of five anti-
metabolites, none of four DNA-binding agents, and one of two tubulin-binding agents.
Interestingly, the line was collaterally sensitive to 5-FU.

3.3. Resistance to DNA- and Tubulin-Binding Agents
The effect of 17 different clinical agents on P388/ACT-D is shown in Table 2. P388/

ACT-D was not crossresistant to any alkylating agents or antimetabolites. It was, how-
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ever, crossresistant to all of the drugs tested that are involved in multidrug resistance
except for AMSA.

The crossresistance profile of P388/ADR to 21 different clinical agents is shown in
Table 2. The P388/ADR line was not crossresistant to any of the antimetabolites and was
marginally crossresistant to only one alkylating agent (MMC). Resistance was observed
for all of the drugs tested that are reported to be involved in multidrug resistance (acti-
nomycin D, ADR, VP-16, AMSA, mitoxantrone, vinblastine, VCR, and PTX). P388/
ADR was collaterally sensitive to fludarabine.

The sensitivity of P388/AMSA to 14 different clinical agents is shown in Table 2.
P388/AMSA was not crossresistant to any of the alkylating agents and was marginally
crossresistant to only one antimetabolite. Crossresistance was observed for all of the
drugs tested that are involved in multidrug resistance.

The crossresistance data for P388/DIOHA have been limited mainly to agents in-
volved in multidrug resistance. The sensitivity of P388/DIOHA to seven different clini-
cal agents is shown in Table 2. The P388/DIOHA line exhibited mixed multidrug
resistance—crossresistance to AMSA and VCR but no crossresistance to actinomycin D,
ADR, VP-16, or PTX.

The crossresistance profile of P388/VP-16 to 13 different clinical agents is shown in
Table 2. The P388/VP-16 line was not crossresistant to any of the alkylating agents or
antimetabolites; however, it was crossresistant to all of the drugs tested that are reported
to be involved in multidrug resistance.

The sensitivity of P388/CPT to seven different clinical agents is shown in Table 2 (9).
P388/CPT was not crossresistant to any of these agents.

The effect of 21 different clinical agents on P388/VCR is shown in Table 2. The P388/
VCR line was crossresistant to three of the agents—MMC, DDPt (marginal), and vin-
blastine. Unexpectedly, P388/VCR was not crossresistant to many of the drugs tested that
are involved in multidrug resistance (e.g., actinomycin D, ADR, VP-16, AMSA, mitoxan-
trone, and PTX).

The crossresistance data for P388/PTX have been limited to agents involved in
multidrug resistance. The sensitivity of P388/PTX to three different clinical agents is
shown in Table 2. The P388/PTX line was crossresistant to drugs that are involved in
multidrug resistance (ADR, VP-16, and VCR).

4. CONCLUSIONS

Southern Research Institute has evaluated over 100 clinically useful antitumor drugs
or new candidate antitumor agents in vivo against 24 drug-resistant P388 leukemias. We
have presented here a portion of the results from those studies. Analysis of these data has
revealed (1) possible noncrossresistant drug combinations and (2) possible mechanisms
of drug resistance.

Schabel and coworkers (5) observed that except for crossresistance to other drugs with
a similar chemical structure and/or biological function, resistance to one drug usually did
not result in resistance to other drugs, particularly those of other functional classes. The
additional data presented here confirm that original observation. P388/CPA, P388/DDPt,
and P388/BCNU were not crossresistant to the alkylating agents tested (except for the
marginal crossresistance of P388/CPA to MMC); P388/CPA and P388/DDPt were not
crossresistant to antimetabolites, DNA-binding agents, or tubulin-binding agents. In
contrast, P388/L-PAM was crossresistant to several of the alkylating agents and to
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representatives of the other functional classes; P388/MMC was crossresistant to most of
the DNA- and tubulin-binding agents. The spectrum of crossresistance of an alkylating
agent will depend on the individual agent.

P388/MTX was not crossresistant to the other clinical agents tested, whereas P388/5-
FU was crossresistant to MTX. Similar to that observed for P388/L-PAM, P388/ARA-
C was crossresistant to other antimetabolites and to representatives of two other functional
classes. The spectrum of crossresistance of an antimetabolite will also depend on the
individual agent.

Schabel and coworkers (5) also noted that crossresistance profiles were variable for the
leukemia lines selected for resistance to large polycyclic anticancer drugs. P388/ACT-
D, P388/ADR, P388/AMSA, P388/DIOHA, P388/VP-16, P388/CPT, and P388/VCR
were not generally crossresistant to alkylating agents or antimetabolites. However, the
crossresistance profiles to DNA- and tubulin-binding agents were quite variable. P388/
ADR was crossresistant to all the listed agents, whereas P388/VCR was crossresistant
only to vinblastine, and P388/CPT was not crossresistant to any of the tested agents.
Generally, P388/ACT-D, P388/AMSA, P388/VP-16, and P388/PTX were crossresistant
to DNA- and tubulin-binding agents, whereas P388/DIOHA exhibited a mixed multidrug
resistance.

The crossresistance profile for P388/ADR was almost identical to that for another
P388/ADR line selected for resistance in vivo (53). The crossresistance profiles for P388/
AMSA and P388/DIOHA were similar to those reported earlier by Johnson and cowork-
ers for the same lines (7,8). Notable differences with respect to agents involved in
multidrug resistance were the appearance of crossresistance for our P388/AMSA to
actinomycin D and VCR and the appearance and disappearance of crossresistance for our
P388/DIOHA to VCR and ADR, respectively.

Six of the 16 drug-resistant leukemias exhibited collateral sensitivity to one or more
drugs. These observations of collateral sensitivity suggest that a combination of one of
the six drugs plus one of the corresponding agents for which collateral sensitivity was
observed might exhibit therapeutic synergism. We have evaluated six such combinations
and have observed therapeutic synergism for five of the combinations: ara-C + 5-FU,
DDPt + fludarabine, DDPt + AMSA (unpublished results), CPA + DDPt (54), and DDPt
+ mitoxantrone (54). As always, none of the above approaches may be applied clinically
without caution and concern for the recognized gap between preclinical prediction and
clinical validation.

Examination of the crossresistance profiles has provided some insights into the mecha-
nisms of resistance that are operative in some of these 16 drug-resistant P388 leukemias.
The crossresistance of P388/CPA to alkylating agents of different chemical classes sug-
gests that a mechanism of resistance other than aldehyde dehydrogenase is operative.
Furthermore, the lack of crossresistance of P388/CPA to DDPt or L-PAM argues against
the involvement of GSH or other thiols in the resistance. The crossresistance of P388/L-
PAM to agents of different chemical classes and with different mechanisms of action
suggests that another mechanism of resistance besides elevated GSH levels is operative.
Whereas elevated GSH levels could explain the crossresistance to alkylating agents, it is
not clear how elevated GSH levels would account for resistance to agents of the other
functional classes. The observation of collateral sensitivity for P388/DDPt to two agents
that have been reported to interact with DNA topoisomerase II suggests the possible
involvement of the latter in DDPt resistance. Studies in our laboratories have shown that
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P388/DDPt cells have more DNA topoisomerase II activity and protein than parental
P388/0 cells (unpublished results). Increased DNA topoisomerase II activity has been
reported for a DDPt-resistant human small cell lung carcinoma cell line (55). The re-
ported elevations in GSH are not apparently sufficient to result in crossresistance of P388/
DDPt to L-PAM.

The reported mechanisms of resistance to ara-C have involved the uptake and metabo-
lism of ara-C. However, the crossresistance of P388/ARA-C to several alkylating agents
and one tubulin-binding agent suggests that another mechanism of resistance is involved.

The variability of the crossresistance profiles for P388/ACT-D, P388/ADR, P388/
AMSA, P388/DIOHA, P388/VP-16, and P388/VCR to large polycyclic anticancer drugs
prompted us to characterize biochemically these drug-resistant leukemias with respect to
amplification of the mdr1 gene, level of the 4.5-kb transcript, and level of P-glycoprotein.
Preliminary studies have shown that our P388/ADR, which exhibits multidrug resis-
tance, has increased expression of the mdr1 gene, confirming the results reported for
another in vivo selected P388/ADR leukemia (33). However, P388/VP-16, which exhib-
its comparable multidrug resistance, did not overexpress the mdr1 gene. P388/ACT-D
and P388/AMSA, which exhibit multidrug resistance (although not as complete as P388/
ADR), did not overexpress the mdr1 gene. P388/DIOHA, which exhibits a mixed
multidrug resistance, also did not overexpress the mdr1 gene. Finally, P388/VCR, which
does not exhibit multidrug resistance, did not overexpress the mdr1 gene. Therefore, in
vivo multidrug resistance does not require increased expression of the mdr1 gene. Similar
conclusions have been made for in vitro multidrug resistance, which has been called
“atypical” multidrug resistance (56).

In conclusion, the in vivo crossresistance profiles of 16 drug-resistant P388 leukemias
to 22 clinically useful antitumor drugs have enabled the identification of possible
noncrossresistant drug combinations and of insights into the mechanisms of resistance
operative in some of the drug-resistant leukemias.
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SUMMARY

The goal of this chapter is to present several lines of evidence as to the importance
of tumor site selection in oncology drug development. Tumor–host interactions differ
according to the anatomical location of the tumor and can alter the pharmacodynamic
effects of a drug candidate. In some instances, failure of a promising new drug to exhibit
efficacy is attributed to drug resistance when instead, the lack of efficacy is a conse-
quence of poor model characterization and selection. Orthotopic models are now pre-
senting us with more-complex models to evaluate the activity of novel drug candidates.
We present examples that demonstrate how implant site influences tumor growth kinet-
ics and behavior; as a consequence of these influences, our interpretation of result with
early stage drug candidates must be carefully considered.

In this chapter, we review a number of studies that support the notion that tumor
implantation site represents a critical determinant for the successful and meaningful
efficacy evaluation of chemotherapeutic agents.

Key Words: Tumor site; subcutaneous implantation; intradermal tumors; angiogen-
esis; hypoxia.

1. INTRODUCTION

The vast majority of in vivo drug development programs in oncology relies on trans-
plantable tumor models. Recently, the broad screening of agents using syngeneic rodent
tumors has been mostly replaced by the use of human tumor xenografts. Within the
spectrum of models currently in use, orthotopic tumor models are adding to our under-
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standing of tumor–host interactions and drug response. Although relatively specialized
and costly, orthotopic tumor models represent an important tool in drug development.

A number of issues particular to cancer drug development have the potential to create
challenges to the successful testing of a drug candidate. Some of these early scientific
decisions include the selection of tumor lines as well as validated in vivo models. The
former defines drug activity in vivo. Tumor–host interactions differ according to the
anatomical location of the tumor and can alter the pharmacodynamic effects of a drug
candidate. In some instances, failure of a promising new drug to exhibit efficacy is
attributed to drug resistance when instead, the lack of efficacy is a consequence of poor
model characterization and selection. The application of novel technologies has led to the
development and characterization of animal models to a fine resolution. This increases
resolution can be used to guide the selection of tumor models that best reflect the drug
target under evaluation. This particular concept applies well to the current development
of targeted drug therapies in cancer.

The goal of this chapter is to present several lines of evidence as to the importance of
tumor site selection in oncology drug development. Moreover, it presents a brief discus-
sion on the background and supporting evidence found in the field of orthotopic models,
a tool increasingly used to characterize new targeted therapies in oncology.

2. ORTHOTOPIC MODELS BACKGROUND
AND CURRENT CHALLENGES

Currently, the cost of bringing drugs to market reaches in to the hundreds of millions
of dollars (1,2). The primary goal of drug development programs is to advance com-
pounds that have the greatest potential to ameliorate or to cure human disease. Therefore,
there is a great need to establish screening programs that select efficacious from
nonefficacious compounds early in the development process. To date, a number of che-
motherapeutic agents shown to be highly effective in preclinical animal models either
lack or display reduced efficacy in clinical trials. These results can be attributed to the
inherent limitations of today’s pharmaceutical screening pathways (3,4).

Tumor modeling has a long history in cancer research. It is a rapidly evolving field
where many areas of research and efforts to “synthesize” the applicability of models
continue. Killion and coworkers (5) outlined the characteristics of a successful preclini-
cal animal tumor model. They stated that the model must reproduce the biology of human
cancer; it should allow the study of relevant cellular and molecular events associated with
growth and metastasis of tumors. Moreover, it must adequately reproduce the problems
associated with a specific type and location of primary and metastatic cancer; it must also
possess objective and quantitative end points of therapeutic responses. Finally, it must be
reliable, reproducible, available, and affordable.

A perceived limitation of current models of transplantable tumors is that they do not
possess a high degree of predictive value in identifying clinically active compounds (6).
One potential reason for this relative lack of predictive ability is the tendency to use
concentrations of chemotherapeutic agents that represent maximum tolerated doses for
mice rather than humans. As it has been suggested, the predictive value of some of the
current preclinical tumor models increases and is reflective of the clinical response once
the doses used are equivalent to the “clinically equivalent dose” (7).

Another major limitation of current preclinical tumor models is that they often do not
accurately replicate the stage of tumor development during which the chemotherapeutic
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agent is administered in clinical situations. In humans, most administration of a chemo-
therapeutic agent occurs in situations where there is advanced, high-volume metastatic
disease, whereas in mice a compound is generally given to animals exhibiting primary
tumors with minimal metastatic disease.

In cancer research today, the subcutaneous xenograft tumor models represent the
workhorse for testing the efficacy of new chemotherapeutic agents. This animal model
possesses a number of advantages, namely it is rapid and reproducible (when compared
to other models), it requires relatively minimal labor, and it is relatively inexpensive. In
addition, tumor kinetics can be easily quantified (tumor size), and it is relatively easy to
alter schedule conditions relative to tumor burden. Although useful, this model also
generates an abundance of false-positive responses to drugs, probably a reflection of the
dosages (maximum tolerated dose) and schedules that may not reflect the conditions use
in the clinic. Another major disadvantage of subcutaneous xenograft tumor models is the
general lack of metastasis. Studies have shown that subcutaneous implantation of cul-
tured tumor cells or tumor fragments rarely leads to metastatic disease, a response that
is in contrast to the natural course of human neoplastic disease (8,9).

Since Paget postulated the “seed and soil” hypothesis (10), cancer researchers have
strived to generate animal models that resemble the course of human disease. Orthotopic
implantation of tumors can generate tumors that growth and metastasize as their human
counterparts. A response attributed to the effect that the environment exerts on the tumor
cell’s ability to express a particular set of genes. Keyes and coworkers (11) showed that,
depending on the site of implantation (subcutaneous vs intraperitoneal), tumors produced
substantially higher levels of angiogenic cytokines (vascular endothelial growth factor
[VEGF] and basic fibroblast growth factor [bFGF]) when implanted intraperitoneally
than subcutaneously.

In addition, numerous studies using orthotopic models show the site-specific depen-
dence of therapy. For example, Onn and coworkers (12) reported significant differences
in the response of various human lung cell lines to chemotherapeutic agents when im-
planted orthotopically vs subcutaneously. They showed that in lung cancer cell lines
implanted subcutaneously, paclitaxel induced tumor regression, whereas only a limited
therapeutic response to paclitaxel occurred in tumors implanted orthotopically in the
lung. These differences are probably the result of tissue–tumor interactions inducing the
expression of specific genes. Farre and coworkers (13) assessed the influence of implan-
tation site (orthotopic vs subcutaneous) on cell cycle and apoptotic gene regulation. In
addition, they compared the effect of implantation site on influencing the metastatic
process by comparing the behavior of tumor aliquots of two human pancreatic xenografts
(NP18 and NP-9) implanted orthotopically, at the site of metastasis (liver) or in a
nonmetastatic site (subcutaneous). They observed that implantation site changes tumor
growth by altering apoptotic or cell cycle regulation in a tumor-specific manner. Whereas
the NP18 tumor exhibited changes in Bcl2-antagonist of cell death /Bcl-XL/caspase3
pathway, the NP9 tumor exhibited changes in proteins that regulate the cell cycle (extra-
cellular signal-related kinase, proliferating cell nuclear antigen, and cyclin B1). Further-
more, the site of tumor implantation influenced the location of the resulting metastasis.

These advantages of orthotopic-tumor xenograft models make them highly useful in
preclinical development programs, as they are generally reflective of the clinical situa-
tions. Orthotopic implantation of cells or tumor fragments is effective in inducing pri-
mary tumor growth as well as metastasis. It has been suggested that surgical orthotopic
implantation of tumor fragments may result in greater success rate regarding tumor take
and metastasis than implantation of cell suspensions (14,15).
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One of the major drawbacks for the large-scale use of orthotopic models in preclinical
screening programs remains the high level of technical skill required for successful
implantation (15). Another disadvantage of orthotopic-tumor xenograft models results
from their ability to replicate the course of human disease, as this makes monitoring the
kinetics of tumor growth and chemotherapeutic activity more complex. However, a
number of groups continue to develop novel methodologies aimed at monitoring tumor
kinetics in response to the chemotherapeutic agents’ action. Katz and coworkers (16)
demonstrated the feasibility of using a red fluorescent protein orthotopic pancreatic
cancer cell model for the preclinical evaluation of chemotherapeutics. These authors use
the MIA-PaCa-2 human pancreatic cancer cell line transduced with red fluorescent pro-
tein and grown subcutaneously. Tissue fragments from the subcutaneous implants were
then implanted into the pancreas of nude mice. The authors then compare the effects of
gemcitabine (intraperitoneally) and irinotecan (intravenously) on tumor growth with that
of control mice by imaging the tumors sequentially. In this tumor mouse model, control
animals exhibited a mean survival time of 21 d, whereas gemcitabine- and irinotecan-
treated animals had mean survival times of 32.5 and 72 d, respectively. The authors
concluded that this tumor is a highly metastatic model that reliably simulated the aggres-
sive course of human pancreatic cancer.

Another approach used to monitor tumor kinetics is to measure tumor-specific mark-
ers or to engineer tumors to secrete a number of cytokines, which are then use to assess
tumor growth and drug efficacy. Pesce and coworkers (17) suggested lactic dehydroge-
nase (LDH) isoenzymes as a useful indicator for detecting the presence and assessing the
growth of human tumors in athymic mice. Circulating LDH cleared rapidly following an
intravenous or intraperitoneal administration, decreasing to about 10% of the initial value
by 12 hr. Solid tumors of HEp-2, T24, and SW733 cells implanted subcutaneously con-
tinuously released amounts of LDH that correlated with tumor mass.

More recently, Shih and coworkers (18) engineered tumors to express β-human chori-
onic gonadotropin hormone. Expression of this protein by the tumor and its secretion in
the mouse urine served as a surrogate marker for tumor-growth kinetics and chemothera-
peutic agent efficacy. Engineered cells were injected subcutaneously, intraperitoneally,
intravenously and intrasplenic. β-Human chorionic gonadotropin levels were detected in
the mice urine following 2, 1, 7 and 4 d after subcutaneous, intraperitoneal, intravenous,
and intrasplenic injections, respectively. Furthermore, the levels continued to increase
until the mice became moribund. Although useful in enabling researchers to monitor the
progression and effect of chemotherapeutic agents, this tumor model does not provided
the ability to assess the extent and location of tumor cells.

3. IMPLANT SITE SELECTION AND TUMOR MODEL KINETICS

Since Paget’s postulated seed and soil hypothesis (10), a number of studies have shown
that tumor kinetics and responses to therapeutic agents differ according to their site of
implantation. Cancer researchers continue to streamline screening pathways and to
develop preclinical animal models aim at enhancing the model’s ability to predict a
compounds efficacy in the clinic. This volume clearly outlines our current knowledge and
views regarding mechanisms of drug resistance. These mechanisms are various; how-
ever, it is possible to group them into several general categories such as pharmacody-
namic, cellular, and molecular mechanisms. Whereas a tumor model might be intrinsically
resistant—from a cellular or molecular perspective—to an experimental agent, the com-



Chapter 8 / Tumor Site Implantation 155

bined effect of the tumor–host interaction and anatomical implant site also affect the
overall drug response. Improperly conducted studies or studies performed using a poorly
characterize model could lead to the conclusion that the experimental agent is less active
than otherwise predicted. A difference in response can result from changes in the phar-
macodynamic profile of the experimental agent as the result of the tumor–host response.
For example, Teicher and coworkers (19) reported a pharmacokinetic alteration of alky-
lating agents by a tumor–host response. In this study, in vivo selective pressures placed
on a tumor by in vivo exposure to alkylating agents, and development of drug resistance,
directly affected the pharmacokinetic profile of alkylating agents. They showed that
tumor resistance in vivo resulted from broad pharmacodynamic alterations. They hy-
pothesized that resistance arose from cytokine release from the resistant tumor and a
concurrent host response. It is doubtful that these pronounced pharmacokinetic changes
could have been anticipated a priori. The pharmacokinetic alterations observed in this
study raise questions whether other model factors in addition to direct cellular resistance
in vivo can alter the response to a drug in more subtle ways, thus altering the overall
profile of a drug.

Before one considers how to select a particular tumor model and its implant site to
develop our understanding on drug resistance, one must reflect on the model’s fundamen-
tal role in research. As outlined by Harrison (20), one finds a context with which to frame
the use of the models in oncology research: “Models have provided a means to study not
only the therapy of cancer but the biology of cancer as well.” According to Harrison,
tumor models allow for the description of four fundamental research areas: discovery,
biology, mechanism, and development. Briefly, discovery refers to general drug screen-
ing, biology to cellular characteristics, mechanism to pharmacodynamics and finally
development to prediction of clinical drug activity. We can frame the consideration of
tumor implantation site and drug resistance within these four areas and evaluate how
tumor site selection can affect each particular area.

Even though not a widely used in vivo model today, the VX2 rabbit carcinoma line
represents an excellent example of how tumor implant site is an important factor to
consider when studying drug effects. The VX2 rabbit model was initially described by
Kidd and Rous in 1940 (21) and has been extensively used as a model of hypercalcemia
of malignancy (22,23). A paraneoplastic syndrome associated with alterations of calcium
homeostasis. Clinical management of hypercalcemia is an important consideration as it
adversely affects clinical outcome in cancer patients.

Hubbard and coworkers (24) described how the implantation site for the VX2 rabbit
tumor directly affected the development of hypercalcemia in vivo. They evaluated endo-
crine changes and calcium levels associated with intramuscular vs intra-abdominal tumor
implantation in rabbits. In this animal model, clinical hypercalcemia results from tumor
implantation intramuscularly but not intra-abdominally. To characterize fully the model,
the authors performed a direct comparison between animals implanted intra-abdominally
and intramuscularly. The animal’s serum calcium levels measured to establish the pres-
ence and degree of hypercalcemia. In addition, serum levels of 15-keto-13, 14-dihydro-
prostaglandin E2 levels were determined using gas chromatography/mass spectrometry.
The studies took place over a 5-wk period but did not directly measure tumor burden in
the rabbits. The results showed that only animals with intramuscular tumor implants were
significantly hypercalcemic when compared to animals with intra-abdominal tumor
implants. Furthermore, calcium levels in naive animals did not differ significantly from
intra-abdominally tumor implanted rabbits. Interestingly, plasma levels of 15-keto-13,
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14-dihydro-prostaglandin E2 were equivalent for both tumor-implanted groups (but 10-
to 20-fold higher than naive rabbits).

The authors hypothesized that the observed hypercalcemia in rabbits resulted from the
general metabolism of prostaglandin E2 in the lungs. They suggested that intramuscular
tumor implantation could promote venous drainage directing the tumor outflow to the
lungs, whereas venous drainage from the intra-abdominal tumor implantation could
allow for the metabolism of effluent through the liver before reaching the lungs, thereby
explaining the overall differences in calcium homeostasis in this model. Whereas the
authors did not attempt to alter the levels of hypercalcemia in the intramuscular or the
abdominally implanted tumors, one can assume that the mechanisms involved in the
resulting hypercalcemia would be specific to the implant site, and that they can exert a
significant effect on potential therapeutics modalities.

Another example of the importance of tumor implantation site to the outcome of host
response is the study of Malave and coworkers (25), who evaluated the Lewis lung
carcinoma model. They assessed the immune response of B6 male mice to the tumor as a
function of the tumors’ implantation site (the flank or the footpad [fp]). The authors stated:

The incidence of 3LL carcinoma was lower in B6 mice inoculated with small number
of tumor cells in the flank than in those receiving a similar number of tumor cells in the
fp. Lung metastases appeared earlier, and the number of metastatic nodules was sig-
nificantly higher in mice bearing tumors in the flank than those in the fp.

These observations could be the result of tumor implant efficacy, as the histological
properties of both sites are different. The authors also compared and evaluated the host
lymphatic organ weight of both implant sites. Again the authors described their findings:

. . . the flank 3LL carcinoma implant was followed by early and marked enlargement
of the spleen, whereas the increase in spleen weight was delayed after fp 3LL implant.
Thymus weight decreased gradually in either group, though thymus involution was
faster in mice bearing flank tumors.

The study does not contain a detailed explanation for the differences in tumor growth.
These differences may result from immunogenicity, circulatory effects, and/or paracrine
factor release. From a drug development standpoint, it is noteworthy how an a priori
assumption regarding tumor implant site can adversely affect the outcome of a study. The
VX2 rabbit and the Lewis lung carcinoma models lead us to conclude that a therapeutic
agent applied to either model without a full understanding of the differential drug re-
sponses resulting from tumor site implantation can result in drawing erroneous conclu-
sions regarding a novel agent’s efficacy on a tumor.

It is clear from both examples that implant site influences tumor growth kinetics and
behavior. These two studies represent broad scientific efforts to described tumor–host
interactions. A specific example of how tumor implant site results in a differential re-
sponse to antitumor interventions can found in the work of Hill and Denekamp (26). The
authors used the sarcoma F syngeneic tumor of the CBA mouse to evaluate the response
of the tumor to hyperthermia, misonidazole and radiation therapy when implanted at
various anatomical areas (ventral wall of thorax, distal tail, dorsal foot, and intramuscu-
larly). As part of the initial characterization effort, the investigators measured latent time,
tumor-doubling time, and tumor temperatures of the tumor at all implant sites. The results
of this study indicate that the tumor implant site alters tumor growth kinetics. For tumors
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implanted in the chest, tail, foot and leg the doubling times were 1.2, 1.7, 1.6, and 0.6 d
respectively. Basal tumor temperature was also influence by site of implantation. Again,
for tumors implanted in the chest, tail, foot, and leg the recorded tumor temperatures were
34.9, 22.1, 27.5, and 35.8°C respectively. The authors noted that:

Tumors on the tail were consistently different from all other sites; they appeared later,
grew slower, had the poorest blood flow, the lowest natural temperature, low drug
concentration, and highest thermal enhancement ratio. Some of these features, but not
all, were shared by tumors on the foot, which was also thought to be a constricted site.
The growth rate and normal tumor temperature of the foot and tail tumors were similar,
but in most other respects, the foot tumors matched the chest and leg tumors more
closely. These data serve as a warning that the choice of an implant site for experimental
hyperthermia studies should not be made lightly. That choice will carry with it many
changes in the biological characteristics of the tumor; these should be considered
alongside the obviously greater ease of experimentation and the reduced risk of whole
body warming if tumors in the extremities are used.

This study also demonstrated that the degree blood perfusion to the tumor resulting
from the selection of implant site alters the tumor’s temperature, and its response to
radiation therapy with or without a radiosensitizer. Although these differences are not
intuitively difficult to establish, the work of characterizing these differences is essential
for the description of the model and its future application in the area of hyperthermia and
radiation therapy research.

As discussed earlier, the application of modern technologies to the overall character-
ization of established models has increased our understanding of the available animal
models. Preclinical model selection and knowledge of its limitations are crucial determi-
nants for the establishment of a successful drug development program. The recent work
of Keyes and coworkers (27) best exemplifies model characterization. They monitor the
angiogenic cytokine profile of several well-established cell lines grown subcutaneously
in vivo using Luminex technology. This system enabled them to simultaneously quan-
tified circulating levels of basic fibroblast growth factor, vascular endothelial growth
factor and transforming growth factor beta in nude mice bearing several human tumors.
This effort generated an “angiogenic agent in vivo profile” for said models. In addition,
the authors attempted to evaluate the correlation between tumor volume and cytokine
levels. Several of the tumors tested show a positive correlation between VEGF levels and
tumor volume (e.g., Calu-6 NSCLC, SW2 SCLC, HCT116 colorectal carcinoma, Caki-
1 renal cell carcinoma, and HS746T gastric carcinoma). Interestingly, there was little
evidence of VEGF production in animals bearing tumors <800 mm3. Additionally, the
levels of tumor growth factor-β also correlated with tumor volume in animals bearing
GC3 colorectal carcinoma, HS746T gastric carcinoma, and the MX-1 breast carcinoma
line. Whereas the work helps define the in vivo cytokine profile for several cell lines in
vivo, of importance is the understanding of the cytokine levels in relation to a potential
antiangiogenic agent. A well-characterized model enables researchers to select objec-
tively a model to suit the molecular pathway targeted by a drug candidate. Subcutane-
ously implanted Caki-1 renal cell carcinoma tumors can serve as an example of the
complexity of model selection and its impact on establishing agent efficacy. Keyes and
coworkers (25) showed that maximal VEGF plasma level for this tumor type reach
approximately 200 pg/mL. This result presents us with some important questions regard-
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ing the development of targeted therapies. For example, how would the knowledge of a
circulating angiogenic factor profile in the model, guide the selection of a specific
antiangiogenic factor inhibitor? Would it be more (or less) reasonable to test a specific
VEGF neutralizing agent against a tumor model of high or low VEGF expression? How
does the presence/absence of such an angiogenic profile influences one’s interpretation
of the overall agent efficacy?

A logical progression of the above referenced study was to evaluate the effect of
implant site on the angiogenic cytokine profile of a number of tumors cell lines. Keyes
and coworkers (28) measured VEGF, bFGF, and tumor necrosis factor-α circulating
levels as well as tumor volumes of mice implanted with various human ovarian (A2780,
OVCAR-3, and SKOV-3) or human pancreatic (BxPC-3, Panc-1, and AsPC3-3) carci-
nomas using Luminex technology. The tumors were implanted either subcutaneously or
intraperitoneally. The data show that intraperitoneal implantation resulted in signifi-
cantly elevated VEGF levels when compared to subcutaneously implanted tumors. For
example, subcutaneously implanted A2780 and the SKOV-3 lines produced VEGF
plasma levels of 350 pg/mL and 1500 pg/mL, respectively, whereas intraperitoneal
implantation of these cell lines resulted in plasma levels of 1500 pg/mL and 3000 pg/mL,
respectively. In contrast, one of the pancreatic tumor lines, BxPC-3, produced low levels
of VEGF when implanted at either site. Another pancreatic tumor line, AsPC-1, re-
sponded similarly to the ovarian cell lines as subcutaneously implanted tumors produced
plasma VEGF levels of 500 pg/mL, whereas intraperitoneal implantation resulted in a
threefold increase in the overall VEGF levels. Of particular interest was the observation
that when ascites production was evident, VEGF, and bFGF levels this fluid was many-
fold higher than plasma levels. The researchers concluded that:

Different sites of tumor implantation will result in differences in levels of angiogenic
cytokines secreted into the plasma of tumor bearing animals. These findings may
be valuable for determining the model of choice for the in vivo evaluation of
antiangiogenic agents.

4. CONCLUSIONS

One of the major goals of an animal model in all indications is that it should display
a similar course and involvement as that seen in humans. This has been, in most cases,
very difficult to achieve. Historically, gross pathology has solely described differences
in the natural course of a tumor model. The elucidation of the various cellular and bio-
chemical differences associated with the various sites of tumor implantation presents a
more challenging yet attainable goal.

In this chapter, we reviewed a number of studies that support the notion that tumor
implantation site represents a critical determinant for the successful and meaningful
efficacy evaluation of chemotherapeutic agents. Some key points include that it is of the
utmost importance to recognize that the therapy of cancer is the therapy of metastatic
disease and that it is essential to use or develop animal models to address specific ques-
tions with a clear understanding of an animal model’s limitation.

As new technologies become available, rational tumor model selection should become
the norm in drug developing/screening programs. Cancer researchers will continue to
streamline screening pathways and to develop preclinical animal models capable of
enhancing the model’s ability to predict a compounds efficacy in the clinic.
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SUMMARY

The EMT6 mammary carcinoma sublines resistant to antitumor alkylating agents
were produced by repeated exposure of fresh tumor-bearing hosts to each drug. These
tumor lines have been used to extend understanding of drug resistance in a host organism.
It is becoming clear as our knowledge of growth factors and cytokines has increased that
the proliferation and metabolism of tumor cells, like those of normal cells, are influ-
enced by these naturally occurring growth regulators. Our findings and those of others
support the notion that the metabolism of tumor cells can be altered to enhance their
survival via mechanisms that involve the autocrine and paracrine functions of growth
factors and cytokines. Therapeutic resistance of a tumor in a host organism can evolve
by a phenotypic change in the tumor cells that does not confer drug resistance on the
isolated tumor cells but, which, through alterations in the handling of the drug by host.

Key Words: Cisplatin resistance; cyclophosphamide resistance; EMT-6 mammary
carcinoma; in vivo resistance; transforming growth factor-β.

1. INTRODUCTION

The clinical problem of drug resistance was recognized when in the 1940s, Dr. Alfred
Gilman’s lymphoma patient failed to respond to a third course of nitrogen mustard after
responding to the drug twice. Since then, elucidation of the mechanisms by which
malignant cells develop a tolerance toward exposure to cytotoxic anticancer drugs has
been a major area of investigation. Much of the research into drug resistance has been
carried out in cells culture, most often using sublines cloned after repeated and/or chronic
exposure of malignant cells to a specific agent. Although changes in cells developed in
this manner were clear and often very well characterized, it has been more difficult to
confirm that these changes correspond to the clinical problem (1).
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The second most commonly used model is the transplantable tumor. This system has
added knowledge beyond that which can be learned from cell culture, especially in the
area of solid tumor physiology. Recognition of the physiological differences between
solid tumors and normal tissues has permitted researchers to understand that a high
degree of heterogeneity exists in the environmental conditions in which tumor cells
survive in vivo. However, much of the work done with transplantable tumors has also
focused on characteristics of singular tumor cells rather than on the tumor as a tissue
interacting with the normal host tissues. The largest exception to this may be the study
of interactions between the immune system and the tumor (2).

One school of thought for overcoming drug resistance in the clinic is that drug resis-
tance simply represents “under treatment” of the disease (3). From this notion, treatment
regimens consisting of high-dose combination chemotherapy with hematopoietic stem
cell transplantation were developed and have been under clinical investigation for more
than 10 yr (4–13). Clinical protocols involving sequential high-dose regimens have also
been reported (14). The efficacy of this treatment approach, however, remains an open
question. Preclinical in vivo modeling allows rigorous examination of many aspects of
treatment, treatment combinations, sequences, and so on, that would be impossible to
approach by clinical trial, because trial (because the number of variables involved) would
require a prohibitively large number of patients. The scientific study of cancer therapy
relevant to the high-dose setting has required the development of preclinical models that
go beyond the conventional dose end points of increase in life span and tumor regression/
growth delay. High-dose therapy can be modeled using the tumor cell survival assay that
allows tumor-bearing animals to be treated with “supralethal” doses of anticancer treat-
ments with a quantitative measure of tumor cell killing (15,16) and using a tumor growth
delay assay with transplant of hematopoietic stem cells from syngeneic donors (17).

2. ACUTE IN VIVO RESISTANCE IN HIGH-DOSE THERAPY

The high-dose setting is the most informative situation in which to examine the effect
of drug sequence and drug combination, because it is in the high-dose setting where the
greatest potential cell killing effects can be obtained. In the design of sequential high-
dose chemotherapy regimens, the selection of antitumor alkylating agents to be included
in each intensification, and the interval between the intensifications are critical to the
design of the therapy. The tumor cell survival assay and tumor growth delay assay using
the murine EMT-6 mammary carcinoma were used as a solid tumor model in which to
address these issues (1). Tumor-bearing mice were treated with high-dose melphalan or
cyclophosphamide (CTX) followed 7 or 12 d later by melphalan, CTX, thiotepa (THIO),
or carboplatin (CARBO). After treatment with melphalan, both 7 and 12 d later, the tumor
was resistant to each of the four drugs studied (Fig. 1). Treatment of the tumor-bearing
animals with melphalan (30 mg/kg) on day 5 after tumor cell implantation followed by
various doses of melphalan (20, 30, and 40 mg/kg) on day 12 or on day 17 resulted in
marked resistance of the tumor to the second melphalan treatment, so that the first expo-
sure to melphalan killed 2.5 logs of cells, but the second dose given 7 d later killed <1 log
of EMT-6 tumor cells, and a dose given 12 d later killed about 1.5 logs of EMT-6 tumor
cells. A similar pattern was seen if a dose of CTX was followed by a dose of melphalan
(Fig. 1). The findings for the killing of bone marrow granulocyte-macrophage colony-
forming units (GM-CFU) paralleled the findings in the tumor cells.



Chapter 9 / In Vivo Resistance 163

Fig. 1. Survival of EMT-6 tumor cells from animals treated with various doses of melphalan
(PAM) on day (d)7 (�); with melphalan (30 mg/kg) on day 5, followed by various doses of
melphalan on day 12 (�) or day 17 (�); or with cyclophosphamide (CTX) (400 mg/kg) on day
5, followed by various doses of melphalan on day 12 (�) or day 17 (�) after tumor implantation.
Points are the means of three independent determinations (1).

After treatment with CTX, both 7 and 12 d later, the tumor was resistant to melphalan
and THIO but was not resistant to CTX or CARBO. When administered to the animals,
a dose of CTX (400 mg/kg) killed about 2.5 logs of EMT-6 tumor cells (Fig. 2). Treatment
of the tumor-bearing animals with melphalan (30 mg/kg) either 7 or 12 d before treatment
with CTX resulted in <0.5 log and 1 log of tumor cell killing by CTX (400 mg/kg). On the
other hand, treatment of the tumor-bearing animals with CTX (400 mg/kg) either 7 or 12
d before treatment with a second dose of CTX resulted in 3 logs and 2.5 logs of EMT-6
tumor cell killing by CTX (400 mg/kg). Again, parallel effects were seen with the response
of bone marrow GM-CFU to these treatments. Administration of melphalan (30 mg/kg)
to the tumor-bearing animals either 7 or 12 d before treatment with THIO or CARBO
resulted in markedly decreased killing of EMT-6 tumor cells by THIO (Fig. 3) or CARBO
(Fig. 4). Administration of CTX (400 mg/kg) either 7 or 12 d before THIO resulted in 1.5–
2 logs of EMT-6 tumor cell killing by THIO (30 mg/kg), respectively (Fig. 3). Treatment
with either melphalan or CTX decreased the killing of bone marrow GM-CFU by a
subsequent dose of THIO. Administration of CTX (400 mg/kg) either 7 or 12 d before
CARBO decreased EMT-6 by the drug to about 1.5 logs (Fig. 4). Neither prior treatment
with melphalan nor prior treatment with CTX altered toxicity of CARBO toward bone
marrow GM-CFU (1).

To extend the interval between high-dose treatments to 14 and 21 d, after the first
intensification, the tumor was transferred to second hosts that were either drug-treated or
not drug-treated. When high-dose melphalan-treated tumors were treated with a second
high dose of melphalan, the tumors were very resistant with the 14-d interval and less
resistant with the 21-d interval. This small effect was evident in the bone marrow GM-
CFU, except in the hosts pretreated with melphalan. When high-dose CTX-treated tumors
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Fig. 2. Survival of EMT-6 tumor cells from animals treated with various doses of cyclophospha-
mide (CTX) on day (d)7 (�); with melphalan (PAM) (30 mg/kg) on day 5, followed by various
doses of cyclophosphamide on day 12 (�) or day 17 (�); or with cyclophosphamide (CTX) (400
mg/kg) on day 5, followed by various doses of cyclophosphamide on day 12 (�) or day 17 (�)
after tumor implantation. Points are the means of three independent determinations (1).

Fig. 3. Survival of EMT-6 tumor cells from animals treated with various doses of thiotepa (THIO)
on day (d)7 (�); with melphalan (PAM) (30 mg/kg) on day 5, followed by various doses of thiotepa
on day 12 (�) or day 17 (�); or with cyclophosphamide (CTX) (400 mg/kg) on day 5, followed
by various doses of cyclophosphamide on day 12 (�) or day 17 (�) after tumor implantation.
Points are the means of three independent determinations (1).
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were treated with a second high dose of CTX, drug resistance was observed both with the
14- and 21-d interval if the host was nonpretreated or was pretreated with melphalan, but
not if the host was pretreated with CTX. The same was true in the bone marrow GM-CFU.

Tumor growth delay studies that allow the assessment of tumor response while the
tumor remains in the host supported these findings the with high-dose CTX, melphalan,
THIO, or CARBO resulted in additivity to greater-than-additive tumor growth delay.
High-dose combination regimens required dose reduction of the drugs, which resulted in
decreased tumor growth delays. Mice bearing the EMT-6 tumor received high-dose
melphalan (30 mg/kg) or high-dose CTX (400 mg/kg) on day 5 and a second high-dose
treatment on day 12 (Table 1). These animals received hematopoietic support consisting
of peripheral blood cells from mobilized syngeneic donors on days 6 and 13 and recom-
binant GM-CFU on days 6 through 22. Tumor response to therapy was determined by
tumor volume measurements. When animals bearing EMT-6 tumor were treated with
melphalan on day 5, a tumor growth delay of 5.1 d was produced. Followed this dose of
melphalan 7 d later with a second dose of melphalan or with high-dose cyclophsophamide,
THIO, or CARBO resulted in tumor growth delays between 6.9 and 11.3 d that were
greater than for melphalan but less than expected for independent additive effects of the
drugs. A single high-dose treatment with CTX (400 mg/kg) on day 5 produced a tumor
growth delay of 19.6 d. Treatment of these animals 7 d later with high-dose melphalan,
CTX, THIO, or CARBO resulted in tumor resulted in tumor growth delays of 42.8, 46.4,
29.8, and 30.8 d, respectively, which were additive to greater than additive for indepen-
dent effects of the drugs (18–20).

The effect of two drug combinations in the high-dose setting was assessed by tumor
growth delay (Table 2). The combination of high-dose CTX and high-dose THIO was

Fig. 4. Survival of EMT-6 tumor cells from animals treated with various doses of carboplatin
(CARBO) on day (d)7 (�); with melphalan (PAM) (30 mg/kg) on day 5, followed by various doses
of carboplatin on day 12 (�) or day 17 (�); or with cyclophosphamide (CTX) (400 mg/kg) on day
5, followed by various doses of carboplatin on day 12 (�) or day 17 (�) after tumor implantation.
Points are the means of three independent determinations (1).
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Table 2
Growth Delay of the EMT-6 Mammary Carcinoma and Dose Intensity After High-Dose

Chemotherapy With Stem Cell Support

Treatment group Dose intensitya Tumor growth delayb

Cyclophosphamide (400 mg/kg), (d)7 1 19.2 ± 1.2
Thiotepa (30 mg/kg), d7 1 4.2 ± 0.5
Carboplatin (250 mg/kg), d7 1 9.0 ± 1.1
Cyclophosphamide (400 mg/kg), d7 + 2 6.3 ± 0.6/toxic

thiotepa (30 mg/kg), d7
Cyclophosphamide (400 mg/kg), d7 + 2 Toxic

carboplatin (250 mg/kg), d7
Cyclophosphamide (225 mg/kg), d7 + 1.2 5.8 ± 0.4

thiotepa (20 mg/kg), d7
Cyclophosphamide (225 mg/kg), d7 + 1.1 8.8 ± 0.7

carboplatin (125 mg/kg), d7
Thiotepa (30 mg/kg), d7 + 2 5.0 ± 0.4

carboplatin (250 mg/kg), d7
Thiotepa (20 mg/kg), d7 + 1.2 4.4 ± 0.4

carboplatin (125 mg/kg), d7
aDose intensity indicates the relative summation of the dose of each regimen in which the dose intensity

of each single high-dose drug is equal to 1.
bTumor growth delay is the difference in days for treated versus control tumors to reach 500 mm3. Control

tumors reach 500 mm3 in 12.2 ± 0.7 d after subcutaneous implant of 106 EMT-6 tumor cells.

Table 1
Growth Delay of the EMT-6 Murine Mammary Carcinoma After Two High-Dose

Chemotherapy Treatments With Stem Cell Support

Tumor growth delaya

Treatment group (days)

Melphalan (30 mg/kg), day (d)5b 5.1 ± 0.4
Melphalan (30 mg/kg), d5 → melphalan (30 mg/kg), d12 7.2 ± 0.7
Melphalan (30 mg/kg), d5 → cyclophosphamide(400 mg/kg), d12 11.3 ± 1.4
Melphalan (30 mg/kg), d5 → thiotepa (30 mg/kg), d12 7.6 ± 0.5
Melphalan (30 mg/kg), d5 → carboplatin (250 mg/kg), d12 6.9 ± 0.8
Cyclophosphamide (400 mg/kg), d5 19.6 ± 1.4
Cyclophosphamide (400 mg/kg), d5 → melphalan (30 mg/kg), d12 42.8 ± 2.3
Cyclophosphamide (400 mg/kg), d5 → cyclophosphamide (400 mg/kg), d12 46.4 ± 2.0
Cyclophosphamide (400 mg/kg), d5 → thiotepa (30 mg/kg), d12 29.8 ± 1.5
Cyclophosphamide (400 mg/kg), d5 → carboplatin (250 mg/kg), d12 30.8 ± 1.3

aTumor growth delay is the difference in days for treated vs control tumors to reach 500 mm3. Control
tumors reach 500 mm3 in 12.2 ± 0.7 d after subcutaneous implant of 106 EMT-6 tumor cells.

bThe tumor growth delays for the single drug treatments were melphalan (30 mg/kg), 5.1 ± 0.4 d;
cyclophosphamide (400 mg/kg), 19.6 ± 1.4 d; thiotepa (30 mg/kg), 4.2 ± 0.5 d; and carboplatin (250 mg/kg),
9.0 ± 1.1 d.

toxic, in that more than 50% of the animals died within 2 wk after treatment. The tumor
growth delay for the remaining animals was 6.3 d, much less than expected for additivity
of the drug treatments. Treatment with high-dose CTX and high-dose CARBO was toxic.
When the doses of the drugs were deduced to allow survival of the treated animals, the
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resulting tumor growth delays were less than those obtained with a full dose of the most
effective single agent in each combination regimen. The reason for this finding at in part
may be the severely depleted condition of these animals.

It can be concluded from the studies described above that the first administration of
melphalan induced a metabolic condition in the host and in the tumor, which resulted in
drug resistance that was slowly dissipating over a period of weeks. This finding is sup-
ported by a body of data from previous studies in cell culture (21–26) and in vivo (27,28)
that show that exposure to melphalan resulted in decreased sensitivity to subsequent drug
treatment, at least with antitumor alkylating agents. The sequential high-dose therapy
tumor growth delay studies clearly show the diminished response of the EMT-6 tumor
to treatment with high-dose melphalan, CTX, THIO, or CARBO 1 wk after a prior dose
of melphalan. The exception to this was the bone marrow GM-CFU of animals treated
with melphalan, in which the sensitivity of this tissue to melphalan was increased when
exposed to the drug again on day 21 but not on days 12, 14, or 17.

Second, prior exposure to CTX results in much less or no drug resistance to adminis-
tration of a second drug. In fact, administration of a second dose of CTX to animals that
had already been treated with the drug can result in increased tumor cell killing compared
with the initial treatment. This effect appears to be primarily an effect on the host, because
when an untreated host or a host treated with melphalan bearing the CTX tumor was
exposed to CTX, diminished sensitivity of the tumor to the drug was observed. Only when
the host was treated with CTX was enhanced sensitivity to a second dose of CTX observed.
Although a much smaller effect, the melphalan-treated tumors in the hosts treated with
CTX were the most sensitive to the second dose of melphalan.

Exposure to cytotoxic therapy and especially to high-dose cytotoxic chemotherapy
produces major metabolic responses in the host and in the tumor (19,27–29). Some of
these responses are acute and short-lived, but other may last weeks or longer. These
metabolic changes, although not permanent genetic alterations, clearly affect the re-
sponse of the host and the tumor to subsequent exposures to cytotoxic anticancer agents.
On the design of sequential and combination normal dose and high-dose treatment regi-
mens, the response of the host and the tumor to prior therapy should be taken into account.

3. TRANSFORMING GROWTH FACTOR-β IN IN VIVO RESISTANCE

The EMT-6 mammary carcinoma sublines resistant to antitumor alkylating agents,
CTX, THIO, cisplatin (CDDP), and CARBO were produced by repeated exposure of
fresh tumor-bearing hosts to each drug (19). After 10 treatments, metastable, resistant
tumors were produced. Although the tumors were resistant to drug treatment, the tumor
cells in monolayer culture were not (19,20). As determined by the tumor cell survival
assay from tumors treated in vivo at a level of 1 log (90%) of cell killing, the EMT-6/
CDDP tumor is fourfold resistant to CDDP, and the EMT-6/CTX tumor is threefold
resistant to CTX as compared with the EMT-6/Parent tumor (19). When the survival of
bone marrow GM-CFU—an alkylating agent sensitive normal tissue—was assessed in
mice bearing the EMT-6 parental tumor or the in vivo resistant EMT-6/CDDP, EMT-6/
CTX, EMT-6/THIO, and EMT-6/CARBO tumors, the survival pattern of the bone mar-
row GM-CFU recapitulated the survival of the tumor cells, mimicking the development
of resistance and reversion to sensitivity on removal of the selection pressure for each of
the four alkylating agents (19,20). When the EMT-6 parental tumor was implanted in the
opposite hind limb of the animals bearing the EMT-6/CDDP or EMT-6/CTX tumor, the
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survival of the parental tumor cells after treatment of the animals with the appropriate
antitumor alkylating agent was enhanced. The EMT-6/CDDP tumor was crossresistant
to CTX and melphalan, whereas the EMT-6/CTX tumor was somewhat resistant to
CDDP and markedly sensitive to etoposide. In each case, the survival pattern of the bone
marrow GM-CFU reflected the survival of the tumor cells. Thus, the presence of an
alkylating agent-resistant tumor in an animal altered the drug response of the tissues distal
to the resistant tumor (19,20).

When the expression of several early response genes and genes associated with ma-
lignant disease was assessed in the EMT-6/Parent tumor and the EMT-6/CTX and EMT-
6/CDDP in vivo resistant lines growing as tumors, it was found that, in the absence of
treatment, the levels of mRNA for the genes c-jun, c-fos, c-myc, Ha-ras and p53 were
increased in the EMT-6/CTX and EMT-6/CDDP tumors as compared with the EMT-6/
Parent tumor, whereas the expression of erb-2 was similar in all three tumors (19,30).
There was increased expression of both c-jun and erb-2 in the livers of tumor-bearing
animals. The highest expression of both c-jun and erb-2 occurred in the livers of animals
bearing the EMT-6/CDDP tumor. Treatment of the animals with CDDP or CTX, in
general, resulted in increased expression of both genes at 6 h posttreatment. The increased
expression of these genes may impart metabolic changes in the tumors and/or hosts that
contribute to the resistance of these tumors to specific antitumor alkylating agents (30).

Several observations, including the fibrous nature of the resistant tumors, the in-
creased metastatic potential of the resistant tumors, and the altered pharmacokinetics of
the drugs in the resistant tumor-bearing hosts, led to the hypothesis that transforming
growth factor-β (TGF-β) might be integrally involved in in vivo antitumor alkylating
agent resistant in the EMT-6 tumor lines. Because it is difficult to maintain increased
systemic levels of TGF-β by administering the protein to mimic the resistance phenotype,
administration of TGF-β-neutralizing antibodies to animals bearing the resistant tumors
in an attempt to reverse the resistance was chosen as the experimental design to address
the hypothesis.

The potential role of transforming growth factor-β in in vivo resistance was examined
by administration of transforming growth factor-β-neutralizing antibodies to animals
bearing the EMT-6/Parent tumor or the antitumor alkylating resistant tumors, EMT-6/
CTX or EMT-6/CDDP (31). Treatment of tumor-bearing animals with anti-TGF-β anti-
bodies by intraperitoneal injection daily on days 0–8 post-tumor cell implantation in-
creased the sensitivity of the EMT-6/Parent tumor to CTX and CDDP and markedly
increased the sensitivity of the EMT-6/CTX tumor to CTX and the EMT-6/CDDP tumor
to CDDP, as determined by tumor cell survival assay. When animals bearing the EMT-
6/Parent tumor or the EMT-6/CTX tumor were treated with a single dose of CTX, the
tumor cell killing was obtained (Fig. 5). CTX (300 mg/kg) killed 2 logs of EMT-6/Parent
tumor cells and less than 1 log of EMT-6/CTX tumor cells. CTX (500 mg/kg) killed 3.5
logs of EMT-6/Parent tumor cells but only 1.5 logs of EMT-6/CTX tumor cells. To assess
the possibility the TGF-β might have a role in in vivo alkylating agent-resistance, animals
bearing the EMT-6/Parent or EMT-6/CTX tumor were treated with anti-TGF-β 2G7, anti-
TGF-β 4A11, or anti-TGF-β 2G7, and anti-TGF-β 4A11 daily by intraperitoneal injection
on days 4–8 or daily on days 0–8 post-tumor cell implantation. No significant difference
was observed in tumor growth rate by administration of these antibody treatments. There
was no significant effect of the administration of anti-TGF-β 2G7 or anti-TGF-β 4A11 on
days 4–8 on tumor cell killing by cyclophosphamide (300 mg/kg) in animals bearing either
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the EMT-6/Parent or EMT-/CTX tumor; however, treatment with the combination of
anti-TGF-β 2G7 and anti-TGF-β 4A11 on days 4–8 post-tumor cell implantation resulted
in increased tumor cell killing of both EMT-6/Parent tumor and EMT-6/CTX tumors by
CTX (300 mg/kg). When treatment with antibodies to TGF-β was extended to the full
period of tumor growth, days 0–8, a significant increase in the tumor cell killing of the
EMT-6/Parent tumor by cyclophosphamide (300 mg/kg) was observed with each of the
three antibody regimens (p < 0.01). A much greater effect on tumor cell killing by
cyclophosphamide tumor was treated with any of the anti-TGF-β regimens on days 0–
8. The effect of anti-TGF-β treatment on EMT-6/CTX tumor cell killing was not only
highly significant (p < 0.001), but also resulted in the restoration of drug sensitivity to the
level of the parent tumor in the EMT-6/CTX tumor cells (Fig. 5) (31).

A similar study was carried out with animals bearing the EMT-6/Parent tumor and
animals bearing the EMT-6/CDDP tumor treated with CDDP (Fig. 6). Treatment of
animals bearing the EMT-6/Parent tumor or the EMT-6/CDDP tumor with a dose of
CDDP (20 mg/kg) resulted in 1 log less killing of the EMT-6/CDDP tumor cells than of
the EMT-6/Parent tumor cells. Treatment of animals bearing the EMT-6/Parent tumor or
the EMT-6/CDDP tumor with 50 mg/kg of CDDP produced 4 logs less killing of the
EMT-6/CDDP tumor cells than of the EMT-6/Parent tumor cells. The anti-TGF-β treat-
ment regimens were the same as those described above. Administration of the antibodies
to TGF-β on days 4–8 did not alter the response of the EMT-6/Parent tumor to treatment
with CDDP (20 mg/kg), but significantly increased the killing of the EMT-6/CDDP
tumor cells by CDDP (20 mg/kg) (p < 0.01). Administration of the antibodies to TGF-

Fig. 5. Survival of EMT-6/Parent tumor cells and EMT-6/CTX tumor cells from tumors treated in vivo
with cyclophosphamide (CTX) alone on day 8 (�), antitransforming growth factor-β (TGF-β) 2G7 (1
mg/kg, intraperitoneally) for days 4–8; then, CTX on day 8 (�), anti-TGF-β 4A11 (1 mg/kg, intraperi-
toneally) for days 4–8; then, CTX on day 8 (�), anti-TGF-β 2G7 (1 mg/kg, intraperitoneally) + anti-
TGF-β 4A11 (1 mg/kg, intraperitoneally) for days 4–8; then, CTX on day 8 (X), anti-TGF-β 2G7 (1 mg/
kg, intraperitoneally) for days 0–8; then, CTX on day 8 (�), anti-TGF-β 4A11 (1 mg/kg, intraperito-
neally) for days 0–8; then, CTX on day 8 (�), anti-TGF-β 2G7 (1 mg/kg, intraperitoneally) + anti-TGF-
β 4A11 (1 mg/kg, intraperitoneally) for days 0–8; then, CTX on day 8 (+). Points are the means of three
independent experiments (31).
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β on days 0–8 increased the tumor cell killing of the EMT-6/Parent tumor cells by CDDP,
but increased the tumor cell killing of the EMT-6/CDDP tumor cells by CDDP to a much
greater degree (p < 0.001). The increase in the tumor cell killing in the EMT-6/CDDP
tumor by treatment with anti-TGF-β on days 0–8 in addition to CDDP (20 mg/kg) was
sufficient to produce cell killing of the EMT-6/CDDP tumor cells that was equivalent to

GM-CFU survival was determined from these same animals. The increase in the
sensitivity in the tumors on treatment with the anti-TFG-β antibodies was also observed
in increased sensitivity of the bone marrow GM-CFU to CTX and CDDP. Treatment of
nontumor-bearing animals with the anti-TGF-β regimen did not alter blood ATP or serum
glucose level but did decrease serum lactate levels. This treatment also decreased hepatic
glutathione, glutathione S-transferase, glutathione reductase, and glutathione peroxidase
in nontumor-bearing animals by 40–60%, but increased hepatic cytochrome P450 reduc-
tase in these normal animals. Animals bearing the EMT-6/CTX and EMT-6/CDDP tu-
mors had higher serum lactate levels than normal or EMT-6/Parent tumor-bearing
animals; these were decreased by the anti-TGF-β regimen. Treatment of animals bearing
any of the three tumors with the anti-TGF-β regimen decreased by 30–50% the activity
of hepatic glutathione S-transferase and glutathione peroxidase, and increased by 35–
80% the activity of hepatic cytochrome P450 reductase. In conclusion, treatment with
TGF-β-neutralizing antibodies restored drug sensitivity in the alkylating agent-resistant
tumors, altering both the tumor and host metabolic status (31).

Affecting in a therapeutically meaningful way on the resistance of EMT-6/CTX and
EMT-6/CDDP tumors has been very difficult. Traditional approaches to antitumor alky-
lating agent resistance such as administration of thiol-depleting agents or administration
of “chemosenstizer” such as etanidazole were not effective in restoring drug sensitivity

Fig. 6. Survival of EMT-6/Parent tumor cells and EMT-6/CDDP tumor cells from tumors treated
in vivo with cisplatin (CDDP) alone on day 8 (�); anti-transforming growth factor-β (TGF-β) 2G7
(1 mg/kg, intraperitoneally) for days 4–8; then, CDDP on day 8 (�), anti-TGF-β 4A11 (1 mg/kg,
intraperitoneally) for days 4–8; then, CDDP on day 8 (�), anti-TGF-β 2G7 (1 mg/kg, intraperi-
toneally) + anti-TGF-β 4A11 (1 mg/kg, intraperitoneally) for days 4–8; then, CDDP on day 8 (�),
anti-TGF-β 2G7 (1 mg/kg, intraperitoneally) for days 0–8; then, CDDP on day 8 (X ), anti-TGF-
β 4A11 (1 mg/kg, intraperitoneally) for days 0–8; then, CDDP on day 8 (�), anti-TGF-β 2G7 (1
mg/kg, intraperitoneally) + anti-TGF-β 4A11 (1 mg/kg, intraperitoneally) for days 0–8; then,
CDDP on day 8 (+). Points are the means of three independent experiments (31).
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to these tumors. The fibrous nature of the resistant tumors and the increased metastatic
potential of the resistant tumors compared with the EMT-6/Parent tumor led to the hy-
pothesis that TGF-β might be important in the genesis and maintenance of the in vivo
resistant phenotype (19,20,30,31).

The key to understanding mechanisms of therapeutic resistance in vivo lies in under-
standing the response of the tumor and host to exposure to cytotoxic therapy and how
specific factors of that response after repeated fractions or courses of therapy result in a
tumor that is no loner responsive to cytotoxic therapy. The initiation of a cytokine cascade
or storm by repeated exposure to cytotoxic therapy has been recognized for several years
in radiation therapy (32–36) and other disease areas (37–39). The connection between
this early burst of cytokine production and a perpetual production of TGF-β leading to
postirradiation pulmonary fibrosis has also been established (36). In the EMT-6 in vivo
alkylating agent-resistant tumor lines, a connection has been established between in-
creased levels of TGF-β and drug resistance (20,31). The repeated induction of a cytokine
cascade by sequential fractions of radiation or courses of chemotherapy may result in a
metastable increase in TGF-β levels and to therapeutic resistance. Animals bearing EMT-
6/CDDP tumors have higher circulating levels of TGF-β than do animals bearing the
EMT-6/Parent tumor; however, when exposed to a cytotoxic insult (CTX or CDDP), a
rapid and sustained induction of TGF-β occurred in animals bearing the EMT-6/Parent
tumor, whereas in animals bearing the resistant tumors, a lesser and more short-lived
induction of TGF-β occurred. In the tumor tissue, transcription of TGF-β was induced by
the cytotoxic therapies. A marked increase in TGF-β protein occurred in the EMT-6/
Parent tumors paralleling the changes seen in the circulating blood.

4. TARGETING THE VASCULATURE FOR DRUG RESISTANCE

The most clear-cut, direct-acting, most frequently found angiogenic factor in cancer
patients is vascular endothelial growth factor (VEGF) (40). The signal transduction
pathways of the KDR/Flk-1 and Flt-1 receptors include tyrosine phosphorylation, down-
stream activation of protein kinase C and activation of the mitogen-activated protein
kinase pathway (41–46). Protein kinase C isoforms are centrally involved in signaling
transduction pathways related to regulation of the cell cycle, apoptosis, angiogenesis,
differentiation, invasiveness, senescence, and drug efflux (47–53). When protein kinase
C pathways were activated in human glioblastoma U973 cells by phorbol 12-myristate
13-acetate, VEGF mRNA expression was upregulated via a posttranscriptional mRNA
stabilization mechanism (54). Recent results provide evidence for the involvement of
protein kinase C in the invasiveness of breast cancer cells through regulation of urokinase
plasminogen activator (55–57). Several studies have associated specific isoforms of
protein kinase C with metabolic pathways in prostate cancer cells (58–61). Protein kinase
C has also been identified as an interesting therapeutic target for the treatment of malig-
nant gliomas (40,62).

To assess the contribution of protein kinase C activation to VEGF signal transduction,
the effects of a protein kinase Cβ selective inhibitor, LY333531, which blocks the kinase
activity of conventional and novel protein kinase C isoforms was studied (63–67).
LY333531 demonstrated antitumor activity alone and in combination with standard
cancer therapies in the murine Lewis lung carcinoma and in several human tumor xe-
nografts (68). The National Cancer Institute 60-cell line identified the protein kinase C
inhibitor UCN-01, 7-hydroxy-staurosporine. UCN-01 has undergone phase I clinical
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trial (69–71). UCN-01 has been shown to the in vitro and in vivo growth of many types
of tumor cells including breast, lung, and colon cancer (72–81).

The compound LY317615 (enzastaurin) is a potent and selective inhibitor of protein
kinase Cβ (82). When various concentrations of LY317615 were added to the cultures
for 72 h, the proliferation of the VEGF (20 ng/mL)-stimulated human umbilical vein
endothelial cells was profoundly inhibited by 600 nM of the compound (Fig. 7). In a
similar experiment, when human SW2 small cell lung carcinoma cells were exposed to
various concentrations of LY317615 for 72 h, a potency differential in the effect of the
compound on the malignant cells versus the human umbilical vein endothelial cells was
apparent.

Administration of LY317615 orally twice per day on days 1–10 postsurgical implant
of VEGF impregnated filters resulted in markedly decreased vascular growth in the
cornea of Fisher 344 female rats. A dose of 10 mg/kg of LY317615 or decreased vascular
growth to about one half of the VEGF stimulated controls; whereas a dose of 30 mg/kg
of LY317615 decreased vascular growth to the level of the unstimulated surgical control
(Fig. 8) (82). Administration of LY317615 (30 mg/kg) orally twice per day on days 1–
10 postsurgical implantation of bFGF resulted in decreased vascular growth to a level of
26% of that of the bFGF control (Fig. 8).

Nude mice bearing human tumor sc xenografts were treated with LY317615 orally
twice daily on days 4–14 or 14–30 post-tumor cell implantation. Tumors were collected
and immunohistochemically stained for expression of endothelial specific markers, ei-

Fig. 7. Concentration-dependent growth inhibition of human umbilical vein endothelial cells and
human SW2 small cell lung carcinoma cells after 72 h of exposure to various concentrations of
LY317615 as determined by WST-1 assay. Points are the means of three determinations; bars
represent standard errors of measurement.



Chapter 9 / In Vivo Resistance 173

Fig. 8. Vascular area determined by image analysis and described in pixel number for Fisher 344
female rats implanted with a small filter disc (inside diameter of a 20-g needle) impregnated with
vascular endothelial growth factor (VEGF) or basic fibroblast growth factor (bFGF) (except the
surgical control). Animals were untreated or treated with LY317615 (10 or 30 mg/kg) adminis-
tered orally twice per on days 1–10. Data are the means of four to six determinations from
photographs on day 14; bars represent standard error measurements.

ther CD105 or CD31. The number of intratumoral vessels in the samples was quantified
by counting stained regions in 10 high power microscope fields (�200). The number of
intratumoral vessels was decreased from one half to one quarter of the controls in animals
treated with LY317615 (30 mg/kg) (see Table 3) (82–86). Although some of the tumors
responded to LY317615 as an antiangiogenic agent, in no case was angiogenesis com-
pletely blocked as in the corneal micropocket neoangiogenesis model. The tumor growth
delay in the tested tumors did not correlate with intratumoral vessel decrease (see Table
3). The plasma levels of VEGF in mice bearing the human SW2 SCLC and Caki-1 renal
cell carcinomas treated or untreated with LY317615 were measured by the Luminex
assay (87–89). Plasma samples were obtained every 3 d starting on day 7 postimplantation
and carried through treatment, as well as after the termination of treatment. Plasma VEGF
levels were undetectable until tumor volumes were 500–600 mm3 (Fig. 9). Plasma VEGF
levels were similar between the treated and untreated groups through day 20, when
plasma VEGF levels reached 75 pg/mL. Plasma VEGF levels in the SW2 control group
continued to increase throughout the study reaching values of 400 pg/mL on day 40
postimplantation. On termination of treatment, plasma VEGF levels slightly increased to
100 ng/mL, which were still significantly decreased compared to the untreated control
group. The VEGF levels in the control Caki-1 group continued to increase through the
study and peaked at 225 pg/mL on day 49 post-tumor implantation. In the treatment
group, the plasma levels remained suppressed compared to controls throughout the treat-
ment period (days 21–39). The plasma VEGF levels, reaching a maximum of 37 pg/mL,
remained suppressed out to day 53, which was 14 d after terminating treatment (87–89).
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Table 3
Intratumoral Vessel Counts and Tumor Growth Delay of Human Tumor Xenografts

Subcutaneously Implanted in Nude Mice Without Treatment or After Treatment
With LY317615 (30 mg/kg)

             Intratumoral vessels
     Control                 LY317615     Mean Tumor growth

Tumor CD31 CD105 CD31 CD105 % normal     Delay (d)

SW2 small cell lung 80 50 24 28 43 9.7
MX-1 breast 26 7 17 4 61 21
HS746T gastric 19 11 15 7 71 15
Calu-6 NSCLC 17 20 8 10 48 9
T98G glioma 12 7.5 4.5 4 45 8.7
CaKi1 renal 10.5 11 1.5 2 16 15
HT29 colon 9.5 11 3 4.5 36 14
Hep3B HCC 7 4 3 1.5 40 20
SKOV-3 ovarian 5 4 2 1 33 —

Fig.  9. Plasma vascular endothelial growth factor (VEGF) levels in nude mice bearing human
SW2 SCLC, Caki-1 renal cell carcinoma or HCT116 colon carcinoma xenograft tumors, either
untreated controls or treated with LY317615 orally twice daily on days 14–30 (21–39 for Caki-
1 bearing mice). The data represent the average results for three trials, with each point being the
average of nine individual tumors. Bars represent standard error measurements. Asterisks indicate
statically significant differences (p < 0.05).

A sequential treatment regimen was used to examine the efficacy of LY317615 in the
SW2 small cell lung cancer xenograft. Administration of LY317615 alone on days 14–
30 post-tumor implantation over a dosage range from 3 to 30 mg/kg produced tumor
growth delays between 7.4 and 9.7 d in the SW2 small cell lung cancer. The SW2 tumor
is responsive to paclitaxel, and treatment with that drug alone produced a 25-d tumor
growth delay. Treatment with paclitaxel followed by LY317615 (30 mg/kg) resulted in
over 60 d of tumor growth delay, a 2.5-fold increased in the duration of tumor response.
The SW2 small cell lung cancer was less responsive to carboplatin, which produced a
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tumor growth delay of 4.5 d in that tumor. Sequential treatment with carboplatin followed
by LY317615 resulted in 13.1 d of tumor growth delay (86). The antitumor activity of
LY317615 alone and in combination with cytotoxic antitumor agents has been explored
in several human tumor xenografts growing subcutaneously in nude mice (86–89).
Whereas in most of the tumor models the tumor growth delay produced by treatment with
LY317615 as a single agent was not sufficient to predict single agent activity in the clinic,
in combination regimens LY317615 was a useful addition to the therapeutic regimen.
LY317615 is currently in phase I clinical trial (90).

5. CONCLUSIONS
The reason why most patients with cancer are not cured by cytotoxic anticancer thera-

pies is that their disease becomes less responsive to the therapy and/or their normal tissues
reach a limit of tolerance to the therapy. It appears that malignant cells can become
tolerant to the cytotoxic therapies. Many mechanisms for the development of this “drug
tolerance” or “drug resistance” have been elucidated in cell culture; however, the trans-
lation of these observations in isolated malignant cells to drug resistance in tumors has
been problematic (19,20). In vivo survival advantage to repeated cytotoxic insults may
be achieved by the induction of factors that are operative in complex tissues and require
normal cells.

It is becoming clear, as our knowledge of growth factors and cytokines increases, that
the proliferation and metabolism of tumor cells, like those of normal cells, are influenced
by these naturally occurring growth regulators. Our findings and those of others support
the notion that the metabolism of tumor cells can be altered to enhance their survival via
mechanisms that involve the autocrine and paracrine functions of growth factors and
cytokines. Therapeutic resistance of a tumor in a host organism can evolve by a pheno-
typic change in the tumor cells that does not confer drug resistance on the isolated tumor
cells but which, through alterations in the handling of the drug by host tissues, leads to
therapeutic resistance.

The implications of this type of resistance to the treatment of clinical disease are vast.
The signal transduction pathways that control cellular responses to these proteins and
peptides provide new targets for the medicinal chemist. Therapeutic strategies that focus
on enhanced drug activation (such as cyclophosphamide in the liver) or decreased drug
catabolism may provide new ways of improving the efficacy of chemotherapeutic agents.
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SUMMARY

Malignant progression and tumor metastasis is a complex process enabled by various
molecular changes occurring in a subpopulation of tumor cells. The metastatic pheno-
type is associated with the cellular capacity for uncontrolled growth, resistance to
apoptosis, high invasive potential, and effective neoangiogenesis. Whereas the contri-
bution of genetic alterations to the metastatic dissemination is not yet clear, because
both primary and metastatic tumors often have similar patterns of genetic mutations, the
majority of the changes contributing to the metastatic phenotype are controlled epige-
netically. In melanoma, the progression toward malignant disease and acquisition of the
metastatic phenotype involves loss of activator protein 2 and gain in expression of
activating transcription factor 1/cyclic adenosine monophosphate-responsive element-
binding protein family transcription factors. Together with upregulation of activating
transcription factor 2, Snail, nuclear factor-κB and other transcription factors, this
results in deregulation of the expression of cellular adhesion molecules, matrix-degrad-
ing enzymes, as well as other factors that enable a complex interaction of tumor cells
with extracellular milieu and other cells during malignant progression and metastatic
dissemination. Furthermore, because of the need to survive mechanical and immuno-
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logical challenges, and changing nutritional environment during the dissemination
process, metastatic cells are permanently selected for the superior survival capacity. As
a result, metastatic cells are commonly characterized by their increased resistance to the
chemotherapeutic treatment when compared to primary tumors. Here, we discuss some
of the potential mechanisms contributing to drug resistance in melanoma.

Key Words: Melanoma; metastasis; angiogenesis; transcriptional regulation;
AP-2, CREB.

1. INTRODUCTION

The development of tumor metastasis is a complex cascade of events. Potentially,
metastatic cells have to exit the primary tumor site by loosening cell-to-cell contact,
adhering to and degrading extracellular matrix, migrating through the subendothelial
basement membrane of local postcapillary veins and lymphatic vessels and intravasate.
Once in circulation, tumor cells face severe mechanical and immunosurveillance chal-
lenges. Surviving cells can arrest in the peripheral capillary bed of a distant organ, adhere
to the subendothelial basement membrane, extravasate, adhere, and migrate through the
extracellular matrix, and form a colony at the new metastatic site. Further induction of
neoangiogenesis must occur to assure continuous growth. A selective pressure accom-
panying the process of development of metastasis results in a progressive loss of cells that
actually left the primary tumor and an emergence of a metastatic “supercell.” A recog-
nized fundamental feature of solid malignancies is their genetic instability, which enables
for random cell-to-cell genomic variation (genomic heterogeneity) to arise among cells
of individual tumors. Genetically unstable cells may produce clones of cells with the
mutations necessary for malignant behavior. Recent data also suggest that cells with
higher metastatic potential may respond to the stimuli from the microenvironment with
greater incidence of changes in gene expression, therefore emphasizing the role of dy-
namic epigenetic alterations in tumor progression (1,2). Overall, the biological charac-
teristics selected for during metastatic progression comprise of uncontrolled growth,
resistance to apoptosis, and invasive properties including adhesion, motility, and pro-
teolytic capacity.

Malignant melanoma has served as an excellent model for studying the molecular
changes associated with the metastatic phenotype. This is partly because of the well-
described sequential steps in the progression of the disease and successful identification
of a number of accompanying molecular changes. Malignant melanoma arises from
transformation and proliferation of melanocytes that are normally found in basal cell
layer of the epidermis. Tumor growth can be biphasic or monophasic (3). The biphasic
pattern consists of a horizontal or radial initial growth phase followed by a subsequent
vertical growth phase corresponding to the infiltration of the dermis and hypodermis. The
monophasic growth pattern of melanoma consists of pure vertical growth mode. When
the lesion enters the vertical growth phase, the repertoire of adhesion molecules changes
as the tumor enters the dermis and acquires the capacity to metastasize (Fig. 1). As such,
the single most important prognostic factor in malignant melanoma remains the vertical
thickness of the primary tumor (i.e., the Breslow thickness).

In this chapter, we analyze our present knowledge about genetic and epigenetic changes
associated with the progression of human melanoma. A special emphasis is made on
recent developments in identification of the mechanisms of melanoma drug resistance.
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2. GENETIC ALTERATIONS AND METASTATIC PROGRESSION
2.1. p16INK4a/p14ARF (CDKN2A) and p53 Tumor Suppressor Genes

Genetic mutations associated with initiation stage of cancers have been extensively
described. Alterations in two major groups of genes are associated with cellular transfor-
mation process: tumor suppressors, mainly p53, p16INK4a/p14ARF (CDKN2A) or phos-
phatase and tensin (phosphatase and tensin homologue deleted in chromosome ten
[PTEN]), and proto-oncogenes, mainly K-, N-, and H-ras or BRAF small tyrosine kinase
protein-encoding genes. Inactivation of the INK4a/Arf melanoma susceptibility locus has
been identified in approximately 20–30% of familial melanoma and 15–30% of sporadic
melanomas (4–10). The INK4a/Arf locus encodes two independent bona fide tumor
suppressor proteins, which function as growth inhibitors and effectors of cellular senes-
cence: the cyclin dependent kinase inhibitor p16INK4a and the p53 activator p14ARF (mouse
p19Arf). With respect to melanoma progression, several studies have shown near-similar
frequencies of deletions and loss of heterozygosity alterations in matched primary mela-

Fig. 1. Molecular changes associated with the progression of human melanoma. Abnormalities in
the p16/CDKN2 gene are usually an early event. Mutations in the p53 gene are infrequent, but are
observed in early stages. Abnormal functions of wild-type p53 were also observed. Transcription
factor Snail normally functions in neural crest formation, but it also inhibits E-cadherin expression
in melanoma cells. Alterations in c-KIT, melanoma cellular adhesion molecule (MCAM)/mucin
(MUC)18 and N-cadherin, and integrins occur in the transition from radial initial growth phase
(RGP) to vertical growth phase (VGP). The activator protein (AP)-2 transcription factor is not
expressed in metastatic cells, whereas the transcription factors cyclic adenosine monophosphate
response element-binding protein (CREB)/activating transcription factor (ATF)-1and ATF-2 are
upregulated in these cells. The expression of genes involved in angiogenesis, invasion and apoptosis
such as basic fibroblast growth factor (bFGF), interleukin (IL)-8, epidermal growth factor receptor
(EGF-R), and protease-activated receptor (PAR)-1 correlates with higher metastatic potential of
human melanoma cells.
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nomas and metastatic lesions (11–19). Recently, analysis of a large number of cases for
p16INK4a protein expression by immunohistochemistry demonstrated that p16INK4a is lost
in melanoma but not in nevi, and that metastatic lesions have a higher frequency of protein
loss than primary tumors (11,17). In addition, the thickness of primary melanoma tumors
has been correlated to higher occurrence of allelic loss or protein loss (14).

The tumor suppressor protein p53 functions as a latent, short-lived transcription factor
(20) that induces expression of proteins involved in the cell cycle arrest, DNA repair, and/
or apoptosis, and represses transcriptional activation of growth-promoting genes (21,22).
The p53 gene has been found to be mutated in 10–30% of cultured human melanoma cell
lines (23–25), and at 0 or 20–25% frequency in melanoma tumor tissues (25–29). Al-
though low frequency of mutations in p53 gene argues against its role in melanoma
progression, a complex genetic profile including p16INK4a(ARF) + Ras(Braf) + p53 muta-
tions shows greater correlation with aggressive disease/poor survival than, for example,
the p16INK4a(ARF) + Ras(Braf) profile (30).

2.2. Activation of Ras-Braf-Mitogen-Activated Protein Kinase Pathway
The use of high-throughput genomic technologies aimed at global molecular profiling

of cancer has recently led to the identification of oncogenic somatic mutations in the
BRAF gene in 66% of primary sporadic human melanomas, as compared with lower rate
in other cancers (31–39). All mutations were within the kinase domain, and 80% of them
were a V600E (formerly recognized as V599E) (exon 15) substitution. The BRAF gene
encodes for a serine/threonine kinase that is regulated by the binding with RAS protein
(40). Mutations at V600 renders Braf protein constitutively active, resulting in increased
phosphorylation and activation of downstream mitogen-activated protein kinase (MAPK)
extracellular signal-regulated kinase (MEK)1/2 and extracellular signal-regulated kinase
(ERK)1/2 mitogen-activated protein kinases (31). Activated ERK1/2 MAPK move into
the nucleus where they phosphorylate and activate a number of transcription factors such
as c-Fos and Elk-1 (41,42). ERK MAPK signaling plays a pivotal role in regulation of cell
growth and proliferation. Sustained activation of ERKs is required to pass the G1-restric-
tion point of the cell cycle, and to induce expression of Cyclin D1 during mid-G1 phase
(43,44). A large number of growth factors necessary for the survival of normal melano-
cytes and involved in autocrine regulation of melanoma cell proliferation signal through
the Ras/Raf/MAPK pathway. These factors include basic fibroblast growth factor (bFGF),
hepatocyte growth factor (HGF), insulin-like growth factor, α-melanocyte stimulating
hormone, epidermal growth factor, stem cell factor, and nerve growth factor (45–48).

An inverse correlation exists between the occurrence of mutations in the BRAF gene
and in the RAS oncogene, which is activated in approximately 10–30% of human mela-
nomas (49–52). Analysis of primary melanomas and corresponding metastases from 71
patients for BRAF mutations in exon 11 and exon 15 and N-RAS mutations in codon 61
showed that the vast majority of melanomas carried mutations in either one of the genes
(53). Mutations in these genes appear to arise early during melanoma pathogenesis and
are retained throughout tumor progression (53). Although some studies report an asso-
ciation between complex mutational profiles, including BRAF mutations and alterations
at multiple tumor suppressor genes, and aggressive melanoma disease with poor survival
(30,54), clearly more data are needed in order to link mutated BRAF to the disease
progression and outcome.
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2.3. PTEN Tumor Suppressor Gene
The PTEN tumor suppressor gene encodes for a lipid/protein phosphatase with dual

specificity: by the lipid phosphatase activity, PTEN signals down the phosphatidylinos-
itol-3-OH kinase/Akt pathway and regulates G1 progression and apoptosis, whereas by
protein phosphatase activity PTEN inhibits MAPK signaling (55). PTEN is mutated in
approximately 10% of primary and metastatic melanoma tumors (reviewed in ref. 56).
Loss of heterozygosity occurs at higher frequency of approximately 40% in both primary
and metastatic lesions, suggesting that alterations in PTEN occur early in melanoma
development (56). Loss of PTEN in melanoma results in the activation of Akt, which is
detected in severely dysplastic nevi and most melanoma lesions but not in slightly dys-
plastic nevi (57). Constitutive activation of Akt protein kinase in melanoma leads to
upregulation of nuclear factor (NF)-κB, which is involved in regulating cell cycle, cell
survival, and inflammatory cytokine signaling, and plays a pivotal role in malignant
progression. This suggests that Akt activity may be an early marker for the malignant
disease (57).

3. REGULATION OF ADHESION, MOTILITY, AND INVASIVENESS
DURING TUMOR PROGRESSION

The genetic alterations described above are generally associated with cellular trans-
formation, uncontrolled proliferation, and, to some extent, participate in the control of
neoangiogenesis required to support tumor growth. These characteristics are equally
required for the growth of the primary as well as metastatic tumor. However, the analysis
of melanoma-derived experimental cell lines with different metastatic potential reveals
clear distinction in their invasive properties. As mentioned earlier, potentially metastatic
cells have to be able to perform a complex task of dissemination. Several classes of
molecules are involved in regulation of this multistep process. Their list includes, but is
not limited to, adhesion molecules, matrix-degrading enzymes, motility factors and cyto-
kines, and survival and growth factors and their receptors. In particular, malignant local
invasive and metastatic melanoma phenotypes have been linked to downregulation of E-
cadherin and upregulation of N-cadherin adhesion proteins, upregulation of the mela-
noma cellular adhesion molecule (MCAM) and protease-activated receptor (PAR)-1,
activation of matrix metalloproteinases (MMPs) such as MMP-2, as well as overex-
pression of bFGF, interleukin (IL)-8, and epidermal growth factor receptor (see Fig. 1).

3.1. Cadherins
The cadherins are a family of Ca2+-dependent cell adhesion molecules that function

in promoting intracellular communications and heterotypic/homotypic adhesion and that
play an integral part in cell–cell adherence junctions. Classic cadherins are divided into
three subtypes: N (neural), E (epithelial), and P (placental). Changes in the subtype
expression play an important role in segregation of cells into distinct tissues and in
maintaining tissue architecture during early development (58). Further, the cadherin
family molecules have been shown to play a central role in maintaining homeostasis in
the skin by regulating the interactions between melanocytes and epidermal keratinocytes,
dermal fibroblasts, and endothelial cells. Loss of E-cadherin, which is now considered
a natural metastasis suppressor, characterizes the majority of carcinomas. Inactivating
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germline mutations in the CDH1 (E-cadherin-1) gene have been identified in diffuse
gastric cancer, sporadic gastric cancer, and breast tumors (59,60). Several paracrine and
autocrine growth factors have been shown to induce tyrosine phosphorylation of the E-
cadherin/β-catenin complex, resulting in downregulation of E-cadherin, and cell–cell
adhesion (60). During melanoma development, a progressive loss of E-cadherin expres-
sion is directly correlated with a loss of keratinocyte-mediated regulation of melanoma
cell growth and expression of invasion-associated adhesion receptors such as MCAM/
mucin (Muc)-18 (61–65). Using skin reconstruction models, Hsu and colleagues demon-
strated that restoration of E-cadherin expression in melanoma cells inhibited their inva-
sion into dermis, restored keratinocyte-mediated growth control and downregulated
expression of MCAM/Muc-18 and αvβ3 integrin molecules (65). Loss of E-cadherin
during melanoma progression appears to be associated with epigenetic silencing (66).
Two transcription factors, Snail and SIP1, have recently been shown to be important in
the transcriptional silencing of the E-cadherin gene (67,68). We have also previously
demonstrated that loss of expression of a third transcription factor, activator protein
(AP)-2, during progression of melanoma results in deregulation of E-cadherin expression
(69–71). It is presumed that loss of cell adhesion molecules such as E-cadherin produces
a rich pool of tumor cells with loosen cell–cell contact, which can than leave the primary
tumor site, eventually producing metastasis. Furthermore, during melanoma progres-
sion, the loss of functional E-cadherin is inversely correlated with a gain in expression
of N-cadherin on melanoma cells (64,65,72). N-cadherin expression in melanoma cells
mediates homophilic adhesion between melanoma cells, facilitates gap-junctional for-
mation with other N-cadherin-expressing cells in the stroma, including fibroblasts and
endothelial cells. N-cadherin has been shown to promote the migration of melanoma cells
over dermal fibroblasts (73), whereas anti-N-cadherin antibodies can delay the trans-
endothelial migration of melanoma cells and induce apoptosis of melanoma cells (73–75).

3.2. Integrins
Integrins are a family of adhesion receptors that mediate adhesion to cell surface and

matrix molecules. They play an important role in recognition and adherence of an inva-
sive tumor cell to a new extracellular matrix. This process is accomplished by downregu-
lation of original matrix receptors, such as α5β1 fibronectin receptor and/or various
laminin/collagen IV receptors such as α6β1 or α6β4 (76), concomitant with overexpres-
sion of other integrins that promote rapid changes in adhesion/detachment cycles. Al-
though many integrins have been implicated in mediating melanoma cell growth and
metastasis, perhaps the most studied one is the vitronectin receptor αvβ3 (77,78). Inter-
action between αvβ3 and extracellular matrix proteins serves to promote cell attachment,
spreading, and migration. Expression of β3 subunit correlates with vertical growth phase
of melanomas (81–84). In addition to mediating matrix adhesion, integrins like αvβ3 are
involved in regulation of other important aspects of metastatic spreading: αvβ3 can bind
and activate soluble proteolytic enzymes such as urokinase-type plasminogen activator
(uPA) and MMP (85), and facilitate transendothelial migration through interaction with
L1 ligand on endothelial cells (86).

3.3. MCAM/Muc-18
MCAM, also known as Muc-18, Mel-CAM, CD146, A32 antigen, and S-Endo-1 is a

transmembrane glycoprotein that belongs to the immunoglobulin superfamily and func-
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tions as a Ca2+-independent adhesion molecule. MCAM is strongly expressed by ad-
vanced primary and metastatic melanomas but is weaker and less frequent in nevus cells
(87). MCAM expression is also consistently present on other tumors such as angiosar-
comas, Kaposi’s sarcomas, leiomyosarcomas, placental site trophoblastic tumors, and
choriocarcinomas (88). When expressed on melanoma cells, MCAM mediates homo-
typic adhesion through interaction with a heterophilic ligand that remains to be identified
(89,90). Heterotypic adhesion between melanoma cells and endothelial cells has also
been demonstrated via a heterophilic MCAM/ligand adhesion (91). The level of expres-
sion of MCAM/Muc-18 by human melanoma cells has been shown to correlate directly
with tumor progression and the acquisition of metastatic potential (91–95). We showed
that enforced expression of MCAM in MCAM-negative primary cutaneous melanoma
SB-2 cells rendered them highly tumorigenic and increased their metastatic potential in
nude mice as compared with parental and control transfected cells (96). The transfected
cells displayed increased homotypic adhesion, increased attachment to human endothelial
cells, decreased ability to adhere to laminin, and increased invasiveness through Matrigel-
coated filters (96). Fully humanized anti-MCAM monoclonal antibody (ABX-MA1,
obtained from Abgenix) inhibited tumor growth of MCAM-positive A375SM and
WM2664 melanoma cells after subcutaneous injection in nude mice, and also greatly
inhibited development of lung metastasis after intravenous injection (97). This suggests
that targeting inhibition of MCAM may prove to be a potent therapeutic modality.

3.4. Thrombin Receptor PAR-1
The thrombin receptor PAR-1 is a unique G-protein-coupled receptor that belongs to

the protease-activated receptor family. PAR-1 has been implicated to play a central role
in tumorigenesis and metastasis (98–100). Overexpression of PAR-1 has been detected
in metastatic melanoma cell lines (101); human carcinoma cell lines including colon
adenocarcinoma, laryngeal, breast, pancreatic; and oral squamous cell carcinoma
(98,100,102–105). Activation of PAR-1 receptor by serine protease thrombin (which is
present in the circulation as well as local tumor sites) (102,106–108), results in variety
of cellular responses including activation of RAS, phosphoinositide 3 kinase (PI3K), and
MAP kinases, which are all involved in cell growth, tumor promotion and carcinogenesis
(109,110). Furthermore, PAR-1 activation induces expression of genes required for cell
adhesion, invasion and tumor angiogenesis, including αIIbβ3, αvβ3, and αvβ5 integrins,
MMP-2, uPA, platelet-derived growth factor, IL-8, vascular endothelial growth factor
(VEGF) and bFGF (102,111–118).

3.5. Matrix-Degrading Enzymes
Invasion requires increased activity of matrix-degrading enzymes such as serine-

protease family (uPA, elastase, plasmin, and cathepsin G), the matrix metalloproteinases
(gelatinases, stromelysins, matrilysins) and the cysteine proteinases (cathepsin B, L)
(119). In tumor cells, regulation of the activity of one or several of these enzymes is often
distorted because of either inappropriate trafficking, for example in case of cathepsins,
or downregulation of their inhibitors (120,121). Transcriptional upregulation of MMP2
expression has also been documented in malignant melanoma, and involves increased
activity of cAMP response element-binding (CREB) protein and downregulation of AP-
2 transcription factors (122). A combined action of the matrix-degrading enzymes results
in fragmentation of the matrix proteins, allowing easy migration of tumor cells, and
release of some matrix-bound growth factors and cytokines and chemokines.
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3.6. Motility Factors
Migration of tumor cells through the extracellular matrix, local basement membrane,

and subendothelial basement membrane may be regulated by both autocrine and para-
crine motility factors. In many cancer types, tumor cells are characterized by production
of an autocrine motility factor and expression of autocrine motility factor receptor (123),
as well as high constitutive production of another cytokine, autotaxin (reviewed in ref.
60). In addition, practically all paracrine cytokines are capable of inducing motility
response in tumor cells (60). One of the most prominent paracrine motility cytokines is
HGF/scatter factor, which is frequently produced by mesenchymal cells, and tumor cells
often express its receptor, the c-met oncoprotein (124).

3.7. Melanoma Angiogenesis
The growth of the primary and metastatic tumors is controlled by the rate of angiogen-

esis and hence, by the angiogenic factors promoting it. Melanomas are considered to be
highly angiogenic. Melanoma cells produce large amounts of multiple angiogenic factors
including VEGF (125–128), IL-8 (129–131), platelet-derived endothelial cell growth
factor (132,133), and bFGF (134,136). VEGF, also known as vascular permeability
factor, is a strong specific mitogen for endothelial cells and may also stimulate endothelial
cell migration and reorganization (137,138). Platelet-derived endothelial cell growth
factor, also known as thymidine phosphorylase and gliostatin, stimulates endothelial cell
mitogenesis and chemotaxis in vitro and is strongly angiogenic in vivo, possibly through
modulation of nucleotide metabolism (139). bFGF, which belongs to the family of heparin-
binding growth factors, is a multifunctional protein having a well-established key role in
tumor angiogenesis (140–142). IL-8, which belongs to the superfamily of CXC chemo-
kines, is a multifunctional cytokine that exhibits potent angiogenic activities both in vitro
and in vivo, and also acts as an autocrine growth factor for melanoma cells (143–145).

The angiogenic activity of IL-8 produced by monocytes and macrophages was first
demonstrated by Koch and colleagues (143). They found that human recombinant IL-8
was potently angiogenic when implanted in a rat cornea and induced proliferation and
chemotaxis of human umbilical vein endothelial cells. The involvement of IL-8 in tumor
angiogenesis was first demonstrated in human bronchogenic carcinoma (146). Tumor
cell-derived IL-8 induces endothelial cell chemotaxis in vitro and corneal neovasculari-
zation in vivo. These observations have been confirmed in many other types of human
tumors including melanomas (147). Now, IL-8 is considered to be one of the most potent
angiogenic factors secreted by melanoma cells. The question of how IL-8 exerts its
angiogenic activity, however, remains unknown. We have recently demonstrated that
metastatic melanoma cells producing IL-8 or primary cutaneous melanoma (IL-8-nega-
tive) transfected with the IL-8 gene displayed upregulation of MMP-2 expression and
activity and increased invasiveness through Matrigel-coated filters (148). Activation of
MMP-2 by IL-8 can enhance the invasion of host stroma by tumor cells and increase
angiogenesis and, hence, metastasis. In addition, IL-8 has been shown recently to act
directly on vascular endothelial cells and to serve as a survival factor (149). Thus, mul-
tiple mechanisms seem to be involved in IL-8 action, including direct effects on tumor
and vascular endothelial cell proliferation, angiogenesis, and migration. These observa-
tions suggested that IL-8 could be a crucial mediator of angiogenesis, tumor growth, and
metastasis in melanoma and offered a potential target for immunotherapies against
human melanomas.
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Recently, we used a fully human anti-IL-8 antibody (ABX-IL8, obtained from
Abgenix) to neutralize the IL-8 secreted by melanoma cells and examine its effect on
tumor growth. ABX-IL8 did not inhibit the proliferation of melanoma cells in vitro (150).
However, ABX-IL8 suppressed the tumorigenicity and metastatic potential of metastatic
human melanoma A375SM and TXM-13 cells in vivo. ABX-IL8 displayed potent inhi-
bition of MMP-2 activity in melanoma cells, and inhibited the invasion of tumor cells
through basement membrane in vitro. Inhibition of tumor growth and metastasis by
ABX-IL8 in vivo correlated with decreased vascularization of melanomas in nude mice
that was at least partially because of decreased MMP-2 expression (150). These results
suggest that blocking of IL-8 by ABX-IL8 suppresses angiogenesis and metastasis of
human melanoma. Thus, the human IL-8 neutralizing antibody ABX-IL8 may be benefi-
cial for melanoma therapy either alone or in combination with other chemotherapeutic
or antiangiogenic agents (150).

4. TRANSCRIPTIONAL REGULATION OF METASTASIS-RELATED
GENES IN MELANOMA

Loss or gain of transcription factor gene function plays a major role in tumor progres-
sion (69,70,92,151–155). In melanomas, advancement toward malignant local invasive
and metastatic phenotypes is associated with loss of expression of the transcription factor
AP-2, and overexpression of CREB, activating transcription factor (ATF)-1, ATF-2,
Snail, and nuclear factor (NF)-κB (see Fig. 1) (69,70,152–155).

4.1. Activator Protein 2
The progression of human melanoma is associated with loss of expression of the trans-

cription factor AP-2 (69,70). Inactivation of AP-2 in SB-2 nonmetastatic primary cuta-
neous melanoma cells by using a dominant-negative AP-2, the AP-2B gene has been
shown to augment cell tumorigenicity in nude mice (71). Enforced overexpression of AP-
2 in metastatic melanoma cells inhibited greatly tumor cell growth at subcutaneous sites
and abrogated formation of lung metastasis after intravenous injection (152). In meta-
static melanoma cells, loss of AP-2 is directly linked to overexpression of MCAM/Muc-
18, PAR-1, and MMP-2, and loss of expression of tyrosine-kinase receptor c-KIT (Fig.
2) (69,70,101). Other studies have shown that AP-2 regulates additional genes involved
in melanoma development and progression, including E-cadherin, p21/WAF-1, c-erbB-

Fig. 2. A model for the role of loss of activator protein (AP)-2 transcription factor in the progres-
sion of human melanoma. AP-2 may act as a tumor suppressor by regulating a number of genes
involved in tumor growth and metastasis of melanoma.
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2/HER-2/neu, plasminogen activator inhibitor type I (PAI-1); insulin-like growth factor-
binding protein-5 (IGFBP-5), transforming growth factor-α (TGF-α), HGF, vascular
endothelial growth factor/vascular permeability factor (VEGF/VPF), and c-Myc (156–163).

4.2. Activating Transcription Factor 1/cAMP-Responsive Element-Binding Protein
The transition of melanoma cells from radial to vertical growth phase is associated with

overexpression of ATF-1 and CREB (152). Both transcriptional factors have been impli-
cated in cAMP and Ca2+-induced signaling. Quenching of CREB activity in metastatic
melanoma cells by means of a dominant-negative form of CREB (KCREB) led to a
decrease in their tumorigenicity and metastatic potential in nude mice (164). We identified
two mechanisms that explain how overexpression of CREB/ATF-1 contributes to the
metastatic phenotype. The first is one in which CREB/ATF-1 play an essential role in
invasion by regulating the CRE-dependent expression of the metalloproteinase MMP-2
and the adhesion molecule MCAM/Muc-18 genes (Fig. 3) (164). In the second mecha-
nism, CREB and ATF-1 act as survival factors for human melanoma cells. Expression of
dominant-negative form of CREB (KCREB) in metastatic melanoma cells sensitized
them to thapsigargin-induced apoptosis (165). Analogously, intracellular expression of an
inhibitory anti-ATF-1 single chain antibody fragment (ScFv) in MeWo melanoma cells
suppressed their tumorigenicity and metastatic potential in nude mice (166). ScFv anti-
ATF-1 rendered the melanoma cells susceptible to thapsigargin-induced apoptosis in vitro
and caused massive apoptosis in tumors transplanted subcutaneously into nude mice,
confirming that AFT-1/CREB act as survival factors for human melanoma cells (166).

4.3. Activating Transcription Factor 2
Another member of the CREB/ATF family of transcription factors that has been

implicated in melanoma progression is ATF-2. It has been demonstrated that the nevi
stage of melanoma can be induced in vitro by chronic stimulation of melanocytes with
inflammatory mediators of HGF/scatter factor (167,168). Activated ATF-2 affects ex-
pression of multiple genes, including c-Jun, E-selectin, cyclin A, TNF-α, and transform-
ing growth factor-β (169–173). Many of these genes regulate cell growth, differentiation,
immune response and cell death. ATF-2 has been implicated in the resistance of late stage
melanoma to UV-induced apoptosis through upregulation of the NF-κB pathway (174).

Fig. 3. A model for the role of cyclic adenosine monophosphate response element-binding protein
(CREB)/ activated transcription factor (ATF)-1 overexpression in the progression of human
melanoma. CREB/ATF-1 regulate several genes involved in tumor growth and metastasis of
human melanoma.
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Notably, it has been shown that tumorigenic and metastatic potential of melanoma cells
could be reduced by blocking ATF-2 protein function with a synthetic ATF-2-derived
peptide (175,176).

4.4. Snail
Snail is a transcription factor that plays an important role in human embryonic devel-

opment. One of the major mechanisms by which activation of Snail contributes to meta-
static progression is associated with its regulation of E-cadherin expression. In melanoma
cells, overexpression of Snail has been shown to suppress expression of E-cadherin
(177). Additionally, in bladder, colorectal, and pancreatic carcinoma, the downregulation
of E-cadherin was observed to correlate with an overexpression of Snail (178,179). It
appears that Snail and AP-2 regulate E-cadherin gene in an inverse manner; the former
suppresses and the latter promotes its expression.

4.5. Nuclear Factor-κB
NF-κB, a member of the RelA/NF-κB family of transcription factors, is involved in

multiple cellular processes, including inflammation, cell cycle regulation, apoptosis, and
oncogenesis. Constitutive activation of NF-κB has been described in a great number of
solid tumors, and this activation appears to support cancer cell survival and to reduce the
sensitivity against chemotherapeutic drugs. Normal melanocytes and nonmetastatic
melanoma cells express no or low levels of NF-κB, whereas metastatic melanoma cells
constitutively exhibit a high level of NF-κB activity (180–182). Transfection of highly
metastatic human melanoma variant cells with a dominant-negative mutant inhibitor of
NF-κB, I-κBα expression vector (I-κBαΜ), decreased the level of constitutive NF-κB
activity, inhibited subcutaneous tumor growth, and prevented lung metastasis in nude
mice. Notably, the slow-growing subcutaneous tumors formed by the I-κBαM-trans-
fected cells exhibited a decrease in microvessel density (angiogenesis), which correlated
with a decrease in the level of IL-8 and VEGF expression (155,183). Furthermore, inac-
tivation of NF-κB by means of the ringer-finger-deleted TRAF-2 mutant has been shown
to sensitize melanoma cells to apoptosis (184).

5. DRUG RESISTANCE IN METASTATIC MELANOMA

Chemotherapy for metastatic melanoma is disappointing, there being anecdotal cases
of complete remission. As described above, drug resistance in melanoma cells can be
associated with overexpression of CREB/ATF-1 and NF-κB transcription factors. A
growing number of evidence also suggest that activation of mitogen-activated protein
kinase cascade is directly involved in chemoresistance.

Dacarbazine (DTIC) is considered the gold standard for treatment, having a response
rate of 15–20%, but most responses are not sustained. Recently, we showed that DTIC
induced IL-8 and VEGF protein overexpression and secretion via transcriptional
upregulation in several melanoma cell lines (185). The MAPK signal transduction path-
way seemed to regulate at least partially the activation of IL-8, whereas it was not in-
volved in VEGF promoter regulation. Metastatic melanoma cell lines secreting high
levels of IL-8 and VEGF were more resistant to DTIC than early primary melanomas
secreting low levels of the cytokines (185). Accordingly, transfection of the primary
nonmetastatic cutaneous melanoma SB-2 cells with the IL-8 gene rendered them resistant
to the cytotoxic effect of the drug, whereas the addition of IL-8-neutralizing antibody to
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metastatic melanoma MeWo cells lowered their sensitivity to DTIC (185). Furthermore,
to analyze the long-term effect of DTIC and its role in tumor growth and metastasis in
vivo, we have generated DTIC-resistant cell lines by repeatedly exposing two of the
primary cutaneous melanoma cell lines SB2 and MeWo to increasing concentrations of
DTIC (186). The selected DTIC-resistant cell lines, SB2-D and MeWo-D, exhibited
increased tumor growth and metastatic behavior in nude mice. Higher levels of phospho-
rylation of RAF, MEK, and ERK protein kinases, as well as more IL-8, VEGF, MMP-
2, and microvessel density (CD31) were found in tumors produced by SB2-D and
MeWo-D in vivo as compared with those produced by their parental counterparts (186).
These results imply that treatment of melanoma patients with DTIC may produce a
considerable hazard by selecting cells with a more aggressive melanoma phenotype.
Reasonably, combination treatment with anti-VEGF/IL-8 or MEK inhibitors may poten-
tiate the therapeutic effects of DTIC.

Similar to DTIC, treatment of melanoma cells with cisplatin has also been shown to
induce ERK activation (187). Furthermore, activation of MAPKs, when achieved by
overexpression of mutant N-ras, increased cisplatin resistance in human melanoma cells
by inducing overexpression of the antiapoptotic protein bcl-2 and inhibiting cell death
(188,189). Nevertheless, in studies using ERK inhibitor PD 98059, sensitization of
melanoma cells to treatment with cisplatin was proven successful only in a limited num-
ber of cell lines (187). Perhaps, one of the factors to consider when attempting to sensitize
cells to chemotherapeutic drugs using MAPK inhibitors, is a frequent loss of apoptosis
effectors proteins such as Apaf-1 in metastatic melanomas (190), which may render cells
chemoresistant even when survival signals are abrogated.

6. CONCLUDING REMARKS

In melanoma, genetic mutations in proto-oncogenes such as BRAF or RAS may be
detected as early as in benign dysplastic nevi. Premalignant lesions characterized by
radial growth frequently contain additional mutations in tumor suppressors genes
p16INK4a or/and p14ARF, and, less frequently, PTEN, or p53. The progression to ma-
lignant local invasive disease, and metastatic dissemination is controlled molecularly
through differential expression of transcription factors such as AP-2, CREB/ATF-1,
ATF-2, Snail, microphthalmia-associated transcription factor, and NF-κB, resulting in
the acquisition of the metastatic phenotype. Crucial step in melanoma progression is a
loss of AP-2 and overexpression of ATF-1/CREB family transcription factors. The bal-
ance between these two effectors appears to be critical for regulating the repertoire of cell
surface adhesion molecules such as MCAM/Muc-18, production of matrix degrading
enzymes and angiogenic factors and receptors such as MMP-2 and PAR-1, expression of
survival and apoptosis-related proteins such as fatty acid synthase/APO-1 and Bcl-2, and
proliferation (HER-2).

The therapeutic modalities to control tumor growth and metastasis of human mela-
noma are very limited. Recent studies show that practical chemotherapeutic drugs such
as DTIC or cisplatin, whereas being toxic, induce a stress response in melanoma cells that
results in activation of MAPK cascade and stimulation of IL-8 and VEGF production.
These are potent survival, angiogenic, and invasion-associated factors. Their overex-
pression may promote the invasion of host stroma by tumor cells and hence, the meta-
static disease. In vitro, long-term cell treatment with DTIC selects for the resistant cells
with very high levels of IL-8 and VEGF production, implying that treatment of melanoma
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patients with DTIC may produce a considerable hazard by selecting cells with a more
aggressive melanoma phenotype. Reasonably, combination treatment of DTIC with anti-
VEGF/IL-8 or MEK inhibitors may potentiate the therapeutic effects of the cytotoxic
drug. Furthermore, based on our observations that MCAM/Muc-18 and IL-8 play a major
role in the acquisition of the metastatic phenotype in human melanoma, we have devel-
oped two fully human antibodies targeting these molecules. In this chapter, we have
presented evidence that these antibodies inhibited tumor growth, invasion, angiogenesis,
and metastasis of melanoma in animal models. Currently, both of these antibodies are
being evaluated in clinical trials.
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SUMMARY

Although much of the research into cancer drug resistance has focused on the cancer
cells themselves, it is becoming increasingly clear that the tumor microenvironment can
significantly affect the success of chemotherapy. The interactions between the tumor
cells and their environment can be classified into three main categories: (1) cell–cell
contacts, (2) interactions with the extracellular matrix, and (3) interactions with soluble
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cells to treatment-induced apoptosis and can therefore affect the outcome of therapy.
The pathways responsible for these effects are just beginning to be elucidated.
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1. INTRODUCTION

Much of the research into cancer drug resistance has focused on the cancer cells, but
it is becoming increasingly clear that host factors can significantly affect the success of
chemotherapy. For example, immune modulation, the pharmacological clearance of drug,
and poor tolerance to the side effects can all affect the outcome of therapy (1). Normal
cells require cell contacts and growth factors for their survival. Moreover, it is now
accepted that the tumor microenvironment, including the contacts between the tumor
cells, can also influence the survival of cancer cells during treatment. This effect is clearly
related to the ability of the environment to affect signaling pathways important for cell
survival, cell cycle checkpoints, and other processes relevant to the response of cells to
cytotoxic drugs. The apoptotic response of cancer cells in response to chemotherapeutic
agents can therefore be affected by pathways controlled, at least in part, by the microen-
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vironment. The importance of these noncell autonomous mechanisms of drug resistance
has attracted an increasing amount of attention and will be discussed in this chapter

1.1. The Tumor Microenvironment
The cancer cell occupies an abnormal environment with altered extracellular matrix

(ECM), increased amount of proteases, growth factors, as well as abnormal hypoxic
conditions and altered stroma (2). The first clue that the environment could affect tumor
cell survival in the presence of cytotoxic agents was noted over 30 yr ago, when it was
observed that multicellular spheroids of tumor cells were more resistant to anticancer
agents than the corresponding monolayer cultures, and that these differences were not
because of a compromised ability of the drug to penetrate the spheroids (3). In addition
to direct cell–cell contacts, the interactions of cancer cells with various soluble factors
and with components of the ECM can drastically affect the apoptotic sensitivity of these
cells and their response to chemotherapeutic drugs (Fig. 1). The multidrug resistance
phenotype that results from direct cell contact with the ECM or other cells has been
coined “cell-adhesion-mediated drug resistance,” or CAM-DR (4), and appears to be
related to an adhesion-dependent suppression of apoptosis. In the next subheading, each
type of tumor cell–microenvironment interaction is described.

2. DRUG RESISTANCE

As mentioned above, the interactions between tumor cells and the environment can be
divided into two main categories: the cell-adhesion-type interactions and the soluble
factor interactions (see Fig. 1). The cell adhesion interactions can further be divided into
direct cell–cell contact interactions and cell–ECM interactions. Drug resistance that
stems from these last two types of interactions has been termed CAM-DR (4).

Fig. 1. Mechanisms of environment-mediated drug resistance. Cancer cells can develop drug
resistance through three main types of interactions with the microenvironment: (1) direct cell-cell
contacts, (2) extracellular matrix (ECM) interactions, both of which constitute cell-adhesion-
mediated drug resistance (CAM-DR), and (3) binding of soluble molecules.
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2.1. Cell-Adhesion-Mediated Drug Resistance
2.1.1. CELL–CELL CONTACTS (MULTICELLULAR RESISTANCE)

The first indications that cell–cell interactions may influence survival to cytotoxic
drugs came to light when it was observed that multicellular spheroids were more resistant
to radiation exposure than cells grown in monolayers (5). This particular type of drug
resistance, observed when cells are grown as three-dimensional (3-D) masses, as been
coined multicellular resistance (MR) (6) and can be considered a subtype of CAM-DR.
Indeed, it appears that cells grown as 3-D cultures more closely recapitulate the drug
resistance properties of in vivo cells compared to the more typical 2-D (monolayers)
cultures used in most laboratories (7). MR has been shown to encompass a wide variety
of cytotoxic agents, including alkylating agents (8,9), taxol (10), and multidrug resis-
tance (11). In addition, since the initial study (5), many reports have confirmed that MR
can protect cells from ionizing radiation (9,12,13). Similar findings of MR have been
reported in many different experimental systems (Table 1) (7,11,14,15). Interestingly, it
has also been shown that cell–cell interaction disruption (using an anticadherin antibody)
can sensitize cancer cells to a host immune response (16).

Although the exact mechanisms of MR are still being elucidated, cadherin molecules
have been shown to play an important role. E-cadherin, an epithelial homophilic cell–cell
adhesion molecule, was shown to play role in the MR exhibited by human Lovo and
MCF-7 cancer cells (17). Indeed, the presence of a neutralizing E-cadherin antibody
could decreases p27 levels and drug resistance in 3-D cultures, but did not affect drug
resistance in 2-D cultures of cells that did not express E-cadherin. Similar findings were
reported in HT-29 cells where treatment of cells with neutralizing E-cadherin antibodies
was found to decrease resistance to a variety of agents such as 5-fluorouracil, paclitaxel,
vinblastine, and etoposide but not cisplatin (18). This is consistent with findings that p27
plays a major role in chemoresistance and that E-cadherin can upregulate p27 (19,20).
Interestingly, it was shown that forced overexpression of p27 in cells expressing E-
cadherin, abolished the effects of neutralizing E-cadherin antibodies on the proliferation
of these cells (19), clearly implicating p27 downstream of E-cadherin. Consistent with
this hypothesis downregulation of p27 has been associated with drug resistance in many
experimental systems (21,22). In addition, it was recently reported that the PMS2 gene
and the overall mismatch repair gene activity was downregulated in spheroids of EMT-
6 cells compared to monolayer cultures, suggesting a new mechanisms as a determinant
of MR (23).

2.1.2. EXTRACELLULAR MATRIX

The ECM, a complex assembly of collagen, proteoglycans and other molecules, is an
important constituent of normal tissues and provides essential cues for cell development,
migration, adhesion, proliferation, survival, and other metabolic functions (24). ECM
components typically interact with integrins, a family of α- and β-transmembrane pro-
teins, which associate to form heterodimeric receptors (25). The roles of integrins in cell
survival have been studied extensively, and it is now known that the loss of ECM–integrin
interactions can lead to anoikis, a specialized form of apoptosis (26). For example, early
studies showed that fibronectin can promote anchorage-independent growth of eosino-
phils and Chinese hamster ovary cells through mechanisms that involve inhibition of
anoikis (27,28). There are certainly reasons to believe that the same types of mechanisms
may also promote resistance to drug-mediated apoptosis (29). Indeed, tumor cells are
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Table 1
Select Studies on the Effect of the Microenvironment on Cancer Drug Resistance

Type of resistance Cell line/cancer Culture system Drug(s) Reference

Multicellular MCF7 and MCF7-MDR Spheroids MDR 11
Multicellular EMT-6 murine mammary sublines Spheroids Cisplatin, Phosphoramide 8
Multicellular 4 Human ovarian carcinoma cell lines Spheroids Taxol 10
Multicellular V79 Chinese hamster cells Spheroids Radiation 5
Multicellular HT29 colon carcinoma line Xenograft Immune response 16
Multicellular EMT-6 murine mammary, MCF-7 Spheroids, xeno Alkylating (4HC) 20
Multicellular OVCAR 3 Spheroids Radiation 13
Multicellular Human squamous carcinoma Spheroids Radiation 12

cell lines (A431 and CaSki)
Multicellular Human Lovo and MCF-7 Spheroids ? 17
Multicellular EMT-6 murine mammary sublines Spheroids 5-FU, Taxol, vinblastine, 18

etoposide
Multicellular EMT-6 murine mammary sublines Spheroids alkylating agents, cisplatin 23
ECM-mediated Tumor endothelium Monolayers Etoposide 30
ECM-mediated Small cell lung cancer lines Monolayers Etoposide, cyclophosphamide,  31

and γ-radiation
ECM-mediated LS174T and LiM6 colon cancer lines Monolayers 5-FU, Camptothecin, etoposide 32
ECM-mediated Ovarian cancer cell line Monolayers Cisplatin 33
ECM-mediated Small cell lung cancer Monolayers Doxorubicin, etoposide 34
ECM-mediated HMT-3522 murine epithelial cell 3-D cultures Fas, etoposide 35

cancer model
ECM-mediated RPMI 8226 myeloma cell line Suspension Doxorubicin, melphalan 39
ECM-mediated RPMI 8226 myeloma cell line Suspension Etoposide 40
ECM-mediated PC3 prostate cancer cell line Monolayers TNF-α 41
Soluble factor (IL-6) Multiple myeloma primary tumors Suspension, patients Dexamethasone 63

and cell lines
Soluble factor (IL-6) Prostate cancer cell lines PC-3 Monolayers Cisplatin, etoposide, 64

and DU145 adriamycin
Soluble factor (IL-6)  MCF-7 cell line derivatives Monolayers Doxorubicin, vincristine, taxol 65
Soluble factor (HGF) Rhabdomyosarcomas cell lines Suspension/mono Ionizing radiations,

layers vincristine, etoposide, 70
Soluble factor (IGF-I) Murine colon cancer cell line Monolayers Actinomycin, lovastatin, 71

doxorubicin
Soluble factor (FGF-2) HT1376 bladder cancer cell line Monolayers, Cisplatin 72

line xenografts
Soluble factor (IGF) HepG2 and Huh-7 Monolayers Anthracycline 74

ECM, extracellular matrix; 5-FU, Fluorouracil; 3-D, three-dimensional; TNF-α, tumor necrosis factor-α; IL-6, interleukin 6; HGF, hepatocyte growth
factor; IGF-1, insulin-like growth factor I; FGF-2, fibroblast growth factor 2.
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surrounded by ECM produced by neighboring stromal cells, the cancer cells themselves,
or other cells in the tumor microenvironment. These ECM components can interact with
tumor cell integrins and affect their behavior, including their sensitivity to apoptosis. For
example, adhesion to fibronectin or other ECM components such as various collagens
and laminins has been shown to prevent drug-induced apoptosis (30–35). In many sys-
tems, integrins were shown to be the mediator of these effects. Other studies have dem-
onstrated the involvement of other ECM proteins such as collagen IV, fibronectin, and
tenascin, which are elevated in small cell lung cancer (34). These ECM proteins were
found to protect small cell lung cancer cells from chemotherapy-induced apoptosis using
various chemotherapeutic drugs, and there was evidence that the signaling was through
the integrin β1 receptor.

Interestingly, some evidence suggest that integrin-mediated changes in polarity and
tissue architecture may be key in drug resistance as opposed to simple activation of the
integrin receptors. Weaver and collaborators recently showed that in breast cancer cells,
reconstituted basement membrane, a specialized ECM for epithelial cells, can lead to the
formation of polarized structures, which are essential in protecting these cells from
chemotherapy-induced apoptosis (35,36). As a clue to possible downstream signals that may
result from these interactions, chemoresistance was accompanied by nuclear factor (NF)-
κB activation, a transcription factor that has been involved in mediating survival signals
(37). Similarly, myeloma cells strongly induce NF-κB when adhered to fibronectin (38).

The effects of ECM on myeloma cell survival has been studied extensively. It has been
demonstrated that fibronectin interactions with the β-1 integrins may be important in
inhibiting drug-induced apoptosis and therefore promoting cell survival (39). Again,
similar to what was observed with MR, p27 appeared to play an important role (40),
suggesting that these different mechanisms of drug resistance may converge at the mo-
lecular level. In addition, up-regulation of Bcl-2 (28) and, as mentioned above, activation
of NF-κB (38) may also play a role in fibronectin-mediated cell survival. Fibronectin has
also been shown to promote survival in many solid tumors such as prostate cancer (41),
breast cancer (42), and colon cancer (32).

In addition to integrins, other receptors are known to interact with the ECM. For
example, CD44 has been shown to bind hyaluronate (43), collagen (44), and fibronectin
(45). In a fashion similar to the integrins, the CD44 receptor is involved in a wide range
of physiological processes, including invasion and survival. In addition, many tumors
have been shown to overexpress abnormal CD44 variant, especially colon cancer cells (46),
where it has been suggested to contribute to drug resistance (47). Again, the increased drug
resistance was attributable to a decrease in sensitivity to drug-induced apoptosis (47,48).
Similar findings have been reported in other cancers, including lymphoid malignancies (49).

In the past several years, the tumor vasculature has emerged as a prime target for cancer
therapy using specific antiangiogenic compounds (50–52). The tumor vasculature is also
a target of conventional chemotherapy and the efficacy of cancer drugs may, at least in
part, be because of their ability to destroy the tumor vasculature (53). It has been reported
that fibronectin can inhibit drug-mediated apoptosis in tumor-derived endothelial cells
(30), making this interaction an attractive new target for tumor therapy (54), and provid-
ing evidence that ECM interactions can also protect tumors through their ability to pro-
vide survival signals to endothelial cells during chemotherapy.

Because tumor cells are known to produce ECM components, there is a possibility that
they may produce their own favorable ECM, thereby increasing their resistance to chemo-
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therapy. Indeed, a study of ovarian cancer gene expression recently found that collagen
VI is one of the genes most highly upregulated in a model of acquired cisplatin resistance
in vitro (55). In addition, collagen VI is expressed in many ovarian tumors in vivo but
absent from normal ovarian epithelial cells. It has been hypothesized that the tumor cells
may produce collagen VI and other ECM components to reorganize the ECM and increase
their resistance to apoptosis (56). Indeed, ovarian cells adhered to collagen VI exhibit an
increased survival when exposed to a variety of anticancer drugs (55). In addition, it has
been suggested that the tumor cells may secrete various cytokines and growth factors that
may lead the neighboring stroma to produce protective ECM proteins (57).

An important point that will need to be clarified is whether the ECM interactions
necessary for tumor survival in the presence of drug are dependent on tumor type. It
appears likely that different cancers will have different optimal requirements for ECM-
mediated protection. For example, collagen IV and laminin have been shown to increase
resistance of lung cancer cells to various agents (34). Our own work shows that collagen
VI, but not collagen I, may be crucial in establishing interactions leading to cisplatin
resistance in ovarian cancer (55). A reconstituted basement membrane (Matrigel) is
necessary for decreasing drug-induced apoptosis in breast cancer cells (35). Whereas
these interactions are likely to be extremely complex and tumor specific, it is possible that
they will lead to the activation of similar intracellular pathways that may in turn represent
an attractive target for therapy aimed at reversing chemoresistance (see Section 3.).

2.2. Soluble Factors: Growth Factors, Cytokines
The tumor microenvironment is also rich in soluble factors, cytokines, growth factors,

secreted by the stroma or by the tumor cells themselves. Interleukin (IL)-6, a cytokine
secreted by bone marrow stromal cells, has been observed to be a survival factor in
various normal, leukemic, and myeloma cells (58–62). IL-6 can protect against chemo-
therapy-induced apoptosis and therefore induce drug resistance in myeloma cells (63).
Interestingly, IL-6 has also been shown to promote drug resistance in prostate cancer cells
(64), and autocrine production of IL-6 has been shown to cause drug resistance in breast
cancer (65). Activation of the IL-6 receptor is believed to lead to downstream signaling
through the Janus kinase/signal transducer and activator of transcription pathway (66),
the mitogen-activated protein kinase cascade (67), the phosphoinositide 3 kinase/Akt
pathway (68), and X-linked mammalian inhibitor of apoptosis protein (69), all of which
are believed to be important in controlling survival and apoptosis. Growth factors also
influence drug response in solid tumors. For example, pathways involving insulin-like
growth factor I, epidermal growth factor, hepatocyte growth factor, and basic fibroblast
growth factor have all been shown to influence the survival of various cancers in the
presence of chemotherapeutic drugs (70–74).

2.3. Alterations of the Physical Properties of the Environment
Affecting Drug Delivery

In addition to its effects on tumor cell signaling, the environment may also affect the
ability of therapeutic agents to effectively reach the tumor cells (75). For example, the
ECM can influence physical properties such as mechanical stiffness in the tumor, affect-
ing diffusion of drugs (76). Overall, the limited ability of drugs to reach tumor cells,
especially cells that are distant from blood vessels, may be an important component of
the effect of the environment on drug resistance (77).
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3. REVERSAL STRATEGIES

Drug resistance is a major problem that has attracted significant attention from re-
searchers in the field of cancer research. However, from a clinical standpoint, most efforts
have focused on the identification of alternative therapies against resistant tumors as
opposed to the identification of targets that may reverse the resistance to conventional,
proven therapy. Whereas, in principle, this represents a sound strategy, in practice it has
been observed that tumor cells often exhibit crossresistance to many antitumor agents.
This may be due, at least in part, to the fact that these cells tend to be generally more
resistant to apoptosis (78), and that this phenomenon may not be compound dependent.
Importantly, the identification of specific pathways responsible for drug resistance may
provide targets for combination therapy aimed at circumventing or decreasing resistance
(79). Therefore, intervention aimed at reducing the interactions between the environment
and the tumor cells may increase the efficiency of cytotoxic therapy. For example, inhi-
bition of the interactions between the ECM and the integrins or blocking of downstream
signaling pathways represent promising avenues (80). In addition, inhibition of various
growth factors receptors such as epidermal growth factor receptor may also sensitize
tumor cells to conventional chemotherapy (73,81). This area of research is crucial, as it
is becoming increasingly evident that even treatment with new generation of mechanism-
based targeted drugs such as Gleevec®, a highly specific Bcr-Abl kinase inhibitor, can
lead to the development of resistance in the treated cells.

4. CONCLUSIONS/PERSPECTIVES

Whereas it is clear that conventional mechanisms such as altered expression or muta-
tions of genes involved in DNA repair, growth, and apoptosis are crucial in the develop-
ment of drug resistance, there is a broad range of evidence for a role of the microenvironment
(see Table 1). The resistant tumors arising from strong selection during chemotherapy will
be a sum of the genetic changes that favor tumor growth in the presence of the drug,
including those affecting the interactions of the cells with their environment. Although
much energy has been devoted to identifying the cell-autonomous mechanisms leading to
drug resistance, increasing efforts are being devoted to understanding the effects of the
microenvironment on resistance. These efforts will likely lead to a more global understand-
ing of the mechanisms involved in drug resistance and may provide novel specific targets
for drugs aimed at reversing drug resistance.
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SUMMARY

The major roles of glutathione (GSH) and glutathione S-transferases (GSTs) in the
detoxification of xenobiotics predicts their important role in drug resistance. As such,
both GSH and GSTs have been manipulated as targets in the design of novel chemo-
therapeutic drugs. The discovery that GSTs have additional roles in the cell as regula-
tory molecules in the mitogen-activated protein kinase pathways together with the more
recent discovery of GSH as a regulatory posttranslational modification lend further
weight to their already important roles in the anticancer drug resistance response. These
findings highlight the importance of these targets in the creation of future novel anti-
cancer drugs. This chapter gives a brief overview of the importance of both GSH and
GST in the response to anticancer drug resistance, and highlights some of the anticancer
drugs currently being investigated at various stages in the process from lab to clinic.

Key Words: Glutathione; glutathione S-transferase; drug resistance; cancer; MAPK
pathway.

1. GENERAL INTRODUCTION

Reactive oxygen species (ROS) are generated as a result of normal cellular metabo-
lism, which is critical for the generation of energy in biological systems. Although low
amounts of ROS are easily tolerated by the cell, abnormally high levels of ROS induce
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oxidative stress (OS), leading to cellular damage. In fact, ROS are implicated in a wide
variety of diseases including Parkinson’s, Alzheimer’s, and cancer (1). ROS are also
produced after exposure to ionizing radiation, selected chemotherapeutic agents, hyper-
thermia, inhibition of antioxidant enzymes, or depletion of cellular reductants such as
NADPH and glutathione (GSH). Consequently, cells have evolved protective mecha-
nisms including antioxidants that detoxify ROS, and tolerable levels are maintained
because of a complex redox buffering system.

The sensitivity of cells to OS depends on their intrinsic antioxidant systems, in particu-
lar, the levels of GSH within the cell. When GSH levels are low, the cellular environment
will be oxidizing and the functioning of enzymes, particularly those with thiol groups,
will be altered. A caveat to this complex defense system is the fact that the production of
ROS is a mechanism shared by many chemotherapeutic agents. The ability of cells to
detoxify exogenous substrates means that components of the cellular redox system may
be targeted to enhance cell killing in the case of tumors.

2. GLUTATHIONE

GSH homeostasis is maintained in cells by a complex series of balanced pathways. De
novo synthesis can occur through the γ-glutamyl cycle, where the three constituent amino
acids (Glu-Cys-Gly) are combined with rate-limiting catalysis through γ-glutamylcysteine
synthetase. Salvage of GSH can occur through the cleavage activity of the membrane
associated γ-glutamyl transpeptidase, which can recycle constituents of the molecule.
Whereas intracellular concentrations of GSH may vary considerably, 0.1–10 mM are not
uncommonly found in mammalian cells (10–30 µM in plasma). Glutathione can occur in
reduced (GSH), oxidized (GSSG), or in mixed disulfide forms, and its ubiquitous abun-
dance is testament to its biological importance. The GSH:GSSG ratio is the major cellular
redox sensor and determines the antioxidative capacity of the cell, although it can be
affected by other redox sensors within the cell. As such, intracellular GSH contributes
toward redox balance, and the variety of pathways that synthesize or use GSH influence
this homeostasis. Owing to its reactivity and high intracellular concentrations, GSH has
been implicated in resistance to several chemotherapeutic agents. Included among these
are platinum-containing compounds, alkylating agents such as melphalan, anthracyclines
including doxorubicin, as well as arsenic.

GSH participates in many cellular reactions directly as a free radical and ROS scav-
enger and indirectly as a cofactor in enzymatic reactions. During these processes, GSH
is oxidized to GSSG. To restore homeostasis, GSSG is subsequently reduced by the
NADPH-dependent glutathione reductase. GSH also reacts with exogenous substrates
such as the aforementioned drugs that are subsequently removed from the cellular milieu
via efflux through the multidrug resistance-associated protein, a member of the ATP-
binding cassette transporter superfamily. In this capacity, GSH has a major role in the
cell’s survival to commonly used chemotherapeutic agents.

3. GSH IN SIGNALING

One of the more interesting conundrums to emerge from the completion of the genome
project is the realization that humans are a composite of <30,000 genes, and yet complex-
ity of protein structure/function seems distinctly more layered. In the burgeoning era of
proteomics, it becomes clear that the central dogma of genetic determinism can be influ-
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enced by a number of processes that include, polymorphic variants, gene splicing events,
exon shuffling, protein domain rearrangements, and the large number of posttranslational
modifications that contribute to alterations in tertiary and quaternary protein structure.
Amongst these, phosphorylation, glycosylation, methylation, and acetylation can account
for a large proportion of modifications. More recently, however, addition of GSH to
available Cys residues (glutathionylation) has been shown to be of consequence (Fig. 1).
The importance of modifying Cys residues is not necessarily restricted to redox regula-
tion, but now seems to be a plausible event that can lead to changes in protein function and
thereby signaling processes, particularly in response to a divergent number of stresses (2).
By adding GSH to a target protein, an additional negative charge is introduced (as a
consequence of the Glu residue), and a change in protein conformation is made likely. The
implication from this somewhat terse analysis is that cells actively participate in the
stochastic production of multiple protein building blocks with the intent of realizing
functional nonredundancy. Adding a further layer of complexity is the understanding that
proteins do not act in isolation in a cellular milieu. Rather, essential protein:protein inter-
actions govern how cellular events unfold. This process has proved to be significant to the
regulation of JNK (c-Jun N-terminal kinase) signaling by GST-π (3,4). This same para-
digm seems to hold for thioredoxin and GST-µ with respect to the apoptosis signal-

Fig. 1. Possible mechanisms of reactive oxygen species-induced protein glutathionylation. Reac-
tive oxygen species may induce glutathionylation of protein thiols by many different routes. Those
highlighted here include the direct oxidation of protein cysteines to generate a reactive protein
thiol intermediate such as the reactive cysteinyl radical or sulfenic acid which further reacts with
glutathione (GSH) to form a mixed disulfide. Alternatively, a mixed disulfide is formed through
reaction with oxidized forms of GSH, i.e., GS-OH or GS(O)SG.
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regulating kinase, ASK1 (5), implying the possible existence of a general regulatory
mechanism for kinases that may involve GSH and associated pathways (6).

Emergent literature suggests that direct glutathionylation of critical signaling mol-
ecules may serve as a trigger for cellular events that are influenced by oxidative stress
(7,8). More specifically, Cross and Templeton (8) identified that site-specific glutathiony-
lation of the ATP-binding domain of mitogen-activated protein kinase (MAPK) kinase
kinase (MEKK1) functions as an inhibitory regulator of the MAPK pathway in response
to oxidative stress. In this capacity it serves to distinguish between ASK1, which pro-
motes an apoptotic signal, and MEKK1 which promotes a cell survival signal, toward
MAPK kinase 4 and stress-activated protein kinase/JNK1 (8). In addition, this inhibitory
modification appears to be “dominant” over activation of the kinase by phosphorylation.

The small GTPase Ras modulates diverse signaling pathways and modification, by
nitrosation, of its critical Cys-118 in the GTP-binding region has been shown to lead to
an increase in Ras activity and to downstream signaling. However, more recent studies
show glutathionylation of Ras at Cys-118 is a critical step in the redox-sensitive signaling
leading to the activation of p38 and Akt, events that contribute to hypertrophic signaling
induced by angiotensin II (AII) (7). AII increases production of ROS from NAD(P)H
oxidase that activates downstream kinases p38 and Akt, a response that contributes to
vascular dystrophy.

NE-F2 related factor (Nrf2) is a redox-sensitive transcription factor that has been
implicated in cellular responses to OS. Nrf2 regulates numerous genes through the an-
tioxidant response element, such as GSH synthesis enzymes (9,10). Generation of ROS
leads to the dissociation of Nrf2 from its cytoplasmic anchor Kelch-like ECH-associating
protein 1, which allows Nrf2 to relocate to the nucleus where antioxidant response ele-
ment responsive genes become actively transcribed (11). This dissociation is largely
because of modification of key cysteine residues in Kelch-like ECH-associating protein
1. Recent studies now implicate GSH in the dissociation/nuclear translocation of Nrf2,
through a type I (thiylation) redox switch, which is distinct from the transcription factor
binding to DNA regulated by thioredoxin (12).

Glutathionylation is emerging as a significant posttranslational modification that af-
fects protein function and cellular response. The relevance of glutathionylation with
respect to disease state, and the question of whether or not it is protective or detrimental
in nature is an ongoing “hot spot” in research. The future promises to hold many poten-
tially interesting insights into the significance of this modification and the importance of
GSH within the cell will continue to grow.

4. GLUTATHIONE S-TRANSFERASE

GSTs (EC 2.5.1.18) are a family of phase II detoxification enzymes that promote the
conjugation of GSH to an electrophilic center of endogenous and exogenous compounds,
resulting in the formation of the corresponding GSS conjugates (13). The mechanism by
which GSTs increase the rate of GSH conjugation involves deprotonation of GSH to GS
by a tyrosine residue, which functions as a base catalyst. GST isoenzymes have been
divided into at least seven classes based on amino acid sequence similarity, five of which
are cytosolic (designated α, µ, π, θ, and κ), and two are membrane-bound. Several
isoenzymes, including those from µ, π, and θ, have been shown to be polymorphic in
humans (for a review, see ref. 14).

Development of drug resistance is a key element in the failure of chemotherapy treat-
ment. Exposure to anticancer agents leads to the induction and expression of gene prod-
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ucts that protect the cell. GSTs have been implicated in the development of resistance
toward chemotherapy agents (15). It is plausible that GSTs serve two distinct roles in the
development of drug resistance via direct detoxification as well as acting as an inhibitor
of the MAPK pathway. Hence, it is not surprising that high levels of GSTs have been
reported in a large number of tumors types (15).

The connection between GST and their role in the regulation of MAPK pathways is
relatively recent. GST-π plays a key role in the regulation of the MAPK pathway through
a protein:protein interaction with JNK, a kinase involved in stress response (3,16). In
nonstressed cells, JNK activity is low and is located in the cytoplasm bound to GST-π.
Under conditions of OS, more specifically UV irradiation and H2O2 treatment, oligomer-
ization of GST-π occurs together with the release and phosphorylation of JNK. Phospho-
rylated JNK is the active form, which then translocates to the nucleus, activating
downstream transcription factors involved in gene expression and/or the induction of
apoptosis. The precise mechanism of the disruption of the complex is unknown; however,
oligomerization of the GST monomers implicates intermolecular disulfide bridge forma-
tion between available Cys residues. Furthermore, the lack of catalytic activity for the
regulation of the JNK pathway, shown by the mutation of the essential Tyr (Tyr-7)
residue in the active site of the enzyme, suggests a novel nonenzymatic role for this
enzyme (3). Upstream regulation of the MAPK pathways by GST is also observed, as
demonstrated by the GST-µ:ASK1 complex. ASK1 is a MAP kinase kinase kinase
(MAPKKK) that activates JNK and p38 pathways leading to cytokine- and stress-in-
duced apoptosis (17). ASK1 is activated in response to OS and heat shock. Like JNK, the
activity of ASK1 is low in nonstressed cells because of its sequestration via protein:protein
interactions with GST-µ and or thioredoxin (5,18). The mechanism by which ASK1 is
released from and activated by either of these proteins is distinct. GST-µ is responsive
to heat shock, whereas thioredoxin responds to OS. The discovery of the involvement of
GSTs in the regulation of these MAPK pathways, together with the known involvement
of other small redox-regulated proteins adds an extra layer of complexity to these MAPK
pathways with respect to signaling towards cell survival or cell death.

Other recent studies have broadened the role of GSTs. Small redox active protein
families such as peroxiredoxin (Prx) have the potential to heterodimerize with GST-π.
Studies have shown that full activation of PrxVI requires heterodimerization of the
oxidized protein with GST-π, followed by glutathionylation of its conserved Cys (Cys-
47) in a sterically protected region (19). Dissociation from GST-π, followed by sponta-
neous reduction of glutathionylated protein by GSH, results in catalytically active protein.
Whereas PrxVI contains a single Cys residue, six other mammalian Prxs have been
identified that all contain two conserved cysteine residues (20). This observation broad-
ens the functional importance of GST-π into yet another arena.

5. GSH AND GSTS AS THERAPEUTIC AGENTS

GSTs are upregulated in a number of human tumors and as such, are promising thera-
peutic targets in research. A number of potential anticancer agents have been designed
with this in mind using several different approaches. The first approach was to design
inhibitors of GST exploiting its role as a detoxifying enzyme. Another approach was to
find inhibitors of the protein:protein interaction of GST with kinases from the stress-
activated protein kinase pathways. A third strategy involved the exploitation of the eleva-
tion of GSTs in tumors, with particular emphasis of the π isoform, through design of
GST-activated prodrugs.
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In the past, modulation of GSH and GST has been attempted as a means to improve
response to cancer drugs. Lowering GSH levels in order to increase drug response being
the ultimate goal. Use of, for example, buthionine sulfoximine and ethacrynic acid,
whereas effective in their experimental effects on each system, was not successful enough
in the clinic to merit continued development (21,22). One consequence of these ap-
proaches was the conceptual design of a peptidomimetic inhibitor of GST-π,
γ-glutamyl-S-(benzyl)cysteinyl-R-–phenyl glycine diethyl ester (TLK199). It was shown
to potentiate the toxicity of numerous anticancer agents in different tumor cell lines. In
addition, TLK199 was shown to be an inhibitor of multidrug resistance-associated pro-
tein, which is a known multidrug efflux transporter (23). Preclinical and mechanism of
action studies with this agent revealed an unexpected effect in animals, namely that the
drug possessed myeloproliferative activity through disruption of the GST-π:JNK com-
plex (24,25). As an extension of these data, the company has sponsored a phase I/II trial
of TLK199 (now named Telintra™) in patients with myelodysplastic syndrome.

Another novel GSH peptidomimetic anticancer agent, NOV-002, is a platinum coor-
dination complex of oxidized glutathione. This drug has undergone significant clinical
testing in Russia, and evidence of efficacy has been reported in 340 patients with diseases
such as non-small cell lung cancer, colorectal, pancreatic, and breast cancer (26). These trials
are now being repeated in the United States. Of interest, the drug also acted on the bone
marrow, with increases in circulating lymphocyte, monocytes, T-cell, and NK cell counts.

Examples of GSH-activated prodrugs, which ultimately takes advantage of the el-
evated levels of GSH, include the novel thiopurine prodrugs cis-6-(2-acetylvinylthio)
purine (cis-AVTP) and trans-6-(2-acetylvinylthio)guanine (trans-AVTG), which are
α,β-unsaturated conjugates of the thiopurines 6-mercaptopurine and 6-thioguanine, re-
spectively. These prodrugs have been shown to react rapidly with cellular thiols (like
GSH) to yield the respective thiopurines as the major metabolites (27). As already men-
tioned, these drugs take advantage of the elevated levels of GSH observed in tumor cells,
and the upregulated levels of GSH associated with chemotherapeutic drug resistance.
Indeed, less bone marrow and intestinal toxicity was observed in mice after multiple
treatments with the prodrugs than after equivalent treatments with 6-thioguanine (28).
More recently, cytotoxicity analysis using the National Cancer Institutes’ anticancer
screening program showed the prodrugs to have enhanced in vitro cytotoxicity when
compared with the parent thiopurines (29).

Many efforts are focused on GST-targeted agents. The rationale for such efforts lies
with accumulated observations about GST expression in tumor and normal tissues. In
particular, the association between high levels of expression of GST isozymes and
malignancy and drug resistance (30) provided an ideal rationale for the design of GST-
π activated prodrugs. In many instances, the GST-π isozyme can accumulate to levels that
make it one of the more prevalent cytosolic proteins. In addition, even when the selecting
drug is not a substrate for GST-π, its expression is most readily enhanced in drug resistant cells.
Such data complicated interpretation of the connection between GST-π and drug resistance
in cell culture (31) and in clinical trials (26). Largely because of the connection between
GST-π, JNK, and apoptosis pathways (16), there is now a clearer understanding of why
increased GST-π is associated with so many divergent acquired drug resistant situations.

Exploitation of elevated levels of GSTs to preferentially activate drugs led to the
development of γ-glutamyl-α-amino-β(2-ethyl-N,N,N',N'-tetrakis (2-chloroethyl)
phosphorodiamidate)-sulfonyl)-propionyl-(R)-–phenylglycine (TLK286) and O2-[2,4-
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dinitro-5-(N-methyl-N-4-carboxyphenylamino) phenyl] 1-N,N-dimethylamino)diazen-
1-ium-1,2-diolate (PABA/NO). The early rationale for design, synthesis and testing of
TLK286 incorporated the principle that enhanced tumor GST-π levels would preferen-
tially activate more of the toxic phosphorodiamidate alkylating species (Fig. 2) with a
commensurate advantage in therapeutic index (32,33). Drug sensitivity is correlated with
increased levels of GST-π both in vitro and in vivo. TLK286 is also under active testing
in phase III settings for a number of disease states including non-small cell, ovarian, and
colon cancers.

Fig. 2. Structure of γ-glutamyl-α-amino-β(2-ethyl-N,N,N',N'-tetrakis (2-chloroethyl) phosphoro-
diamidate)-sulfonyl)-propionyl-(R)-–phenylglycine (TLK286) and its activation by glutathione
S-transferase-π (GST-π).
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Another more recent example of a GST-activated prodrug is PABA/NO, a novel nitric
oxide-releasing agent (34). Studies show that cells lacking GST-π in vitro are less sen-
sitive to the cytotoxic effects of PABA/NO. The activation of JNK and p38 also appears
to be important for the cytotoxic effects of PABA/NO, as the inhibition of these pathways
led to a reduction in cell death. In vivo antitumor data suggest PABA/NO as a good lead
compound for further structure activity and drug discovery efforts.

6. CONCLUDING REMARKS

The traditional view of ROS is that they have a negative effect on cell function and
viability, and therefore, substances that inhibit their reactivity (i.e., antioxidants) must be
beneficial to cells. The increasing recognition of roles of ROS in cell signaling and
modification of gene expression has forced a reevaluation of this simplistic view (35). It
has been demonstrated that GSH and GSTs have roles that extend much further than
simple detoxification reactions. Indeed, it is not unreasonable to predict that glutathionyla-
tion may provide regulatory control complementary to other well-studied and established
posttranslational modifications. Future studies will shed an advanced knowledge of the
proteins involved in the cells response to “stress” and the interplay of proteins within the
cell, with not only themselves in an enzymatic manner, but with other proteins in a
regulatory fashion.
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SUMMARY

Metallothioneins (MTs) are a family of proteins that bind some, but not all, heavy
metal ions essential for eukaryotic cell function (for example, zinc and copper), and
some that are both toxic and not required for cell function (for example, cadmium and
mercury). A role for MTs in metabolism and detoxication of heavy metals is strongly
suggested by the sensitivity of many MT genes to induction by heavy metals and the
ability of MT proteins to bind to many inducing metal ions. However, MT genes are also
induced by nonmetal toxins and the expression of MTs varies during normal physi-
ological events (proliferation, differentiation, and cell cycle), suggesting a role or roles
not directly related to heavy metal stress. One such role may be the homeostatic regu-
lation of zinc availability. Assessment of function of cells with abrogated MT expres-
sion (antisense downregulation of MT and MT gene knockout), increased MT
expression by virtue of transient or stable transfection of heterologous MT expression
vectors, and in vitro observation of direct and indirect interaction of MT protein with
cellular zinc-requiring enzymes and transcription factors has implicated MTs in events
modulating resistance to anticancer drug therapy, including zinc-dependent monocyte/
macrophage activation, hormone responsiveness, and transcription factor activity.
Evidence exists to suggest that MT (1) regulates immune cell functions by mediating
the activity of signal transduction proteins and transcription factors involved in mono-
cyte activation; (2) participates in resisting the effects of damage induced by toxins by
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regulating the function of the zinc-sensitive transcription factor metal transcription
factor 1, the antiapoptotic protein nuclear factor-κB, and the tumor suppressor protein
p53, and signaling through the glucocorticoid hormone receptor and other possibly
other hormone receptors; and (3) mediates these events in whole or in part by regulating
zinc. The importance of inflammation, hormone response, antiapoptotic and zinc-de-
pendent transcription factor function, and zinc regulation in cellular resistance to tox-
ins, coupled with understanding of how MT influences them, sets the stage for rational
therapeutic targeting of MT to enhance cancer treatment while sparing normal tissues.

Key Words: Metallothioneins; glutathione; cisplatin; free radical scavengers; pro-
tein sulfhydryls.

1. METALLOTHIONEINS AND METAL HOMEOSTASIS
1.1. Metallothionein Proteins

Metallothioneins (MTs) are a family of small (less than 10 kDa), metal-inducible,
metal-binding proteins found in a wide variety of organisms including bacteria, fungi,
and eukaryotic plants and animals. They are typically composed of 61 or 62 amino acids
(depending on the organism and MT isotype) organized into two globular domains (α and
β). Both domains contain a high proportion of cysteine residues—eleven in the α-domain
and nine in the β-domain—that are responsible for noncovalent, high-affinity metal ion
binding by digonal, trigonal, and tetrahedral associations (1). In mammals, zinc (and, to
a minor degree, copper) are the predominant metals bound to MT in the absence of
appreciable levels of other metal ions with higher affinity (for example, silver, mercury,
copper, and cadmium). Notably, MTs are the single most abundant group of intracellular
zinc-binding proteins in eukaryotic cells (2). Five to 10% of zinc in human hepatocytes
is bound to MTs (3). An essential biological function for MTs has not been identified,
although the remarkable homology among MT protein isotypes and across species (4)
implies that such a function or functions exists.

Although MTs have long been associated with resistance to toxicity resulting from
exposure to toxic metals and generators of reactive oxygen, their capacity to interact
directly with metal ions and oxygen radicals has been taken as evidence that they protect
by acting simply as “sacrificial scavengers” to intercept and directly inactivate toxic
molecules (5). More recently, it has been suggested that MTs play an indirect role by
controlling zinc bioavailability to zinc-requiring proteins that act in a broad range of
physiological events, including proteins that themselves directly mediate resistance to
toxic events and those that act indirectly by receiving and transducing extracellular
signals that alter cellular resistance to toxicity (transcription factors, hormone receptors,
metalloproteinases, superoxide dismutase and catalase, among others [6]). In this chap-
ter, we review the evidence surrounding this concept. Understanding the role(s) of MTs
in events mediated by these molecules can, potentially, lead to targeting MT expression
and/function as a therapeutic anticancer drug therapy.

1.2. MT Genes

Humans possess 16 MT genes clustered on the q13 region of chromosome 16, includ-
ing at least 11 that encode MT-1 (MT-1A, -1B, -1E, -1F, -1G, -1H, -1I, -1J, -1K, -1L, and
-1X, some of which appear to be incompetent in directing production of MT protein), and
single copies of MT-2 (also referred to as MT-2A), MT-3, and MT-4. Related genes
(metallothionein-like 5 [MTL-5], encoding tesmin protein; and MT-M and MT-E) have
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also been reported (reviewed in ref. 7). Rodents have only four MT genes, clustered on
chromosome 8 (MT-1, MT-2, MT-3, and MT-4) (2–4), although additional MT-related
mouse genes (mouse MTL-5 and “MT-1 activator”) have been reported (reviewed in ref.
7). MT-1 and MT-2 are expressed at basal and inducible levels in virtually all tissues, with
highest capacity for expression in liver. MT-3 and MT-4 are restricted to certain tissues,
with MT-3 produced predominantly in brain in glutaminergic neurons, and at very low
levels in pancreas and intestine (8–11). MT-4 is limited to squamous epithelial cells of
the skin and tongue (8). A role for MTs in detoxication of metals is supported by the
ability of MT to bind to, and be induced by, heavy metals. However, MT-1 and MT-2 are
expressed in virtually all tissues and are correlated with a wide variety of physiological
events not directly associated with toxic metal insult. Increased expression of both are
associated with proliferation, without metal induction, in a human prostate stem cell line
(12), in rat kidney undergoing compensatory hypertrophy (13), in proliferating human
cancer cells (9,12,14,15), and in human monocytes undergoing respiratory burst (16,17).
The level and intracellular location of MT-1 and MT-2 is developmentally regulated in
some cells and tissues (7,18–24). MTs may protect against carcinogenesis (25–28), and
nuclear MT has been proposed to regulate and/or protect against nuclear oxidant events
during cell cycle progression (29,30), including oxidant-induced nuclear zinc release
(31)—MTs are capable of binding and inactivating reactive oxygen intermediates and
may also protect against these toxic species (29,32,33). MTs are, therefore, associated
with proliferation, hypertrophy, differentiation, immune cell activation, and resistance to
toxins of multiple types in addition to toxic heavy metals.

2. METALLOTHIONEINS AND ZINC
The multiple circumstances under which MTs are expressed has fuelled speculation

about their function(s). Notably, MTs are bound primarily to zinc in mammalian cells,
suggesting a role in homeostasis of this multifunctional metal ion. A broad range of
proteins important in the processes described above require zinc for activity and zinc-
associated MTs could supply zinc to (or, depending on relative affinity, sequester zinc
away from) mammalian metalloproteins, including transcription factors and hormone
receptors (34,35). Unlike strongly redox-active ionic copper and iron, the participation
of zinc ions in oxidation-reduction reactions does not readily lead to the formation of
damaging free radicals as side products. In addition, zinc can act as an antioxidant to
inhibit oxidation by other redox-active metal ions. Zinc competes with redox-active
metal ions (including those of iron and copper) for binding to cellular macromolecules,
decreasing their capacity to generate toxic hydroxyl radicals (HO•) through Fenton-like
reactions (36), and association of zinc with sulfhydryl groups also protects proteins
(including δ-aminolevulinate dehydratase, alanyl tRNA synthetase, farnesyltransferase,
tubulin, dihydroorotase, and zinc finger proteins) against oxidative denaturation (37).
Zinc, therefore, contributes to the structure and activity of enzymes and DNA-binding
proteins with less danger of oxidative damage to DNA and other molecules required for
cell viability and normal function: a quality that may explain the fact that zinc is an
essential cofactor in over 3000 signal transduction proteins and transcription factors, and
more than 300 enzymes, including copper/zinc superoxide dismutase with activity in
preventing superoxide radical damage, and DNA repair proteins responsible for main-
taining the restoring DNA integrity after damage (32,38).

 Zinc is a dietary micronutrient that is absorbed by the intestine, associated primarily
with albumin in blood, and transported into and within cells by the ZRT-, IRT-like
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protein, and cation diffusion facilitator families of zinc transporters (39). Albumin has a
relatively low affinity for zinc and zinc-albumin constitutes a small, readily available
zinc pool that can be rapidly exhausted to produce mild to severe deficiency (40–42). Zinc
deficiency is, in fact, a reality in a significant portion of the North American population,
with 10% of individuals consuming less than half the recommended level (43). Defi-
ciency is associated with a broad range of clinical disorders (including sickle cell anemia,
renal disease, chronic gastrointestinal disorders and acrodermatitis enteropoathica, and
HIV infection) and is common in children with diarrhea and among the elderly. Zinc
status is tightly linked to antibody and cell-mediated immune integrity in humans and
animals (42,44,45). Furthermore, zinc deficient cell culture (46) and rodent models (47)
have increased susceptibility to oxidative damage to DNA and proteins, and zinc supple-
mentation offers protection against progression of pathologies associated with free radi-
cal-induced damage, including age-related macular degeneration in humans (48,49),
chemically induced diabetes in mice (44), and UV-induced DNA damage and death in
human fibroblasts in culture. The antioxidant capacity of zinc, coupled with the require-
ment of multiple proteins regulating cellular responses to redox damage for zinc, suggest
that zinc deficiency can contribute to the development and progression of diseases (in-
cluding cancer) by enhancing damage to genes and proteins, and by altering or impairing
zinc-dependent responses to that damage (50).

 The urgent mammalian requirement for zinc, coupled with the ease with which it is
depleted, suggest that multiple mechanisms exist to maintain and regulate the cellular
supply of zinc ions. Evidence exists to support the concept that MTs are homeostatic
molecules, and alteration of MT levels in cells will affect the activities of zinc-requiring
proteins that mediate cell functions including signal reception and transduction, gene
transcription, and immune cell activation (51,52).

3. METALLOTHIONEIN, ZINC, AND ZINC-REQUIRING
PROTEIN FUNCTION

DNA metabolizing and signal transduction proteins require zinc (52–54). For ex-
ample, glucocorticoid receptor (GR) and estrogen receptor, among other members of a
multigene hormone receptor family, require association with zinc for stability and activ-
ity (55). Removal of zinc from GR by chelation produces an apoprotein that does not bind
to glucocorticoid response elements in DNA. DNA binding is restored by zinc addition
(34,53). Although in vivo requirement of MTs for hormone receptor function has not
been demonstrated, MT genes are classically inducible by glucocorticoid hormones and
hormone analogues (56,57), the cellular level of zinc-associated MT is positively corre-
lated with glucocorticoid receptor activity in rodent cells (58), and MTs have been dem-
onstrated in vitro to donate or remove zinc from hormone receptors (reversible zinc
exchange in vitro between MT-2 and the estrogen receptor zinc finger has been reported
in vitro [7]). Although a role for MT in regulating the zinc status of hormone receptors
is an intriguing possibility, there is no direct evidence MTs suppress or enhance receptor
activity by modulating zinc availability—under normal conditions, zinc might be di-
rectly available to zinc-requiring proteins, without association with “zinc gatekeepers”
or “zinc chaperones.” A critical question arises: Is zinc association with zinc-requiring
proteins regulated to control the activity of those proteins? For this to be possible, the
availability of zinc within cells must necessarily be limited. A readily available pool of
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zinc for all proteins requiring them would frustrate strategies to control access to zinc
ions. However, virtually all cellular zinc is associated with macromolecules and “free” zinc
is extremely limited (53). Storage of zinc ions by association with high-affinity mol-
ecules, coupled with direct or indirect transfer from that binding species to zinc-requiring
(and possibly zinc-regulated) molecules would constitute a point of potential control,
especially where zinc levels are limited. Furthermore, chaperone-mediated regulation of
essential metals has been observed and described. Copper, for example, is regulated by
specific transporters and intracellular chaperones elucidated in yeast, but which imply
analogous metal ion regulation in higher eukaryotes, including humans (59). Evidence
now suggests that MTs may act as intracellular zinc chaperones, regulating zinc availabil-
ity to proteins that mediate resistance to damage and cellular responses to damage events.

4. REGULATION OF MT GENE EXPRESSION

MT-1 and MT-2 genes are widely expressed in many tissues and cell types. Expression
is maintained at basal levels in the absence of administration of exogenous agents, and
in response to an exceptionally broad range of signaling events mediated by multiple
transcription factors including AP1, AP2, SP1, steroid hormone receptors, cytokines, and
others (7). Transcription factors that mediate both basal and induced MT gene expression
interact with multiple promoter/enhancer elements, often involving transcription factor
interactions that are poorly understood. However, it is clear that metal response elements
([MREs] present in multiple copies in MT-1 and MT-2 genes), antioxidant response
elements (overlapping with an upstream stimulatory factor-binding site in MT-1 genes),
and glucocorticoid response elements, and signal transducer and activator of transcrip-
tion response elements are of high importance, in addition to others. Variations in chro-
matin structure, DNA methylation, and poorly understood posttranscriptional events also
appear to modulate MT expression (7). Stress from heat, cold, physical trauma and other
conditions—including oxidative stress induced by administrative of exogenous chemi-
cals that generate hydroxyl radicals (hydrogen peroxide) and superoxide radicals (tert-
butyl hydroquinone and menadione), and mitochondria-specific reactive oxygen
generators (antimycin A and 2,4-dinitrophenol [60])—induce MTs in many organs in
whole animals (61). MTs are classically induced by soluble metal ions to which they bind
(zinc, cadmium, mercury, copper, and Bi), and by some metals that do not bind to MTs
(nickel and cobalt) (62). These metal ions enter cells by multiple processes (2) including
specific eukaryotic metal ion transporters (39,63). MREs embedded in the promoters of
MT and other genes bind the transcription factor metal transcription factor (MTF)-1
(64,65), which is essential for basal, metal-induced, and oxidant stress-induced MT
induction (66).

5. METAL TRANSCRIPTION FACTOR 1

MTF-1 is an MRE-binding protein that is ubiquitously expressed in mammalian cells
(67). Homozygous knockout of MTF-1 genes in mice is lethal to embryonic mice because
of the essential nature of the protein for liver development and stress responses (68,69).
On the other hand, MTF-1 can be eliminated in adult mice without compromising viabil-
ity, although MTF-1 conditional knockout mice have increased susceptibility to heavy
metal stress (70). MTF-1 appears to play dual roles—one in liver development that is
essential for viability, and the other in response to cell stress that is required only under
those stress conditions.
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 MTF-1 contains, in the N-terminal region, six Cys2-His2 “zinc fingers” that mediate
noncovalent interaction of the protein with DNA. MTF-1 protein is maintained by con-
stitutive MTF-1 gene transcription and mRNA translation in human and rodent cell lines
(71), although the MTF-1 protein is prevented from mediating high basal MT gene
activity, limiting its access into the nucleus. Stress or metal ion exposure induces MTF-
1 translocation from the cytoplasm to the nucleus where MTF-1 binds to MREs in the
promoter region of MT-1 and MT-2 genes, including direct or indirect interactions with
components of the RNA polymerase II transcriptional complex (72,73). Although MTF-
1 binding to DNA is reversibly activated by a variety of metal ions that induce MTs, zinc
(and only zinc) directly binds to MTF-1 (74,75). Of the six zinc fingers, four or five are
normally bound to zinc under physiological conditions. On the other hand, one (and
possibly two) is a “zinc-sensing” finger that is not occupied by metal in the absence of
excess added zinc, even when zinc levels are adequate to maintain viability (76). MTF-
1 is, therefore, both zinc dependent (i.e., requiring zinc for activity) and zinc sensitive
(i.e., has variable activity within the range of physiological variation in intracellular zinc
concentrations), and variations in zinc availability regulate MTF-1 activity. However,
the mechanism(s) by which MTF-1 is regulated appear to be more complex than simple
zinc association. MTF-1 can be phosphorylated on metal induction through activation of
a kinase signaling cascade including protein kinase C (PKC), phosphoinositiol-3 kinase,
c-jun N-terminal kinase, and a tyrosine-specific kinase (77), suggesting that metal ions
can activate MTF-1 by stimulating kinase activity. Release of MTF-1 from inhibitory
regulatory molecules has also been proposed as process to regulate activity (78). Al-
though it is clear that zinc is a critical component of MTF-1 activation, its association with
MTF-1 does not appear to be the sole activating event.

MTF-1 activates, not only MT genes, but also other genes important in response to
stress and resistance to toxicity. γ-Glutamyl-cysteine synthetase heavy chain (γ-GSChc)
is a key enzyme for synthesis of the radical scavenger glutathione (GSH), and has been
suggested to be MTF-1-regulated (79). GSH has been implicated in resistance to several
chemotherapeutic agents, including platinum-containing compounds, alkylating agents
(for example, melphalan), anthracyclines (including doxorubicin), and arsenic. A re-
quirement for GSH in multidrug resistance protein-mediated anthracycline resistance
(and possibly arsenic resistance) through efflux of these toxic agents has suggested by
demonstration of impaired multidrug resistance protein activity following GSH deple-
tion. On the other hand, GSH levels in embryonic livers in MTF-1 knockout mice have
been observed to be at least as high as in wild-type littermates. This suggests that MTF-
1 direction of γ-GCShc expression may not be critical, at least under these developmental
circumstances (80).

In addition to γ-GCShc, the genes encoding the transcription factor C/EBP-α, embry-
onic α-fetoprotein, the zinc transporter ZnT-1, and placental growth factor are also likely
targets of MTF-1 (81). C/EBP-α participates in maintaining the differentiated,
nonproliferative state in hepatocytes (82), and is induced during acute phase response
(83,84), indicating a role in response to stress. α-Fetoprotein, in addition to other func-
tions, is a scavenger of heavy metal ions and reactive oxygen (85). ZnT-1 plays an
important role in regulating intracellular zinc levels and metabolism (86), and placental
growth factor is a member of the vascular endothelial growth factor family of angiogenic
factors and is induced in an MTF-1-dependent manner in fibroblasts (87). Furthermore,
MTF-1 appears to be directly involved in tumor development. Loss of MTF-1 results in
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increased activity of transforming growth factor β1 and tissue transglutaminase (both of
which are involved in extracellular matrix production), and delayed tumor growth and
reduced vasculature density in ras-transformed mouse embryonic fibroblasts (88). Over-
all, MTF-1 appears to be a critical transcription factor, not only in mediating cellular
responses to stresses induced by a variety of toxins including chemotherapeutic agents,
but also in physiological events contributing to tumor growth and malignancy.

 The activity of MTF-1 and other zinc-binding transcription factors depends on a
metalloregulatory protein or proteins that do not, themselves, have DNA-binding or
transactivation capacity (35). Such a metalloregulatory protein would respond to an array
of disparate signals by adding or removing zinc, and only zinc, from zinc-requiring
transcription factors. Metallothioneins are candidates for this role (Fig. 1). They bind
different metals with different avidity—zinc associates with MT with a stability constant
(~1011) that is ~100-fold less than that of copper, mercury, silver, or cadmium (18). Zinc
displaced by binding to higher-avidity metals (125) or by redox conditions present during
stress (45) would be available to zinc-dependent proteins. Such a high affinity, metal- and
stress-responsive zinc carrier, capable of supplying zinc to both high avidity proteins (by
direct transfer) or to low-avidity proteins (by release of zinc after reactive oxygen inter-
action with MTs) would conceivably be important in maintaining an intracellular store

Fig. 1. Model of proposed “metal sensor” and “zinc regulatory” roles for metallothionein. Metal
ions or reactive oxygen (exogenous or endogenous) leads to release of zinc from metallothioneins.
Released zinc activates zinc-sensitive, zinc-dependent transcription factors mediating drug resis-
tance (see text for details). Me, heavy metal ions; MT, metallothioneins; ApoMT, metallothioneins
partially or completely depleted of zinc; Zn, zinc ions; MTF-1, metal transcription factor 1; NF-
κB, nuclear factor κB; p53, tumor suppressor protein 53; ZnT-1, zinc transporter 1; γ-GCS, γ-
glutamyl cysteine synthetase, a key enzyme in the production of glutathione.
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of zinc when dietary sources are limited. In support of this, MT-1/MT-2 knockout mice
(89,90) have heightened sensitivity to zinc deficiency leading to retarded kidney devel-
opment and in utero mortality (91). In addition, in vitro transcriptional activation of
MRE-driven genes by MTF-1 requires zinc-saturated MT—free zinc alone, or zinc-
deprived MT, are not sufficient (65,78). MT appears, therefore, to be a necessary factor
in regulating zinc availability to zinc-dependent MTF-1. Similarly, in rodent cells trans-
fected with a reporter gene driven by an MTF-1-responsive promoter, increased MT-1
levels enhanced zinc-induced gene expression, an observation that correlates MT with
MTF-1-mediated transcription in a concentration-dependent manner (92). Furthermore,
mouse fibroblasts adapted to growth in severely zinc-depleted medium have amplified
MT genes and elevated MT gene expression, suggesting that MT confers an advantage
in coping with scarce zinc, possibly by acting as a high affinity storage depot to conserve
zinc for selected physiological processes necessary for survival under conditions when
dietary zinc is not readily available, is in high demand because of stress, or both (93).
Thus, MTs can mediate zinc-responsive gene expression and may regulate zinc availabil-
ity, especially under low environmental zinc conditions where increased zinc transport
would have diminished capacity to increase intracellular zinc levels.

6. METALLOTHIONEIN AND NUCLEAR FACTOR-κB AND p53 ACTIVITY

The Rel family nuclear factor (NF)-κB transcription factors are candidates for regula-
tion by MT. They are dimers, with the p50/p65 complex the most abundant form in
mammals (94). NF-κB interacts with an inhibitory protein (an inhibitor of NF-κB [IκB]
family member) in cytoplasm (95) or the nucleus (96) to block nuclear localization and
transcriptional activity. IκBs are degraded in response to diverse stimuli to allow NF-κB
to enter the nucleus, bind target DNA elements, and regulate genes involved in immune
response, growth, and apoptosis (94). NF-κB is required to protect cells from apoptosis
induced by tumor necrosis factor (TNF) and other stimuli through activation of
antiapoptotic genes (97). Like NF-κB, MTs are antiapoptotic—antisense downregulation
of MT expression stimulates apoptotic death (98,99). Contradictory reports either support
(99–101) or do not support (102–104) a role for MT in regulating NF-κB (105). To resolve
the controversy, we examined NF-κB protein levels and NF-κB-dependent reporter gene
activity in clonal fibroblastic cell lines from normal (MT-WT) and MT-1/MT-2 knockout
(MT-KO) embryonic mouse kidneys. Using a time-resolved dissociation-enhanced lan-
thanide fluoroimmunoassay immunoassay developed in our laboratory to improve mea-
surement of MT (106), we confirmed lower basal levels of MT and lack of metal-induced
MT in MT-KO cells. MT-KO cell lines had dramatically reduced levels of NF-κB subunit
p65 (but not of the NF-κB p50 subunit, or of IκBα), had less than half the expression of
a transfected NF-κB-dependent reporter, and were more sensitive to apoptosis induced by
tert-butylhydroperoxide. Decreased nuclear localization of p65 in MT-KO clones was not
responsible for differences in NF-κB activity. In fact, MT-KO cells had higher nuclear
levels of p65 than MT-WT cells in spite of lower overall cellular levels, suggesting that
MT regulates the specific activity of NF-κB. Reconstitution of MT by stable incorporation
of mouse MT-1 expression in multiple clonal populations of MT-KO cells (MT-KO2

+mt)
increased NF-κB p65 (but not IκBα or NF-κB p50), and increased NF-κB-dependent
reporter activity and resistance to apoptosis. These observations strongly support a role
for MT in regulating NF-κB subunit levels and NF-κB function.
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The mechanism by which MTs mediate NF-κB is not known, but there is a wealth of
evidence to suggest that they regulate zinc (6,58). However, in vitro evidence reveals that
MTs can both donate and sequester zinc depending on relative affinity, overall zinc
status, and cellular location of MTs and zinc-dependent proteins (6). MT-1 and MT-2
bind 7 zinc atoms, but only one or two are readily available for transfer (107). The
remaining zincs require disruption of zinc-thiol coordinate covalent bonds for release. It
is possible that MTs with an incomplete complement of zinc (apo-MT) could sequester
zinc when it is scarce, lowering zinc availability to other proteins. For example, moderate
overexpression of MT-2 in a human breast cancer-derived cell line (MCF-7) enhanced
the transcriptional activity of the zinc-dependent transcription factor and tumor suppres-
sor protein p53, but high-level overexpression suppressed p53 activity (106). Zinc-
depleted MT has also been reported to selectively activate enzymes in which zinc is bound
at an inhibitory site, without removing zinc from the catalytic site of metalloenzymes—
an effect suggested by the authors to be because of selective sequestration of zinc by MT
(108). Finally, cells selected for survival under low zinc conditions had high MT expres-
sion, but transcription of a transfected MTF-1-responsive reporter construct was sup-
pressed, consistent with the interpretation that, in low zinc, MT sequestered scarce zinc
ions away from zinc-sensing MTF-1. These observations are consistent with the hypoth-
esis that, in low zinc, zinc-dependent transcription factor activity (including transcription
factors such as p53 and NF-κB that have important roles in modulating apoptosis and
sensitivity to toxins) may be (1) more dependent on MT than in the presence of sufficient
zinc (if MT has a full complement of seven zinc ions, with one or two available for transfer
to zinc-requiring proteins), or (2) inversely dependent on MT (if MT binds less than seven
zinc ions, bound in the molecule’s interior and unavailable for ready transfer). If either
of these hypotheses is correct, then the case for zinc regulation by MT to mediate NF-κB
and/or will be strengthened. If not, then the alternative hypothesis that MTs regulate
NF-κB activity independent of zinc will grow in importance. These possibilities have
implications for NF-κB function in the face of variable zinc levels in humans. Investiga-
tion of the role of MT in regulating NF-κB activity through zinc regulation, by assessing
NF-κB function in cells with altered MT and depleted or supplemented zinc levels, is an
important area for further investigation.

7. METALLOTHIONEIN AND GLUCOCORTICOID
HORMONE RESPONSIVENESS

A mouse mammary tumor cell line (2305) with a stable, mouse mammary tumor virus-
driven vector containing a chloramphenicol acetyltransferase (CAT) reporter gene has
been used to test the role of MT in GR activity. This vector responds to the artificial
glucocorticoid dexamethasone (DEX), which stimulates GR translocation to the nucleus
and GR-mediated transcription. An antisense MT-1 expression vector (capable of down-
regulating both MT-1 and MT-2) reduced MT-1 mRNA to only 40% of the amount in
control cells (109). This resulted in a small (approximately 10%) but significant decrease
in DEX-induced CAT activity. Considering that zinc in fetal bovine serum medium (~4 µM)
could be an alternative source and diminish the putative role of MT as a zinc regulator,
the serum was chelated to reduce zinc to less than 0.3 µM. Under these conditions, DEX
responsiveness was reduced by 25% in MT-expressing cells—a nearly threefold en-
hancement of suppression (109). Furthermore, zinc, mercury, and heat shock treatment
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of 2305 cells (but not copper or cadmium induction) enhanced response of a DEX-
inducible CAT reporter construct (58,110). The significant factor that correlated with
enhancement of hormone response was not the absolute MT protein level, but the level
of zinc-associated MT. For example, treatment with cadmium or copper increased MT,
but the resulting cadmium- and copper-bound MT had no effect on DEX-induced CAT
expression. Heat shock did not increase MT protein, but increased both the amount of MT
associated with zinc and DEX-responsiveness. Collectively, these data strengthen the
concept that MT mediates GR activity by regulating zinc. The importance of MT in GR
activity is accentuated under conditions of low zinc availability, consistent with the
susceptibility of MT knockout mice to adverse effects associated with zinc deprivation.

  The multiple functions of GR in events related to cancer (growth, development, and
death), and the potential of the stress- and metal-inducible protein MT to mediate GR
activity, suggests that modulating MT expression may alter tumor cell growth and devel-
opment, potentially for therapeutic benefit.

8. METALLOTHIONEIN, INFLAMMATION, AND CANCER

Cell-mediated immune responses, including infiltration of macrophages into tumors
during inflammation, have profound impact on tumor progression. The implications of
inflammation for tumor behavior are complex and can be neutral, lead to tumor rejection,
or lead to enhanced tumor growth depending on tumor characteristics and the nature of
the inflammatory response (111). However, suppression of cell-mediated immune re-
sponses is associated with many tumors, including melanoma, colorectal, and prostate
cancer (112,113). Modulation of inflammatory responses, particularly suppression, may
be of value in inhibiting human tumor growth.

 Zinc is essential for proteins mediating activation of monocyte/macrophages
(114,115). Activation proceeds through a G-protein-linked pathway, including phospho-
rylation of protein kinases leading to a cascade of events resulting in cytokine production
and arachidonate release. PKC and inositol 1,4,5-triphosphate are activated, and active
PKC releases NF-κB from IκBα. Released NF-κB is translocated to the nucleus to
control transcription of multiple genes mediating activation, including IL-1α, IL-1β, and
TNF-α (116,117). There is circumstantial evidence that MTs may mediate innate immu-
nity (which includes monocyte/macrophage action among the action of other cell types)—
MT-KO mice are protected against TNF-induced systemic inflammatory response
syndrome, and MT-1-overexpressing transgenic mice are more sensitized to the lethal
effects of TNF, compared to wild-type mice (118), consistent with the hypothesis that MT
influences the activity of zinc-requiring monocyte activation proteins.

MT expression is elevated in primary human monocytes, and a human monocytic cell
line (THP-1), after activation (16). Although it was initially hypothesized that increased
MT was not involved in the activation process and only provided protection against
damaging reactive oxygen generated during activated monocytes undergoing respiratory
burst, antisense RNA to suppress basal, cadmium, and lipopolysaccharide (LPS)- and
cadmium-induced MT in human THP-1 monocytes completely abolished subsequent
LPS and granulocyte-colony stimulating factor activation, without reducing viability
(17). Therefore, MT induction concomitant with activation did not appear to mediate
resistance to resistance to reactive oxygen. Loss of activation potential as a result of MT
downregulation indicated a role for MT in monocyte activation.
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MT-KO mice provide a model to study the effect of MT loss on primary monocyte/
macrophages. These animals are phenotypically normal but sensitive to cadmium and
oxidant activity, and have reduced zinc uptake suggesting that zinc homeostasis in these
animals is disturbed (119). Innate immune function (monocyte/macrophage activation)
is compromised in MT-KO mouse monocytes, consistent with reduced sensitivity to
systemic inflammatory response syndrome in MT-KO mice (120). Characterization of
the effects of MT loss and gain on monocyte/macrophage action, and assessment of the
putative zinc homeostatic role of MT as the mechanism by which it mediates monocyte/
macrophage function, will be important future areas of investigation with implications
for strategies for cancer treatment through modulation of inflammation.

8.1. Metal Salts Inhibit LPS-Induced Activation Without Decreasing
Cell Viability

Metal salts can inhibit cell activity through direct toxicity to critical cellular mol-
ecules and structures. On the other hand, they can also change cell behavior by inducing
specific genes (including MT). Therefore, metals may affect cell function by directly
damaging cell components, or by transmitting or influencing signals controlling gene
expression. To explore this, the ability of low-level metal salt pretreatment to alter
monocyte behavior without decreasing viability has been measured. Treatment of THP-
1 cells with low levels of zinc, cadmium, or mercury had no effect on viability or
proliferation, but significantly induced MT mRNA and dramatically reduced LPS ac-
tivation potential (120). Zinc chloride pretreatment of primary human peripheral blood
monocytes similarly inhibited activation potential (16). Interestingly, LPS induction
after zinc pretreatment dramatically decreased MT mRNA and protein expression (op-
posite to the effect of LPS activation of cells not pretreated with metal salts), suggesting
a novel zinc-induced alteration in MT gene response to LPS in monocytes (16). Zinc
levels used were similar to those found in normal human serum (121), and had no toxic
effect as assessed by dye exclusion and radiolabel incorporation during run-on tran-
scription in isolated nuclei.

These data indicate that nontoxic pretreatment of monocytes with metal salts induces
MT and diminishes human monocyte activation potential. Given the apparent importance
of MT in mediating activation revealed by antisense MT and in MT-KO mice, this was
unexpected, but of potential therapeutic interest (particularly with respect to zinc) to treat
pathological conditions involving chronic upregulation of innate immune functions (such
as rheumatoid arthritis, infectious disease, and inflammatory bowel disease [122] and
cancer [111–113]). There are at least three possible explanations. First, MT levels might
need to be in a relatively narrow range to mediate induction of activation: either increas-
ing or decreasing those levels would have a negative effect. Second, metal treatment
might affect activity of signaling proteins mediating activation, without decreasing cell
viability and without involvement of MT. Third, metal treatment can affect expression
of other genes in addition to those encoding MT. Non-MT factors induced by metals
might act independently, or in conjunction with MT, to inhibit activation potential. Ex-
ploration of these possibilities using cells with genetically altered MT expression, and
monocytes isolated from transgenic MT-overexpressing (123) and MT-KO mice (89,90)
with elevated and abolished MT expression (respectively) will be important. The activa-
tion potential of these cells, with or without metal pretreatment, will assess the involve-
ment of MT in monocyte activation, and in metal-induced suppression of activation.
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9. THE CONNECTION BETWEEN GR, NF-κB, AND INFLAMMATION

There is an important connection between immune function, NF-κB and GR activity,
and the potential influence of MT. Both NF-κB and GR control the expression of many
inflammatory and immune genes, including those regulating monocyte/macrophage
activity (both IL-1β and TNF-α activate/are activated by NF-κB in a proinflammatory
regulatory loop, and glucocorticoids induce anti-inflammatory genes and inhibit pro-
inflammatory gene expression) (124). NF-κB engages in crosstalk with other transcrip-
tion factors important in innate immune function, including GR (125). GR transrepresses
NF-κB (and vice versa) through a direct protein:protein interaction with the p65 subunit
of NF-κB, the component revealed to be regulated by MT in studies of MT-KO and MT-WT
cells (105). Close examination of the role of MT in regulating these factors and functions
separately, and their influence on each other, has important implications for enhancing
therapy (combining drugs to target both transcription factors and signaling pathways, and
MTs) of pathological conditions involving innate immune action, including cancer.

10. CONCLUSION

Metallothioneins can act as sacrificial scavengers to directly intercept toxins (includ-
ing metal ions and reactive oxygen species) that can damage cells and/or transmit signals
regulating multiple physiological events, including resistance and sensitivity to toxic
agents. In addition, a new role for metallothioneins as regulators of zinc-requiring and
zinc-sensing transcription factors is emerging. Those transcription factors, including NF-
κB, p53, GR, and MTF-1 have important roles in regulating cellular events important in
inflammation and apoptosis, proliferation, and tumor development and progression.
Critical questions that require further investigation include evaluation of the putative role
of MT in regulating the zinc status of transcription factors to modulate their activity, and
assessment of the potential to alter MT in tumors or normal cells to enhance the effective-
ness of chemotherapeutic drugs designed to induce apoptosis, or to alter signaling events
in human tumors for therapeutic benefit.
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SUMMARY

Intrinsic drug or multidrug resistance in previously untreated tumors is often the
major obstacle to the success of cancer chemotherapy. Understanding the molecular
mechanisms underlying these conditions is a prerequisite to the design of novel strat-
egies aimed at improving current clinical protocols. This chapter focuses on recent
experimental evidence concerning two of the features most commonly encountered in
multidrug resistant cancer cells: (over)expression of multidrug transporters and dis-
abling of apoptotic pathways.
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1. INTRODUCTION

It is common knowledge that tumors derived from different tissues exhibit widely
varying degrees of susceptibility to anticancer agents, from the exquisitely sensitive
testicular germ cell tumors to the drug refractory pancreatic and glial cancers. Failure of
tumors to respond to anticancer drugs can depend on host-related factors and/or on the
genetic makeup of cancer cells (Table 1; for a recent review see ref. 1). Some of these
factors (e.g., alterations of drug targets, deficits in specific drug-metabolizing enzymes)
result in resistance to a small number of structurally or functionally related drugs. All too
often, though, tumors are found to be simultaneously resistant to several drugs differing
in chemical structure and/or mechanism of action; that is to say, they exhibit the notorious
multidrug resistant (MDR) phenotype. Host and cellular factors can both contribute to the
MDR phenotype (Fig. 1), drastically restricting viable chemotherapeutic options.
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Table 1
Factors Involved in Anticancer Drug Resistance

Immunomodulation
Pharmacogenetic features:

failure to achieve optimal serum drug levels due
to altered ADMEa

Host factors low tolerance to drug-induced side effects
(requiring use of suboptimal drug doses)

Restricted drug access to tumor site
Microenvironmental cues

Altered expression of drug transporters
Genetic/epigenetic Quali-/quantitative alterations of drug target(s)

features of cancer cells Changes in intracellular drug handling/metabolism
Changes in DNA repair activities
Alterations in apoptotic pathways

aADME, absorption, distribution, metabolism, excretion.

Our current understanding of the mechanisms underlying MDR was largely derived
from studies based on selection and analysis of drug-resistant sublines in monolayer
tissue culture systems. However, such studies completely overlook the importance of
host-related factors and microenvironmental cues in tumor cell response, and generally
fail address the problem of the inherent resistance encountered in the clinic in drug naive
tumors. Yet, intrinsic or de novo resistance plays a critical role in the limited success of

Fig. 1. Biological and bochemical mechanisms of drug resistance.
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chemotherapy in some types of cancer, including colorectal and pancreatic carcinomas,
non-small cell lung cancers and melanomas. Furthermore, intrinsic resistance, albeit
usually present at low levels, may facilitate acquisition of additional cytoprotective
features, leading to a full-blown resistant phenotype. Thus, understanding the genesis of
intrinsic resistance may provide a rational basis for improvement of current therapeutic
protocols, including those involving novel targeted agents.

The following paragraphs will review the state of the art concerning some aspects of
intrinsic anticancer drug resistance, with an emphasis on mechanisms underlying the
MDR phenotype. Factors related to tumor microenvironment have emerged as critical
determinants of inherent chemoresistance in solid tumors; however, they will only briefly
be dealt with, as they are specifically addressed by other authors in this book. The present
chapter focuses on the role played by multispecific drug transporters and by disruption
of apoptotic pathways in the response of unselected cancer cells to anticancer drugs; other
biochemical determinants of resistance, such as glutathione-dependent detoxification
processes and DNA repair enzyme activities, will be discussed elsewhere in this volume.

2. MICROENVIRONMENTAL CUES AND DRUG RESISTANCE

The notion that tumor cells respond very differently to therapy when they grow as a
solid mass than when they grow as cell suspensions or monolayers can be traced back to
the early 1970s (2); Teicher and colleagues subsequently showed that very high levels of
resistance to anticancer agents can be achieved under in vivo growth conditions that
disappear in vitro (3). Since then, the consequences of three-dimensional growth on
tumor cell behavior has been extensively investigated using multicellular spheroids (MS)
to reproduce some of the aspects encountered in solid tumors. As the tumor mass increases
in size, increasingly severe limitations are imposed on the diffusion of oxygen and nutrients,
eventually leading to heterogeneous cell behavior in different regions of the tumor, as
regards both cell proliferation and response to cytotoxic agents (reviewed in ref. 4). On
oxygen deprivation, the cells initiate a pleiotropic adaptive response centered on activa-
tion of the transcription factor hypoxia-inducible factor (HIF)-1 (5). Whereas this may
lead to apoptotic death of a fair percentage of cells in a tumor population, survivors
become tolerant to hypoxia-induced damage, likely by disabling one or more steps in
apoptotic pathways. Such changes may also help tumor cells to overcome other insults,
including chemotherapy-induced DNA damage, and thus may contribute to drug resis-
tance (6). Interestingly, tumor cells grown as MS have been found to express important
biochemical determinants of drug resistance, such as high levels of the multidrug-
specific transporter ATP-binding cassette ABCB1 (also known as P-glycoprotein) (7)
and reduced activity of the mismatch repair system (8), and many of these alterations can
depend on HIF-1 activation (9,10).

Also critical for solid tumor growth is the network of mutual interactions that the tumor
cell establishes with neighboring tumor cells, with different types of normal cells present
in the tumor stroma and with components of the extracellular matrix. Homotypic inter-
actions among tumor cells are mediated by the E-cadherin family of surface proteins, and
disruption of these interactions was found to restore sensitivity of MS to various drugs
(11). Other mechanisms depend instead on tumor cell interactions with components of
the extracellular matrix, shifting the focus on the role of the integrin family of membrane
glycoproteins as a likely source for cytoprotective signals that may ultimately lead to drug
resistance (reviewed in ref. 12). In summary, tumor chemoresistance, particularly in solid
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tumors, depends at least in part on survival signals developed under stressful conditions
during tumor growth and/or on the ability of tumor cells to establish and maintain an
efficient network of homo- and heterotypic interactions with other cells and with the
tumor stroma. The design of novel approaches to overthrow these cellular strategies, e.g.,
by targeting the HIF-1 transcription factor (5,13), is under way.

3. MULTISPECIFIC DRUG TRANSPORTERS AND INTRINSIC
DRUG RESISTANCE
3.1. ABC Transporters

Most transporters involved in the MDR phenotype belong to the superfamily of the
ABC (ATP-binding cassette) membrane transport proteins, which to date includes 48
members, grouped into seven subfamilies (A–G) (14). The first to be identified, in 1976,
was the 170 P-glycoprotein (now indicated as ABCB1), a surface glycoprotein decreas-
ing drug accumulation in Chinese hamster ovary cells selected for resistance to the
antimitotic agent colchicine (15). This was followed in 1992 by the discovery of a second
transporter, named multidrug resistance-associated protein (MRP, later changed into
MRP-1 and, finally, into ABCC1) (16) in an MDR human lung cancer cell line, in which
neither ABCB1 overxpression nor significant decreases in intracellular drug accumula-
tion were apparent. ABCC1 was subsequently recognized as the prototype of a new
subfamily of transporters, of which to date it remains the best-characterized member
(14,17). ABCB1 and ABCC1 substrate specificities show partial overlaps; however,
important differences between the two transporters have been described, including a
distinct preference for hydrophobic, weakly basic compounds for ABCB1, and for organic
anions in the case of ABCC1. ABCC1 is the main transporter involved in elimination of
drugs and endogenous compounds conjugated to glutathione (GSH), glucuronate or
sulfate, which suggests an ubiquitous role in general detoxification mechanisms; inter-
estingly, GSH seems to act as a cofactor for the transport of drugs that are not appreciably
conjugated with GSH, such as vincristine and doxorubicin (DOX). In addition, ABCC1
was found to be insensitive to the action of ABCB1 inhibitors, such as verapamil (VP)
or cyclosporin A (CsA). Finally, the levels of resistance imparted by ABCC1 are sensibly
lower than those attained by ABCB1-expressing cells, and this has led to hypothesize that
ABCC1 may be more relevant to the clinical intrinsic resistance. Among other studies,
data obtained by our group in a monoclonal line (LoVo 7) derived from untreated human
colon adenocarcinoma LoVo cells and exhibiting low-level spontaneous resistance to
DOX support this hypothesis (18). More recently, another ABC transporter, ABCG2 (also
known as mitoxantrone resistance protein, MXR, or breast cancer resistance protein, BCRP)
has also been involved in MDR in some tumors (19). Although MDR ABC transporters were
first identified in cancer cells selected in vitro for drug resistance, they were also subsequently
identified in many normal tissues (20,21), where they are believed to act as cytoprotectants
against noxious xenobiotics and endogenous substances. An impressive body of experi-
mental evidence has accumulated over the years, supporting a role for ABC transporters,
and particularly ABCB1 and ABCC1, in acquired MDR, whereas studies on the mecha-
nisms of intrinsic resistance have lagged considerably behind, mainly because of diffi-
culties in obtaining experimental models reproducing the clinical situation. Drug-selected
cells generally exhibit high levels of resistance (which is infrequent in clinical tumors),
because of macroscopic alterations in the expression of drug efflux pumps and other
critical determinants; the more subtle changes that lead to levels of resistance comparable to
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those observed in the clinic in untreated tumors are much more difficult to detect, and
even when they are detected, it is hard to predict their impact on the overall outcome of
drug treatment. To address this problem, Allen and colleagues tested the effects of elimi-
nating basal ABCB1 and ABCC1 expression on drug response by comparing mouse cell
lines carrying either functional or targeted null alleles of the gene encoding either or both
transporters (22). In this experimental model, expression of the two transporters, at levels
that are more readily related to those detected in untreated tumors, was found to contrib-
ute to the basal resistance to substrate drugs, suggesting that even low levels of expression
of ABCB1 and ABCC1, such as those that can be found in unselected cells, can substan-
tially affect innate drug sensitivity of clinical tumors.

Recent studies used oligonucleotide arrays (23) or quantitative real-time RT–PCR
(reverse transcriptase-polymerase chain reaction) (24) to analyze correlations between
expression of ABC transporters and sensitivity to libraries of anticancer agents in the
panel of 60 human cancer cell lines (the NCI-60) used by the National Cancer Institute
to screen for anticancer activity. The cell lines in the panel were derived from a wide
variety of tumors with different tissue origins, and as most of them have not been selected
in the laboratory they may be more representative of drug resistance in the clinic than cells
selected for resistance in vitro. Both studies underscored the prominent role played by ABC
transporters in determining drug resistance in tumor cells and confirmed the negative
correlation between ABCB1 expression and cytotoxicity of a broad spectrum of anticancer
agents (whereas for ABCC1 and ABCG2 correlative evidence was found to be much weaker).

The role of ABC transporters in clinical resistance, and particularly in the resistant
phenotypes encountered in drug naive patients with solid malignancies, is still the object
of much debate. In general, a clear-cut correlation between protein levels and response
to drug treatment is not easy to demonstrate, mainly because of technical difficulties in
accurately measuring levels of ABC transporters in tumor samples and normal tissues.
A relatively recent meta-analysis of studies examining ABCB1 expression in breast
cancer indicates that a substantial fraction of tumors already expresses the protein at the
time of clinical detection, and that this feature exhibits a significant positive correlation
with a poor response to chemotherapy (25). As overexpression of the ABCB1 gene has
been associated to other defects that per se are known to favor drug resistance, including
p53 mutations (26) and HIF-1 activation (9), it is unclear whether increased ABCB1
levels can be considered as an independent prognostic factor. Increases in ABCB1 and
ABCC1 (as well as lung resistance protein [LRP]; see Subheading 3.2.) expression were
also reported early on during colorectal carcinogenesis (27): MDR proteins appear to
counteract colorectal carcinogenesis by protecting the epithelium against further envi-
ronmentally induced genetic damage; however, as additional genetic changes take over
on the way to malignant progression, the cytoprotective action of drug transporters is
bypassed, and its overexpression becomes a negative feature by reducing response to
drug treatment. In contrast, in acute lymphoblastic leukemia de novo resistance seems to
depend only on ABCB1 expression, whereas ABCC1 (and LRP) expression is much less
frequent (28).

One issue that is particularly relevant to the role of ABC transporters in unselected
tumor cells concerns their subcellular localization, which might affect intracellular drug
distribution. One of the first hints that altered intracellular drug distribution may contrib-
ute to the MDR phenotype came from the work of Schuurhuis and colleagues (29), who
showed that resistance modifiers, such as VP, caused a redistribution of the cytotoxic
agent DOX from the cytoplasm to the nucleus, thus facilitating its access to the target.
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Although in tumor cells with an acquired MDR ABCB1 is mainly located at the plasma
membrane, several other cellular compartments have been indicated as potential sites for
ABCB1 functional activity, including the nucleus and nuclear envelope and intracyto-
plasmic vesicles, generally related to the Golgi apparatus (reviewed in ref. 30); this
strategic localization might have profound bearings on drug resistance, as it might pre-
vent drug access to its primary targets (DNA and/or DNA-related enzymes) by active
extrusion from the nucleus and/or sequestration into intracytoplasmic compartments. To
date, a role for intracellular ABCB1 in drug resistance remains to be firmly established;
Larsen et al., after an extensive review of resistance mechanisms associated with changes
in intracellular distribution of anticancer drugs, conclude that intracellular expression of
ABCB1 is irrelevant to the MDR phenotype (31). However, studies performed in
unselected human melanoma cell lines as well as in a primary culture from a human
metastatic melanoma lesion showed that ABCB1 is not expressed at the plasma mem-
brane, but only at intracellular sites (mainly the Golgi apparatus). Treatment with the
ABCB1 inhibitors VP and CsA was found to inhibit drug transit from the nucleus to the
Golgi apparatus and its subsequent efflux from the cell, thereby increasing drug sensitiv-
ity (32). These results are supported by our data in LoVo 7 cells (33). In this cell line,
evidence of the presence of intracellular ABCB1 was obtained by flow cytometry, im-
munofluorescence, immunoelectronmicroscopy, and immunoprecipitation, whereas
surface expression was virtually absent (Fig. 2). This expression was accompanied by a
slower time course in both DOX accumulation and efflux in LoVo 7 cells as compared
to the parental cell line; ABCB1 inhibition by CsA was able to restore cell kinetics to the

Fig. 2. Surface (A,B) and intracytoplasmic (C,D) expression of ABCB1 in human colon
adenocardinoma cells LoVo 7 (intrinsically resistant to doxorubicin) and LoVo DX (selected in
vitro for resistance to doxorubicin). See text and ref. 33.
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parental pattern. Thus, ABCB1 inhibitors may be useful not only to reverse or prevent
acquired drug resistance, but also to sensitize drug naive, untreated tumors to substrate
drugs. Intracytoplasmic localization has also been reported for ABCC1 (32,34), and is
believed to contribute significantly to drug resistance in some contexts (31).

3.2. Lung Resistance Protein
LRP is not an ABC transporter; it was first identified by Scheper and colleagues (35)

in a non-small cell lung cancer (NSCLC) selected for resistance to doxorubicin and is
expressed at high levels in many tumors, as well as in normal tissues (36). LRP was
subsequently found to be identical to the major vault protein, concurring to the formation
of multisubunit ribonucleoprotein particles (“vaults”) that are present in the cytoplasm
and at (or near) the nuclear membrane of all eukaryotic cells, where they are believed to
be involved in nucleocytoplasmic transport. The resistance phenotype mediated by LRP,
therefore, may be explained by transport of anticancer drugs away from their nuclear
targets (reviewed in ref. 37). An extensive study measuring ABCB1, ABCC1, and LRP
mRNA and protein levels in the NCI-60 panel showed that, among the three MDR
proteins, LRP expression correlated best with in vitro drug resistance to both classic
MDR-related drugs (i.e., ABCB1 substrates) and non-MDR drugs (38). The import-
ance of LRP as a determinant of intrinsic resistance versus diverse anticancer agents
has been subsequently confirmed in a number of different cell lines (39). Studies by our
group have demonstrated that LRP is expressed in LoVo 7 cells (18,33), and that it is also
associated to intrinsic resistance to DOX in the NSCLC cell line A549 (40,41). Besides
the evidence obtained in tumor cell lines, several groups demonstrated that LRP is
also overexpressed in human tumors, including acute myeloid leukemia, childhood acute
lymphoblastic leukemia, multiple myeloma, soft tissue sarcoma, ovarian cancer, breast
and colorectal carcinoma, and this is generally associated to poor response to chemo-
therapy and/or shorter overall survival (37). In contrast, Harada et al. (42) have demon-
strated an inverse correlation between LRP expression and response to chemotherapy in
NSCLC, whereas LRP overexpression seems to be a rare event in de novo adult acute
lymphoblastic leukemia (28). In addition, expression of LRP stably transfected into
the ovarian carcinoma cell line A2780 was found to lead to increased number of vault
particles, but does not confer a drug resistant phenotype (43). These results, together
with the observation that embryonic stem cells from LRP–/– mice were no more sensi-
tive to a wide array of cytotoxic agents than cells obtained from LRP+/+ mice (44),
suggest that whereas LRP overexpression may contribute significantly to drug resistance
in some tumors (and in the cell lines derived therein), the role of LRP seems to depend
largely on the context.

4. APOPTOSIS AND DRUG RESISTANCE

Cell death by apoptosis can occur through at least two distinct but intercon-
nected pathways, converging on activation of several members of a family of cysteine
proteases called caspases. The extrinsic (or death receptor-dependent) pathway is trig-
gered by interaction of death-inducing cytokines, such as Fas ligand, tumor necrosis
factor (TNF)-α or TNF-related apoptosis-inducing ligand (TRAIL), with their respec-
tive membrane receptors (Fas/CD95, TNF-R1 and DR4/DR5), resulting in formation of
an intracellular complex (the death-inducing signaling complex) whose ultimate
effect is activation of the initiator caspase 8. In some cell types (type I), the extrinsic
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pathway is sufficient to induce cell death, whereas in others (type II), the intervention of
the intrinsic pathway must also be engaged through caspase 8-mediated cleavage of the
cytoplasmic protein Bid, a member of the Bcl-2 family of apoptosis regulators (45,46).
The intrinsic (or mitochondrial) pathway is initiated by various cellular stresses, resulting
in the release of proapoptotic factors from the mitochondrial intermembrane space, includ-
ing cytochrome-c, the caspase-independent AIF (apoptosis-inducing factor) and Smac/
Diablo (second mitochondrial activator of caspases/direct inhibitor of apoptosis protein
[IAP]-binding protein with low pI); in the presence of dATP, a complex (the apoptosome)
is formed from cytochrome-c, Apaf-1 (adaptor protein apoptosis activating factor) and
inactive procaspase 9, leading to activation of initiator caspase 9. From this point on, both
pathways proceed identically with activation of effector caspases (mainly caspases 3, 6,
and 7), cleavage of key intracellular components and, ultimately, cell death. The intrinsic
pathway is regulated by the tumor suppressor p53 through transcriptional activation or
repression of a number of target genes and can be modulated positively or negatively at
the mitochondrial level by members of the Bcl-2 family of proteins. A further level of
control is exerted trough the activity of IAPs, a family of polypeptides inhibiting caspase
activity (reviewed in ref. 47 and references therein).

It has been said that the ability of cells to evade apoptosis is an essential hallmark of
cancer, and that disabling apoptosis represents an obligatory step on the way to a full-
blown malignant phenotype (48). A number of excellent reviews have addressed this
aspect in the past few years (e.g., refs. 49–53), underscoring the fact that cancer cells, and
particularly those from solid tumors, are subject to strong selective pressure during tumor
development and metastasis formation and that, in order to eventually “make it,” they
must be able to survive a number of diverse insults, from immune attack to nutrient and
oxygen deprivation. Thus, disabling cell death programs has emerged as a winning strat-
egy, allowing tumor cells to overcome the many hurdles threatening to block their pro-
gression. Unfortunately, it has also become clear that there are striking similarities in the
way in which tumor cells respond to physiologic and pharmacologic insults. Studies
performed nearly 25 yr ago showed that apoptosis accompanies tumor regression during
chemotherapy with such diverse agents as actinomycin D, mitomycin C, and cytosine
arabinoside (54). Since then, the hypothesis that the majority of cytotoxic drugs used in
cancer chemotherapy act by triggering apoptosis, at least at therapeutic concentrations,
has gained wide acceptance, even though evidence for drug-induced apoptosis is admit-
tedly hard to obtain in the clinic (53) and other modalities of cell death have been recog-
nized as contributing to the final outcome of therapy (55). Thus, apoptosis provides a link
between tumor development and tumor response to treatment: alterations in the apoptotic
machinery are built-in features in most cancer cells, and this makes them inherently
resistant to agents requiring intact apoptotic pathways. As advanced and metastatic can-
cers have necessarily proven themselves most efficient in evading apoptotic cell death
during their history, it is not surprising that they are also intrinsically most efficient in
resisting therapeutic interventions (56). Notably, as anticancer drugs with widely differ-
ing intracellular targets impinge on the same intracellular death pathways, such inher-
ently resistant phenotype encompasses different classes of compounds and, therefore, can
be considered as the ultimate form of multidrug resistance.

So, the past decade of drug resistance research has witnessed a distinct shift in focus
from mechanisms upstream of drug-target interactions responsible for “classic” MDR
(such as overexpression of drug efflux pumps and/or detoxification enzymes) to events
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related to the cell’s ability to detect and respond to the damage resulting from drug-target
interactions. Whereas mutations in cancer cells most often target upstream regulators in
the intrinsic pathway, such as p53 and/or Bcl-2-related genes, alterations that disrupt
apoptosis downstream of the mitochondrion can also occur, albeit less frequently. A case
in point is represented by Apaf-1 (the adaptor protein involved in apoptosome formation),
the expression of which is lost in metastatic melanoma through deletion of one allele of
the corresponding gene, and methylation-induced silencing of the other, possibly con-
tributing to the well-known inherent chemoresistance of these tumors (57,58). Drug-
induced apoptosis has been shown to depend mainly on activation of the intrinsic pathway
(59), even though the death receptor pathway has also been proposed to contribute to drug
resistance in a cell-specific fashion (46). The following paragraphs will briefly review the
role played by key components of apoptotic pathways in de novo drug resistance of cancer
cells and human tumors.

4.1. Death Receptors
The death receptor pathway can be recruited by anticancer agents (mainly through p53

activation) and contribute to the overall response to chemotherapy in some settings
(60,61). Blocking antibodies against Fas, or Fas mutations were found to abolish 5-
fluorouracil-induced cytotoxicity in mouse thymocytes and in some human colon cancer
cell lines; however, neither anti-Fas antibodies nor Fas mutations were able to interfere
with etoposide- or DOX-induced apoptosis in acute lymphoblastic leukemia or multiple
myeloma cells (reviewed in ref. 62). In addition, experiments using cells from mice with
functional mutations in the death receptor pathway indicated that it is dispensable for the
cytotoxic action of chemotherapeutic agents (63). Disabling of the extrinsic pathway can
be observed in a subset of melanomas, through death receptor downregulation or expres-
sion of decoy receptors, or, again, through upregulation of FLIP (Fas-associated death
domain-like interleukin-1β-converting enzyme inhibitor protein), which inhibits caspase
8 activation (58); however, whereas these defect may help explain how melanoma cells
evade immune surveillance, the specific contribution of the extrinsic pathway to clinical
drug resistance remains to be defined.

4.2. p53
The p53 tumor suppressor is activated in response to several stress signals, including

those deriving from DNA damage, hypoxia, or aberrant oncogene expression, to promote
cell cycle arrest, DNA repair, senescence, and apoptosis (reviewed in refs. 64 and 65).
p53 controls and directs such diverse cellular responses mainly through transcriptional
activation of an ever-increasing number of target genes (66). Among the earliest to be
identified were genes encoding the cyclin-dependent kinase inhibitor p21WAF1, which is
the main responsible for cell cycle arrest, and GADD45, participating in DNA repair
processes. Several target genes whose products are involved in apoptosis control have
also been identified, starting from the proapoptotic Bcl-2 family member Bax and the
death receptor Fas/CD95, to the more recently discovered DR5 (acting as membrane
receptor for the death-inducing ligand TRAIL) and the BH3-only proteins PUMA and
Noxa. Whereas upregulation of these effectors alone is sufficient to initiate apoptosis,
other proteins encoded by p53 target genes require that the cells be subjected to additional
proapoptotic stimuli, including exposure to cytotoxic drugs, whereby they could exert a
chemosensitizing effect (66). This class of targets includes Apaf-1, the BH3-only protein
Bid, and the effector caspase 6. Besides inducing expression of proapoptotic factors, p53
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was also found to repress that of a number of antiapoptotic regulators, including Bcl-2
and the IAP family member survivin (67).

Given the role played by p53 in apoptosis, it is not surprising that p53 should be
selected strongly against during tumorigenesis: p53 is in fact the most commonly mutated
gene in human cancers (68). In addition, p53 function can be lost through a number of
other mechanisms, including binding and/or degradation by virally encoded oncoproteins;
overexpression of the murine double minute (Mdm)2 protein, which also binds p53
blocking its transcriptional activity and targeting it for proteolytic degradation; loss of
p19ARF, that binds and neutralizes Mdm2; defects in posttranslational modifications
(phosphorylation, acetylation) of p53; altered subcellular localization of p53; and defects
in the effector pathways downstream of p53 activation (64).

In addition to its role in suppressing tumorigenesis, p53-dependent apoptosis contrib-
utes to chemotherapy-induced cell death (50). Studies performed over a decade ago by
comparing oncogenically transformed fibroblasts from wild-type and p53-deficient mice
demonstrated that p53 plays a critical role in promoting apoptosis on treatment with
ionizing radiation and several genotoxic chemotherapeutic drugs, that is, p53-deficient
cells displayed a multi-drug-resistant phenotype (69). A broader analysis on the NCI-60
panel found that cell lines with p53 mutations were generally more resistant to treatment
that cell lines with wild-type p53 (70). Possibly contributing to chemoresistance in the
absence of functional p53 is also the ability of the wild-type form of the protein to
downregulate some ABC transporters, including ABCB1 and ABCC1, as well as the fact
that some mutated forms of p53 actually increase ABCB1 levels (26). Thus, several
aspects of p53 function would favor cell sensitivity to cytotoxic agents. However, some
notable exceptions (71) indicate that p53 status is not a universal predictor of treatment
response, in part because not all drugs absolutely require p53 for their apoptosis-inducing
effects (51). In the clinic, loss of p53 has been linked to chemoresistance in a wide
spectrum of tumor types (50,72). In lymphoid malignancies, patients with p53 mutations
are remarkably resistant to therapy and display very short survival times; however, in this
type of malignancy loss of p53 tends to be very rare in primary tumors, and becomes more
frequent in relapsed tumors, suggesting it occurs as part of an acquired MDR phenotype,
rather than as an inherent feature of this type of malignancies. Among solid tumors, p53
status was indicated as a strong predictor of therapeutic failure, relapse, and death in
breast carcinomas (73) and in gastric and colon cancer (74). However, other studies failed
to establish a significant correlation between p53 levels and response to chemotherapy
(e.g., see ref. 75); in bladder cancer, p53 mutations were actually found to correlate with
increased drug sensitivity (76). In summary, clinical as well as experimental data have
emerged to support both positive and negative correlations between p53 mutations and
drug sensitivity. One possible explanation for this apparent paradox lies in the very
pleiotropic nature of p53 target genes, which would lead to opposing cell responses
following exposure to cytotoxic drugs: on one hand, loss of the p53-dependent apoptotic
program might promote drug resistance by making tumors less responsive to therapy,
whereas loss of p53-dependent damage-induced checkpoints might enhance sensitivity
by making tumor cells more vulnerable to DNA-damaging agents. Thus, the actual im-
pact of p53 status on treatment outcome might be related to the mode of drug action, tissue
of tumor origin or the precise genetic makeup of individual tumors. In addition, it has
recently become clear that p53 is a member of an emerging protein family (77) and that
other members, such as p73, may compensate for p53 loss in some settings: a recent study
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showed that the induction of apoptosis by p53 requires the presence of p73 (78); however,
p73 can induce apoptosis in tumor cells lacking functional p53; whereas mutant p53 can
block p73 function (79). The picture is further complicated by the existence of different
isoforms for p73, (as well as for the other member of the family, p63), some of which (TA)
can substitute for p53 and transactivate proapoptotic genes, whereas others (∆N) act in
a dominant negative fashion and can block chemotherapy-induced apoptosis in tumor
cells that retain wild-type p53 (80). Finally, at least some of the difficulties in relating p53
mutations to clinical parameters depend on technical problems inherent in the method-
ologies employed to assess p53 status in clinical specimens. Immunohistochemistry
(IHC) is still the most widely employed method to detect p53, but a number of drawbacks
make this method less than optimal: (1) as wild-type p53 protein has a very short half-
life, it is assumed that all of the detected p53 corresponds to the mutated protein, but,
depending on the context, this can lead to gross over- or underestimation of the actual
incidence of mutations; (2) not all p53 mutations are functionally equivalent; (3) p53
function can be lost in spite of the presence of wild-type protein because of defects in
regulatory pathways; and (4) IHC relies on subjective data evaluation. Direct sequence
analysis and yeast functional assays represent distinct improvements in accuracy over
IHC, but they suffer from the same inability to identify mutations in modifiers of p53
activity (such as Mdm2 or p19ARF) or downstream effectors (e.g., Bax). Consequently,
to establish a correlation between p53 function and tumor chemosensitivity/resistance,
a complete analysis of the p53 pathway is required, which has only recently been made
feasible by the advent of DNA and protein “array” technologies.

4.3. The Bcl-2 Family
To date, the mammalian Bcl-2 family of proteins includes ~20 different polypeptides

sharing a variable number of conserved regions, named Bcl-2 homology (BH) domains,
that are involved in both homo- and heterotypic protein–protein interactions (81). Mem-
bers of the family are grouped according to the number of BH regions, which also confers
different functional properties: proteins containing BH1-4, such as Bcl-2 itself and Bcl-
XL, are antiapoptotic, whereas multidomain proteins lacking BH4, such as Bax and Bak,
promote apoptosis. Following appropriate stimuli, proapoptotic proteins in this latter
group translocate from the cytoplasm to the outer mitochondrial membrane, oligomerize
to form pore-like structures, and promote release of proapoptotic factors from the mito-
chondrial intermembrane space. Translocation to mitochondria is aided by yet another
subfamily of Bcl-2 proteins, the so-called BH3-only proteins, including Bad, the p53
targets Noxa and PUMA, and the already-mentioned Bid. Antiapoptotic members of the
family exert their function, at least in part, by sequestering BH3-only proteins in stable
complexes, thereby preventing Bax and Bak activation; in addition, they exert direct
effects on mitochondrial channels, blocking mitochondrial release of proapoptotic fac-
tors (82). Mutations or altered expression of Bcl-2 family proteins can drastically alter
drug response in experimental systems, and the evidence is strongest for Bcl-2 itself.
Expression of exogenous Bcl-2 has been found early on to protect cultured cells against
the majority of agents used for cancer chemotherapy (83), whereas downregulation of
Bcl-2 increases chemsensitivity in tumor cell lines and animal models (reviewed in ref.
84). Studies in clinical samples have demonstrated a correlation between high expression
of Bcl-2 and poor prognosis in a number of human cancers, including acute myeloid and
lymphoblastic leukemias, non-Hodgkin’s lymphomas, and prostate cancer (reviewed in
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ref. 85). Similar observations support the involvement of Bcl-XL in drug resistance, as
high Bcl-XL levels, whether intrinsic or induced by transfection, inhibit chemotherapy-
induced apoptosis in experimental models (86,87), and high Bcl-XL levels correlate high
with poorer prognosis in patients with such diverse tumors as intermediate grade lympho-
mas (88), squamous cell carcinoma of the oropharynx (89), and soft tissue sarcomas (90).

Among proapoptotic multidomain members of the Bcl-2 family, Bax is probably the
most extensively investigated: in HCT116 human adenocarcinoma cells, as well as in
other in vitro models, BAX deletion has been reported to inhibit drug-induced apoptosis
(91,92); similar considerations apply to Bak (93). Interestingly, mismatch repair-defi-
cient tumors of the colon-rectum have been reported to harbor inactivating frameshift
mutations in a single BAX allele (94), probably leading to reduced Bax protein levels; this
alteration could very well contribute to the well-known inherent resistance of this tumor
type. However, the effects of Bax and Bak alterations on drug sensitivity in vivo remain
to be established; evidence obtained in both in vitro models and in vivo suggests that it
is the ratio of pro- to antiapoptotics members of the Bcl-2 family rather than absolute
levels of any given protein that will ultimately tip the balance towards chemosensitivity
or chemoresistance (e.g. ref. 95).

Very little information is available regarding the role of BH3-only proteins in tumor
response to chemotherapy. A recent report indicates that the level of Bid expression is
closely associated with sensitivity of hepatocellular carcinoma cells to chemotherapeutic
drugs (96); moreover, a synthetic peptide corresponding to the minimal sequence of the
BH3 domain has been shown to enhance anthracycline-induced cell death in a human
ovarian carcinoma cell line (97). Finally, recent evidence indicates that the BH3-only
proteins Noxa and PUMA mediate drug-induced cytotoxicity both in cancer cells and in
mice (98). However, to date there is not sufficient evidence to support a role for this
subfamily in clinical intrinsic chemoresistance.

4.4. Caspases
Caspases are a family of twelve (currently identified) aspartate-specific cysteine pro-

teases, six of which (caspases 3, 6, 7, 8, 9, and 10) have been definitely implicated in
apoptosis in various model systems and classified as “initiator” or “upstream” caspases,
such as caspases 8 and 9, and “effector” or “downstream” caspases, according to their
respective functions along the apoptotic cascades (99). The ability of anticancer drugs to
trigger caspase activation appears to be a critical determinant of drug sensitivity/resis-
tance. In spite of the key role played by caspases in death execution, caspase mutations
have been observed infrequently in cancer cells (100); however, inactivation by epige-
netic mechanisms has also been reported (101), and reexpression of caspase 8, through
demethylation by 5-aza-2′-deoxycytidine or direct gene transfer, has been shown to
sensitize a variety of tumor cell lines towards death receptor- as well as drug-induced
apoptosis (102). In addition, caspase 9 function can be lost in some melanomas through
upregulation of heat shock protein 70, which blocks caspase 9 activation by the
apoptosome (103). On the other hand, evidence suggesting that individual caspases may
be dispensable for apoptosis, at least in some systems, has also been reported: for example,
MCF-7 breast carcinoma cells, which lack caspase 3 owing to a deletion in the CASP-3
gene, are still able to undergo apoptosis following treatment with TNF or staurosporine
(104), and are exquisitely sensitive to the cytotoxic action of most agents currently used
in breast cancer therapy. These data suggest the existence of a degree of functional
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redundancy in caspase-mediated proteolytic cascades, especially among effector
caspases, as well as the possibility of context-dependence in the overall effects of caspase
activation.

4.5. Inhibitor of Apoptosis Proteins
Members of this family of polypeptides were originally identified in baculoviruses as

part of viral strategies aimed at suppressing apoptotic programs in infected cells. Multiple
members of the family, such as cIAP-1 and -2, X-linked mammalian inhibitor of apop-
tosis protein (XIAP), melanoma-IAP/livin and survivin, have been identified in human
cells, and most have been found to block the activity and/or activation of both up- and down-
stream caspases. This is achieved by binding the enzymes and facilitating their ubiquity-
lation and subsequent degradation. Activity of IAPs can be upregulated by activation of
the antiapoptotic transcription factor NF-κB, as well as by binding to mitochondrially
released Smac/Diablo, which causes displacement of IAPs from their caspase-binding
partners (reviewed in ref. 105). Evidence obtained in both in vitro and in vivo settings
suggests that IAPs may play a role in the inherent chemoresistance of some tumor types:
high expression of different IAPs is associated with poor prognosis in prostate cancer
(106) and acute childhood myeloid leukemia (107); XIAP was found to inhibit cisplatin-
induced cell death in a number of human ovarian cancer cell lines (108) and in DU145
prostate cancer cells (109), whereas antisense downregulation of XIAP was found to
restore cisplatin sensitivity in both experimental models, as well as to sensitize NIH-
H460 human non-small cell lung cancer in vitro and in vivo to the cyotoxic action of
DOX, paclitaxel, vinorelbine, and etoposide (110); ML-IAP/livin is upregulated in mela-
noma cell lines (111), and its inhibition by Smac/Diablo was found to restore sensitivity
to doxorubicin-induced apoptosis in MCF-7 breast carcinoma cells (112). However, a
recent attempt to correlate expression of these polypeptides with drug sensitivity NCI-
60 panel failed to demonstrate the postulated negative correlation (113). Survivin was
also identified as a member of the IAP family whose expression is extremely common
in embryos and in fetal tissues, drastically downregulated in the adult and upregulated in
most human cancers (for a review, see ref. 114), suggesting that survivin reactivation is
important during tumorigenesis. However, a number of features set survivin apart from
the rest of the family, including its cell cycle-dependent expression and its subcellular
localization on spindle microtubules, leading to a dual role in apoptosis suppression and
regulation of cell division (115). In addition, whereas the mechanism of caspase inhibi-
tion by other IAPs has been characterized (see above), in the case of survivin it is not yet
clear, whether the effect depends on direct or indirect interactions. Growing evidence
indicates a correlation between elevated survivin levels and poor prognosis, e.g., in acute
myelogenous leukemia, neuroblastoma, and malignant glioma, as well as cancers of the
colon, prostate, ovary, breast, pancreas, and esophagus (62). Zaffaroni and Daidone
recently reviewed substantial in vitro and clinical evidence correlating survivin levels
and poor response to paclitaxel (116). Ribozyme-mediated downregulation of survivin
was shown to sensitize melanoma cells to both topotecan and cisplatin (117,118). Inter-
estingly, the naturally occurring dietary compound resveratrol was also found to sensitize
a number of established and primary cancer cell lines to the action of cytotoxic agents
including DOX, cisplatin, cytosine arabinoside, and etoposide by downregulating survivin
through transcriptional and posttranscriptional mechanisms (119).
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4.6. Cell Survival Pathways
Although signaling pathways involved in cell survival may not directly act down-

stream of anticancer drugs, recent studies indicate that they can synergize with
antiapoptotic mutations to reduce chemosensitivity. Activation of the phosphoinositol-
3-kinase (PI3K)/Akt/phosphatase and tensin homologue deleted in chromosome ten
(PTEN) pathway (reviewed in ref. 120) occurs downstream of a number of oncogenic
products, such as Ras and the HER receptors, and suppresses cell death programs by
direct or indirect disabling of proapoptotic signals. Dysregulation of this pathway in
cancer can be because of a variety of mechanisms, including Akt amplification, loss of
the negative regulator PTEN, and constitutive activation of upstream positive regulators.
Evidence in support of a role for this pathway in response to chemotherapeutic agents can
be summarized as follows: (1) Constitutively active Akt was found to reduce topotecan-
induced apoptosis in A549 NSCLC cells (121). (2) Inactivation of Akt by overexpression
of PTEN enhances the response of SHIN-3 ovarian cancer cells to irinotecan (122) and
of LNCaP prostate cells to DOX and vincristine (123). (3) Inhibition of PI3K/Akt by the
PI3K inhibitor LY294002 accelerated and enhanced DOX-induced cell death in human
lung adenocarcinoma NCI-H522 cells (124). (4) A new selective pharmacologic Akt
inhibitor has recently been shown to sensitize HL60 human acute promyelocytic leuke-
mia cells to anticancer drugs, including cytosine arabinoside and etoposide, as well as to
the proapoptotic ligand TRAIL and to ionizing radiation (125).

The NF-κB pathway depends on activation of a transcription factor modulating sev-
eral components of the mitochondrial and death receptor pathways, thereby suppressing
apoptosis and possibly contributing to chemoresistance (126,127). Treatment with cyto-
toxic agents induces NF-κB functional activation as part of a cellular response to
genotoxic stress; thus, NF-κB is implicated in a form of short-term inducible chemore-
sistance. However, constitutive activation through chromosomal amplification, overex-
pression, and rearrangement of genes coding for Rel/NF-κB factors has been noted in
many human hematopoietic and solid tumors (128). Persistent nuclear NF-κB activity
was also described in several human cancer cell types, as a result of constitutive activation
of upstream signaling kinases or mutations inactivating IκB (inhibitory κB) subunits.
Thus, NF-κB may also be involved in inherent drug resistance, that could be overcome
by forced expression of its inhibitor IκB or by the proteasome inhibitor bortezomib (PS-341),
that blocks IκB degradation; both types of interventions were in fact found to restore
sensitivity of multiple myeloma cells to melphalan and DOX (129) and of pancreatic
cancer cells to paclitaxel (130).

5. CONCLUSIONS AND PERSPECTIVES

Enhanced understanding of the mechanisms of drug resistance, even though derived
largely from in vitro models of acquired resistance, has suggested ways to improve the
clinical management of tumors inherently refractory to chemotherapy. Early attempts at
circumventing ABCB1-mediated MDR by using inhibitors like VP and CsA have met
with disappointing outcomes, possibly because the inhibitors were too weak, or because
of their unpredictable pharmacokinetic interactions. Novel ABCB1 inhibitors, such as
XR9576 (tariquidar), are currently in clinical trials, but it is still too early to predict their
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efficacy as clinical tools. Other strategies (such as use of hammerhead ribozymes)
directed at inhibiting ABCB1 as well as other MDR transporters are currently being
developed (131). Similarly, several different approaches have been devised to target
apoptotic defects in order to restore sensitivity to cytotoxic agents, and these include,
among others, blocking of Bcl-2 (or Bcl-XL) by antisense agents or by BH3-like small
molecules disrupting interactions between pro- and antiapoptotic Bcl2 family members;
use of ribozymes to downregulate survivin and possibly other IAP family members;
direct stimulation of the death receptor pathway by treatment with recombinant TRAIL;
restoring p53 function by direct gene transfer, by blocking negative p53 regulators, such
as Mdm-2 or the E6 protein from human papilloma viruses, or by using small molecules
that promote correct folding of mutant forms of p53 (84,116,131). None of these strat-
egies has been clinically validated as yet, and the whole concept has suffered a severe
blow from the rejection by the Food and Drug Administration of the anti-Bcl2 antisense
agent oblimersen sodium (Genasense®) in combination with the cytotoxic drug
dacarbazine for the treatment of malignant melanoma, because of its failure to improve
overall survival over dacarbazine alone. Several issues will have to be considered if
chemosensitizers are to be successfully incorporated into chemotherapeutic regimens
(possibly including the choice of alternative endpoints). Perhaps it is most important to
emphasize that drug resistance, especially when inherent to untreated tumors, results
from one of innumerable possible combinations of cellular mechanisms, often organized
as networks that have only just begun to be unraveled; thus, it is unlikely that targeting
a single mechanism may go a long way in restoring chemosensitivity. A better strategy
could be trying to target multiple mechanisms at the same time, as suggested by a recent
experimental study of the combined effects of antisense oligonucleotides directed at Bcl-
2 and ABCC1 on DOX cytotoxicity in SCLC cells (132). Resolving the intricate inter-
actions among proteins within the integrated systems responsible for chemosensitivity/
resistance, using approaches such as DNA, tissue and protein microarrays and proteomics
and with the aid of novel mathematical models, will hopefully provide a framework that
will accelerate both drug discovery and its translation to the clinical management of
chemoresistant disease.
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SUMMARY

Drug resistance resulting from the outward efflux of anticancer agents by ATP
binding cassette (ABC) transporters such as P-glycoprotein (P-gp) has been well described
in vitro in laboratory models. The extent to which multidrug transporters are responsible
for clinical drug resistance has been more difficult to determine. In one sense, P-gp can
be viewed as a molecular target that was tested in the clinic before there was an adequate
understanding of the diseases that were best to study, and before the best inhibitors had
been identified. We now recognize that several factors may have impeded the results
of clinical trials testing P-gp modulators. First, inhibitors either were not sufficiently
potent or required a reduction in anticancer drug dose. Alternatively, the presence of other
ABC transporters, such as the multidrug resistance-associated protein (MRP1) and the
ABC half-transporter ABCG2, may have confounded the results. A single-nucleotide poly-
morphism (SNP) that limits the expression of P-gp could prevent inhibitor therapy from
benefiting patients, and increase toxicity as well. The goal of this chapter is to evaluate
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new directions in the study of ABC transporters in multidrug resistance, offering fresh
approaches to the fundamental question that asks whether ABC transporters are impor-
tant molecular targets for anticancer drug development.

Key Words: Multidrug resistance; SNPs; gP170; setamibi; multidrug resistance;
stem cells.

1. INTRODUCTION
At a time when targeted therapies generate front-page news reports, it is tempting to

dismiss P-glycoprotein (P-gp) and multidrug resistance (MDR)1 as a dated concept.
Whereas P-gp modulators could be considered one of the earliest targeted therapies, none
has entered the clinical armamentarium. Disappointing outcomes of clinical trials of P-
gp inhibitors have led many to turn away from these studies. Yet, work in various labo-
ratories and from various vantages continues to suggest the importance of this hypothesis.
It can be argued that the discovery of verapamil as a modulator of multidrug resistance
led to the translation of the hypothesis to clinical trials too early, before there was suffi-
cient understanding of the best diseases to study and before there was development of the
best agents for study.

Whereas admittedly simplistic, at the core of every cancer death lies a drug resistant
cell. Were it not for the problem of drug resistance, our success in the treatment of cancer
would be much greater, and the outcomes more favorable. Drug resistance, both intrinsic
and acquired, remains the primary cause of the failure of cancer therapy. Intrinsic drug
resistance is a vexing problem responsible for the refractory nature of cancers arising
from the pancreas, liver, and kidney, among others. Acquired resistance, a frustrating
outcome of initially successful chemotherapy, emerges at variable intervals after a suc-
cessful chemotherapy outcome, conferring tolerance to previously effective therapies
and often to untried but potentially effective chemotherapeutics. Acquired resistance in
breast, ovarian, and refractory lymphomas, among others, derails an apparently success-
ful outcome, and eventually leads to the emergence of a cancer indistinguishable in large
part from those we regard as intrinsically resistant. The similarity between inherently
resistant cancers and those with acquired tolerance has been regarded as sufficient evi-
dence for the use of either as a model of the other.

Acquired drug resistance was first observed in a laboratory model in 1950, in mouse
leukemic cells passaged in mice treated with 4-amino-N10-methyl-pteroylglutamic acid
(1). Fifty years later, we have numerous laboratory models of drug resistance, but little real
understanding of drug resistance in clinical tumors. In 1972, Dano described drug resis-
tance because of the active outward transport of chemotherapeutic agents (2). Daunoru-
bicin- and vinblastine-resistant cells were found to have energy-dependent transport of
daunorubicin that could be inhibited by vinblastine, vincristine, and other anthracyclines.
The multidrug resistance phenotype was thus characterized by resistance to structurally
unrelated anticancer agents, display of active outward transport, and overexpression of a
170-kDa cell membrane glycoprotein that became known as P170 or P-gp (3,4). As critical
as this discovery was, it was the observation that drug resistance could be reversed by the
addition of several different compounds, including verapamil, that brought P-gp into
prominence as a potential target for improving cancer therapy (5).

P-gp is a member of the ATP-binding cassette (ABC) transporter family of proteins
that includes several members that confer drug resistance by the extrusion of anticancer
agents from the cell through ATP-dependent drug efflux. To date, 48 human ABC genes
have been identified and classified into seven distinct subfamilies, ABCA through ABCG
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(6). However, it is likely that only a subset of these 48 transporters will be shown to be
drug efflux pumps. Those isolated from drug-resistant cell lines are the most promising
candidates, and indeed, it is these for which the evidence is most convincing. By contrast,
the evidence supporting a role in drug resistance for ABC transporters identified first
either in a normal tissue context or in silico is less compelling.

2. ABC TRANSPORTER INVOLVEMENT IN DRUG RESISTANCE

P-gp, a member of the B subfamily of ABC genes encoded by the MDR1 gene (ABCB1),
was among the first ABC transporters to be identified, as described above. Data from
mice in which the mdr1 genes have been deleted, and increasingly, from clinical phar-
macology, have proven that P-gp plays an important role in normal tissue protection and
normal human pharmacology (reviewed in ref. 7). As a corollary, despite convincing
evidence that P-gp mediates resistance in cancer cell lines in the laboratory, proof that P-
gp is important in clinical drug resistance has been difficult to obtain. Other transporter
proteins include the multidrug resistance-related protein (MRP1, ABCC1) and related
family members ABCC2 to -9 (8), and the half-transporter ABCG2 (breast cancer resis-
tance protein [BCRP], mitoxantrone resistance protein [MXR], ABCP) (9). These trans-
porters are also involved in normal physiologic functions. The substrates overlap
somewhat, although MRP family members have an affinity for organic anion substrates,
and ABCG2 is noteworthy for its transport of mitoxantrone, camptothecin analogues,
methotrexate and methotrexate polyglutamates (8,9). Several approaches have been used
to evaluate a link between a given ABC transporter and clinical drug resistance. These
approaches were most extensively carried out for P-gp and included assays of levels in
drug resistant human cancers, assays of levels in tumor tissue before and after therapy,
and clinical outcomes of patients treated with transport inhibitors. This latter strategy was
widely adopted as an approach for understanding the role of P-gp in drug resistance, and
multiple clinical trials were launched using inhibitors that had limited potency, or inhibi-
tors that interfered with the cytochrome P450 system resulting in the need to reduce the
dose of the anticancer agent. The first generation inhibitors such as verapamil and qui-
nidine were never shown to inhibit P-gp—the molecular target—in patients. The second-
generation inhibitors, such as VX710 and PSC 833, were shown to inhibit P-gp in patients,
but the pharmacokinetic interaction delayed excretion of the anticancer agent, and resulted
in toxicity requiring reduction of anticancer drug doses (reviewed in ref. 10). In short, the
results of the early trials were disappointing and suggested that P-gp inhibitors would
offer, at best, modest improvements in response duration. Subsequently, several large
randomized clinical trials testing valspodar (PSC 833), and even the third-generation
inhibitor tariquidar (XR 9576), were either negative or closed early for excess toxicity in
the experimental arm, offering further disappointment ([11,12]; D. Norris, Xenova,
personal communication). Glimmers of clinical benefit have been seen in a few trials,
including two acute myeloid leukemia (AML) trials, one using cyclosporine as a modu-
lator (13) and the other with valspodar in a subset of patients whose leukemic cells had
detectable P-gp function (12). Many of these clinical trials have been reviewed elsewhere
and will not be the subject of this chapter (see refs. 10, 14, and 15). Rather, this chapter
evaluates new directions in the study of ABC transporters in multidrug resistance, which
may offer fresh approaches to the fundamental question of whether ABC transporters are
important molecular targets for anticancer drug development. First, we examine the
question of transporter expression in cancer. Second, we turn to the imaging studies that
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support the development of ABC transporters as clinical targets in anticancer therapy.
Third, the evidence that single-nucleotide polymorphisms (SNPs) may affect ABC trans-
porter expression and function is reviewed. Finally, reports on new ABC transporter
substrates and the new cancer stem cell hypothesis are summarized. Taken together, these
approaches suggest that ABC transporters continue to be important molecular targets for
anticancer drug development.

3. EXPRESSION OF ABC TRANSPORTERS IN HUMAN TUMORS

For many oncologists, one of the dreams for anticancer therapy of the future is that it
will be individualized. The advent of molecularly targeted therapy provides substance for
that imagination. Demonstration of the target in a tumor determines whether the targeted
therapy will be selected. For some targets, demonstration of the target’s expression in a
cancer is sufficient. Thus, the demonstration of bcr-abl in chronic myeloid leukemia is
sufficient, with the level of expression inconsequential. More recently, we have learned
that for some targets, such as the epidermal growth factor receptor (EGFR) in lung cancer,
the existence of an acquired mutation is more important than the level of its expression (16).
A clinical assay allowing the simple detection of EGFR mutations will allow the defini-
tion of a subgroup of patients in which that therapy has far greater potential to succeed. For
others, such as ErbB2 detection in breast cancer, the degree of overexpression is critical
(17). In this setting, the impact of an accurate assay cannot be overstated. One example
can be found in the ErbB2 detection assays used to define therapy for Herceptin. The
response rate for patients with ErbB2 expression level 3+ was assessed at 35%, in contrast
to a 0% response rate for expression level 2+ (18). For P-gp, a standardized clinical assay
was not developed before the launch of dozens of clinical trials. Studied before we
understood how important it was to detect the molecular target in the tumor being treated,
this single flaw may have been the most critical one in clinical trials of P-gp inhibitors.

Indeed, one must recognize that 25 yr after its first description a defined assay for this
transporter has not been delineated. It is clearly not certain that an assay demonstrating
activity of an ABC transporter would lead to clinical benefit. However, it is unlikely that
P-gp can be developed as a clinical target without having the ability to detect its activity and
select the patient population that would have potential benefit. Expression data for MRP1
and ABCG2 in cancer are more limited than those available for P-gp.

Studies in acute myelogenous leukemia have consistently demonstrated expression of
a functional transporter in leukemic samples (reviewed in refs. 10 and 15). These studies,
spanning over a decade, have utilized immunohistochemical assays, RNA assays, and
flow cytometric functional studies. The results have consistently demonstrated P-gp
expression or activity in 30–60% of AML samples before treatment. These studies have
reported that expression is associated with a greater likelihood of developing resistant
disease, or poorer outcome, and have also shown increased expression in refractory
samples. Because of this repeated detection of functional P-gp, AML has been the subject
of multiple clinical trials testing P-gp inhibition. Recently, a large number of studies have
reported the expression of ABCG2 (BCRP) in acute leukemia. The results of these latter
studies have been confusing, with some reporting significant levels of expression; another,
an impact on clinical outcome; and others reporting no correlation (9). An explanation
for this confusion may lie in the poor concordance of the assays for ABCG2 in AML as
noted by Suvannasankha et al. (19). One of the largest studies examined BCRP (ABCG2)
expression by RT-PCR and P-gp function in 149 AML samples (20). Achievement of
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complete remission and improved survival were significantly correlated with absence of
both transporters in the leukemic samples.

P-gp expression in solid tumors has been more difficult to quantify. It is overexpressed
at baseline in chemotherapy-resistant tumors such as colon and kidney cancer, and is
upregulated after disease progression following chemotherapy in malignancies such as
leukemia and breast cancer. As noted above, the assays for P-gp expression are not
validated. Thus, the most reliable reports are those that include pre- and posttherapy
sampling, although the possibility of a publication bias has to be recognized when gen-
erating an analysis of this type. Table 1 demonstrates a selected series of such studies.
Many of the studies report an increase in P-gp expression, suggesting that resistance
mediated by P-gp is being acquired during treatment with chemotherapy. Several specific
disease types warrant mention. A meta-analysis estimated the incidence of P-gp expres-
sion in breast cancer at 40%. A recent study evaluating expression in breast cancer by
immunohistochemistry, reported a 66% frequency of P-gp expression and a 61% fre-
quency of MRP1 expression (21). There was no relationship between P-gp expression
and relapse-free or overall survival. In ovarian cancer, the incidence appears to be lower.
However, a recent report concluded that expression of P-gp in tumors at the time of
second look surgery was associated with poorer survival (22). This result is consistent
with another recent study that measured mRNA levels of MDR1, MRP2, and topoisomerase
I in ovarian tumor samples (23). In this study, low MDR1 expression was significantly
associated with a prolonged overall survival time, although not with progression-free
survival. Both of these studies thus demonstrate a concept that is relevant for clinical trials
of P-gp inhibitors—response and relapse following initial therapy that features princi-
pally a potent non-P-gp substrate such as cisplatin is more likely to be related to that agent
than to the expression of P-gp. Both of the studies contrast with a slightly older study in
ovarian cancer that found no correlation with expression and survival (24).

Another tumor type in which classical multidrug resistance may play an important role
is in sarcoma. Studies in soft tissue sarcoma have reproducibly reported expression of P-
gp in a sizeable proportion of clinical samples (25). A meta-analysis concluded that
whereas P-gp did not predict response to chemotherapy, expression was associated with
a worse prognosis, as defined by disease progression within 2 yr (25). Both P-gp and
MRP1 are expressed in a majority of chemotherapy-naive soft tissue sarcomas (26). A
recent study examining 86 cases of surgically resected soft tissue sarcoma noted very
high levels of MDR1 and MRP3 expression in the histologic subtype, malignant periph-
eral nerve sheath tumors (27). Posl et al. noted a 64.4% incidence before chemotherapy
and an 82.9% incidence after chemotherapy (28). Although some studies have reported
a correlation with clinical outcome, others have not, so that whereas the frequent detec-
tion of MDR1/P-gp in sarcoma is established, its interpretation is not.

The identification of multiple other ABC family members able to transport anticancer
agents has complicated matters further, raising the possibility that clinical trial results
were compromised by the presence of undetected, and uninhibited, ABC transporters.
Thus, a number of studies have addressed the question of whether multiple ABC trans-
porters could be responsible for drug resistance. Burger et al. analyzed mRNA levels of
ABCG2, lung resistance protein, MRP1, MRP2, and MDR1 in 59 breast tumor specimens
(29). Interestingly, MDR1 expression was the strongest predictor of a poor outcome.
Diestra et al. evaluated expression of P-gp, MRP1, lung resistance protein, and BCRP in
bladder cancer (30). Whereas P-gp was associated with reduced progression-free sur-
vival, the presence of MRP1 was associated with an improved response to chemotherapy.
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Table 1
P-glycoprotein Expression in Paired Samples

Author, year Histology Method n Pretreatment n Posttreatment

Mechetner 1998 (91) Breast cancer JSB-1 IHC 359 11% 30%
Chevillard, 1996 (92) Breast cancer IHC 63 14% 43%
Linn 1997 (93) Breast cancer JSB-1 IHC 40 64% 40 57%
Chung 1997 (94) Breast cancer JSB-1 IHC 23 26% 23 57%
Lizard-Nacol 1999 (95) Breast cancer RT-PCR 75 92% 96%
Faneyte 2001 (96) Breast cancer JSB-1 IHC 80 0 88 0
Rudas 2003 (97) Breast cancer IHC 80 55% 68 100%
Han 2000 (98) AML 109 36
Grogan 1993 (99) Myeloma IHC 47 6% 49 43%
Zhou 1995 (100) AML RT-PCR 51 18% 40 33%
Nakagawa 1997 (129) Bladder cancer IHC 33 67% 28 86%
Tada 2002 (101) Bladder cancer RT-PCR 63 5.7-fold increase in residual tumors.

4.5-fold increase in recurrent tumors.
Van der Zee 1995 (102) Ovarian cancer IHC 89 15% 38 48%
Penson 2004 (22) Ovarian cancer C219, C494 32 59% 32 59%

IHC
Posl, 1997 (28) High-grade JSB-1 IHC 58 64.4% 82.9%

central osteosarcoma

IHC, immunohistochemistry, RT-PCR, reverse transcription-polymerase chain reaction; AML, acute myeloid leukemia.
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It will be important to examine multiple ABC transporters in future clinical trials in order
to make accurate assessments of the role of a single transporter in a given tumor type.

4. DETECTION OF ABC TRANSPORTER FUNCTION IN CANCER
BY RADIONUCLIDE IMAGING

A critical step toward the understanding of the role of ABC transporters in clinical drug
resistance is the development of an imaging tool that could be used to identify patients
who have transporter-mediated resistance. Two radionuclide agents approved for use in
cardiac imaging, 99mTc-sestamibi and 99mTc-tetrofosmin, have been evaluated in cancer
by various investigators. The uptake and clearance of the agents have almost invariably
been associated with response to chemotherapy, and the same parameters have often been
significantly correlated with P-gp expression. Thus, the agents offer the possibility of a
real-time diagnostic assay for detection of drug resistance mediated by P-gp. Potentially
more significant is the demonstration that a P-gp inhibitor could increase accumulation
of the agents in tumors. This has been confirmed, primarily for sestamibi, in combination
with valspodar, biricodar, and tariquidar (31–35). Thus, these imaging tools offer the
possibility of providing both a diagnostic assay and a surrogate assay for inhibition of the
molecular target. Table 2 details the results of some 20 imaging studies evaluating 99mTc-
sestamibi uptake or washout in diverse malignancies.

Although the sample size in each study presented in Table 2 is small and almost
certainly underpowered, the geographic diversity of the studies and the similarity of the
results speak to their validity. Impaired drug accumulation, as measured by the sestamibi
surrogate, results in impaired chemotherapy response. Consistently, higher sestamibi
uptake is correlated with a better response to chemotherapy. As an example, in 25 patients
studied in Barcelona, the mean tumor uptake ratio of 99mTc-sestamibi was higher (7.70
± 5.20) than the mean ratio in nonresponding patients (2.21 ± 1.0) (36). The results for
most of the studies show similar differences in uptake. It could be considered that a two-
to threefold change in drug accumulation is too modest to be of clinical significance,
although few oncologists would advocate the converse (i.e., a 50% reduction in the
dosage of anticancer therapies).

In multiple studies, there was also a difference in tumor uptake related to P-gp expres-
sion. Again, a roughly twofold decreased sestamibi uptake in tumors with detectable P-gp
expression was noted by several investigators (37–39). This result is consistent with the
increased tumor accumulation of sestamibi observed following administration of P-gp
modulators. At least three studies have reported increases in sestamibi in tumors and P-gp-
expressing normal tissues (32–35). With tariquidar, a third-generation P-gp modulator,
the magnitude of the increase in the area under the curve (AUC) ranged from 0 to 278%
in normal liver and from 36 to 263% in visible tumor masses in 13 of 17 patients (31).
It is interesting that this increase in sestamibi accumulation is of the same order of
magnitude as the difference between P-gp-expressing and nonexpressing tumors in the
studies noted above.

It should be noted that the planar sestamibi imaging methodology is likely to under-
estimate actual differences. This can be ascribed to the detection of uptake in regions of
interest that include all of the tissue between the tumor and the camera detector, as well
as the tissue located behind the tumor in that plane. The inclusion of nontumor tissue in
the overlapping areas will diminish differences between patients.
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Table 2
Clinical Correlates in Sestamibi Imaging

Author, year Country Tumor type n Clinical correlate p -Value

Moretti 1996 (103) France Breast cancer 13 Only P-gp+ breast cancer was one of three that were NS
MIBI negative.

Del Vecchio 1997 (104) Italy Breast cancer 30 Higher retention of MIBI associated with low P-gp. <0.001
Kostakoglu 1998 (105) Turkey Breast cancer 30 T/B ratios lower with strong P-gp expression. <0.001
Ciarmiello 1998 (106) Italy Breast cancer 39 Rapid MIBI clearance with residual disease. <0.01
Kao 2001 (107) Taiwan Breast cancer 24 T/B MIBI ratio lowest with both P-gp and <0.05

MRP expression.
Takamura 2001 (108) Japan Breast cancer 46 T/N

d
 MIBI ratio higher in tumors responding to <0.01

chemotherapy. P-gp but not MDR1 mRNA
 higher in tumors with low MIBI T/N

d 
ratios.

Del Vecchio 2002 (109) Italy Breast cancer 33 MIBI efflux with apoptotic pathway activation. <0.001
Mubashar 2002 (37) UK Breast cancer 20 T/B ratio inversely correlated with P-gp expression. <0.001
Alonso 2002 (110) Uruguay Breast cancer 33 Higher MIBI T/B ratio with response <0.0001

to chemotherapy.
Higher RI with response to chemotherapy. 0.20

Fuster 2002 (36) Spain Breast cancer 25 Higher MIBI uptake with response to chemotherapy. <0.0001
Higher MIBI uptake with negative P-gp expression. NS

Kim 2002 (111) Japan Breast cancer 13 Higher MIBI uptake in responding tumors. NS
Cayre 2002 (112) France Breast cancer 45 Negative MIBI scan is associated with <0.05

nonresponse to chemotherapy.
In IDC, MIBI uptake is inversely correlated 0.0015

with MDR1 expression.
Cayre 2004 (113) France Breast cancer 98 Low tumor uptake with improved survival;  low <0.005

uptake with ILC histology.
Kao 2001 (114) Taiwan Lymphoma 25 T/B ratio higher in patients with good response <0.01

 and negative P-gp expression.
Ohta 2001 (115) Japan Lymphoma 45 Early-uptake ratio, no difference; 2-hr update 0.016

correlates with response.
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Song 2003 (116) Korea Lymphoma 17 Retention index higher in patients with response 0.014
to chemotherapy.

Yamamato 2001 (117) Japan SCLC 33 Higher early MIBI uptake ratio with response <0.01
to chemotherapy.

Lim 2000 (118) Korea SCLC 28 T/N ratio higher in those with complete
 or partial response.

Nishiyama 2000 (119) Japan NSCLC 38 Higher T/N ratio and RI in responder group. <0.05
Zhou 2001 (120) Japan Lung cancer 34 L/N

d
 higher in P-gp– tumors. 0.0324

L/N
wr

 higher in P-gp– tumors. 0.0269
Hsu 2002 (121) Taiwan NSCLC 30 Higher T/L ratio with good clinical response

 and negative for P-gp expression. <0.05
Pace 2000 (122) Italy Myeloma 30 Negative scan associated with best response. <0.001
Fonti 2004 (123) Italy Myeloma 17 MIBI washout rate higher in bone marrow <0.05

with highest P-gp.
Burak 2003 (42) Turkey Osteosarcoma 24 Higher clearance with expression of MRP. Lower 0.007

clearance with therapy response. 0.005
Burak 2001 (124) Turkey Bone and STS 25 Higher clearance with expression of P-gp. <0.01
Kawata 2004 (39) Japan Gastric cancer 36 Lower 30- and 120-min uptake ratios with P-gp <0.0001

positivity.
Wang 2004 (38) China Hepatocellular 78 No MIBI uptake, and higher washout rates 0.035

in tumors with P-gp expression.

MIBI, 99mTc-sestamibi; P-gp, P-glycoprotein; NS, not significant; T/B, tumor-to-background ratio; T/Nd, tumor-to-normal ratio; MDR1, multidrug resistance
1; RI, retention index; ILC, invasive lobular carcinoma; SCLC, small cell lung cancer; NSCLC, non-small cell lung cancer;L/Nd, delayed lesion-to-normal ratio;
L/Nwr, lesion-to-normal washout ratio; T/L, tumor-to-normal lung tissue ratio; STS, soft tissue sarcoma.



270 Bates et al.

It is unlikely, however, that P-gp is the sole determinant in sestamibi accumulation. The
multidrug transporter MRP1 has also been shown to transport sestamibi (40,41). In the
studies noted above, there was a correlation of sestamibi uptake and MRP1 expression in
some studies but not in others. These mixed results may be related to differences in
methodology or in tumor type, for example, a statistically significant correlation was
observed in osteosarcoma (42), but no correlation in gastric cancer (39). The general lack
of uptake of sestamibi in the central nervous system—even in the presence of the P-gp
inhibitor tariquidar—proves that factors other than P-gp control uptake. Indeed, disrup-
tion of the blood–brain barrier results in sestamibi visualization of primary and metastatic
brain tumors against the normal negative background of the brain (43).

One final note in the development of sestamibi imaging for multidrug resistance is the
caveat that sestamibi provides a surrogate for chemotherapy accumulation, but it is not
known how accurate that surrogate is. Other imaging agents have been evaluated includ-
ing tetrofosmin, also a substrate for both P-gp and MRP1 (41). Although fewer in number,
studies with tetrofosmin have also shown that uptake and washout rates correlate with P-gp
expression and chemotherapy responsiveness (44–47). The development of imaging
tools using actual antineoplastic agents has lagged. Positron-emission tomography imaging
with 18F-paclitaxel in combination with tariquidar in monkeys demonstrated increases in
the tissue AUC normalized to plasma AUC of 54 and 97% in the liver and lung, respec-
tively, with no change in kidney uptake (48). These changes are somewhat lower than the
normal tissue uptake in the sestamibi studies noted above; the factors responsible for this
are unknown—both the different species and the different transport substrate are candidates.

Taken together, these results support the continued evaluation of imaging agents as
diagnostic assays for the detection of P-gp and other ABC transporters, and support the
continued study of therapies aimed at overcoming P-gp-mediated drug transport.

5. SNPS IN ABC TRANSPORTERS

Genetic variants in the MDR1 gene and their phenotypic implications have been ex-
tensively studied over the past 5 yr. Since Hoffmeyer et al. reported in 2000 that a SNP
in exon 26 correlated with reduced levels of expression of the P-gp transporter on the
luminal surface of the small intestine (49), research groups from around the world have
studied the gene for further SNPs and their physiologic effects. Known SNPs in exon
coding regions of the MDR1 gene are reported in Table 3 (50). It is worth noting that an
additional seven SNPs located in noncoding introns have been described and have no
known effect to date.

Researchers have tracked the ethnic distribution of these variants, as well as investi-
gated the effects on disease risk, treatment response, and drug metabolism. Although
there have been conflicting results, the T/T genotype related to the C3435T polymor-
phism has been associated with reduced gastrointestinal P-gp expression (49,51) and
reduced drug excretion (52–54). Further, linkage between the common SNPs in exons 12,
21, and 26 has been suggested in some studies (7). The exact effect on drug metabolism
from these SNPs has been controversial, with differing results reported by various
researchers when examining different combinations of SNPs. The reader is referred
to several excellent reviews of this subject (7,55,56). Known racial and ethnic allelic
variations in the three most studied SNPs are listed in Table 4. As noted in Table 3,
the C3435T SNP found to affect P-gp expression in the duodenum is a synonymous
polymorphism, meaning that it does not affect the amino acid sequence of the protein.
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This raises the question of whether certain SNPs could be linked to regulatory sites up
or downstream of the MDR1 gene (50,57–59).

SNPs of the MDR1 gene have been reported to correlate with disease processes,
including ulcerative colitis and Parkinson’s disease (60,61), presumably through enhanced
susceptibility to environmental toxin exposure. A similar role in oncology has also been
proposed. Jamroziak et al. compared children with acute lymphoblastic lymphoma with
age-matched controls, and found that individuals with the T/T genotype at position 3435
had a higher risk of developing acute lymphoblastic lymphoma, with an odds ratio of 1.8
(62). The authors postulate that lower levels of P-gp result in a long-term increased
exposure of stem cells or other vulnerable cells to carcinogens, thereby allowing initia-
tion and progression of malignancy. The same study also reported that those with the
wild-type C/C genotype had a poorer response to therapy and a worse prognosis (62).

These results and others highlight the possibility that MDR1 SNPs may affect drug
sensitivity. Kafka et al. found that patients with locally advanced breast cancer with the
homozygous 3435T genotype had an improved response and a higher complete remission
rate to preoperative chemotherapy than patients with the wild-type or heterozygous
genotype (63). Woodahl et al. investigated the G1199A SNP—an allelic variant not
thought to be linked to other SNPs and found in more than 5% of Caucasians—and found
that LLC-PK1 epithelial cells expressing this polymorphism were more resistant to vin-
blastine and vincristine (64). As with the expression and pharmacokinetic correlations
noted above, the association between drug sensitivity and SNPs has been controversial.

As mentioned, a sizable body of research has investigated the role of the MDR1-
encoded P-gp in inducing drug resistance and the possible clinical benefit in inhibiting
the efflux pump. Little recent research has investigated the effect of SNPs on P-gp
inhibition. An exception was the work of Kuppens et al., who reported on the oral
bioavailability of docetaxel when given with the P-gp blocking agent OC144-093 (65).
One of 12 patients had variant alleles, and the pharmacokinetic parameters in this single
patient were not different from those in the other 11 patients. Larger trials will be needed
to answer the question of whether the SNPs alter the effect of P-gp inhibitors.

Even without the certainty of whether the polymorphic variants would affect P-gp
inhibition, it seems clear that genetic factors could control the inducibility or the level of
expression of MDR1, thus confounding the results of clinical trials correlating MDR1

Table 3
Multidrug Resistance 1 Exon-Encoded

Single-Nucleotide Polymorphisms

SNP Location Translation impact

T-12C Exon 1 Noncoding
G-1A Exon 2 Translation
A61G Exon 2 Asn21Asp
T307C Exon 5 Phe103Leu
G1199A Exon 11 Ser400Asn
C1236T Exon 12 Gly412Gly
G2677T/A Exon 21 Ala893Ser/Thr
G2995A Exon 24 Ala999Thr
C3435T Exon 26 Ile1145Ile
C3396T Exon 26 Wobble
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Table 4
Allelic Frequencies by Ethnicity and Nationality

SNP        C1236T                                   G2677T/A                          C3435T
Location        Exon 12              Exon 21      Exon 26

Allele C T G T A C T
Ethnicity/nationality
Korean 38 62 44 37 19 63 37
European Caucasians 56 42 2 46 54
Portuguese 52 48  35–43 57–65
British Caucasians 48 52
Spanish 48 52
European Americans 67 33
African Americans 84–86 14–16
Kenyan 83 17
Ghanaian 83 17
Sudanese 73 27
Chinese 53 47
Filipino 59 41
Saudi Arabian 55 45

SNP, single-nucleotide polymorphism.
Sources: refs. 57, 125, 126, and 127.
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expression with resistance, with clinical course, or with the results of P-gp inhibition. A
sizeable number of studies have evaluated MDR1 expression in different patient popu-
lations, concluding in many cases that tumors in patients with relapse following therapy
have higher levels of MDR1 expression. If a SNP were associated with reduced expres-
sion of MDR1, or with limited inducibility, then exposure to the anticancer agent would
not necessarily be associated with increased levels. A case in point is the clinical trial in
acute leukemia that tested PSC 833 in combination with cytosine arabinoside,
daunorubicin, and etoposide and closed early for toxicity in the treated group (12). There
was a suggestion of benefit in the subset of patients who had detectable activity of P-gp
as measured by a flow cytometric assay (12). One can speculate that the effect of a variant
SNP preventing increased MDR1 expression despite the selection pressure induced by
prior chemotherapy would be a subset of patients who could not receive benefit. Treat-
ment of patients with such a variant, even with P-gp substrates, would effectively push
the cancer in the direction of other mechanisms of drug resistance, and obviate the utility
of a P-gp inhibitor in that patient population. Patients whose MDR1 expression could
increase would have resistance mediated by P-gp, and so could benefit from the addition
of an inhibitor. A further extension of that hypothesis is that those patients would have
intrinsically higher P-gp levels in their normal stem cells and tissues, and that chemo-
therapy in the presence of a P-gp modulator would be less toxic for those patients. The
observation in the Baer study that the subset of patients with P-gp-positive leukemic cells
had no toxic deaths is certainly compatible with such a hypothesis. Indeed, the study
closed early because of toxicity, but had the patients been selected for those with detect-
able efflux in their leukemic cells, there may have been both benefit and reduced toxicity.

Laboratory data with ABCG2 show that variations in amino acid sequence may indeed
affect the success of a transport inhibitor. Whereas the natural product fumitremorgin C
appears to behave equivalently in cells bearing a gain of function mutation in ABCG2 at
amino acid 482, other inhibitors such as novobiocin and some taxane derivatives function
less efficiently (66,67). This mutation has not been found as a SNP but has been charac-
terized as a hot spot, having been found in multiple cell lines selected for drug resistance
(68,69). It remains to be seen whether the mutation could occur in a particular clinical
setting. Beyond the mutation at 482, several polymorphic variants have been described.
One of these, 421C>A, results in a protein in which the glutamine at residue 141 has been
substituted by lysine. This variant results in impaired transport activity and, some report,
impaired expression at the cell surface (70–72). As a result, cells expressing the variant
ABCG2 have increased sensitivity to ABCG2 substrate drugs such as mitoxantrone,
topotecan, and SN-38. It has been speculated that a group of patients carrying this variant
would have enhanced sensitivity to the toxicities of substrates such as irinotecan and
topotecan; however, proof of this has been difficult to obtain, potentially because of
confounding effects of other polymorphic proteins (73). Evaluation of this question is
ongoing. As with the discussion for MDR1, the presence of a variant limiting expression
could have an impact on the results of expression studies or clinical trials evaluating the
role of ABCG2 in clinical drug resistance.

6. EXPANDING NUMBERS OF SUBSTRATES FOR ABC TRANSPORTERS

The focus of this chapter is delineation of the evidence arguing for the importance of
multidrug transporters in cancer. The steadily expanding recognition of new substrates
and inhibitors can be included in such an argument. One of the noteworthy features of
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P-gp is the diversity of substrates that are transported. Recent studies have focused on
identification of orally absorbed nononcologic agents in widespread clinical use, includ-
ing digoxin, HIV protease inhibitors, tricyclic antidepressants, and antibiotics (7,74).
Work with the National Cancer Institute drug screen matching drug sensitivity profiles
in the 60-cell line panel suggested that there were hundreds, if not thousands, of substrates
for P-gp (75,76). The number of substrates for MRP1 discovered by this methodology
was not as great, perhaps because of the need for some MRP1 substrates to be conjugated
with glutathione, sulfate, or a glucuronide and the disparate ability of cancer cell lines to
carry out this function (8). Data being gathered for ABCG2 suggest a degree of diversity
in substrates akin to that of P-gp (9). The diversity of substrates for all three of the
transporters suggests that new compounds in development should be screened for vulner-
ability to drug transport. Table 5 provides an updated list of ABCG2 substrates.

7. ABC TRANSPORTERS AND THE CANCER STEM CELL HYPOTHESIS

Another emerging line of evidence supporting the role of ABC transporters in onco-
logic drug resistance is that involving the cancer stem cell hypothesis. According to this
hypothesis, a malignant tumor, whereas originating from a single malignant clone, is
composed of several compartments of cells with differing capacities for self-renewal.
The existence of a pluripotent, self-renewing stem cell in normal bone marrow has been
firmly established for some time, and recent evidence has pointed toward the existence
of such cells in normal tissues as well. In normal tissues, these cells are not thought to be

Table 5
ABCG2 Substrates

Mitoxantrone
Topotecan
Irinotecan
SN38
Methotrexate
Methotrexate (MTX) polyglutamates
STI571 (Gleevec®)
Flavopiridol
Photodynamic therapy agents
Indolocarbazole topo I inhibitors (rebeccamycin)
Novel camptothecins
Homocamptothecin
Anthelmintic benzimidazoles
Cimetidine
AZT
Sulfated estrogens
2-amino-1-methyl-6-phenylimidazo[4,5-b]pyridine (PhIP)
Hoechst 33342
Pheophorbide a
BODIPY-prazosin
[Lysotracker Green]
[Rhodamine 123]

The number of reported substrates for ABCG2 (breast cancer resistance protein) continues to grow. The
top half of the table includes anticancer agents both approved and in development; the lower half includes
compounds used in treatment of other diseases, a carcinogen, and fluorescent dyes. Compounds in square
brackets are substrates only for ABCG2 with a mutation at amino acid 482.

ABCG2, ATP-binding cassette transporter G2.
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as pluripotent as embryonic stem cells; rather there exists pluripotency within tissue
specificity. These tissue-specific stem cells retain the self-renewing capacity that is the
hallmark of the stem cell, and have been touted as potential therapeutic tools in several
disease processes.

In bone marrow, the stem cell population has been identified phenotypically based on
efflux of the fluorescent dye Hoechst 33342, known as the “side population” or SP
phenotype (77). Because Goodell et al. demonstrated reversal of the SP phenotype by
verapamil, it was believed the SP phenotype was determined by P-gp. However, Zhou
and colleagues found side-population cells in Mdr1a/1b–/– cells and recognized that the
SP phenotype in mice is determined by the presence of Abcg2, for which Hoechst 33342
is a substrate (78). This was later shown to be true in human hematopoietic stem cells as
well (79,80). Whereas both P-gp and ABCG2 are expressed in SP cells, ABCG2 is
believed to be primarily responsible for the SP phenotype because bone marrow from
Abcg2–/– mice display a sharp reduction in the number of SP cells (81). SP cells have also
been identified in an increasing number of normal tissues, including normal brain, kid-
ney, heart, and breast tissues. Tissue-specific stem cells carry lineage-specific markers
in addition to the SP phenotype.

Increasingly, it appears that cancers are also composed of pluripotent cells with self-
renewing capabilities existing alongside other compartments of cells that are malignant
and yet have lineage-specific markers without a long-term self-renewing capacity. Sev-
eral investigators have reported evidence of distinct cell compartments within a tumor
mass, including breast cancer, brain tumors, neuroblastomas, and gastrointestinal can-
cers (82–85). Hirschmann-Jax and colleagues found SP cells in primary tumors from
patients with neuroblastoma, and noted high expression of ABCG2 and ABCA3 in the
SP cells, promoting survival when the cells were exposed to cytotoxic drugs. If this
hypothesis is correct, the logical conclusion is that anticancer therapy should be directed
toward the population with self-renewal capacity. As an aside, it should be noted that the
converse cannot be assumed—that is, the presence of an SP phenotype cannot be the sole
defining feature of the stem cell. To be sure, drug-resistant cells and cancer cells derived
from normal tissues that express ABCG2 in the mature, terminally differentiated state
may exhibit ABCG2 expression as part of the cancer phenotype.

By definition, the long-term, self-renewing capacity of the stem cell implies enhanced
repair capabilities and resistance mechanisms that allow survival and regeneration despite
injury. How much overlap these mechanisms have with the cellular mechanisms charac-
terized in cancer cells is not yet known. These mechanisms likely exist in cancer stem
cells, too. ABCG2 expression offers a first line of defense for stem cells against toxins
that are also substrates. For example, Abcg2 expression was found to confer hematopoi-
etic protection from mitoxantrone in mice (81). It appears that in hematopoietic cells,
both ABCG2 and MDR1 are preferentially expressed by the earliest progenitors, whereas
MDR1 is expressed by more mature progenitors (81,86). One of the earlier phenotypic
descriptions of the stem cell compartment was that it was rhodamine dull (87). This
phenotype could not be ascribed to ABCG2, expression because rhodamine has been
shown to be a substrate only for a mutated form of ABCG2 and not for the wild-type form
(66). MDR1 expression in hematopoietic progenitors has also been reported to have a
protective role (88).

In tissue-specific stem cells, the SP phenotype has been demonstrated, indicating
ABCG2 expression. Whether MDR1 is expressed by more mature progenitors in this
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setting, whether some stem cells express both, or whether there are differences among
different tissue-specific stem cell types remains to be determined (89,90). The extent to
which cancers replicate the normal tissue stem cell and differentiation pathway is not
clear. As therapies are directed toward the stem cell phenotype, it will be important either
to identify agents that are not substrates, or to develop agents in combination with inhibi-
tors of the transporters. Differences between stem cells among specific tumor types could
allow anticancer therapies to be directed more specifically against these cells, sparing
stem cells in noninvolved tissues.

8. CONCLUSION

In summary, in the 30 yr since the discovery of P-gp, the importance of the “multidrug”
ABC transporters in normal physiology has emerged. It has become clear that these
transporters play roles in normal stem cells, in the blood–brain barrier, in protection from
toxic xenobiotics, in drug excretion, and it is very likely that they partially mediate
interindividual differences in drug sensitivity. Our understanding of the role of multidrug
transporters in drug resistance in cancer is still evolving. The disappointing results of
clinical trials with P-gp inhibitors have led many investigators to take a wait-and-see
attitude toward the further development of these agents. However, the development of
imaging agents that are substrates for transporters offers the possibility of determining
in the clinical setting whether drug accumulation can be modulated. This is perhaps the
most logical and straightforward approach for future studies, and the ability to document
ABC transporter activity in the clinical setting offers the potential of selecting patients
most likely to benefit. Such a strategy could allow ABC transporters to join the growing
group of molecular targets that are identified before therapy is offered. These agents soon
will include, in addition to estrogen and progesterone receptors as time-honored examples,
HER-2 in breast cancer; EGFR mutations in lung cancer; and cKit mutations in gas-
trointestinal stromal tumors. Detection of patients whose tumors have detectable ABC
transporter activity offers not only the possibility of identifying patients who may benefit
from inhibitor therapy, but also offers the possibility of avoiding patients who may suffer
undue toxicity due to SNPs that confer a lower level of transporter expression in normal
and malignant tissues. Whereas this latter point is entirely speculative, this possibility
could explain the striking differences in toxicity in subsets of patients treated with P-gp
inhibitors in randomized trials ([11,12]; D. Norris, Xenova, unpublished data). P-gp was
a molecular target discovered before the era of targeted therapy and before we understood
how targeted therapies needed to be developed. Perhaps this early molecular target can
now become a “validated” target for anticancer therapy.
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SUMMARY

cis-Diammine-dichloro-platinumII (cisplatin) is an inorganic, square-planar coordi-
nation complex that has become one of the most important drugs in the clinical man-
agement of cancers over the last three decades. It is similar to classical alkylating agents,
in that the central platinum atom interacts covalently with DNA to also form adducts,
which are the cytotoxic lesions. When these adducts are detected by damage recognition
proteins, signals are transduced that culminate in the activation of apoptosis. However,
cisplatin resistance arises when dysregulation of genes reduces the level of adducts
formed, reduces recognition of adducts, or inhibits the apoptotic process. Alternatively,
prosurvival pathways may become upregulated to increase cell proliferation even when
DNA damage is extensive. It is rare to find a single mechanism of resistance within a
tumor; in general, several mechanisms coexist to create a complex multifaceted di-
lemma, which confounds cancer treatment strategies. However, additional platinum-
based agents with different spectrums of antitumor activity are entering the clinic, but
it is likely that more-potent leads may be identified from among the large reservoir of
existing platinum-based agents, provided the multifaceted nature of cisplatin resistance
is better appreciated. Although a number of mechanisms have become firmly estab-
lished in the literature, it appears that several more will be added in time, based on the
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increasing number of resistance-inducing genes that have been identified from differ-
ential gene expression profiles.

Key Words: Cisplatin; resistance; molecular mechanism; DNA adducts; damage
recognition; DNA damage tolerance; cell cycle; apoptosis.

1. CONCEPT OF CISPLATIN RESISTANCE
AND ITS MULTIFACETED NATURE

Genetic changes are at the heart of cancer development. Although cancer may arise as
a result of a key genetic defect, a number of compensatory molecular changes ensue to
enable tumor cells to attenuate or override cell cycle regulatory controls and, thereby,
proliferate unabated. Interestingly, no cancers from two individuals, even from the same
tissue, are identical in their expression profile of genetic abnormalities. It is remarkable
then that such cancers respond similarly to therapeutic interventions with a given regi-
men. This suggests that a favorable antitumor response depends predominantly on the
proper functioning of a few critical genes involved in signal transduction pathways,
which on activation by antitumor drugs, tip the balance in favor of apoptosis (Fig. 1). In
this regard, cis-diammine-dichloro-platinumII (cisplatin) is considered a potent inducer
of apoptosis, and, therefore, has played a clinically important role in the management of
several cancers, including those of the ovary, testes, and the head and neck. This spectrum
of antitumor activity also suggests that common apoptotic-inducing signal transduction
pathways are activated by cisplatin in tumors of different tissue origin. The high potency
of this drug is readily appreciated by considering that in 1970, before the advent of
cisplatin, only about 5% of young men with metastatic testicular cancer survived, whereas
now greater than 80% of such cases are cured (1).

Cisplatin-induced cytotoxicity involves a complex process, ranging from initial drug
entry into cells to the final stages of apoptosis (Fig. 2). For cisplatin, the therapeutic
molecular event that initiates the cytotoxic process is DNA damage (2), with the N7-

Fig. 1. DNA damage generates both survival and apoptotic signals. Cell fate will depend on the
relative strength of the two sets of signals. Upregulation of survival pathways and/or
downregulation of apoptotic pathways will induce drug resistance.
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position of adenine and guanine providing prime nucleophilic sites for the platinum drug
to form DNA–DNA interstrand and intrastrand crosslinks (3). The major cytotoxic adducts,
however, appear to be ApG and GpG (where “p” is a phosphate linking the two bases)
intrastrand crosslinks, which account for 85–90% of total DNA lesions (4,5). Although
these adducts transduce signals to produce the characteristic inhibition of DNA synthesis
and suppression of RNA transcription that are associated with cisplatin, such cellular
responses to DNA damage do not necessarily correlate with cytotoxicity (6,7). On the
other hand, gross adduct levels do correlate directly with the level of cell killing (2,8), and
this indicates that adducts transduce additional signals that facilitate cell death. In this
regard, apoptotic signals are the more critical event for antitumor responses that may
translate into clinical cures, as with testicular cancers. Correlation between DNA damage
and cellular drug sensitivity does not only apply to cisplatin, but also extends to platinum
analogs. As indicated in Fig. 3, a linear relationship has been demonstrated in the sensi-
tive murine L1210 leukemia model between adduct levels and potency (defined as the
reciprocal of IC50 drug concentration) for cisplatin and the three analogs shown. Such a
relationship is not as well correlated in the isogenic cisplatin-resistant L1210/DDP model.
This suggests that different mechanisms of action are at play for each of the platinum
drugs, and these transduce signals with good efficiency to the apoptotic machinery in
sensitive cells, but with relatively lower efficiency in the resistant model where the main
signal transduction pathways activated by cisplatin are disrupted. Such disruptions in

Fig. 2. The process involved in cisplatin-induced cytotoxicity. If any stage of the process toward
apoptosis is disrupted, resistance will ensue.

Fig. 3. Structure of cisplatin and analogs, and correlation between potency and the level of total
DNA adducts. Data from isogenic sensitive (L1210) and cisplatin-resistant (L1210/DDP) murine
leukemia cells are presented. The lines were generated by linear regression. (Adapted with per-
mission from ref. 170).
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signaling are the basis for acquired cisplatin resistance and crossresistance to other plati-
num and nonplatinum agents, and explain why antitumor responses to cisplatin do not
always translate into cures. Indeed, in small cell lung and ovarian cancers, the significant
initial cisplatin response rates of up to 70% lead to a 5-yr survival rate of only 5–10 and
25–30%, respectively (9,10). Nevertheless, it is apparent that in model systems, cell death
can still be accomplished in resistant cells, but with a relatively higher drug input. Clinical
resistance, on the higher hand, is defined as a failure of tumor cells to undergo apoptosis
at clinically relevant doses or at clinically achievable plasma drug concentrations. There-
fore, the exact level of resistance in patients is difficult to define, but refractory tumors
may be at least twofold resistant, because such tumors become responsive when the
standard clinical dose of cisplatin is doubled (11). Moreover, acquired resistance may not
always be ascribed to the failure/attenuation of apoptotic signal transduction pathways,
as resistance can arise through upregulation in other pathways that shift the delicate
balance toward cell survival (see Fig. 1).

Cisplatin resistance does not necessarily have to be acquired. Intrinsic mechanisms in
tumor cells also impede cisplatin-mediated cell death and are ascribed to preexisting
signaling defects, which are presumed to be similar to those observed in acquired resis-
tance. For instance, LNCaP prostate tumor cells selected for metastatic potential demon-
strate intrinsic resistance to cisplatin, and this resistance, like acquired resistance, can be
circumvented by the DACH-Ac2-Cl2-PtIV analog shown in Fig. 3 (12–14). Although a
single mechanism of resistance in a cell line is possible (15), it is not unusual to find that
the underlying cause of resistance is multifaceted, as indicated by the concurrent presence
of several resistance mechanisms within a tumor cell (16,17). Furthermore, the spectrum
of resistance mechanisms varies between cell lines, and some mechanisms may be absent
in certain resistant models (5) and expressed in others only when the tumor is grown in
vivo (18). Unfortunately, the several resistance mechanisms within a tumor are often
unrelated and arise sequentially, so that final resistance acquired through cisplatin expo-
sure can be high (19). Irrespective of their specific characteristics, resistance mechanisms
are an impediment to clinical management of the disease, and this is further compounded
by the fact that tumors acquiring resistance to cisplatin are fully crossresistant to the
platinum analog carboplatin (20) and also to diverse unrelated antitumor drugs (21). This
suggests that cisplatin, carboplatin, and the unrelated agents likely share common mecha-
nisms of resistance. In such cases, the mechanistically distinct platinum analogs
oxaliplatin (22) and DACH-Ac2-Cl2-PtIV (14) can be of particular clinical interest for
their ability to circumvent cisplatin resistance.

In essence, cisplatin resistance occurs because of a failure of cells to induce apoptosis.
This failure arises as a result of molecular alterations that either attenuate the level and
persistence of DNA damage, reduce transduction of DNA damage signals reaching the
apoptotic machinery, upregulate survival pathways, or a combination of these. The spe-
cific mechanisms are detailed in the following subheadings.

2. REDUCED ADDUCT LEVELS AS A CAUSATIVE FACTOR

Because the level of DNA–DNA adducts and their persistence correlates directly with
cisplatin cytotoxicity (2,8), changes in gene expression within the cell that reduce the
level of these DNA lesions will induce resistance. The four main mechanisms that attenu-
ate adduct levels are reduced drug uptake, enhanced drug efflux, increased inactivation
of cisplatin, and enhanced adduct repair.
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2.1. Reduced Drug Uptake
Although a few studies have demonstrated a lack of change in cisplatin uptake in

cisplatin-resistant cells (15), these appear to be isolated incidences. In fact, reduced drug
uptake is prevalent and surfaces early in the genesis of drug resistant clones. Reduced
drug accumulation of about 20–70% has been observed in a variety of cisplatin-resistant
cell lines, and so it represents a significant factor (5). In a few of these cell lines, reduced
uptake can be the principal mechanism of resistance. Because reduced influx can be
demonstrated over a wide range of extracellular cisplatin concentrations, it has been
suggested that the defect is in the passive nonsaturable drug uptake process (4,23). How-
ever, cisplatin uptake via an energy-dependent active transport involving Na+/K+ ATPase
or a gated ion channel has been suggested (24,25), and the possibility exists that defect
in this system may also contribute to cisplatin resistance. Recently, cisplatin uptake via
the high-affinity copper transport protein (Ctr)1 has been proposed in yeast and mamma-
lian cells (26–28). This is supported by evidence that deletion of the Ctr1 gene was
associated with reduced cisplatin uptake (28), and, conversely, cells engineered for
increased expression of this gene increased uptake of cisplatin by about 1.5-fold. Inter-
estingly, exposure of cells to cisplatin results in decrease of Ctr1 within minutes, which
is suggestive of degradation or poisoning of the transporter protein (28). However, the
significance of Ctr1 in cisplatin resistance is unclear. Although deletion of Ctr1 resulted
in the drug-resistant phenotype (28), increased expression of this gene that enhanced drug
uptake did not induce sensitivity to cisplatin (27). In contrast to these studies, which
manipulated Ctr1 expression in sensitive cells to examine modulation of drug sensitivity,
one report has identified significant (>50%) reduction in Ctr1 mRNA, and corresponding
reduction in cisplatin uptake, in a stable fivefold cisplatin-resistant human small cell lung
cancer cell line derived through traditional chronic exposure of isogenic sensitive cells
to cisplatin (29). Moreover, in this study, increased expression of Ctr1 by transfection
increased cisplatin sensitivity of both sensitive and resistant cell line pair. Therefore, the
preponderance of these early data does seem to implicate Ctr1 gene in cisplatin
resistance.

2.2. Enhanced Drug Efflux
As with reduced drug uptake, enhanced drug efflux in resistant cells can also affect a

net decrease in intracellular cisplatin levels and contribute to the drug-resistant pheno-
type. Although cisplatin efflux as a mechanism has been discounted in some model
systems (17,24), several studies have demonstrated upregulation of exporter proteins in
response to chronic cisplatin treatment. Of these, the multidrug resistance-associated
(MRP) gene family is a major focus of investigations. The MRP family is composed of
at least seven members (MRP1-7), which are ATP-dependent proteins and localized in
the cell membrane. Several of these have been associated with cellular efflux of a variety
of drugs and, more significantly, their presence has been demonstrated in tumor cells
(30). However, of the MRP members, only MRP1 and MRP2 may be of significance, and
then only in some cisplatin-resistant tumor models (31). The role of MRP2 (canalicular
multispecific organic anion transporter; ATP-binding cassette transporter C2) appears to
be of greater importance, and is supported by increased gene expression of this member
in cisplatin-resistant cells (32). Additional support has been provided through demon-
stration that cisplatin resistance can be induced following transfection of MRP2 gene
expression vector, or, conversely, through sensitization of cells to cisplatin following
expression of MRP2 antisense (33,34).
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In the past few years, an additional family of ATPase exporter genes has been linked
to cisplatin resistance. Investigations on cisplatin efflux have centered around two family
members, ATP7A and ATP7B, which are copper-transporting genes that are overexpressed
in cisplatin-resistant tumor cells (26,35,36). Studies indicate that human tumor cells
transfected with ATP7A or ATP7B acquire significant resistance to both cisplatin and
copper. However, it is not clear whether this acquisition of cisplatin resistance is because
of enhanced cisplatin efflux, as intracellular levels of cisplatin do not decrease in such
engineered cells (37). It appears that ATP7A and ATP7B may initiate efflux of cisplatin
directly into the vesicular compartment, which reduces nuclear access of cisplatin to
affect DNA damage, and this in turn reduces cytotoxicity. Although the significance of
the copper transporter in cancer has been highlighted by a recent proposal to use
overexpression of ATP7B as a clinical marker of chemoresistance to cisplatin in ovarian
cancer (38), this contrasts with the reported lack of change in the expression of ATP7A
and ATP7B in five nonovarian cisplatin-resistant cell lines when compared to their
isogenic sensitive counterparts (29). A remote possibility is that increased expression of
these efflux transporters in cisplatin resistance is tissue-type specific, but it will require
future studies to clarify this and amplify the clinical significance of these export proteins.

Other proteins implicated in cisplatin efflux include the multidrug resistance (MDR)
P-glycoprotein or the major vault/lung resistance-related protein (MVP/LRP) transporter,
but the supporting evidence is weak (39). Indirect evidence, however, demonstrates that
in advanced ovarian cancer, overexpression of P-glycoprotein is associated with a poor
response to cisplatin-based regimen (40). Similar poor response to the platinum regimen
has also been demonstrated in this disease expressing increased levels of MVP/LRP (41).
It is apparent that further data are needed to draw definitive conclusions on the role of P-
glycoprotein and MVP/LRP in cisplatin resistance.

2.3. Increased Inactivation of Cisplatin
Cisplatin is a neutral inorganic molecule, which undergoes aquation reactions to

become activated before it can react with nucleophilic sites on the DNA. This interaction
can also occur with other nucleophilic components, which include glutathione (GSH) and
the cysteine-rich metallothionein in the cytoplasm. Thus, any increases in such thiols will
enhance inactivation and sequestration of cisplatin in the cytoplasm, reduce the availabil-
ity of the antitumor agent in the nucleus to form DNA adducts, and induce resistance.

Several preclinical and clinical studies have demonstrated that increases in GSH do
indeed correlate with cisplatin resistance (5,42). Such elevations have been ascribed to
coordinate increases in the expression of the γ-glutamylcysteine synthetase (γ-GCS) gene
(involved in GSH biosynthesis) and the transcription factor c-Jun (43). Although the
reaction between aquated cisplatin and GSH can occur spontaneously, this reaction in
part may also be catalyzed by the xenobiotic detoxication enzyme GSH-S-transferase-π,
the increased level of which is also implicated in cisplatin resistance (44). This is sup-
ported by evidence that patients with head and neck cancer survive longer when their
tumors have a low level of GSH-S-transferase-π than when their tumors have high levels
(45). The role of elevated GSH in cisplatin resistance may also be due in part to GSH-
mediated increase in either the repair of DNA adducts (5) or the capacity to suppress
apoptosis (46,47). As with GSH, metallothioneins also interact with and inactivate
cisplatin. Because metallothioneins are rich in thiol-containing cysteine residues,
increases in this protein of up to fivefold in cisplatin-resistant murine and human tumor
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models can provide a substantially greater potential to inactivate cisplatin and enhance
the resistance phenotype (48,49).

2.4. Enhanced Adduct Repair
An increase in the rate of repair of drug-induced DNA adducts constitutes an important

mechanism of cisplatin resistance. The resultant decrease in cisplatin-mediated cell killing
has been demonstrated in several murine and human tumor cell lines (8,19,50). The
twofold increase in repair is probably the upper limit as further increases are not observed even
when resistance to cisplatin continues to rise in chronic drug exposure protocols (51,52).

Removal of platinum adducts from the DNA involves the nucleotide excision repair
(NER) pathway. NER is a complex process involving some 17 different proteins (53), but
changes in only a few rate-limiting proteins is sufficient to enhance repair capacity (54).
It is not surprising then that cisplatin resistance arises with increases in the excision repair
crosscomplementing (ERC)C1 or ERCC1/xeroderma pigmentosum group (XP)F pro-
teins, but not ERCC3 (55,56). Overexpression of ERCC1 and another NER protein, XPA,
have also been demonstrated in patient’s tumors that are refractory to cisplatin (57).
Based on these observations, one may predict that a defect in NER may hypersensitize
tumor cells to cisplatin. This has indeed been demonstrated, together with restoration of
normal drug sensitivity when NER integrity is reestablished (51,58). Similarly, the high
sensitivity of testicular tumor cells to cisplatin correlates with their reduced repair capac-
ity as a result of low levels of XPA and ERCC1/XPF (59,60). NER has broad specificity,
such that increased repair from cisplatin exposure also increases repair of structurally
diverse platinum-based drugs (61,62). This may explain in part both the inability of
specific platinum drugs, such as oxaliplatin, to fully circumvent cisplatin resistance and
the crossresistance observed with structurally diverse nonplatinum drugs.

Although the NER complex can remove cisplatin-induced DNA adducts by both
global genomic and transcription-coupled nucleotide excision repair (TC-NER), the
significance of TC-NER in cisplatin resistance is considered by some as doubtful
(51,51,63). This emanates from the finding that several proteins, such as ERCC1 and
XPA, play a key role in TC-NER, but demonstrate a preference for repairing interstrand
platinum crosslinks rather than the lethal intrastrand adducts of cisplatin. This, however,
is countered by the demonstration that cells deficient specifically in TC-NER, but not
global genomic repair, are hypersensitive to cisplatin (58). Moreover, breast cancer 1
(BRCA1) is involved in TC-NER (64), and overexpression or inhibition of this breast and
ovarian cancer susceptibility gene leads to cisplatin resistance or sensitivity, respectively
(65). However, the role of BRCA in DNA repair is dependent on members of the Fanconi
anemia family of proteins. In this regard, the Fanconi anemia F gene is downregulated
by epigenetic silencing in sensitive 2008 cells, but expressed in cisplatin-resistant 2008/
C13 cells to facilitate interaction with BRCA proteins and promote cisplatin adduct repair
(66). Irrespective of the specific mechanism involved, a general conclusion is that an
increased rate of repair of DNA adducts by NER generally induces cisplatin resistance.

3. DEFECTIVE DNA DAMAGE RECOGNITION

Before signal transduction pathways can be activated to initiate specific cellular
responses, such as repair, the damage to the DNA by cisplatin has to be recognized. This
is done by specific proteins that do not necessarily recognize the specific DNA adduct,
but rather the physical distortions or kinks created in the DNA helix by the damage (67).
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Such distortions can differ between interstrand and intrastrand adducts, and between one
platinum agent and another. There are more than 20 DNA damage recognition proteins,
including human mutS homolog-2 (hMSH2), high mobility group (HMG)1/2, human
mRNA for upstream binding factor, and TATA box binding factor, with each recognizing
one or more qualitatively distinct DNA distortion (61,68). More recent data have dem-
onstrated that the p53 molecule in its nascent form also has the capacity to recognize and
bind to DNA–cisplatin adducts, but in addition, p53 can enhance the binding of the
recognition protein HMG1 to the adduct (69,70). Because several proteins may recognize
the same distortion, multiple signaling pathways can be activated by a single type of DNA
lesion. With cisplatin, several types of intrastrand adducts are formed (including GpG,
ApG, GpXpG and ApXpG, where “X” is any base), which may require recognition by
an array of proteins, and this is consistent with the observation that several cellular effects
are observed when DNA is damaged by this agent. Interestingly, the spectrum of these
effects may be different with structurally different platinum analogs, such as the clini-
cally active oxaliplatin and satraplatin (JM216). This stems from the understanding that
adducts of cisplatin and these agents may be differentially recognized, as has been
reported with HMG1 or components of the mismatch repair (MMR) complex, which
show greater preference for interacting with cisplatin adducts (68,71). An alternative
proposal to explain the variety of cellular response is that a single recognition protein
transduces multiple signals following DNA damage by cisplatin. Support for this concept
is provided by a recent study with XPC using gene microarrays. This recognition protein
is involved in NER, but defect in the XPC gene not only affects other DNA repair genes,
but also downstream genes involved in cell cycle, cell proliferation, and apoptotic response
(72). Thus, recognition of cisplatin-induced DNA adducts by a single protein is capable
of inducing a cascade of cellular responses that, when integrated downstream, determine
the final fate of the cell.

Because damage recognition proteins can affect cell death, the converse is also true
that loss of damage recognition can render cells insensitive to cisplatin. This is well
demonstrated by loss of the integrity of the MMR complex, which normally facilitates
cisplatin-mediated apoptosis after attempting futile repair of DNA adducts (73). The
MMR complex consists of a number of proteins, including hMutL-α (heterodimer of
hMLH1 and PMS2) and hMutS-α (a heterodimer of hMSH2 and hMSH6). Of these,
hMSH2 (as a monomer or the hMutSα heterodimer) is involved directly in recognizing
GpG intrastrand adduct of cisplatin (68,71,73). Both hMLH1 or hMSH2 are reported to
be downregulated or mutated in some cancers, and because these abnormalities attenuate
apoptotic activity, response to cisplatin is significantly reduced (71,73–75). Thus, loss of
MMR integrity induces cisplatin resistance.

4. INCREASED DNA DAMAGE TOLERANCE

Molecular mechanisms of resistance involving transport, thiols, and DNA repair serve
to reduce the formation and persistence of cytotoxic DNA adducts. However, the ability
of cells to tolerate a greater level of cisplatin adducts is a significant factor in cisplatin
resistance. Indeed, several reports have demonstrated an excellent correlation between
DNA damage tolerance and resistance (19,76,77). Such a correlation can be seen in Fig.
4, which demonstrates that this relationship applies to both murine L1210 and human
A2780 tumor models.
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Tolerance to DNA adducts is a function of the individual resistance mechanism: a
defect in the signal transduction pathway can only culminate in resistance if cells can
tolerate an increased level of DNA damage. This can be reconciled by considering that
cell death is a net result of both prosurvival and proapoptotic signals, and either an
increase in intensity and/or duration of prosurvival signals or suppression of proapoptotic
signals in resistant cells will inhibit apoptosis (see Fig. 1), even when DNA damage has
reached or exceeded the normal cytotoxic threshold of sensitive tumor cells. The mecha-
nisms contributing to DNA damage tolerance, including those involving p53 and HER-
2/neu, are considered under Sections 6. and 7. However, the ability to tolerate high levels
of DNA adducts and survive requires that DNA replication and cellular proliferation
continue unabated. To facilitate this, resistant cells have acquired an enhanced capacity
to replicate DNA past the adduct, and then initiate postreplication repair (51). In this
respect, defects in hMLH1 or hMSH6 appear to enhance replicative bypass by three- to
sixfold (73), but this increase may also occur independent of changes in such MMR
proteins (78). Moreover, increased tolerance to DNA adducts and replicative bypass in
MMR-deficient cells can be exacerbated by coexistence of other cellular defects, such as
loss of p53 (74,79).

5. INHIBITION OF APOPTOSIS

As highlighted, cisplatin is a potent inducer of apoptosis. Loss of apoptotic signal
allows tumor cells to raise the threshold of DNA damage that induces cell death. This is
the basic concept of DNA damage tolerance, as discussed above. A major player in
inducing apoptosis with cisplatin is the tumor suppressor p53, which is also a sequence-
specific transcription activator (80,81). Under normal circumstances, DNA damage sig-
nals to affect apoptosis are propagated via checkpoint kinases ataxia telangiectasia
mutated protein (ATM) and ATM- and Rad3-related protein (ATR), with cisplatin show-

Fig. 4. Relationship between DNA damage tolerance and antitumor activity (IC50) of cisplatin.
Data were derived from murine (L1210) and human (A2780) isogenic tumor models, which are
sensitive (L1210/0, A2780), cisplatin-resistant (L1210/DDP, 2780CP), or resistant to oxaliplatin
or teraplatin (L1210/DACH, 2780TP). The line is a linear regression fit, and shown with 95%
confidence limits. (Adapted with permission from ref. 77).
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ing preference for ATR (82). Once activated, ATR induces p53 by phosphorylation, both
directly at Ser-15 and via either Chk1 at Ser-20 or mitogen-activated protein kinase
(MAPK) cascade at Thr-81 (83,84). The functionally activated p53 has the capacity to
transactivate several genes, with the bax gene being critical for executing the well-
orchestrated process of cisplatin-mediated apoptosis (85,86). The next step in this pro-
cess involves the translocation of cytosolic Bax to the mitochondria, where a cascade of
events affects the release of apoptogenic factors (such as cytochrome c and second
mitochondria-derived activator of capsase/direct inhibitor of apoptosis protein [IAP]-
binding protein with low pI), which activate the caspase 9/caspase 3 pathway to finally
affect the apoptotic process of DNA fragmentation (87). Apoptosis induced by cisplatin
also occurs through the fatty acid synthase/fatty acid synthase ligand-activated caspase
8/caspase 3 pathway (88), but this pathway for cisplatin appears to be of lower signifi-
cance. Nevertheless, it serves to amplify the notion that several options are available to
induce cisplatin-induced cell death, and when the most efficient pathway for apoptosis
becomes defective, the cell can activate another pathway when the higher threshold for
DNA damage is reached.

The apoptotic process is tightly regulated by the ratio between Bax and its closely
related antiapoptotic partner, Bcl-2. When the Bax:Bcl-2 ratio is increased by cisplatin,
either by elevation of Bax or down-regulation of bcl-2, mitochondrial levels of
proapoptogenic Bax/Bax homodimers exceed levels of antiapoptotic Bcl-2/Bcl-2
homodimers, and, thereby, initiate the apoptotic process (89). Based on this under-
standing, it is easy to appreciate that cisplatin resistance will be observed when tumor
cells overexpress bcl-2 (90). This resistance may not be due entirely to a failure to
initiate directly the final steps in apoptosis, but may also occur via an indirect effect.
This is best appreciated by considering that overexpression of bcl-2 is reported to
increase levels of GSH (47), which, as discussed, could reduce cytotoxicity through
several possible mechanisms.

In addition to Bcl-2, members of IAP, represented by the survivin and X-linked inhibi-
tor of apoptosis protein (XIAP) molecules, also are known to induce resistance when
overexpressed (91,92). These inhibitors directly or indirectly inhibit the caspase cascade
to prevent activation of apoptosis by cisplatin. This is also consistent with the finding that
activation of caspases 3, 8, and 9 is attenuated in cisplatin-resistant cells (91,93). Other
mechanisms that inhibit the apoptotic process, such as those related to p53 and HER-2/
neu, are discussed in Sections 6. and 7.

6. LOSS OF P53 TUMOR SUPPRESSOR FUNCTION

The significance of p53 in cancer is profound. From a therapeutic viewpoint, the p53
is not only involved in apoptosis, as discussed above, but also in response to checkpoint
activation following the formation of DNA–platinum adducts. Loss of apoptosis and
checkpoint response are two of several negative outcomes affected by defects in p53
function (94).

6.1. p53 Gene Status and Defective Function
The p53 protein represents a critical player in activating apoptosis and affecting the

cytotoxicity of cisplatin (see Fig. 2). Its close relative p73 provides a parallel pathway for
cisplatin-induced cell death (95), but very little is known of any defect in this homolog
protein or its function that could mediate cisplatin resistance. On the other hand, defect
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in p53 functions are frequent and, therefore, it plays a significant role in cisplatin resis-
tance. The major defect occurs when p53 becomes mutated, so that the three-dimensional
structure of p53 is altered and it can no longer bind to DNA in a sequence-specific manner
to transactivate genes, including the cyclin-dependent kinase (CDK) inhibitor p21Waf1/
Cip1, the p53 feedback inhibitor murine double minute 2 (mdm2), growth arrest and DNA
damage-inducible gadd45a gene, and the proapoptotic bax gene. Approximately half of
all cancers harbor mutant p53 (96), and the therapeutic consequence of this is readily
appreciated by considering the relationship between p53 gene status and durable
responses among cancers considered sensitive to cisplatin. In this regard, the greatest
cure rate is observed in seminomatous germ cell tumors, which harbor predominantly
wild-type p53, whereas a relatively lower cure rate is noted in ovarian, head and neck, and
metastatic bladder cancers, which demonstrate a 40–60% p53 mutation frequency (97–99).
However, within a given disease type, such as ovarian cancer, the response and 5-yr
survival rates after cisplatin-based treatment are significantly greater in patients with
tumors expressing wild-type p53 than mutant p53 (98,100). This differential response is
confirmed in model systems where tumor cells expressing mutant p53 are defective in
apoptotic response and, therefore, resistant to cisplatin (80,85,90).

Although cisplatin resistance because of mutant p53 is understandable, the numerous
reports of resistance in the presence of wild-type p53 present a conceptual challenge. In
ovarian cancer, about a half of the patients with wild-type p53 tumors fail cisplatin
therapy (101). In testicular cancer, on the other hand, the incidence is more dramatic, with
almost all of the small numbers of refractory tumors still harboring wild-type p53 (102).
In these cases, it is not uncommon to ascribe resistance to the likely presence of other
molecular defects within the tumors, such as microsatellite instability (103). However,
it is interesting to note that in model systems, cisplatin resistance is actually associated
with the presence of wild-type p53 per se, and this resistance can be substantially greater
than in mutant or null p53 cells (14,97,104). This is seen in Fig. 5, which demonstrates
that the resistance of wild-type p53 models is generally greater in a cisplatin-resistant

Fig. 5. The status of p53 and cisplatin resistance in an ovarian tumor panel. Cells having wild-type
p53 tend to be sensitive to cisplatin, as exemplified by ovarian A2780 cells. However, among
resistant models, those having wild-type p53 are generally more resistant to cisplatin than those
with mutant or null p53.
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ovarian tumor panel composed predominantly of models established from clinical
samples after patients became resistant to cisplatin (except 2780CP, which was made
resistant by exposing drug-naive A2780 cells to cisplatin in tissue culture). The under-
lying basis for resistance in wild-type p53 models has been ascribed in some systems to
a lack of p53 induction, whereas in others, a selective loss of p53 function appears to be
the major cause (12,13,19,104). The molecular explanation for this defect in the p53
pathway is not known, but these reports demonstrate that the defect and the resistance
disappear when the mechanistically distinct platinum analog DACH-Ac2-Cl2-PtIV (see
Fig. 3) is used as the cytotoxic agent. Because of this differential response, it is difficult
to implicate involvement of the likely modifiers of p53, such as MDM2 (105), p14ARF

(106), or the human papillomavirus-16 E6 oncogene (107), as possible explanations for
defective p53 function, because these would also affect the cytotoxicity of the platinum
analog. It is plausible that independent pathways exist for activation of p53, and that the
pathway inhibited to affect cisplatin resistance is not required for the cytotoxicity of the
analog. This is analogous to the dependency on MMR for transducing apoptotic signals
of cisplatin, but not oxaliplatin (108).

6.2. Checkpoint Response in Cisplatin Resistance
Considering that cisplatin resistance can be greater in wild-type p53 cells than in

mutant or null cells implies that inactivation of the wild-type p53 in such resistant cells
could actually reduce resistance to the level seen in p53-defective cells. Such a counter-
intuitive consideration may indeed provide a logical explanation for the unexpected
observation that in wild-type p53 tumor cells with apoptotic defect, disruption of p53
function increases cisplatin sensitivity (109,110). Surprisingly, a similar sensitization to
cisplatin is also observed when the downstream p53-dependent p21Waf1/Cip1 gene is
deleted (111). This places the p21Waf1/Cip1 protein squarely in the position of inhibiting
cisplatin-induced cell death. How the p53/p21Waf1/Cip1 pathway mediates resistance in the
select group of wild-type p53 tumor models is not precisely known. However, the current
concept of p53 is that it activates both Bax, which is the downstream effector of apoptosis,
and p21Waf1/Cip1, an inhibitor of CDK and effector of cell cycle arrest that permits DNA
repair and, therefore, promotes survival. Thus, one may speculate that a differentially
greater induction of p21Waf1/Cip1 than Bax, perhaps dictated by cell context, will tip the
apoptosis-survival balance in favor of cell survival. An alternative mechanism suggests
that the presence of p21Waf1/Cip1 prevents uncoupling of S- and M-phases of the cell cycle,
and this facilitates cell survival by affecting a normal checkpoint response at the G2/M
phase (112).

Although the above explanations for sensitization of tumor cells lacking p21Waf1/Cip1

appear valid, several contrasting reports indicate that cisplatin sensitivity in fact requires
increased expression of p21Waf1/Cip1 (113–115). This is supported by recent evidence,
which confirms that cisplatin resistance is associated with a defect in the p53/p21Waf1/Cip1

pathway and, more specifically, with the lack of p21Waf1/Cip1 induction (12,13,19).
Because the p53/p21Waf1/Cip1 pathway is an integral component of the DNA damage
checkpoint response machinery, it is likely that resistance is because of loss of this
checkpoint response and failure of the cell cycle to arrest. An important question, there-
fore, to ask in this regard is from which phase of the cell cycle is the primary apoptotic
signal normally generated, but attenuated in the absence of p21Waf1/Cip1. With cisplatin,
checkpoint response in tumor cells results in a transient S-phase arrest, which is followed
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by a durable G2/M-phase arrest, but arrest in these phases is independent of p53 status
(104). This would seem to argue against S- and G2/M-phase checkpoint responses as
inducers of the p53/p21Waf1/Cip1 pathway-dependent apoptotic signal. In support of this
is the consensus that G2/M-phase arrest is in fact inhibitory to the cytotoxic process,
primarily because pharmacological abrogation of G2/M arrest increases cellular sensitiv-
ity to cisplatin (116,117). This raises the possibility that G1-phase checkpoint response
mediated through p21Waf1/Cip1 is the transducer of the cell death signal. In this respect, the
G1-phase checkpoint response in tumor cells treated with cisplatin is reported to be quite
robust, as judged by an almost complete inhibition of G1-phase CDK4 and CDK2 kinase
activities (118). However, it needs to be acknowledged that cisplatin is not recognized
for inducing significant G1-phase arrest, but this is probably because G1-phase CDK
inhibition occurs late when cells are already stuck at the G2/M interface. A recent study
has provided an excellent direct correlation between the ability of tumor models in the NCI
60-cell line panel to demonstrate G1 arrest by ionizing radiation and cisplatin sensitivity
(119). Moreover, the analog DACH-Ac2-Cl2-PtIV (see Fig. 3) only activates the G1-phase
checkpoint to affect cytotoxicity (120). These considerations collectively provide good
support for loss of G1-phase checkpoint response as an effector of cisplatin resistance.

The ability of p21Waf1/Cip1 to both inhibit and induce apoptosis has created much
confusion, and has been the subject of several reviews (121,122). In both of these oppos-
ing functions, cisplatin resistance by p21Waf1/Cip1 is mediated by its affect on cell cycle
checkpoint response: Resistance in one case is because of a positive G2/M checkpoint
response, whereas in the other, the loss of G1-phase checkpoint response is implicated.
The exact mechanisms are not known. However, defective regulations may involve any
number of molecular pathways to alter (1) p21Waf1/Cip1 expression by posttranscriptional
modification that stabilize its mRNA, (2) expression of transcriptional activators that
facilitate transactivation of the p21Waf1/Cip1 promoter, and (3) posttranslational modifica-
tion that stabilize the protein (123). For instance, upregulation of posttranslational phos-
phorylation of p21Waf1/Cip1 by the MAPK (124) or the phosphatidylinositol 3 kinase
(PI3-K)/Akt pathway (125,126) could switch the function of p21Waf1/Cip1 from an inducer
of apoptosis to an inhibitor (see Section 7.1.). This is plausible, as phosphorylation by the
upregulated PI3K/Akt pathway has been demonstrated to promote cyctoplasmic local-
ization of p21Waf1/Cip1 (127), which then is prevented from interacting with the CDKs in
the nucleus and participating in checkpoint response. Although, evidence exists to pro-
pose that preventing p21Waf1/Cip1 from participating in checkpoint response mediates
cisplatin resistance, the data is still not definitive at the present time. However, a plausible
model is presented in Fig. 6 to indicate how p21Waf1/Cip1 could determine cell fate.

7. UPREGULATION OF HER-2/NEU SURVIVAL SIGNALING

The HER-2/neu proto-oncogene, which has extensive homology to the epidermal
growth factor receptor, encodes the p185 transmembrane receptor tyrosine kinase (128).
This oncogene is overexpressed in about 20–30% of breast and ovarian cancer patients,
and its proliferative stimulus leads to a poor response of these cancers to cisplatin
(129,130). Although there are isolated reports that induction of p185 tyrosine phospho-
rylation activity increases sensitivity to cisplatin (131), in general, this induction is
associated with the onset of cisplatin resistance and confirmed in model systems engi-
neered for HER-2/neu overexpression (132). This has led to exploration of strategies to
potentiate cisplatin cytotoxicity by either inhibiting the kinase activity with emodin or
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with an HER-2/neu antibody (133,134). The signaling from activation of the HER-2/neu
receptor is propagated through either the PI3-K/Akt pathway or the Src-homology and
collagen homology/growth factor receptor-binding protein 2/son of sevenless pathway,
which in turn activates the downstream Ras/MAPK (128). Both the PI3-K/Akt and the
Ras/MAPK pathways are intimately involved in the onset of cisplatin resistance.

7.1. Enhanced Activity of the PI3-K/Akt Pathway
The PI3-K/Akt pathway regulates several cellular functions, such as cell growth and

survival. In cisplatin-sensitive tumor cells, however, basal activity of the PI3-K/Akt is
essential for the induction of p21Waf1/Cip1 by cisplatin (126). This allows cells to arrest the
cell cycle and respond to the stress created by DNA damage, including repairing the DNA
for survival and, conversely, activating apoptosis if the repair is incomplete. This regu-
latory function of Akt can be disrupted when its expression and its serine–threonine
protein kinase activity are increased by upstream overexpression of HER-2/neu (135).
However, mechanisms other than HER-2/neu may also be responsible for increasing Akt
activity, and this is deduced primarily from considering that overexpression of HER-2/
neu is observed in 20–30% of ovarian cancers (129), whereas elevated active Akt levels
is found in almost 70% of this cancer (136). One likely possibility involves the phos-
phatase and tensin homolog deleted on chromosome ten, which normally is a negative
regulator of Akt, but mutation in the phosphatase and tensin homolog deleted on chro-
mosome ten gene allows Akt to become constitutively active (137). Irrespective of the
mechanism involved, hyperactive Akt phosphorylates p21Waf1/Cip1 at Thr-145, and
thereby prevents nuclear localization of the CDK inhibitor to affect cell cycle arrest
(127). Thus, p21Waf1/Cip1 function could be either promoted or attenuated by the PI3/Akt
pathway, depending on the strength of the upstream signal. More importantly, inhibition
of this p21Waf1/Cip1 function provides a valid mechanism to explain the observation that
upregulation of Akt induces cisplatin resistance (135,138,139).

Because enhanced Akt activity disrupts multiple cellular functions (137), it is reason-
able to expect that cisplatin resistance from upregulation of Akt activity will not be
because of a single dysfunction, but rather to several dysfunctions, as can be seen in Fig. 7.

Fig. 6. A model depicting the role of p21 in checkpoint response and the fate of cells exposed to
cisplatin. The presence of functional p21 inhibits G1-phase cyclin-dependent kinases (CDKs),
which transduces an apoptotic signal. The p21 can also contribute to inhibition of G2-phase CDK,
and this is depicted as inhibiting cytotoxicity. CDK inhibition in the G2 phase is not dependent on
p21, but without p21, the G2 arrest is not as robust and can be abrogated to sensitize cells to
cisplatin. Phosphorylation of p21 inhibits checkpoint response and, therefore, cell death.



Chapter 16 / Mechanism of Cisplatin Resistance 297

One downstream effector of Akt activation is mammalian target of rapamycin; it is
elevated in 55% of ovarian cancers and, like Akt, reduces sensitivity of tumors to cisplatin
(136). Increased Akt activity has also been reported to induce phosphorylation of the
MDM2 oncoprotein, which then translocates to the nucleus (140,141). Increases in
nuclear levels of this oncoprotein reduce p53 activity by ubiquitination, and induce
cisplatin resistance by an enforced loss of p53-mediated apoptosis. Apoptosis can also be
lost by inactivation of the proapoptotic protein Bad following its phosphorylation at Ser-136
by Akt, and this has been demonstrated as a significant factor in inhibiting cisplatin-
mediated cell death (139). Further inhibition of apoptosis has been observed as a result of
Akt inducing inactivating-phosphorylation at Ser-196 of the procaspase 9 protease (142).

An additional Akt-dependent mechanism that suppresses cisplatin cytotoxicity also
involves disruption of the caspase cascade, and requires coordinated interaction between
Akt and XIAP (91). It appears that sensitivity of ovarian 2008 tumor cells to cisplatin is
conferred by the drug’s ability to decrease XIAP, but this ability is lost in cisplatin-
resistant 2008/C13 cells (143). Similarly, reinduction of cell death by cisplatin in resis-
tant DU145 prostate tumor cells can be accomplished by decreases in XIAP and Akt
levels, with a concomitant activation of the caspase cascade (144). Thus, it becomes
apparent that the inability of cisplatin to decrease XIAP levels via the ubiquitin pathway
is a factor that mediates resistance. How this happens is now becoming clearer, with
reports indicating that activated Akt phosphorylates XIAP and prevents cisplatin-medi-
ated degradation of this inhibitor (145,146).

Insofar as Akt is critical in inducing cisplatin resistance, it is useful to consider the role
of Akt isoforms in this negative function. Three isoforms of Akt have been identified so
far, and all can be activated through phosphorylation at two critical sites (for instance,
Thr-308 and Ser-473 of Akt1) by phosphoinositide-dependent protein kinases 1 and 2,
and, therefore, all have the potential to inhibit cisplatin cyotoxicity. However, studies
appear to indicate that Akt2 and Akt3 are the more significant in inducing the cisplatin
resistance phenotype (138).

7.2. Enhanced Activity of the Ras/MAPK Pathway
MAPK subfamily members p38α, Janus kinase ([JNK] or stress-activated protein

kinase) and extracellular signal-regulated kinase (ERK) participate in integrating extra-

Fig. 7. Upregulated phosphatidylinositol 3 kinase/Akt pathway induces cisplatin resistance. Overex-
pression of HER-2/neu and/or loss of phosphatase and tensin homolog deleted on chromosome ten
increase Akt activity, which negatively affects the function of multiple proteins, and these collectively
inhibit cisplatin-mediated apoptotic process.
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cellular signals to regulate cell proliferation, differentiation, and apoptosis (147). Reports
indicate that all three kinase members are activated in tumor cells exposed to cisplatin,
with ERK activation being the most sensitive, and, therefore, the most critical for cisplatin-
induced apoptosis at low clinically relevant concentrations (87). The significant role of
ERK is also borne out from the demonstration that its activation by cisplatin contributes
to p53 stability via phosphorylation at Ser-15 (148), and that its inhibition by PD98059
induces cisplatin resistance (149). Similarly, JNK activation leads to induction of p53,
whereas maintaining JNK in an inactive state decreases p53-dependent cell killing of
tumor cells by cisplatin (150,151).

Both ERK and JNK MAPK pathways are regulated by orderly signaling through
upstream Ras, which is activated transiently in a stimulus-dependent fashion. The
signaling for ERK is mediated downstream by the Ras/RAF/mitogen-activated or
extracellular signal-regulated protein kinase (MEK) pathway, whereas JNK is acti-
vated via the Ras/MAPK ERK kinase kinase (MEKK)/MKK pathway (128). Although
regulated Ras-dependent activation of MAPK is essential for p53-dependent apoptosis
by cisplatin, resistance appears when tumor cells overexpress Ras or harbor mutant Ras,
which then transduce aberrant signaling to the MAPK subfamily members to promote
cell proliferation (152–155). This proliferation could be because of two possibilities:
a direct stimulus of the cell cycle machinery or a net balance favoring cell survival from
loss of apoptotic activity. The latter possibility is supported by the finding that ERK is
capable of phosphorylating the proapoptotic Bad at Ser-112 to inhibit cisplatin-induced
cytotoxicity (139).

It is clear from consideration of the literature that Ras/MAPK, like PI3-K/Akt, pro-
vides another example of a pathway that activates both cell survival and cell death
pathways, and the switch between survival and death is likely dependent on the relative
intensity and duration of signals transduced along the pathways following DNA damage.
In support of this is the finding that sensitive cells require an 8- to 12-h persistence of
active JNK signaling after cisplatin exposure to induce apoptosis, whereas resistant cells
maintain the activated JNK signaling for a significantly reduced time of only 1–3 h (156).
Thus, loss of downstream signaling by JNK may attenuate apoptosis. In the case of Ras/
MAPK, the likely components that could modulate survival-death decisions are the
transcription factors, such as c-Myc and c-Jun, which are activated by ERK and JNK,
respectively (128,157,158). This is also consistent with the finding that c-Jun normally
induces p73 to facilitate an alternative mode (to p53) of cell killing by cisplatin, whereas
absence of this transcription factor leads to platinum resistance (159). Details for the
c-Jun-dependent induction of p73 are sketchy, but there are several pieces of evidence
that may shed some light on the process: (1) cisplatin signaling through p73 requires the
nonreceptor tyrosine kinase c-Abl and functional MMR complex (95), (2) activation of c-Abl
and JNK by cisplatin is MMR dependent (108,160), (3) cisplatin fails to activate JNK in
cells lacking c-Abl (161), (4) cells lacking MMR are cisplatin resistant (see Subheading
3.), and (5) c-Abl phosphorylates MEKK in response to cisplatin-induced DNA damage
(162). Thus, recognition of cisplatin-induced DNA adducts, in part by MMR, may acti-
vate c-Abl and Ras, which independently or cooperatively regulate the same MEKK/
MKK/JNK pathway to activate c-Jun. This transcription factor then activates p73 to
affect cisplatin-induced apoptosis. In contrast to this proapoptotic function of normal
levels of active c-Jun, overexpression of c-Jun and other such transcriptional factors
switches their function toward prosurvival, and in such cases downregulation of the
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transcriptional factor is capable of reversing cisplatin resistance (43,161). A mechanism
that may explain how overexpression of c-Jun may induce resistance is by considering
its involvement as a component within the AP1 transcription complex. This complex
induces such genes as ERCC1, metallothionein, and GST (154), so that increased levels
of c-Jun could conceivably enhance expression of these genes, with a resultant effect that
DNA-platinum adducts will be reduced. Furthermore, c-Jun overexpression is associated
with an increase in GSH levels also (43), and this has the potential of exacerbating the
reduction in adduct levels to induce cisplatin resistance. A model to explain the possible
role of JNK in p73-dependent apoptosis and in cell survival is depicted in Fig. 8.

8. GENE EXPRESSION PROFILES AND MISCELLANEOUS MECHANISMS

The multifaceted or multifactorial nature of cisplatin resistance was apparent two
decades ago, and additional mechanisms in support of this have been since identified
incrementally. The advent of gene expression profile technology, however, is now pro-
viding potential opportunities to examine mechanisms on a global scale. However, the
utility of such a technology will depend on the accuracy and reproducibility of the data,
which in turn will depend on the context of the cell lines used, the concentration of

Fig. 8. A model for the modulatory role of Janus kinase (JNK) mitogen-activated protein kinase
(MAPK) pathway on cisplatin cytotoxicity by p73. In (A), the pathway in sensitive cells is acti-
vated through mismatch repair (MMR) and c-Abl, and the downstream activation of c-Jun induces
p73 to affect cell death. If MMR or c-Abl is defective, as in (B), the signal is weakened (shown
by gray-shaded arrows) and incapable of maintaining JNK activity for a sufficient time period to
induce c-Jun, and this leads to resistance. In (C), the mutant Ras* is constitutively active, and the
greater intensity of signals (shown by wider arrows) induce excision repair crosscomplementing
(ERC)C1, metallothionein (MTT), glutathione (not shown), and glutathione-S-transferase (GST),
which collectively inhibit apoptosis to induce cisplatin resistance.
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cisplatin that the cells are exposed to, and the time point at which the cells are harvested
to determine the expression profile. For instance, in a well-defined system, cisplatin-
induced gene expression in the presence of wild-type p53 is significantly different from
cells with inactivated or mutant p53 (163). This is understandable because p53-
transactivated genes would be absent and p53-repressed genes would be present when
p53 is inactive or mutant. Therefore, without knowledge of the status of normal genes
(wild type vs mutant vs null), the power of gene expression profiling can be reduced. With
appropriate design, however, some of the limitations could be overcome.

One approach to identify genes contributing to cisplatin resistance is to compare gene
expression profiles from microarray analysis of sensitive and resistant cell lines. In this
respect, it is worth mentioning three recent reports to highlight the interest and to assess
the utility of the approach. In one report using head and neck tumor models, about 60
genes were identified that were differentially expressed in the cisplatin-resistant group
(164), but none of these genes could be associated with any of the resistance mechanisms
discussed in this chapter. In the second study with two isogenic cisplatin sensitive-
resistant pairs of bladder cancer cell lines, the disparity between the two resistant models
was overtly apparent: 51 genes were downregulated and 11 upregulated in one resistant
model, but in contrast, only nine were downregulated and four upregulated in the second
(165). Interestingly, five downregulated genes were common to both models, but none
of the upregulated genes was common. Again, none of the differentially expressed genes
was recognizable with the mechanisms firmly established for cisplatin resistance. In the
third example, in silico exploration of gene expression profiles and functional response
from a 60-cell line panel in the vast NCI database yielded five genes that correlated with
resistance (119), but none correlated with known mechanisms. These studies serve to
demonstrate that gene expression profiles generate much data, but their failure to identify
and confirm genes already known to be involved in mediating cisplatin resistance requires
a degree of caution. However, gene expression profiles can provide opportunities to
identify novel genes that have not been implicated previously in inducing resistance.
Such genes include inositol 1,4,5-triphosphate receptor type 1, which is downregulated
in resistance, and c-met, which is overexpressed (164,165). How these genes modulate
cisplatin-induced cell death is not known.

Changes in expression of other genes, identified recently using alternative techniques
and demonstrated as decreasing cisplatin sensitivity, include downregulation of serine/
arginine-rich protein-specific kinase 1 (166), upregulation of transcription factor Ets-1
(167) and overexpression of dihydrodiol dehydrogenase (168). Once again, their precise
mechanism remains elusive at this time.

9. CONCLUSION

Cisplatin resistance is a net effect of multiple mechanisms that either inhibit apoptosis,
promote cell survival, or both. The multifaceted nature of resistance continues to become
more complex as more genes inducing cisplatin resistance are identified from gene
expression profiles. Because many of these mechanisms coexist within a resistant tumor
cell, the task of identifying therapeutic approaches that will be effective against cisplatin
refractory disease become daunting. However, cell fate depends on net balance between
prosurvival and prodeath signals induced by cisplatin, so the challenge for the future is
to acquire specific knowledge that will aid in identifying and activating a dominant
apoptotic pathway that will overcome the sum effects of prosurvival signaling pathways.
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It is ironic that agents developed or in development to circumvent cisplatin resistance are
also platinum-based, and these include oxaliplatin and the DACH-Ac2-Cl2-PtIV analog.
This, however, may be reconciled from the understanding that platinum complexes fall
into at least 12 mechanistically distinct groups (169), with candidate agents from any 1
of the 11 groups providing the potential to circumvent resistance of cisplatin and cisplatin-
like compounds clustered in the twelfth group. Undoubtedly, a rational, concerted approach
will be needed to identify the ideal compound.
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SUMMARY

There is now a large body of evidence to indicate that the copper (Cu) transporters
copper transporter receptor (CTR)1, ATP7A, and ATP7B regulate the cellular pharma-
cology and cytotoxicity of cisplatin (DDP), and that these proteins can mediate acquired
DDP resistance. Cells that have acquired resistance to cisplatin demonstrate
crossresistance to Cu and vice versa. The crossresistance between DDP and Cu is
characterized by parallel changes in Cu and DDP accumulation and altered expression
of the Cu efflux transporters ATP7A and ATP7B. Yeast, mouse, and human cells
engineered to alter the expression of CTR1, ATP7A or ATP7B exhibit altered sensitiv-
ity to both Cu and DDP. Detailed studies of uptake and efflux indicate that each protein
can alter the cellular pharmacology of DDP and in some cases, DDP analogs. Immu-
nohistochemical studies of human tumors have identified associations between
increased expression of either ATP7A or ATP7B and poor response to treatment with
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one or another of the platinum drugs. Whereas other transporters may also participate
in the influx and efflux of the platinum drugs, available evidence supports the concept
that DDP enters the cell, is distributed within the cell, and is exported by mechanisms
that have evolved to manage Cu homeostasis.

Key Words: Cisplatin; copper; copper transporters metal complexes metallotrans-porters.

1. INTRODUCTION

Cisplatin (DDP) is one of the most widely effective anticancer drugs currently avail-
able. It reacts with DNA, RNA, and proteins to form platinum (Pt) adducts that activate
multiple signaling pathways that trigger apoptosis and other cell death mechanisms (1–3).
However, repeated exposure to DDP results in the emergence of resistance, and such
resistance is often accompanied by cross-resistance to a variety of other metals and
metalloids (Table 1). In the majority of cases (70–90%), acquisition of resistance to DDP
is accompanied by reduced accumulation of the drug (4). In many instances, there is a
direct relationship between the extent of DDP accumulation, the degree of DNA damage
(5) and sensitivity to the cytotoxic effect of this drug (6). Because DDP is highly polar
and does not diffuse readily across lipid membranes, defective accumulation in DDP-
resistant cells suggest alterations in the expression or function of DDP transporters (7).

The cellular accumulation of DDP is relatively slow compared to that of many other
classes of chemotherapeutic agents. Uptake is modulated by metabolic factors (7), tem-
perature (8), pH (9–11), K+ ions (12), and reducing agents (13–15), supporting the
involvement of specific transporters in the influx process (reviewed in ref. 7). Very few
candidate DDP transporters have been identified. Rather than transporting DDP, several
transporters known to modulate DDP accumulation. For example, the Na+/K+-ATPase
(12), the Ca2+-ATPase (16), and the vacuolar ATPase (17) are known to alter DDP uptake
through secondary effects on the proteins that do directly transport DDP. Others, such as
the organic cation transporters, that have been reported to regulate the cellular accumu-
lation of DDP and exhibit altered expression levels in DDP-resistant cells (see ref. 11 and
the references therein), also seem unlikely to play a direct role considering that DDP is
an inorganic molecule and data on its ability to be transported as a conjugated compound
is still lacking.

The influx of DDP in human tumor cells has been reported to increase linearly with
extracellular DDP concentration and to exhibit no saturation (7). However, because of the
difficulty in measuring very small amounts of Pt, the majority of studies have used DDP
concentrations well above the peak concentrations of free drug attained in the plasma of
cancer patients, and the kinetic parameters of DDP influx at concentrations below 1 µM
have not been well defined.

The efflux of DDP is energy dependent and requires Ca+ ions; it is biphasic with a very
rapid initial phase and a slow secondary phase (18). Until recently, the search for proteins
capable of effluxing DDP failed to yield a strong candidate. P-glycoprotein 1 (ATP-
binding cassette transporter [ABC]B1) does not play a major role (19). Thus far, no
correlation has been found between the expression of this transporter and DDP resistance
in tumor samples (19) or in cell lines (see, for example, ref. 20). Nor is there a connection
between DDP accumulation and the expression of this ABC transporter in tumor cells
(21) or transgenic multidrug resistance gene (mdr1a)–/– mice (22). Other members of the
ABC transporter family, particularly ABCC2 (multidrug-related protein [MRP]2) have
also been considered as potential exporters of DDP. However, although the ABCC2
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Table 1
Crossresistance Between Platinum Drugs, Metals, and Metalloids

Metal Pt drug Cell type Phenotype Reference

DDP, Human KCP-4 � Efflux (81)
L-OHP Human leukemia CCRF- Low level crossresistance to gold (82)

Au DDP CEM/CDDP
Cd, Bi, Ca, K DDP Human ovarian cells A2780 Various degrees of crossresistance (83)
Mg, V, Se, Cu, and 2780/CP20

Zn, Fe
Cd, Zn, Cu, DDP Cd-rA7 and Cd-rB5, � Drug accumulation; (84)
Hg, Ni, As Metallothionein null fibroblast � Efflux
As, Sb, Cd DDP Human hepatoma and a � Drug accumulation (85)

cervical adenocarcinoma
Cd DDP Human ovarian carcinoma � Drug accumulation; (86)

A2780/CP70 � increased tolerance to higher
levels of DNA damage

Cd, Zn, Sb DDP Human ovarian � Drug accumulation;
2008/C13*5.25 � glutathione; (87)

� metallothioneins
Cd JM15; Human ovarian carcinoma � Glutathione; (88)

DDP 41M and CH1 no change in drug accumulation;
� DNA adducts

Cd DDP Subline of human ovarian No change in metallothionein (89)
carcinoma A2780 mRNA;

high resistance to DDP;
low resistance to Cd

As, Sb, Cd, Ni DDP Rat liver cells exposed � Drug accumulation;
to arsenite no change in glutathione levels (90)

Cd DDP; Human bladder cancer cells No change in drug accumulation;
CBDCA J82/MMC � glutathione transferase (91)

Pt, platinum; DDP, cisplatin; L-OHP, oxaliplatin; Au, gold; Cd, cadmium; Bi, bismuth; Ca, calcium; K, potassium; Mg, magnesium; V, vanadium; Se,
selenium; Cu, copper; Zn, zinc; Fe, iron; Hg, mercury; Ni, nickel; As, arsenic; Sb, antimony; CBDCA, carboplatin.
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protein seems to play a role in some cases of DDP resistance (23), it is clearly not involved
in other cases (24) (reviewed in ref. 25). It is of interest that the expression of some ABC
transporters, such as ABCB1 (26), ABCC2, and ABCC3 (MRP3) (27), is induced follow-
ing exposure to DDP. This might explain the crossresistance between DDP and metal-
loids such as arsenite that are substrates of these transporters (28).

A substantial body of evidence has emerged over just the past several years, indicating
that the major influx and efflux transporters responsible for Cu homeostasis regulate the
sensitivity of cells to the cytotoxic effects of DDP and several of the other clinically
available Pt drugs, and that they do so by modulating influx and sequestration mecha-
nisms so as to limit the amount of the drug reaching critical targets in the cell.

2. CU HOMEOSTASIS IN MAMMALIAN CELLS

The proteins that mediate Cu homeostasis accomplish two main functions: they distrib-
ute Cu to cuproenzymes involved in critical cellular functions such as electron transport,
neurotransmission, and iron metabolism in various subcellular compartments, and they
serve to protect the cell against the potential toxicity of Cu. Cu+ 1 is highly toxic, both by
virtue of its ability to undergo oxidation with the generation of oxygen free radicals and
its ability to interact directly with proteins, RNA, and DNA. Chelation of Cu+1 by the
metal-binding sequences (MBS) of the Cu-homeostasis proteins keeps the free Cu+1 con-
centration below 10–18 M/cell (29), while at the same time transferring Cu+1 to Cu requiring
enzymes in different subcellular compartments. The components of the Cu-homeostasis
system include influx and efflux transporters, chelating and buffering molecules, and
metallochaperones. Many of these elements have been conserved during evolution to the
degree that they can complement function between different species. Figure 1 presents a
schematic diagram of the major components that control Cu homeostasis.

Cysteine, methionine, and histidine-rich motifs, known as the MBS, are found in many
of the proteins that play central roles in Cu homeostasis. The MBS contain core CXXC
sequences that are also found in transport and regulatory proteins that control the cellular
accumulation of other metals such as mercury (Hg), magnesium (Mg), and cadmium (Cd)
(30). Many of these proteins have several copies of this motif arranged in tandem. Several
of these protein motifs have been studied by NMR and X-ray crystallography and have
been shown to fold in a very similar way (31). Interaction of MBS motifs of the
Cu-homeostasis proteins with other metals such as Cd+2, zinc (Zn+2), Hg+2, and gold
(Au+1) has been detected by circular dichroism (32) and immobilized metal ion affinity
chromatography and metal blots (33). These studies support the idea that some elements
of the Cu-homeostasis system may function to detoxify other metalloids as well as protect
the cell against the toxicity of Cu.

2.1. Cu Influx
The influx of Cu+1 through the plasma membrane of human cells is mediated mainly

by the 190-amino acid Cu transporter hCtr1 (34). Ctr1 is essential for mammalian devel-
opment as indicated by the death in utero of Ctr1–/– transgenic mice (35,36). Figure 2
presents a schematic drawing of Ctr1. Ctr1 is found in both the plasma and internal
membranes (36,37), and its extracellular region contains two MBSs that play a role in
scavenging Cu under conditions of Cu starvation. When the extracellular Cu concentra-
tion is in a physiologic range, two methionines in the extracellular domain (residues 40
and 45) and two methionines in the second transmembrane region are necessary for Cu
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transport (38). The details of the mechanism by which Ctr1 transports Cu across the
plasma membrane remain to be determined. It has been suggested that Ctr1 binds Cu via
the methionine and histidine-rich amino terminal domain and transports it across the
membrane through pores that it forms by oligomeric association (38). The hydrophilic
C-terminal cytosolic domain of Ctr1 is capable of delivering Cu+1 directly to the chap-
erone antioxidant ATOX1 in vitro (39). Ctr1 binds an average of 4 Cu+1 atoms/molecule
with an average dissociation constant of Kd = 10–19, a value similar to that estimated for
the yeast chaperone Atx1 and an N-terminal domain of the yeast Ccc2 Cu export pump (40).

hCtr1 is not the only Cu influx transporter in eukaryotic cells. Recent studies have
identified two other transporters capable of moving Cu across a bilayer member. The first
of these is the divalent metal transporter (also known as natural resistance associated
macrophage protein 2). The second is the divalent cation transporter 1, which can trans-
port both Cu and several other divalent metals such as Mg, cobalt, and Cd (41). No
information is available as to whether either of these proteins can transport DDP.

2.2. Intracellular Cu Sequestration and Subcellular Distribution
Several cysteine-rich proteins can bind Cu in the cytoplasm, mitochondria, and nucleus,

and the roles of metallothioneins and glutathione have been extensively studied. Cu can

Fig. 1. Schematic drawing of the major copper (Cu)-homeostasis pathways in mammalian cells.
Cu is taken up by hCTR1 and transferred to metallochaperones antioxidant ATOX1, copper
chaperone for (superoxide dismutase [SOD]) (CCS), and cytochrome c oxidase COX17 which
transfer it to ATP7A and ATP7B, Cu-Zn superoxide dismutase, and cytochrome c oxidase, respec-
tively. ATP7A and ATP7B tranfer Cu into the trans-Golgi network, where it is loaded onto
cuproenzymes such as tyrosinase and ceruloplasmin. Cu binding to ATP7A and ATP7B also
induces subcellular trafficking of vesicles that contain the two proteins from the trans-Golgi
network to more peripheral locations.
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induce the expression of metallothioneins (42), and these bind Cu, providing an intrac-
ellular reservoir (43). Although glutathione can potentially bind Cu, this peptide may not
function to protect the cell as free Cu catalyses glutathione oxidation, resulting in the
production of H2O2 and hydroxyl radicals (44). Some organisms, such as Mycobacterium
scrofulaceum, sequester Cu+2 in the form of black CuSO4 precipitates (45), but this is not
known to occur in human cells.

Although the sequestration of Cu into a solvent-shielded region within metallothionein
is one mechanism by which cells can potentially limit exposure to Cu, metallothioneins
cannot perform the critical function of delivering Cu to specific organelles and/or
Cu-requiring proteins. This task is performed by metallochaperones that deliver Cu in a
highly specific manner to intracellular Cu transporters and Cu-requiring proteins. These
proteins are highly conserved in plants, bacteria, yeast, and animal cells. As shown in Fig.
1, the metallochaperones known to be involved in subcellular trafficking of Cu in mam-
malian cells include ATOX1 (HAH1) that delivers Cu to the P-type ATPases ATP7A and
ATP7B at the trans-Golgi network (46,47), cytochrome c oxidase COX17 that delivers
Cu to COX in mitochondria (48), and copper chaperone for superoxide dismutase (SOD)
that loads Cu onto cytoplasmic SOD1 (49). These metallochaperones act as both scaven-
gers and carriers of Cu. The function of at least two of these metallochaperones is essen-
tial for embryonic development. Deletion of the ATOX1 gene in mice causes prenatal
mortality (50), indicating that delivery of Cu to ATP7A and ATP7B by ATOX1 is critical
to the loading of this metalloid onto essential Cu-requiring enzymes such as tyrosinase,
lysyl oxidase, and ceruloplasmin (51). Similarly, homozygous mutations of COX17 in
mice cause embryonic death between days E8.5 and E10 (52). The mortality time course
is similar to that of CTR1–/– mice (35,36).

2.3. Cu Efflux
Efflux of Cu from cells is mediated largely by ATP7A and ATP7B (53). These pumps

are very similar to the P-type ATPases of bacteria and yeast in both structure and function

Fig. 2. The topology of the human copper (Cu) transporter receptor (CTR)1 protein. The methion-
ine residues (M) involved in Cu import and multimerization of the protein are marked.
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(reviewed in ref. 30). The mammalian ATP7A and ATP7B proteins have eight transmem-
brane segments and two large cytosolic domains as shown schematically in Fig. 3. Like
other P-type ATPases, human Cu ATPases have a single catalytic monomer of 165–170
kDa, which can be inhibited by vanadates (54), and form an intermediate acylphosphate
through the addition of γ-phosphate from ATP to an aspartic acid residue. ATP7A and
ATP7B also have four signature motifs found in other P-type ATPases: the TGEA phos-
phatase motif, the DKTGT motif with an invariant aspartate residue, a conserved cysteine
and proline (CPC) motif in the proposed cation transduction channel, and an ATP-
binding sequence (GDGIND) at the carboxy terminal domain. Both proteins have six
characteristic MBS motifs at their N-terminal domain, each containing a core MXCXXC
sequence that coordinates Cu+1 via the two cysteine residues (reviewed in ref. 53). The
Cu-binding activities of the N-terminal MBS motifs and the intramembrane CPC motif
appear to be needed for phosphorylation of the Cu ATPases (55). MBS motifs 5 and 6
have a unique role in regulating catalytic activity, possibly through induction of confor-
mational changes required for the transition between high- and low-affinity states (53).

Mutations that disable the function of ATP7A and ATP7B cause Menkes and Wilson’s
diseases, respectively. Menkes disease is an X-linked Cu-deficiency disorder that is
usually fatal in early childhood. Patients with this disease present with mental retardation
and neurodegeneration, mostly as a result of a deficiency of Cu-dependent enzymes
necessary for brain development (56). Wilson’s disease is an autosomal recessive disor-
der characterized by a marked increase of Cu in the liver and brain caused by a reduced
capacity to excrete Cu through biliary and other pathways. Cu accumulates in hepato-
cytes and brain cells, leading to cirrhosis and neurodegeneration, and Cu is deposited in
the cornea producing the characteristic Kaiser-Fleischer rings (57). LEC rats, which

Fig. 3. Schematic diagram of the transmembrane organization of copper (Cu) export ATPases
ATP7A and ATP7B. The metal/binding sites (MBS) structures with CXXC motifs at the N-
terminal domain, the DKTG phosphorylation site, the TGDN AT- binding site, and the TGEA
phosphatase domain are conserved in all P-type ATPases.
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spontaneously develop fulminant hepatitis and hepatocellular carcinoma and exhibit
excessive hepatic Cu and Fe accumulation, are thought to be an animal model of Wilson’s
disease (58).

3. ALTERATIONS IN CU-HOMEOSTASIS PROTEINS
IN CU-RESISTANT CELLS

As it is the case for the Pt drugs, cells exposed repeatedly to high concentrations of Cu
become resistant to the toxic effects of this metalloid. There is now strong evidence that
ATP7A and ATP7B can function individually to protect the cell against toxic levels of
Cu. Chinese hamster ovary cells selected for acquired resistance to Cu were shown to
have amplified the ATP7A gene (59). Similarly, repeated exposure of the hepatocarcinoma
cell line HuH7 to Cu resulted in a resistant population in which the expression of ATP7B
mRNA and protein was increased (60). Forced expression of either ATP7A or ATP7B
in human fibroblasts was found to render them Cu resistant (59). However, these Cu
ATPases are not the only proteins functioning in Cu homeostasis that can mediate Cu
resistance through altered expression level. A variety of Cu-resistant cells has high con-
centrations of metallothioneins, and a specific role for the protection of nuclei has been
proposed for these proteins (61). Interestingly, high-level resistance to Cd-, Pt-, a
Cu-containing compounds was noted in cell lines that have high nuclear/cytoplasmic
metallothionein concentration ratios (42). In many Cu-resistant cells, metallothionein genes
become amplified in tandem arrays (42). However, it is not clear whether metallothioneins
alone can render a cell resistant to Cu without the participation of other Cu homeostatic
proteins. The role of Cu-binding proteins other than ATP7A, ATP7B, and metallothioneins
in the development of Cu resistance is less clear. For example, it is not yet known whether
reduction of Ctr1 function is found in cells selected for Cu resistance.

Recent studies have identified a number of other proteins that regulate sensitivity to
Cu. Loss of the mouse U2af1-rs1 region 1 protein causes Cu toxicosis in the Bedlington
terriers (62). This Cu-homeostasis protein lacks a Cu-binding site but modulates Cu
homeostasis through interaction with ATP7B (62). The amyloid precursor protein contains
a Cu-binding site, and null mutations of the gene encoding this protein result in Cu accumu-
lation in the brain of mice (63). It has been suggested that amyloid precursor protein
serves as a barrier to Cu import in the brain (64). Whether the expression or function of
these proteins is altered in cells selected for Cu resistance has not yet been determined.

4. CROSSRESISTANCE BETWEEN CU AND DDP

It has been known for some time that cells selected for resistance to DDP share some
phenotypic characteristics with cells selected for resistance to other metalloids (28). As
shown in Table 1, cells selected for resistance to DDP are often crossresistant to Cu (65).
Where they have been examined, cells selected for resistance to Cu have also been shown
to be crossresistant to DDP. Analyses of two Cu-resistant hepatocarcinoma sublines,
CuR23 and CuR27, selected from the parental HuH7 cell line by repeated exposure to
CuSO4, demonstrated crossresistance to DDP (66). Interestingly, irrespective of the
agent used for selection, in all cases examined to date, the level of resistance to DDP has
always been higher than the level of resistance to Cu. For example, human ovarian
carcinoma cells selected for resistance to DDP were found to be 2- to 30-fold more
resistant to DDP but only two- to fourfold more resistant to Cu (65). Whereas the
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Cu-selected CuR23 and CuR27 sublines were, respectively, 2.0- and 1.8-fold more resistant
to Cu, they were 8.3- and 8.6-fold more resistant to DDP (66). Why such modest degrees of
resistance to Cu are associated with much greater degrees of resistance to DDP is unknown.

 Analyses of three human ovarian carcinoma cell lines, 2008/C13*5.25, A2780/CP,
and IGROV-1/CP, selected for resistance to DDP and found to be crossresistant to Cu did
not reveal consistent changes in the level of CTR1 mRNA expression but did show
increased expression of either ATP7A or ATP7B in each resistant subline. Higher expres-
sion of ATP7A mRNA and protein was found in both the 2008/C13*5.25 and A2760/CP
cells, whereas the IGROV-1/CP cells exhibited increased expression of ATP7B (65). A
prostate cancer cell line selected for resistance to DDP has also been reported to
overexpress ATP7B (67).

 Analyses of the Cu-resistant CuR23 and CuR27 cell lines revealed no alterations in
expression of either glutathione or metallothioneins when compared to the HuH7 paren-
tal line (60). However, these cells were found to express, respectively, 2.3- and 2.4-fold
more ATP7B protein than the parental HuH7 cells (66). In the absence of any change in
the metallothioneins, glutathione, and ABC transporters, MRP2, MRP3, and MRP5 (R.
Safaei, unpublished), enhanced export of DDP by ATP7B is most the likely to be respon-
sible for the crossresistance of CuR23 and CuR27 to DDP.

The fact that Cu causes cell death primarily through the generation of oxidative dam-
age, whereas DDP kills cells primarily through the formation of adducts in DNA, sug-
gests that crossresistance between Cu and DDP can be attributed to components of the
Cu-homeostasis pathways that affect both compounds rather than to a defect further
downstream in the apoptotic pathway. Systematic analyses of the available Cu and DDP
crossresistant cell lines have not yet been performed; however, such studies are likely to
provide additional insight into which components of the Cu-homeostasis pathway are
most strongly associated with the crossresistant phenotype.

5. PARALLEL CHANGES IN THE CELLULAR PHARMACOLOGY
OF DDP AND CU IN CROSSRESISTANT CELLS

Analyses of cells selected for resistance to either DDP or Cu have demonstrated
defects in the accumulation of both Cu and DDP that are summarized in Table 2. The
ovarian carcinoma cell lines 2008/C13*5.25, A2780/CP and IGROV-1/CP, each selected
for resistance to DDP, had 1-min rates for DDP that were, respectively, 23, 30, and 55%
of that in the parental cells (65). The resistant sublines accumulated only 39, 25, and 44%
as much Cu. Similar results were obtained from studies of the accumulation of Cu and
DDP in CuR27 cells that were selected for resistance to Cu (66). During the first minute
of exposure, the accumulation of DDP and Cu in the CuR27 cells were, respectively, 74
and 64% of those in the parental HuH7 cells. Similar results were obtained when accu-
mulation was measured after 1 h of exposure to DDP or Cu.

The time course of the efflux of DDP and Cu from drug-sensitive cells was found to
be quite similar. The first phase of efflux is very rapid and results in the loss of a large
fraction of the Cu and DDP present in the cells. In contrast, the second phase of efflux
is very slow and accounts for a much smaller fraction of the total cellular DDP or Cu that
is lost from the cells. Cells selected for resistance to DDP or Cu exhibited increased rates
of efflux. In the case of human ovarian carcinoma 2008/C13*5.25 cells, the initial efflux
rate of DDP was increased by 2.3 ± 0.2-fold and that of Cu was increased 2.4 ± 0.1-fold
(65). Similarly, the initial rate of efflux in CuR27 cells was 2.5-fold faster for DDP and
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6.5-fold faster for Cu (66). These results demonstrate a parallelism between the changes
that occurred in the cellular pharmacology of Cu and DDP in both DDP-resistant and
Cu-resistant cells. A further indication that Cu-homeostasis mechanisms are involved in
this phenomenon came from the observation that both Cu- and DDP-resistant cells con-
tained much lower levels (22–56% of control) of Cu when grown in standard tissue
culture medium, suggesting that Cu homeostasis was defective in DDP-resistant cells, a
finding consistent with the observed higher levels of ATP7A or ATP7B found in these
cells (65,66). Table 3 summarizes the effects of forced expression of Cu transporters on
the cellular pharmacology of Cu and DDP.

6. ROLE OF CTR1 IN DDP INFLUX

Analysis of yeast and mammalian genetic variants has demonstrated that the major Cu
influx transporter Ctr1 can regulate both sensitivity to the cytotoxic effect of DDP and
its cellular accumulation. The initial report that ctr1–/– Saccharomyces cerevisiae accu-
mulated less DDP (68) was rapidly followed by a confirmatory report that also demon-
strated defective accumulation of carboplatin (CBDCA) and oxaliplatin (69). Further
evidence of the importance of Ctr1 was provided by a study of mouse fibroblast cell lines
established from CTR1–/– knockout mice that exhibited reduced DDP uptake and
increased DDP resistance (68). More recent work (70,71) using hCTR1-transfected A2780
human ovarian carcinoma cells showed that overexpression of CTR1 enhanced the accu-
mulation of both Cu and DDP, although the effect was much larger for the former than
the latter. Interestingly, the increase in DDP whole-cell accumulation was not accompa-
nied by a significant increase in delivery of Pt to DNA or an increase in sensitivity to the
cytotoxic effect of DDP. This suggests that, when CTR1 is forcibly overexpressed, the
excess DDP entering the cell is sequestered in a compartment from which it does not have
immediate access to the nucleus or other key cytotoxic targets.

 Additional studies with human ovarian carcinoma A2780 cells have now shown that
both Cu and DDP reduce the level of expression of Ctr1(Table 3). Using Western blot
analysis and confocal digital deconvolution microscopy, it was found that exposure to
DDP triggered the loss of hCtr1 from the cell in a concentration and time-dependent

Table 2
Changes in the Cellular Pharmacokinetic Parameters Found in Cisplatin and Copper

Crossresistant Cells

Cells selected for resistance Cells selected for resistance

to DDP to Cu

DDP Cu DDP Cu

Resistance �(2- to 38-fold) �(1.9- to 2-fold) �(8- to 10-fold) �(1.5- to 18-fold)
Accumulation �(38–67%) �(26–56%) � �

Basal levels – � (22–56%) �

Initial efflux rate �(23–55%) � (56–75%) � �

DNA–Pt adduct �(10–38%)
Expression of Cu Altered Altered

transporters

DDP, cisplatin; Cu, copper; Pt, platinum.
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Table 3
Parallel Changes in the Cellular Pharmacokinetic Parameters for Cisplatin and Copper in Cells Molecularly Engineered to Express Altered

Levels of Copper Transporters

          DDP                CuSO4

Overexpression/ Fold Efflux Fold Basal
Gene knockout resistance Pt content rate Pt–DNA adduct resistance Cu content Efflux rate Cu content

ATP7B Overexpression � � � � � � � �

ATP7A Overexpression � � – No change � � � �

hCTR1 Overexpression No change � – No change No change � – �

MCTR1a Knockout � � � �

yCTR1b Knockout � � � � �

DDP, cisplatin; CuSO4, cupric sulfate; Pt, platinum; Cu copper.
aMouse.
bYeast.
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manner (70). Exposure to as little as 0.5 µM DDP for 5 min reduced the hCtr1 level
whereas exposure to DDP concentrations �2.0 µM caused almost complete disappear-
ance. The loss of hCtr1 was observed within 1 min of the start of exposure to 2 µM DDP.
Treatment of cells with 100 µM Cu for 5 min produced a much smaller effect. Pretreat-
ment of cells with 2 µM DDP for 5 min resulted in a 50% decrease in Cu uptake, docu-
menting that the DDP-induced loss of hCtr1 detected by Western blot analysis and digital
confocal imaging was functionally significant. Thus, DDP downregulates the amount of
its major influx transporter in human ovarian carcinoma cells in a concentration and time-
dependent manner. This effect was observed at DDP concentrations within the range
found in the plasma of patients being treated with DDP, and occurred very quickly
relative to the half-life of the drug.

 A large number of questions about the interaction of the Pt drugs with Ctr1 remain to
be addressed. The ability of DDP to cause the disappearance of Ctr1 from the cell suggests
that DDP binds to Ctr1, but the differences in potency between Cu and DDP hint at
differences in the conformation of the N-terminal extracellular domain in the bound state.
Whether DDP enters the cell through a true channel formed by Ctr1 or whether Ctr1
serves as a carrier to conduct DDP into an endocytotic entry route remains unknown, as
does the mechanism by which DDP causes the disappearance of Ctr1 from the cell. The
ability of DDP to trigger the disappearance of an influx transporter important to its own
entry has interesting clinical implications. First, differential expression of Ctr1 in various
normal tissues may explain the pattern of dose-limiting toxicity observed in man. Second,
a pharmacological intervention directed at blocking Ctr1 degradation may improve drug
uptake into tumor cells.

7. EFFECT OF ATP7A ON THE CELLULAR PHARMACOLOGY
AND CYTOTOXICITY OF DDP

The effect of ATP7A on the cellular pharmacology and cytotoxicity of DDP and other
Pt drugs has been investigated in several different systems (Table 3). In one set of studies,
an ATP7A expression vector was transfected into Me32a fibroblasts, originally estab-
lished from a patient with Menkes disease, that express neither ATP7A nor ATP7B. The
ATP7A-transfected cells were found to accumulate less Cu and DDP and were less
sensitive to the cytotoxic effect of both agents than the parental ATP7A-deficient Me32a
cells (72). In another study, human ovarian carcinoma 2008 cells were found to be more
resistant to DDP when transfected with an ATP7A expression vector even when the
increase in the ATP7A expression over the endogenous levels was quite small (73).

Whereas increased expression of ATP7A produced parallel effects on sensitivity to the
cytotoxic effect of Cu and DDP, there is evidence that these two compounds interact
differently with this efflux transporter. Pt accumulates in vesicles expressing ATP7A in
cells exposed to DDP, and a fluorescent analog of DDP was found in vesicles that express
ATP7A by confocal analysis of ovarian carcinoma 2008 cells (74), suggesting that ATP7A
mediates the sequestration of DDP into vesicles of the secretory pathway. However, clear
differences have been demonstrated in the ability of Cu and DDP to trigger intracellular
movement of ATP7A. Whereas Cu efficiently triggered redistribution of ATP7A from
the perinuclear region to more peripheral reaches of the cell, DDP did not (72). Thus,
whereas the available studies indicate that ATP7A can mediate resistance to DDP and
modulate its cellular pharmacology, a mechanistic understanding of how the ATP7A-
mediated vesicular export pathway handles Cu and DDP differently is not yet in hand.
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The evidence that ATP7A controls sensitivity to the cytotoxic effect of DDP in experi-
mental systems has raised the question of whether its expression in tumors is associated
with response to treatment. An immunohistochemical study demonstrated substantial
heterogeneity of ATP7A staining among 54 patients with ovarian carcinoma (75).
Whereas there was no clear association between ATP7A expression in the tumor prior to
treatment and subsequent response, in some patients, treatment with a Pt drug-based
regimen was associated with enrichment for ATP7A-expressing cells in the tumor ob-
tained after treatment, and this subgroup of patients had also significantly poorer survival
rates. Whereas ATP7A is a candidate marker of Pt drug resistance, the larger studies
needed for validation must consider the expression of Ctr1, ATP7B, and possibly other
Cu-homeostasis proteins as well.

8. EFFECT OF ATP7B ON THE CELLULAR PHARMACOLOGY
AND CYTOTOXICITY OF DDP

The evidence that ATP7B can mediate resistance to DDP is now quite compelling, as
this effect has been observed in multiple experimental models, and an association between
expression and subsequent response has been reported for several different types of
human malignancies. Transfection of epidermoid carcinoma KB-3-1 cells with an ATP7B
expression vector was reported to render them 8.9-fold more resistant to DDP and two-
fold more resistant to Cu (67). Subsequent studies demonstrated that forced expression
of ATP7B in human ovarian and head and neck carcinoma cells conferred resistance to
Cu, DDP, and a variety of DDP analogs (76).

 Analyses of Cu and Pt accumulation levels in cells transfected with ATP7B expres-
sion vectors (Table 3) suggests that this protein has a direct role in the efflux of DDP as
well as Cu. Cells engineered to overexpress ATP7B were found to have lower basal levels
of Cu when compared to empty vector-transfected cells, similar to the situation found in
ovarian carcinoma cells selected for resistance to DDP (76). Forced overexpression of
ATP7B resulted in reduced accumulation of DDP (67) and a detailed study of 64Cu and
14C-CBDCA kinetics in these cells demonstrated reduced accumulation of Pt in DNA and
enhanced efflux of both compounds (76).

Table 4 summarizes the results of a number of immunohistochemical and mRNA
analyses of the association between ATP7B expression and clinical outcome of Pt drug-
based therapy. In general, higher expression of ATP7B was correlated with an unfavor-
able response to treatment with Pt-containing agents (for examples, see refs. 77 and 78).
No such correlation was found between the expression of other efflux drug transporters
such as MRP1, MRP2, MDR1, or LPR and response to Pt drug therapy (77,78). An
association was also found between the level of ATP7B expression and presence of
poorly differentiated or undifferentiated cells in tumors (77,78).

9. SUMMARY AND CONCLUSIONS

Current data are consistent with the concept that the transporters that control Cu
homeostasis also regulate sensitivity to DDP by controlling its uptake, intracellular trans-
port, and efflux. Based on the fact that DDP interacts with cysteine, methionine, and
histidine residues in other proteins, it is possible that the CXXC and other motifs that
chelate Cu in the Cu-binding proteins also bind DDP. The fact that all three of the major
Cu transporters modulate DDP sensitivity has led to the hypothesis that following expo-
sure to clinically relevant concentrations of DDP, the drug is not free in the cell but is
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Table 4
Correlation Between Drug Resistance in Human Tumors and Expression of Gene Products

for Copper Transporters ATP7A and ATP7B

Detection
Tumor type Cu protein method Pt drug Outcome Reference

Breast carcinoma ATP7B IHC; RT-PCR DDP No correlation between the outcome (77)
of therapy and the expression of MDR1,
MRP1, LRP, and BCRP was found.

Ovarian carcinoma ATP7B RT-PCR DDP 43.9% of samples were positive for ATP7B (78)
expression; ATP7B expression was significantly
higher in undifferentiated cells; no correlation
between the outcome of therapy and the expression
 of MDR1, MRP1, LRP. and BCRP was found.

Esophageal carcinoma ATP7B IHC DDP 70.5% of samples were positive for ATP7B (92)
expression; ATP7B expression correlated
with unfavorable outcome of therapy.

Oral squamouse carcinoma ATP7B IHC DDP ATP7B expression significantly correlated (93)
with unfavorable outcome of therapy.

Gastric carcinoma ATP7B IHC DDP 41.2% of samples were positive for ATP7B (94)
expression; ATP7B expression was significantly
higher in undifferentiated cells.

Hepatocellular carcinoma ATP7B IHC DDP Various degrees of staining were observed (95)
in 21.1% (4/19) of samples; study suggested
correlation between high expression and unfavorable
outcome of therapy.

Ovarian carcinoma ATP7B IHC DDP 34.6% (36 of 104 cases) of samples (96)
were positive for ATP7B expression; significantly
higher positivity in poorly/moderately differentiated
carcinoma cells; ATP7B-positive tumors had a significantly
inferior response to chemotherapy.

Prostate, breast, testes, kidney, ATP7A IHC Pt- All except liver and endometrial tumors (75)
pancreas, liver, thyroid, ovary, lung, based expressed higher levels of ATP7A compared to normal
 endometrial, colon, and other tumors issue; upregulation of ATP7A expression correlated

negatively with survival.

Cu, copper; Pt, platinum; IHC, immunohistochemistry; RT-PCR, reverse transcription-polymerase chain reaction; DDP, cisplatin; MDR1, multidrug resistance
1; MRP1, multidrug-related protein 1; LRP, lung resistance-related protein; BCRP, breast cancer-related protein.
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shuttled from a transporter to chaperones that deliver it to key intracellular targets includ-
ing DNA. This hypothesis provides a framework for a set of experiments in which the
level of each known Cu-binding protein is altered to map the importance of sequential
steps in the passage of DDP into the cell and through the various subcellular compartments.

The hypothesis that DDP utilizes pathways that have evolved to manage Cu homeo-
stasis provides an interesting explanation for a long-standing conundrum in the field.
Whereas DDP is known to react readily with glutathione and a variety of other thiols
whose cytoplasmic concentration is >1,000 times higher than that of DDP, this drug is
still effective at killing cells even at very low concentrations. It has been difficult to
understand how DDP ever wends its way through such a sea of thiols and arrives at DNA
in a form that is still capable of forming adducts. The concept that, like Cu, DDP may be
secured in redox-protected pockets formed by metallochaperones provides a mechanis-
tically attractive explanation. However, the role of Cu chaperones in binding or deliver-
ing DDP has yet to be explored.

 It is important to note that none of the Cu transporters has yet been formally shown
to bind DDP or transport it across a lipid bilayer membrane. As ATP7A and ATP7B
function as monomers (79), it should be possible to study their ability to transport DDP
using vesicles from cells engineered to express high levels of these proteins, or by assem-
bling recombinant proteins in artificial membranes. In view of the fact that Ctr1 shows
high selectivity for Cu as opposed to other metals, and a preference for Cu+1 rather than
Cu+2, it is intriguing that this transporter mediates the uptake of DDP, and, at least in
yeast, CBDCA and oxaliplatin as well. The finding that some of the Cu-binding proteins
can bind other metals, and the fact that Cu and DDP can both interact with cysteine,
methionine, and histidine-rich motifs, makes it likely that DDP can bind to a number of
Cu transporters and chaperones but the differences in the coordination chemistry of Cu
and DDP suggest that the structural features of the Cu and DDP-loaded proteins are
probably different. Such structural differences may account for the fact that Cu can
trigger trafficking of ATP7A but DDP cannot (73). Whereas the hypothesis that Cu
transporters directly transport DDP is attractive, it remains possible that they regulate
intracellular levels of DDP indirectly by affecting Cu-dependent activities such as ATP
production or simply by acting as Pt drug traps. Secondary regulatory effects on Pt drug
transport have been reported for other transporters such as the Na/K-ATPase (12), the
Mg-ATPase (80), the Ca-ATPase (16), and the vacuolar ATPase (17).

 If the transporters and chaperones that regulate Cu homeostasis do constitute the
primary cellular conduits for DDP, then one would expect these to be altered in cells
selected for acquired DDP resistance. Indeed, increased expression of either ATP7A or
ATP7B has been observed in ovarian carcinoma cells selected for resistance to DDP (65),
although it has not been proven that either protein is the actual cause of the resistant
phenotype in these cells. Whether the higher ATP7A and ATP7B levels are because of
changes in gene copy number, transcription, translation, or protein stability has not yet
been determined, but because both the phenotype and the high levels of these proteins are
stable over multiple generations, a mutational origin is likely.

Whereas there may be other transporters that mediate influx or efflux of the Pt drugs
and whose alteration can contribute to the acquired DDP resistant phenotype, a careful
dissection of the mechanism by which the Cu transporters modulate sensitivity to the
cytotoxic effects of these drugs promises to provide novel insights into how to prevent
the emergence of resistance or overcome it once it becomes apparent. Substantial work
remains to be done in order to understand the mechanisms that control Pt drug influx and
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efflux and to map the subcellular pathways by which these drugs move inside the cells.
Gaining insight into the manner of involvement of the Cu homeostasis mechanism in this
process provides a starting point.
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SUMMARY

Resistance to two taxanes, paclitaxel and docetaxel, is frequently observed in cancer
patients and limits successful therapy. In experimental systems, resistance to paclitaxel
and docetaxel are mediated by alterations in tubulin (the primary site of action of
taxanes), proteins that interact with microtubules, energy-dependent efflux pumps,
apoptotic proteins, and signal transduction pathways. Clinical correlations with some
of these alterations exist, but have not been fully elucidated. Strategies to overcome or
circumvent resistance to paclitaxel or docetaxel include inhibition of efflux pumps
(which have largely proven to be unsuccessful), the use of novel taxanes or other
chemically distinct classes of polymerizing agents that do not interact with drug efflux
pumps (currently in clinical trials), and regulation of apoptotic or signal transduction
pathways that would restore sensitivity to taxanes. Understanding the basis of resis-
tance at the clinical level is likely to be difficult and complex, but holds the promise of
providing a therapeutic opportunity specific to taxane-resistant cancer cells.

Key Words: Taxanes; resistance; microtubules; tubulin; transporters; P-glycoprotein;
apoptosis; signal transduction.
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1. INTRODUCTION
Resistance is a relatively new chapter in the long history of taxanes and their use in

oncology. Originally mentioned as toxic substances isolated from the leaves of the yew
tree, such as Taxus baccata L. in 1856 (1), as a component of clarified butter for use in
treating cancer in 1912 (2), and as a cytotoxic isolated from the bark of T. brevifolia in
the National Cancer Institute’s screening program in 1962 (3), the first isolated taxane
that had anticancer activity in tissue culture systems, designated taxol (Fig. 1), was
reported in 1971 by Wall and coworkers (4). A breakthrough came in 1979 when Susan
Horwitz’s laboratory found that taxol stabilized microtubules (5), which was in contrast
to the depolymerizing agents: vinca alkaloids and colchicine. It took an additional 13
years to develop a suitable formulation and source of taxol that ultimately led to its
approval for use in cancer patients beginning in 1992 (6). Taxol® is also known as
paclitaxel; the latter name will be used in this chapter.

As early as 1978, and reaffirmed over the following decade, it was apparent that
paclitaxel was not equally effective in human tumor xenograft model systems (7). This
was reemphasized in the early phase II trials that took place in the mid 1980s, where
paclitaxel had good, weak, and poor activity when tested in patients with ovarian carci-
noma, melanoma, and renal carcinoma, respectively (8–10). Ultimately, paclitaxel was
approved for use in patients with ovarian, lung, or breast cancers. Paclitaxel given as
monotherapy to patients with these types of advanced cancers induces a 15–25% response
rate and a 10- to 13-mo median survival time (11). It is now apparent that patients with
certain tumor types (i.e., colon and renal) have very low response rates to taxane-contain-
ing regimens and therefore, have inherent resistance. More insidious is the case where
some patients initially respond to paclitaxel, but then fail to respond on repeated courses
of therapy. These patients have acquired resistance. Therefore, resistance to taxanes is a
major limiting factor in successful taxane therapy.

A second taxane, docetaxel (also known as Taxotere®) (12), with good anticancer
activity in preclinical models (13) was reported in 1991 and has also been used to treat
lung and breast cancer since 1996 and 1999, respectively (6). Paclitaxel and docetaxel are
highly related molecules (see Fig. 1). Both contain a baccatin III core composed of four
fused rings including a four-membered oxetane ring; the C-10 position is deacetylated in
docetaxel. Both baccatin cores are esterified at the C-13 position of the A ring; paclitaxel
and docetaxel have an N-benzoyl-β-phenylisoserine (14) and an N-tert-butoxycarbonyl-
β-phenylisoserine (12) side chain, respectively.

It stands to reason that if the molecular basis for resistance to taxane were understood,
then resistance to paclitaxel or docetaxel might be avoided. This chapter provides an
overview of the mechanisms of resistance to taxanes. In the final analysis, one striking
observation is clear. Resistance to taxanes is complex and can occur by multiple mechanisms
including alteration in microtubules, transporters, proteins that regulate the cell cycle,
apoptotic machinery, and signal transduction pathways (Fig. 2). The importance of these
mechanisms regarding the treatment of human disease will require careful evaluation of
qualitative and quantitative changes for each mechanism. Reassembling all the data, or
perhaps finding key markers, will be necessary to identify those patients with tumors that
will respond well to taxanes or require therapeutic strategies to circumvent resistance.

1.1. Microtubule Structure and Function
A working knowledge of how taxanes interact with its primary (but probably not only)

target, the microtubule (15), and how it induces cell death is needed before discussing
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resistance mechanism. Microtubules are highly dynamic polymers whose essential ele-
ment is the α/β-tubulin heterodimer (Fig. 3A). Each subunit binds GTP. One molecule
is tightly bound to α-tubulin at a nonexchangeable site. The second molecule binds to a
homologous site in β-tubulin at the exchangeable site; it undergoes hydrolysis and is
required for normal tubulin polymerization. Under certain conditions, the dimer binds in
a head to tail fashion to form linear protofilaments (Fig. 3A). About 13 protofilaments
associate in parallel to a cylindrical axis to form the microtubule of 25 nm in diameter and
up to micrometers in length. The polymer is initially formed from a short microtubule
nucleus located at the so-called “–” end; in the case of the dividing cell this is found within
the centrosome. Although the protofilament can grow from both ends, α-/β-tubulin dimers
are added more quickly to the opposite or “+” end. The microtubule can elongate slowly
or shorten rapidly by adding or removing tubulin dimers from the existing polymer,
respectively. The conversion from growing to shrinking is called catastrophe, whereas
the conversion from shrinking to growing is called rescue. The transition between these
two behaviors is known as dynamic instability (16).

How do microtubules participate in cell division? After chromosome replication dur-
ing cell division, microtubules emanating from a centrosome undergo pronounced elon-
gation and capture one of the sister chromatids at the kinetochore (central region of the
chromosome). This can allow for rapid poleward movement of the bound chromosome.
However, simultaneously or soon after this event, the sister kinetochore becomes at-
tached to microtubules emanating from the opposite centrosome and the chromosomes
align at the metaphase plate (see Fig. 3B). Then, during anaphase, the sister chromatids
separate and move to the opposite poles; this is coordinated with widening of the distance

Fig. 2. Mechanisms of taxane resistance.
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between the poles. These events require rapid elongation and contraction of microtubules
and are distinct compared with the relatively quiescent microtubules in the cytoplasm
present during interphase. All antimicrotubule agents induce a blockage at the G2/M
phase of the cell cycle during the metaphase/anaphase transition by inhibiting the micro-
tubule-dependent movement of sister chromatids to the opposite pole of the cell, as well
as inhibiting the lengthening of the interpolar distance.

At substoichiometric ratios compared with tubulin, all antimitotics including taxanes
act in a similar manner. They inhibit dynamic instability, causing improper tensioning of
the mitotic apparatus and/or insufficient microtubule contraction required to move the

Fig. 3. Resistance to taxanes mediated by microtubules. (A) The α/β-tubulin heterodimer is the
basic subunit of the protofilament. Net elongation of the protofilament can occur at both ends, but
predominately by addition of the tubulin heterodimer to the “+” end. About 13 protofilaments
associate to form the microtubule (boxed area in [B]). The +-end of the microtubule can switch
from slow elongation (rescue) to rapid shrinking (catastrophe) resulting in dynamic instability. (B)
Early in mitosis (prophase), the microtubules grow from the centrosome and capture the sister
chromatids at the kinetochore. The microtubule (stained green using an antibody to tubulin) assist
in assembling the chromatids (stained red using propidium iodide) at the metaphase plate. Once
achieved, the sister chromatid separate during anaphase and move to the opposite poles. This is
mediated, in part, by a shortening of the kinetochore microtubules. (C) Resistance to taxanes has
been associated with point mutations in tubulin and overexpression of certain isoforms of tubulin.
Point mutations found in paclitaxel (green)- or epothilone (red)-selected cell lines are shown with
respect to the structure of β-tubulin cocrystallized with paclitaxel (indicated in yellow and located
near the microtubule [M]-loop) (PDB accession code: 1JFF). The structure of GDP and GTP,
within β- and α-tubulin, respectively, is indicated in the ball-and-stick model. A portion of α-tubulin
is shown in the bottom right of the figure. The incidence of increased expression of isoforms of
β-tubulin are tallied from Table 1 of ref. 20.
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chromosomes to the pole. At equal stoichiometric ratios, taxanes induce the polymeriza-
tion of microtubules (in a GTP-independent manner) from purified tubulin (5) or in cells
(17) and stabilize the microtubule against depolymerization. They do so by binding to the
β-subunit (18) within polymerized tubulin (19). A great deal of information on the molecu-
lar interaction of taxanes with tubulin have been obtained by: (1) mapping the sites of
interaction of bovine brain tubulin with photoaffinity labeling analogs of paclitaxel (20),
(2) examining electron crystallographic interaction of taxanes with zinc-induced sheets
of tubulin (18,21), and (3) reevaluating the crystallographic data using fluorescence
energy transfer spectroscopy and solid-state rotational echo double-resonance (22) or
nuclear magnetic resonance studies (23). The paclitaxel-binding site resides near the so-
called microtubule (M)-loop within β-tubulin (see Fig. 3C). This region interacts with the
H3 helix of the adjacent β-tubulin within the adjacent protofilament. It has been proposed
that conformational changes in the M-loop that are induced by paclitaxel would stabilize
the interaction between protofilaments (18). Five other classes of structurally diverse
natural products, epothilones, discodermolide, laulimalide, eleutherobin, sarcodictyins,
also enhance tubulin polymerization (15). The binding sites for epothilone A and
paclitaxel overlap within tubulin but are distinct (24).

1.2. Experimental Models of Taxane Resistance
Our understanding of the molecular basis of resistance to taxanes is founded largely on

experimental work done using tumor cells grown in tissue culture or animals. Once estab-
lished, the clinical correlation with the mechanism has been explored. This approach has
some obvious limitations. In much of the work, when tumor cells in tissue culture are
grown in the presence of continuous and multiple ascending concentrations of paclitaxel
or docetaxel over a period of many weeks or months, they develop resistance to taxanes.
It is clear that this type of exposure does not approximate the periodic exposure to taxanes
in animals or humans (e.g., from every day for a short period up to once every 21 d), nor
does it replicate the tumor environment. More-recent work has suggested relationships
between taxane resistance and changes in the control of apoptosis, cell division, and
signaling pathways. This work is also largely based on experiments in tissue culture where
certain proteins have been manipulated or correlated with taxane resistance.

2. RESISTANCE TO TAXANES ASSOCIATED WITH CHANGES
IN MICROTUBULES

At least four factors immediately related to tubulin can influence the polymerization
state of microtubules and have been associated with taxane resistance. First, mutations in
tubulin have been associated with taxane resistance. Second, changes in the expression of
tubulin isomers can occur. In humans, six β-tubulin and at least five α-tubulin isoforms
have been described (25,26). The isomers are highly conserved with differences within a
single species of 4–16% for β-tubulins and approximately 10% for α-tubulins (26,27).
The most variable regions are located in the last 15–20 amino acids of the carboxy termi-
nal. The human (H)β-isoforms are grouped according to classes: class I, HM40; class II,
Hβ9; class III, Hβ4, class IVa, Hβ5; class IVb, Hβ2; and class VI, HJβ1. The α-isoforms
are classified as follows: group 1, bα-1 and kα-1; group 2, TUBΑ4; group 3, TUBΑ2; and
group 4, TUBΑ8. Third, numerous other proteins that bind to tubulin, such as microtu-
bule-associated proteins (MAPs) (28) and stathmins (29) stabilize and destabilize the
microtubule, respectively. Fourth, posttranslational modifications of tubulin including
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glutamylation, glycylation, acetylation, tyrosination, and phosphorylation may alter
polymerization of tubulin. All of these modifications, with the exception of acetylation,
occur in the C-terminal 20 amino acids of tubulin. This region also is the same region that
interacts with many MAPs. An excellent detailed review on the mechanisms of paclitaxel
resistance related to microtubules is available (20). An overview is provided here.

2.1. Mutations in Tubulin
Numerous point mutations in tubulin have been found in a variety of tumor cell lines

selected for resistance to paclitaxel or have crossresistance to paclitaxel after cells are
selected for resistance to epothilones. Cells selected for survival in the presence of
paclitaxel are often coselected with a so-called P-glycoprotein-inhibitor, because P-glycopro-
tein frequently mediates resistance to paclitaxel by itself (see Section 3.). Most of the
mutations are found in class I β-tubulin (see Fig. 3C), which is the predominate (and
therefore, most easily assessed) isoform found in cancer cells (30). Mutations are often found
in a single tubulin allele and therefore, may be coexpressed with wild-type tubulin or if
solely expressed, require that the wild-type gene be silenced. The mutations in β-tubulin
associated with paclitaxel selection are: human (h)26Asp�Glu (31), hamster (ha) 26Asp�Glu

(32), ha 60Val�Ala (32), ha 215Leu�His (33), ha 215Leu�Phe (33), ha 215Leu�Arg (33), ha
217Leu�Arg (33), ha 228Leu�Phe (33), ha 228Leu�His (33), and h 270Phe�Val (34). The
mutations in β-tubulin associated with epothilone A- or B-selection are: h 173Pro�Ala

(35), h 231Ala�Thr (36), h 274Thr�Ile (37), h 282Arg�Gln (37), h 292Gln�Glu (35,36), h
364Ala�Thr (34), and h 422Tyr�Cys (35). However, mutations are not limited to β-tubulin,
because an A549 lung carcinoma selected for resistance to paclitaxel contains a mutation in
kα-1 tubulin (h 379Ser�Arg) (38). The differences between the mutations observed in paclitaxel-
and epothilone-selected cells compared with the preferential resistance to selecting agent
has been used, in conjunction with crystallographic data, to argue that paclitaxel and
epothilone have similar binding domains in β-tubulin, but the binding pockets are unique (24).

Mutations may reduce the affinity of paclitaxel to tubulin or alter the stability of
tubulin. Consistent with the first possibility, residue 274Thr makes contact with the oxetane
ring of taxanes, residue 26Asp makes contact with the C-3′ NHCO-phenyl group of
paclitaxel, residue 270Phe makes contact with paclitaxel’s C3′ phenyl and C4-OAc groups,
and residues 217Leu and 219Leu make hydrophobic contact with the two-phenyl ring of
paclitaxel (21). Consistent with the second possibility, mutations within the M-loop (h
282Arg�Gln) or residues that influence the orientation of the M-loop (h 292Gln�Glu) may
influence lateral interaction between adjacent protofilaments. In addition, mutations near
the C terminus (α-379Ser�Arg, β-364Ala�Thr, and β-422Tyr�Cys) reside in regions that
interact with MAPs, which by themselves alter microtubule stability. Finally, the Pro-to-
Ala mutaton at β-173 occurs at a site that is involved with ribose binding at the exchange-
able GTP site as well as longitudinal contacts between tubulin dimers (35). GTP binding
and hydrolysis is an essential regulatory mechansm of microtubule stability. The way that
mutations would alter the stability is explained as follows (39). Normally, cells control
the ratio of polymerized microtubules to depolymerized tubulin. Any shift from a set
point ratio could induce resistance. Therefore, paclitaxel-resistant cells may shift the
equilibrium towards the depolymerized form of tubulin. This may explain why some
paclitaxel-resistant cells with tubulin mutations actually become dependent on paclitaxel
for growth (31,35,38,39) because the drug would be required to restore the set point ratio
for proper cell growth. It would also explain why some paclitaxel-resistant cells display
increase sensitivity to depolymerizing agents. If the latter occurred in patients, it may
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suggest novel therapeutic strategies using a sequence of polymerizing and depolymer-
izing agents.

It is important to note that a causal link between tubulin mutation and resistance has
only been substantiated in a few cases where enforced expression of the mutant tubulin
mediates paclitaxel resistance (32,40), production of the putative mutated protein (pre-
dicted by cDNA analysis) is documented (41), or the mutant tubulin and/or microtu-
bules that presumably contained the mutant tubulin has altered polymerization
properties (32,34,37).

Similar to the way mutations in the epidermal growth factor receptor (EGFR) have
been correlated with enhanced sensitivity to an EGFR inhibitor in patients (42,43), one
might expect to find mutations in tubulin in resistant patients. One study reported muta-
tions in class I β-tubulin in the serum DNA isolated from 33% of patients with non-small
cell lung cancer that were associated with resistance to paclitaxel (44). However, the
results have not been confirmed by subsequent studies where DNA or cDNA was ob-
tained from tumor or serum samples (45–48). In addition, no mutations in β-tubulin that
encode a different protein structure have been found in 62 human breast cancers (49). The
discrepancy between the original report and subsequent studies is likely attributed to the
use of nonselective primers used during polymerase chain reaction (PCR) amplification
of β-tubulin that would allow hybridization of probes to tubulin pseudogenes present
in genomic DNA (46–48). The lack of positive results does not exclude the possibility
that clinical resistance to paclitaxel is correlated with mutations in other isomers of α- or
β-tubulin.

2.2. Changes in Tubulin Isoform Expression
It is likely that each isomer has different functional properties, and therefore, differ-

ential expression could mediate resistance. This is based on numerous experimental
findings. First, each β-tubulin isotype has a unique pattern of expression in tissue (50).
For example, class βII predominates in brain tissue, βIII and IVa are found primarily in
neurons, and class I and IVb are constitutively expressed. Based on PCR analysis, 17
human tumor cell lines of diverse origin predominately expressed class βI (range 76.0–
99.7%) and class βIII (range: 0.2–11.0 %) (30). In contrast, based on protein analysis
using human breast tissue, class βII is the most highly expressed isoform (58% compared
with total tubulin derived from classes I, II, and IV), no differences are observed between
tumor and breast tissue, and protein expression does not correlate with tubulin mRNA
levels using PCR analysis (51). A similar lack of correlation between tubulin isotype
protein expression and mRNA levels has been noted in other paclitaxel-resistant cell lines
(41). Based on protein expression analysis, human breast, lung, and cervical lung carci-
noma cell lines predominately express Kα-1, α6-tubulins (α6-tubulin has a distinct
amino acid sequence compared with all the tubulin isoforms mentioned above) (52,53).
Second, the rate of tubulin polymerization and microtubule dynamics depends on the
isotype composition (54–57). In particular, microtubules assembled from purified αβIII
isotype (from bovine brain) are more dynamic than microtubules made from αβII or
αβIV isotypes (57), and even mixing αβII and αβIII isomers (1:1) behave differently
compared with monoisomeric studies. Third, changes in isoform expression, particularly
in βIII and βIV, are correlated with paclitaxel resistance.

A list of alterations in isoform expression and its association with paclitaxel resistance
across approximately 15 paclitaxel-resistant tumor cell lines has been previously sum-
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marized (20). In most paclitaxel-selected cell lines, an elevation in the expression of the
βIII or βIV isoforms (range: two- to ninefold), which is based on reverse transcription-
PCR methodology, is correlated with low-level of paclitaxel resistance (usually under
10-fold) compared with parental cells (see Fig. 3C). In addition, the expression level of
more than one isoform can be altered. Overexpression of the βIII and βIV isoforms are
also found in non-drug-selected, paclitaxel-resistant cell lines. For example, in 17 non-
drug-selected cancer cell lines, a significant correlation with paclitaxel resistance is
found only with the level of βIII expression (r2 = 0.61, p <0.007) and is not associated
with resistance to three depolymerizing agents (30). More importantly, a clinical correla-
tion has been reported by Kavallaris et al., who found a significant increase in classes βI
(3.6-fold), III (4.4-fold), and IVa (7.6-fold) isotypes in tumors from paclitaxel resistant
patients compared with untreated primary ovarian tumors (58).

One group has reported that changes in α-tubulin may influence paclitaxel resistance
because it is overexpressed (along with β-tubulin) in a multidrug resistance protein
(MDR)1-expressing H460 lung carcinoma cell line that was 1000-fold resistant to
paclitaxel (59). Consistent with this, downregulation of Kα-1 tubulin by antisense meth-
odologies in the drug resistant cell line increases the sensitivity to paclitaxel by 50%,
whereas overexpression of Kα-1 in drug parental cells confers approximately a two- to
threefold increase in resistance to a few anti microtubule agents including paclitaxel (59).

Does this association with altered β-tubulin isoform expression imply a causal rela-
tionship? The evidence is controversial. In favor of this possibility, microtubules com-
posed of βIII or βIV tubulin are less sensitive to the suppressive effects of paclitaxel on
microtubule dynamics (56), and bovine brain depleted of βIII tubulin has enhanced
sensitivity to paclitaxel (55). In addition, downregulation of βIII tubulin by antisense
oligonucleotides in paclitaxel-resistant A549-T24 cells increases the sensitivity to
paclitaxel, albeit a modest 1.6-fold (60), whereas moderate overexpression of human βIII
tubulin in CHO cells increases resistance to paclitaxel 1.5- to 2-fold (61). Arguing against
this relationship are the facts that stable overexpression of class I, II, III (that contained
a point mutation), or IVb by transfection methods fails to confer resistance to paclitaxel
(50,62,63). The meaning of the negative data remains controversial, because among other
problems, tubulin expression is tightly controlled in cells and compensatory changes in
response to over- or underexpression of the class II or IV isoforms may confound the
analysis (63). Beyond this, many MAPs bind to the variable C-terminal regions of tubulin
isoforms, so differential MAP expression may also contribute to resistance. Ultimately,
detecting quantitative differences in the expression of tubulin isoforms in patients who
may not be responsive to paclitaxel will be a challenge. This is underscored by the work
of Dozier et al., who used immunocytochemistry, enzyme-linked immunosorbent assay
methodology (to measure protein levels), and PCR methodology (to measure mRNA
levels) to assess tubulin isoform expression in normal and tumor breast tissue (51). He
found that βIII expression, which is low compared to other isoforms, is predominately
isolated to nerve fibers and not tumor cells. In addition, the level of expression of mRNA
does not correlate with βIII protein expression.

2.3. Changes in Microtubule-Associated Proteins
MAPs can alter the state of polymerization and therefore, may influence sensitivity to

taxanes. Two MAPs, τ and MAP-2, are primarily found in neurons and are not very
relevant to the discussion here, although, Veitia et al. report higher τ expression in
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docetaxel-sensitive tumors (64). MAP-4 is present in all nonneuronal tissue (28). It
stabilizes microtubules by increasing the rescue frequency without altering the catastro-
phe frequency. The protein is localized to mitotic spindle and interphase microtubules.
Like other MAPs, phosphorylation of MAP-4 results in loss of binding and stabilization
of microtubules and can undergo cell-cycle dependent phosphorylation. Therefore, a
decrease in MAP-4 expression or an increase in MAP-4 phosphorylation may shift mi-
crotubules to a more destabilized state and therefore, mediate resistance to paclitaxel.
Consistent with this hypothesis, an increase in MAP-4 phosphorylation is associated with
paclitaxel resistance in paclitaxel-selected ovarian cell lines (65) and an A549 paclitaxel-
selected cell line (38). Furthermore, enhanced expression of MAP-4 by transfection
methods or as occurring in p53 mutant cells stabilizes microtubules and slightly enhances
paclitaxel sensitivity (66). However, contrary to this prediction, overexpression of MAP-
4 is found in epothilone-selected leukemic cell lines that are also 15-fold resistant to
paclitaxel (36).

In contrast to MAP-4, stathmin destabilizes microtubules. It does so by either seques-
tering tubulin dimers, which would block the formation of microtubules, or by stimulat-
ing microtubule +-end catastrophe (29,67). Stathmin associates longitudinally along the
lateral border of tubulin dimers causing a bend in the microtubule that does not allow
polymerization (68,69). Consistent with this, stathmin inhibits paclitaxel-induced poly-
merization of microtubules from purified tubulin (70). The protein is deactivated by
phosphorylation mediated by a variety of kinases, including those that participate in G2/
M phase of the cell cycle (29). Therefore, overexpression of stathmin or dephosphory-
lation of the protein would shift microtubules to a depolymerized state and may mediate
resistance to paclitaxel. Experimental data fit this hypothesis. Stathmin levels increase
in paclitaxel-selected A549 lung carcinoma cells (by twofold) or in A2780/1A9 ovarian
cells (by two- to threefold) that are resistant to paclitaxel or epothilone (38,71). Of course,
other changes including mutations in tubulin and changes in MAP-4 levels have been
observed in these same cells. Furthermore, downregulation of stathmin by antisense
methodologies enhances sensitivity to paclitaxel (72).

Other MAPs may influence paclitaxel sensitivity and are just beginning to be explored.
These include the microtubule-based motor proteins, the kinesins and dyneins (73), an
apoptotic regulatory protein that binds to microtubules, survivin (see Section 4.) (74), and
many recently described microtubule plus-end tracking proteins (75,76).

2.4. Posttranslational Changes
A few associations between changes in posttranslational modifications of tubulin and

paclitaxel resistance have been observed. Enhanced acetylation of α-tubulin has been
found in a low-level paclitaxel-resistant small cell lung carcinoma cell line (77). Enhanced
tyrosinyated α-tubulin coordinated with an increase in total α-tubulin has been observed
in an MCF-7/paclitaxel-selected cell line (78). In contrast, tubulin isolated from A549 or
HeLa cell lines selected for resistance to paclitaxel and epothilone, respectively, are not
extensively posttranslationally modified and even so, little changes in posttranslational
modifications of tubulin isoforms exist in resistant cells (41). It remains unclear if post-
translational modifications of tubulin might effect microtubule stability associated with
taxane resistance attributable to a direct effect on the microtubule or its interaction with
regulatory proteins that might bind in the same region as the posttranslational modification.
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3. RESISTANCE TO TAXANES ASSOCIATED WITH TRANSPORTERS

Unlike water-soluble drugs, hydrophobic drugs such as paclitaxel and docetaxel prob-
ably diffuse into the cell membrane without the need for any specific carrier protein.
However, entry and exit of hydrophobic agents from the cell membrane can be regulated
by a variety of ATP-binding cassette (ABC)-transporters. Of the 48 ABC transporters in
the human genome, four have been associated with resistance to paclitaxel and docetaxel
(79,80). They are P-glycoprotein encoded by MDR1 (according to the ABC classification
system, designated ABCB1); sister of P-gylcoprotein (also known as the bile salt export
protein, encoded by ABCB11), multidrug resistance protein MRP7 (encoded by
ABCC10), and MDR3 (sometimes called MDR2 and encoded by ABCB4). Transfection
of cells with ABC11 confers low level of resistance to paclitaxel in one of two reports
(81,82). Cells transfected with MDR3, which primarily transports phosphatidylcholine,
transports paclitaxel inefficiently and does not display resistance to paclitaxel (83).
Recently, Kruh’s laboratory reported that transfection of HEK-293 cells with MRP7
mediates approximately 10-fold resistance to docetaxel, threefold resistance to paclitaxel,
and vinca alkaloids, but no resistance to doxorubuicin or cisplatin (84). The latter three
transporters will not be discussed further.

P-glycoprotein, like many ABC transporters, is composed of two halves, each contain-
ing six transmembrane domains and an ATP-binding site, connected by a linker region
(Fig. 4). On binding paclitaxel, docetaxel, or a variety of other cancer chemotherapeutic
agents, such as vinca alkaloids, anthracyclines, mitoxantrone, and bisantrene to the trans-
membrane region of P-glycoprotein, ATP hydrolysis is used to expel these agents from
cells (79,80). The evidence that P-glycoprotein mediates resistance to paclitaxel and
docetaxel in experimental models is strong for the following reasons. First, expression
of P-glycoprotein by transfection methods or as it occurs endogenously in tumor cell lines
(e.g., certain colon carcinomas) is associated with resistance to paclitaxel or docetaxel.
Second, P-glycoprotein expression increases remarkably in numerous tumor cell lines
selected for resistance to paclitaxel, docetaxel, or other substrates for P-glycoprotein. The
level of P-glycoprotein increases with the amount of resistance to paclitaxel, although
there may not be linear relationship. In extreme cases, where resistance to paclitaxel or
docetaxel can exceed 1000-fold, P-glycoprotein overexpression is extraordinarily pro-
nounced and is usually mediated by gene amplification. This is aphysiological. However,
KB-8-5 HeLa cells (which were selected for resistance to continuous low-level exposure
to colchicine) (85), or MES-SA sarcoma cells (which were selected for only 7 d in the
presence of 10 nM paclitaxel) (86) have low to moderate P-glycoprotein expression and
are 20- to 40-fold resistant to paclitaxel. This is likely to be physiological, because the
level of P-glycoprotein expression in KB-8-5 cells is at the upper end of the range found
in certain types of tumors (87,88). Remarkably, the growth of tumors derived from KB-8-5
cells in nude mice are completely unresponsive to paclitaxel given at the maximum
tolerated dose (and optimal schedule), whereas the growth of tumors derived from KB,
parental cells that are treated the same way are completely inhibited by paclitaxel (89).
Third, agents that inhibit the function of P-glycoprotein, the so-called reversal agents
such as verapamil and cyclosporine A, resensitize P-glycoprotein-expressing cells to
paclitaxel, whereas they have little or no effect on cells that do not overexpress
P-glycoprotein. Fourth, paclitaxel can be used to enrich for cells that express viral-
directed exogenous P-glycoprotein in vivo (90), even many months after insertion of the



340 Greenberger and Sampath

gene and apparent loss of protein expression (91). Finally, further evidence is obtained
in mice where P-glycoprotein has been deleted by genetic methods (80). Normally, P-
glycoprotein is expressed at the blood–brain barrier as well as the luminal (apical) surface
of cells that line the gastrointestinal tract, the fetal–maternal interface, and hepatobilary inter-
face (in hepatocytes). However, mice that have a deletion of one or more P-glycoprotein
isoforms (known as mdr1a and mdr1b) have altered pharmacokinetics of paclitaxel. In
particular, the oral bioavailability of paclitaxel increases from 11% in wild-type mice to
35% in the mdr1a knockout mice (92). Furthermore, when paclitaxel is given orally, fecal
excretion (the normal route of elimination of paclitaxel) is reduced from 40 (after intra-
venous administration) and 87% (after oral administration) in wild-type animals com-
pared with <3% observed in knockout animals. Consistent with this, oral absorption of
paclitaxel markedly improves if it is coadministered with a P-glycoprotein reversal agent
such as cyclosporine A or its derivative, PSZ-833, in mice (93,94) and in humans (95,96).

Fig. 4. Resistance to taxanes mediated by P-glycoprotein. P-glycoprotein is an ATP-dependent trans-
porter that is embedded in the plasma membrane. Paclitaxel or docetaxel (both indicated in green),
diffuse into the membrane and are actively expelled (green arrow) by P-glycoprotein. Reversal agents
(yellow) bind to P-glycoprotein and inhibit the transport of taxanes, thereby increasing the intracellular
concentrations of paclitaxel or docetaxel to cytotoxic levels. Certain novel taxanes (white) circumvent
P-glycoprotein (P-gp) because they are not effectively expelled by P-glycoprotein.
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The interaction of P-glycoprotein with docetaxel is not exactly the same as paclitaxel.
Similar to paclitaxel, docetaxel can be transported by P-glycoprotein (97,98), cells that
overexpress P-glycoprotein can be highly resistant to docetaxel (89,99), and cyclosporine
A enhances the bioavailability of docetaxel in patients ninefold (100). However, the
bioavailability of docetaxel is increased to 23% in mdr1a/b–/– animals, which is lower
compared with paclitaxel (94,101). In addition, total plasma exposure is unchanged for
docetaxel, but increases twofold for paclitaxel in the knockout animals compared with
wild-type animals. Furthermore, an inhibitor of CYP3A4, ritonavir, which has only
minor inhibiting properties of P-glycoprotein, increases the exposure of docetaxel by 50-fold
in mice (101). Cyclosporine A also inhibits cytochrome P450 3A4 (102), and therefore,
it may inhibit both P-glycoprotein-mediated absorption and one of the two cytochrome
P450 enzymes that inactivate paclitaxel or docetaxel (the other enzyme is cytochrome
P450 2C8) (103). Therefore, alterations in taxane metabolism may influence drug
resistance.

If P-glycoprotein plays an important role in resistance to paclitaxel in patients, then the
protein should be overexpressed or have increased functionality in resistant patients. Is
this true? In support of this, the highest P-glycoprotein levels are found in many (but not
all) colon and renal carcinomas (87,88) that are resistant to paclitaxel or docetaxel.
However, expression of P-glycoprotein is much more subtle and variable in breast, lung,
and ovarian carcinomas that are 16–55% (104–106), 15–30% (107–110), and 16–47%
(111–113) positive for P-expression by immunocytochemical methods, respectively. In
a meta-analysis using 31 reports, Trock et al. found that breast cancer patients who are
positive for P-glycoprotein expression are three times more likely to fail to respond to
chemotherapy (which contained taxanes in some regimens) than patients whose tumors
are P-glycoprotein-negative (114). However, the association was not confirmed in a
recent study where the expression of P-glycoprotein was compared in greater than 60
breast carcinoma patients before and after chemotherapy (106). Exactly how much
P-glycoprotein or what increase in P-glycoprotein functionality is needed to cause patients
to failure to respond to paclitaxel is not known. If a small change in expression is relevant, can
it be reliably detected with the current histological methods? Despite efforts to standard-
ize the methods (115), they may not be able to discern subtle changes with certainty.

3.1. Reversal of P-Glycoprotein-Mediated Resistance
Assuming P-glycoprotein is relevant in the clinic, then there might be two ways to

circumvent such resistance. The first method is to inhibit the expression or function of
P-glycoprotein. The second method would be to use chemotherapeutic agents that do not
interact with P-glycoprotein. In the first case, numerous P-glycoprotein reversal agents
have been coadministered with substrates for P-glycoprotein, including taxanes (see Fig.
4). First-generation reversal agents described in the 1980s, such as verapamil, cyclosporine
A, and quinidine, have been followed by second- and third-generation agents that include
PSC-833 (valspodar), dexniguldipine, VX-710 (biricodar), GF-120918 (elacridar),
XR9576 (tariquidar), LY-335979 (zosuquidar), R-101933 (laniquidar), and OC144-093
(ONT-093) (79,116,117). The latter agents are devoid of unwanted side effects (i.e.,
calcium channel blocking or immunosuppressive activity) and are more potent than origi-
nal reversal agents. The agents work by binding to P-glycoprotein and blocking its ability
to transport substrates. Trials with reversal agents in patients with acute myelogenous
leukemia have been logical starting point, because an inverse relationship has been estab-
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lished between P-glycoprotein expression and function with response to chemotherapy
(118–120). Whereas addition of cyclosporine A to daunorubicin and cytarabine therapy
for acute myelogenous leukemia reduces resistance, improves duration of remission, and
enhances overall survival (121), studies with the a nonimmunosuppressive analog of
cyclosporine, PSC-833, in combination with the same agents, daunorubicin and etoposide,
or mitoxantrone, etoposide, and cytarabine do not produce marked benefit (122–124). In
addition, reversal agents combined with cytotoxic agents do not add significant benefit
for the treatment of drug-resistant solid tumors (125), including a regimen that used
paclitaxel monotherapy combined with PSC-833 in patients with refractory ovarian car-
cinoma (126). The interpretation of these clinical studies is obscured because in many
cases a dose reduction of paclitaxel (as well as other chemotherapeutic agents) is required
to achieve acceptable toxicity (116,127,128). This is because of an alteration in the
clearance of such agents mediated by P-glycoprotein, other transporters, or metabolizing
enzymes as described above (127–130). Beyond this, many of the clinical trials have not
determined P-glycoprotein expression levels, nor correlated P-glycoprotein expression
levels with response to reversal agent therapy. In theory, P-glycoprotein positive patients
would be the only ones to benefit from such therapy. It may be possible to identify these
patients and the activity of reversal agents in the tumor using imaging methods (79).

Some of the newer P-glycoprotein reversal agents, such as XR-9576 (131), LY-335979
(132,133), R101933 (134), and OC144-093 (135), which do not influence the plasma
pharmocokinetics of clinically used taxanes and/or have reduced interaction with
metabolic enzymes involved in taxane metabolism, may prove to be more promising
agents. Clinical evaluation of some of these agents is in progress. However, based on
the experiments using knockout animals, all reversal agents would be expected to enhance
the toxicity of paclitaxel or docetaxel in any cell or compartment expressing P-glyco-
protein. It is also important to note that GF120918 also inhibits the ABCG2 transporter
(136); this transporter is not involved with taxane transport but its use may confound
certain combination studies. Other strategies designed to inhibit P-glycoprotein expres-
sion at the mRNA or DNA levels are summarized elsewhere (117).

3.2. Circumventing P-Glycoprotein-Mediated Resistance
An alternative approach to overcome P-glycoprotein-mediated resistance to taxanes

is to identify taxanes or taxane-like molecules that do not interact with P-glycoprotein
(see Fig. 4). Several such taxane analogs exist including SBT-1213, BAY 59-8862
(IDN5109, SB-T-101131, ortataxel) (137,138), DJ-927 (139), MAC-321 (TL-139) (89),
MST-997 (TL-909) (140), XRP9881 (RPR 109881A) (141), XRP6258 (RPR 116258A)
(142), BMS-184476 and BMS-188797 (143), and BMS-275183 (144,145). Because the
structures of these compounds are highly related to paclitaxel or docetaxel (see Fig. 1),
subtle changes in the structure of taxanes markedly influences their interaction with
P-glycoprotein. For example, resistance to MAC-321 (89) and MST-997 (140,146) is
1- and 40-fold in cells that express low and high-levels of P-glycoprotein (compared with
parental cells), whereas resistance to paclitaxel is 20- and 1000-fold in the same cells,
respectively. All of these novel taxanes when given intravenously retain antitumor activ-
ity in animal models using tumors that overexpress P-glycoprotein and are insensitive to
paclitaxel (89,138–140,146,147). Oral activity with BMS-275813, XRP6258, BAY 59-
8862, MAC-321, MST-997, and DJ-927 (but not paclitaxel or docetaxel) has been dem-
onstrated in experimental tumor models. This is presumably because of their weak
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interaction with P-glycoprotein in the gastrointestinal tract or hepatocytes located at the
biliary interface. One of the most advanced agents, XRP9881 (148), demonstrates a 29%
partial response rate in metastatic breast cancer patients who have failed previous taxane
therapy. A phase III trial in metastatic breast cancer with XRP9881 is underway. BMS-
275183 (145), BMS-184476 (149,150), BMS-188797 (151), MAC-321 (152,153), MST-
997, BAY 59-8862 (154–156), and DJ927 (157) are in phase I or II clinical trials. A
variation of this approach is to use novel microtubule polymerizing agents besides taxane
analogs that do not interact with P-glycoprotein. Three types of such agents, epothilones
(158), discodermolide (159), and laulimalide (160), induce microtubule polymerization,
are poor substrates for P-glycoprotein, and retain some activity in paclitaxel-selected
cells that have mutations in tubulin (37,161). Epothilone and discodermolide bind to a
similar, but distinct, site compared with paclitaxel (24,35,37), whereas laulimalide prob-
ably does not because it cannot inhibit the binding of paclitaxel to tubulin (161). Several
epothilone analogs are in clinical trials (159).

4. CONTROL OF APOPTOSIS
Because cell division is a highly regulated event, resistance to taxanes could also be

mediated by changes in the regulation of cell division beyond microtubules. When the
mitotic apparatus is impaired cells can arrest at prometaphase or pass through mitosis
without cell division and become aneuploid (162). This signals a cascade of phosphory-
lation- and caspase-dependent events leading to apoptosis or programmed cell death
(74,163). Apoptosis, in turn, is also a highly ordered event orchestrated by multiple
pathways that utilize positive and negative regulatory proteins. Therefore, it is conceiv-
able that changes in the activity or expression of proteins that control cell cycle progres-
sion and apoptosis can influence sensitivity to taxanes, as well as a variety of other
chemotherapeutic drugs.

Mammalian cells use two main pathways to undergo apoptosis: the extrinsic and
intrinsic pathways (Fig. 5) (74). The extrinsic signaling pathway is mediated by death
receptors (DR) such as subsets of the prototypical tumor necrosis factor (TNF) receptor,
which binds TNF-related apoptosis-inducing ligand (TRAIL), also known as TRAIL/
Apo-2L, and Fas/CD95, which binds Fas ligand (FasL) or agonistic anti-Fas antibodies
(164,165). Ligand-induced oligomerization of DRs mediates the recruitment and assem-
bly of the adaptor protein, Fas-associated protein with death domain, and cysteine aspar-
tyl-specific proteases (caspase) 8 into a death-inducing signaling complex. Assembly of
the death-inducing signaling complex juxtaposes multiple procaspase 8 zymogens,
resulting in autocatalytic cleavage and activation of caspase 8, leading to further down-
stream cleavage of the effector procaspases 3, 6, and 7. Interestingly, there is tantalizing
evidence that suggests paclitaxel resistance is associated with TNF-α or TRAIL expres-
sion. First, relatively high concentrations of paclitaxel induces TNF-α expression in
murine macrophages (166,167) associated with apoptosis that is blocked by antibodies
against TNF-α (168). Second, nanomolar concentrations of paclitaxel promotes TRAIL-
induced apoptosis through Akt inactivation in a renal carcinoma cell line, but not a normal
renal epithelial cell line (169). Similarly, TRAIL is ineffective as a single agent but
enhances sensitivity to paclitaxel in two ovarian carcinoma cell lines (170). Finally,
paclitaxel as well as a variety of chemotherapeutic agents induce DR family members and
sensitivity to TRAIL-induced apoptosis in breast cancer cell line grown in vitro or in vivo
(171). However, the utility of TRAIL in the clinic (and its association with paclitaxel
resistance in patients) needs further exploration.
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Fig. 5. Resistance to taxanes mediated by pathways involved in signal transduction and apoptosis.
Pathways that mediate death and life regulate apoptosis. In the intrinsic pathway, tumore necrosis factor
(TNF) or TNF-related apoptosis-inducing ligand (TRAIL) bind to the death receptor. A ligand-bound
death receptor activates caspase 8, which in turn activates effector caspases 3, 6, and 7. The same
receptor also activates inhibitory (I)κBα kinase (IKK)β, which allows nuclear factor of κB (NF-κB)
to move to the nucleus and activate transcription of antiapoptotic genes such as inhibitors of apoptosis
proteins (IAP) (shown) or Bcl-2 (not shown). NF-κB can also be activated by growth factor receptors
(via AKT) or extracellular matrix protein cysteine-rich 61 (Cyr61). In the extrinsic pathway, cell death
is regulated when the mitochondrial permeability is inhibited by Bcl-2 or promoted by BAX, thereby
controlling the release of cytochrome c. Cytoplasmic cytochrome c mediates activation of the
apoptosome, caspase 9, and ultimately, caspases 3, 6, and 7. Activation of caspases can be in inhibited
by IAPs. The mitochondria also can release second mitochondria-derived activator of caspases (SMAC/
DIABLO). SMAC/DIABLO promotes apoptosis by inhibiting IAP. Overexpression or hyperactivation
of the NF-κB pathway, IAP, or Bcl-2 can mediate resistance to taxanes. (Adapted with permission from
refs. 231 and 232, respectively. See also www.nature.com/reviews).

The mitochondrial or intrinsic pathway is primarily initiated by release of cytochrome
c and protein factors from the mitochondrial inner membrane space (see Fig. 4) (172).
These factors include second mitochondria-derived activator of caspases and Omi/HtrA2
(a serine protease) and mediate caspase disinhibtion (163). Accumulation of cytochrome
c in the cytoplasm results in binding to the scaffolding protein, apoptotic protease activa-

www.nature.com/reviews
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tion factor-1 (Apaf-1), causing a dATP/ATP conformational change that allows binding
and autocatalytic cleavage of procaspase 9 (173). The formation of this macromolecular
complex, termed the apoptosome, leads to effector procaspases 3, 6, and 7 cleavage and
downstream activation of sentinel cell death events.

Within the cytosol, both the extrinsic and intrinsic pathways are regulated by the Bcl-
2 super family of genes, which are defined by the conserved bcl homology domains.
Based on their ability to either induce or inhibit the apoptosis cascade, the Bcl-2 proteins
can be subdivided into three subfamily members (174). The first subset inhibits apoptosis
and includes Bcl-2, Bcl-xL, and Mcl-1. The second family members, Bax and Bak,
translocate into the outer mitochondrial membrane space and oligomerize into voltage-
gated pore complexes resulting in the release of cytochrome c and other polypeptides (as
described above) in the intrinsic pathway. Lastly, Bid, Bim, and Bad are proapoptotic
proteins that function primarily as transdominant inhibitors that bind and neutralize Bcl-
2 cell survival activity. In addition, activated caspase 8 can cleave Bid at the C terminus
(tBid) and facilitate oligomerization of Bax and Bak at the mitochondrial membrane
thereby linking the extrinsic and intrinsic death pathways (174). Conversely, antiapoptotic
Bcl-2 and Bcl-xL, can bind and antagonize proapoptotic Bax and Bak, thus preventing
dimerization and subsequent pore formation; a salient feature in tumor cell survival. Bcl-
2 members are typically regulated posttranslationally by a number of different growth
factor and cytokine signaling pathways (174).

Changes in the levels or posttranslational modifications of Bcl-2 family members have
been associated with taxane resistance. For example, the primary mechanism of
paclitaxel- and docetaxel-induced cell death is hyperphosphorylation of Bcl-2 and Bcl-
xL as well as Bax upregulation (175–177). Moreover, biotinylated paclitaxel can bind and
sequester Bcl-2, and therefore suggests that taxane-induced cell death may be mediated
by microtubule-independent mechanisms (178). The net effect of hyperphosphorylation
of, or direct binding to, these proteins result in the inability of Bcl-2 or Bcl-xL to antago-
nize Bak or Bax, thereby leading to apoptosis. Alternatively, upregulation of Bcl-2 or
Bcl-xL by ectopic expression or continuous exposure to paclitaxel can lead to resistance
(179,180). The primary mechanism of resistance involves the inhibition of the mitochon-
drial pathway as increased levels of Bcl-2 sequestered Bax and Bak and prevented cyto-
chrome c release (181). Growth factors or hormone driven induction of Bcl-2 can also
lead to paclitaxel resistance. For example, exposure to estrogen in estrogen receptor-
positive MCF-7 breast carcinoma cell lines leads to an increase in Bcl-2 levels and
resistance to paclitaxel-induced apoptosis, whereas cotreatments with antiestrogens restored
sensitivity (182). However, whereas the overall levels of Bcl-2 increased, Bax and Bak
remained unchanged. At the level of the apoptosome, loss of Apaf-1 expression in Apaf-
1–/– cells has also been shown to confer resistance to apoptosis mediated by paclitaxel,
whereas ectopic overexpression of Apaf-1 sensitized leukemia cells to paclitaxel-
induced apoptosis (183,184). Thus altering the relative ratio of Bcl-2 family members
either by overexpression, growth factor induction, or inhibition by paclitaxel itself can
lead to a loss of drug sensitivity.

Given that the rate-limiting step in apoptosis is caspase activation, a class of proteins
termed inhibitors of apoptosis proteins (IAPs) that directly bind and inhibit caspases,
provide another level of regulation (185). This class includes XIAP, cIAP-1, cIAP-2, and
survivin, which are linked by conserved baculoviral inhibitor repeats domains that are
responsible for caspase inhibition. Survivin is particularly relevant to taxane resistance,
because it is localized to the mitotic apparatus and plays a dual role monitoring spindle
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integrity and regulating cell death (74). More specifically, survivin is upregulated during
the G2/M phase of the cell cycle and is subsequently localized to the centrosome, poly-
merized microtubules of the metaphase and anaphase spindle, and midbodies (74). Inhi-
bition of phosphorylation of Thr-34 within survivin by purvanalol A (an inhibitor of
cyclin dependent kinase 1) or overexpression of dominant negative survivin enhances
paclitaxel-induced cell death in vitro and in vivo in MCF7 breast tumor lines (186,187).
In addition, ectopic expression of survivin is able to counteract apoptosis induced by
paclitaxel in NIH3T3 fibroblasts (188). Moreover, high levels of survivin are associated
with advanced ovarian carcinomas that are resistant to paclitaxel/platinum therapy but
not nonpaclitaxel-based regimens (189). In the same study, when ovarian carcinoma cells
are selected for paclitaxel resistance by continuous exposure, the levels of phosphory-
lated survivin are elevated implying increased activation (190). Clinically, survivin
expression is of prognostic importance, given that it is upregulated in a wide variety of
solid and liquid tumor types, it is associated with more-aggressive disease, and in
colorectal cancer, decreased 5-yr survival rates are observed in tumors that have elevated
levels of survivin (74). Another interesting mediator of taxane resistance is XIAP, which
is overexpressed in a variety of tumors including those derived from lung, breast, and
colon (191). Moreover, small molecule inhibitors of XIAP that potentiate the toxicity of
paclitaxel and other chemotherapeutic agents have been identified (192). Thus, modulat-
ing the rate-limiting enzymatic activity of caspases by altering the levels and activity of
inhibitors, such as the IAPs, can lead to paclitaxel resistance.

5. ACTIVATION OF TRANSCRIPTION FACTORS

Drug resistance is typically associated with alterations in gene expression by activa-
tion or inhibition of transcription factors. For example, pathways that regulate the tran-
scription factor, nuclear factor of κB (NF-κB), plays an important role in governing
multiple apoptotic and survival mechanisms (193). NF-κB is often constitutively acti-
vated in many types of tumor types. Currently, there are five known members of the NF-κB
family members which are distinguished by their reticuloendotheliosis homology domain,
the portion of the protein that controls DNA binding and dimerization (194). The most
common form observed in many human tumor cells is the p50/p65 heterodimer (194). In
its inactive form, NF-κB is sequestered and bound to inhibitor (I)κBα, an endogenous
repressor, that is phosphorylated by the IκBα kinase (IKK) complex on stimulation with
TNF-α or interleukin (IL)-1β (195,196). Phosphorylation of IκBα leads to degradation
by the 26S proteosome complex, thereby liberating NF-κB for nuclear translocation and
transcriptional activation of pro- and antiapoptotic genes. The antiapoptotic proteins
induced include XIAP, cIAP1 and 2, Bcl-xL and caspase 8/Fas-associated death domain-
like IL-1B-converting enzyme inhibitory protein (197). Thus, aberrant regulation of the
NF-κB system would be expected to mediate resistance to a variety of agents that induce
apoptosis.

Modulation of NF-κB alters the sensitivity of the cell to paclitaxel. For example,
constitutive activation of NF-κB in MDA-MB-231 breast tumor cells renders them resistant
to paclitaxel as result of induction of antiapoptotic genes such as c-IAP2, manganese
superoxide dismutase, TNF receptor-associated factor, and defender against cell death-
1 (198). Conversely, downregulation of NF-κB activity either by antisense or ectopic
overexpression of an IκBα super repressor or nondegradable mutant protein sensitizes
breast cancer cells to paclitaxel (198–200). Furthermore, paclitaxel resistance in human
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pancreatic tumor cell lines AsPC-1, Capan-1, and Panc-1 is because of paclitaxel-
induced upregulation of IKK, downstream activation NF-κB, and subsequent upregula-
tion of Bcl-xL (201). In addition, ectopic expression of mitogen-activated protein kinase
kinase kinase 3, which is upstream of IKK, mediates more than a 25-fold increase in
resistance to paclitaxel (albeit from 1 to 25 µM, an aphysiological concentration), as well
as other chemotherapeutic agents (202). It is interesting to note that mitogen-activated
protein kinase kinase kinase 3 is overexpressed in 39% of breast tumor biopsies compared
with matched tissue controls (202). However, it remains to be determined whether its
overexpression in tumors in humans has any effect on taxane responsiveness in the clinic.

Recently, a novel non-cytokine-dependent NF-κΒ pathway was reported in MCF-7
cells that overexpress cysteine-rich extracellular matrix protein (Cyr)61. Cyr61 prima-
rily transmits signals via integrin receptors such as αvβ1, αIIβ3, and αvβ5 (203,204). These
cells are resistant to physiological concentrations of paclitaxel (10–100 nM) as a result
of NF-κB activation by integrin-dependent PI3/Akt signaling and subsequent induction
of XIAP. The later discovery is intriguing given that this is the first example of an
extracellular matrix/integrin signaling pathway driving NF-κB-mediated paclitaxel
resistance. Moreover, elevated Cyr61 protein and mRNA levels have been detected in
breast carcinomas (205,206) and positively correlated with more advanced features of
breast cancer (206). However, correlations between Cyr61 expression and taxane resis-
tance in patients have not been reported. Collectively, these data suggest that inhibition
of the NFκB signaling pathway may selectively enhance the efficacy of paclitaxel in
tumor cells.

Other transcription factors such as interferon regulatory factor (IRF)9 can also lead to
paclitaxel resistance. For example, Luker and colleagues demonstrated that after single-
step selection of MCF-7 breast adenocarcinoma cells in 72-nM paclitaxel, transcriptional
activation of IRF9 and other interferon-responsive genes occurs, is independent of inter-
feron treatment, and enforced expression of IRF9 mediates 13-fold resistance to paclitaxel
(207). Interestingly, approximately 50% of donor-matched breast and uterine tumors
overexpress IRF9. However, tumors were not subclassified into paclitaxel-sensitive or
-resistant, so it is unclear whether overexpression is associated with resistance. More-
over, the subset of IRF9 target genes that may lead to resistance in vitro remains to be
determined. A novel class of nuclear receptors termed xenobiotic receptors represents
another family of transcription factors that may be involved in paclitaxel resistance (208).
Paclitaxel (but not docetaxel) can bind to xenobiotic receptors, which results in ligand-
dependent nuclear translocation and induction of P-glycoprotein and the detoxifying
enzyme family of cytochrome p450 (208). This model suggests that resistance to
paclitaxel is mediated by a novel feedback mechanism in which drug export or increased
taxane metabolism may lead to decreased sensitivity. Thus, it is clear that in various
tumor models that alterations in transcription of genes involved in the control apoptosis,
cell-cycle, drug efflux pumps, and detoxifying enzyme can lead to taxane resistance.

6. ROLE OF CYTOKINES AND CHEMOKINES IN PACLITAXEL
DRUG RESISTANCE

The cytokine IL-6 and chemokine IL-8 are classically recognized as immune regula-
tors during inflammatory responses. However, they may also play a potential role in
tumorigeneis, angiogenesis, and resistance (209,210). Indeed, treatment with paclitaxel
is associated with an increase in expression of IL-6, IL-8, and the chemokine monocyte
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chemoattractant protein 1 in patients with ovarian cancer (211). Moreover, in two inde-
pendent studies, increases in IL-6, IL-8, and monocyte chemoattractant protein 1 levels
are detected in a 600-gene cDNA array in SKOV-3 ovarian carcinoma cells that acquire
paclitaxel resistance as a result of continuous exposure and selection (212,213). In addi-
tion, transfection of IL-6 cDNAs into paclitaxel-sensitive U2-OS human osteosarcoma
cell lines mediates fivefold resistance to paclitaxel (214). The lack of MDR-1, MRP-1,
and lung resistance-related protein overexpression and activity in these IL-6-transfected
lines suggest that the multidrug-resistance phenotype is not a result of increased drug
efflux (214). A possible consequence of increase in IL-6 expression may be a direct
consequence of activation of signal transducer and activator of transcription 3, the effec-
tor transcription factor in IL-6 signaling and an important mediator in tumor cell survival
in a number of tumor cell lines (215). Despite the observation that paclitaxel induces IL-
8 in ovarian carcinoma cell lines and elevated serum IL-8 levels in ovarian cancer patients
correlates with more aggressive disease (211,216), there is no evidence to date that IL-
8 contributes directly to paclitaxel resistance.

7. ROLE OF KINASES IN DRUG RESISTANCE

It is well established that networks of constitutively activated kinases governs growth
factor independence in tumor cell proliferation. Therefore, one mechanism in which
tumor cells can become drug resistant is through positive selection for kinases that, as a
result of gain of function mutations or amplification, can subvert the apoptotic response.
For example, increased levels of mitotic kinases that play a role in monitoring spindle
checkpoints can confer drug resistance. One such example is the serine/threonine kinase,
Aurora A or breast-tumor-amplified kinase, which is localized to chromosome 20q13, a
region commonly amplified in human breast and colon tumors and correlates with poor
prognosis (217,218). In addition, Aurora A is overexpressed in ovarian, prostate, neuro-
blastoma, and cervical cancer lines (217). The primary functions of Aurora A are
centromsome separation, bipolar spindle formation, and chromosomal kinetochore attach-
ment to the mitotic spindle (219). Accordingly, overexpression of Aurora A leads to
centrosome amplification, chromosomal instability, and transformation in epithelial tumor
lines (220). Moreover, it has been demonstrated recently that enforced overexpresssion
of Aurora A in a human epithelial tumor cell line confers resistance to paclitaxel-induced
apoptosis (221). Inhibition of the expression of two other proteins, budding uninhibited
benzimidazole receptor (a kinase) and mitotic arrest deficient 2, which regulate the
spindle assembly checkpoint, have also been associated with paclitaxel resistance (222).

Given that ligand-independent activation of growth factor receptor tyrosine kinases
are critical for oncogenic transformation and tumor cell proliferation, it is conceivable
that gene amplification or overexpression or receptor tyrosine kinases may also generate
drug resistance. The erb/EGFR family members, HER-2/neu, and EGFRvIII (an EGFR
variant with a truncated extracellular domain), are amplified and overexpressed in a
primary breast and ovarian carcinomas (223,224), tumors in which taxane treatment is
frequently used. Ectopic expression of EGFRvIII or HER-2/neu in NIH3T3 murine
fibroblasts induce transformation and resistance to paclitaxel-mediated cytotoxicty (225).
The mechanism of resistance is not fully understood, although both EGFRvIII- and HER-
2-expressing cells do not overexpress P-glycoprotein, and in one case, have increases in
type IVa β-tubulin isoforms (225,226). Moreover, exogenous expression of HER-2/neu
in MDA-MB-435 human breast cancer cells is associated with resistance to paclitaxel-
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induced apoptosis (226) and inhibition of the cell cycle-regulatory protein p34Cdc2, which
controls entry into mitosis and subsequent apoptosis (227). Consistent with this, inhibi-
tion of erbB-2 by Herceptin® reverses both p34cdc2-mediated inhibition and paclitaxel
resistance (227). It will be interesting to determine whether a causal link exists between
EGFR overexpression and paclitaxel resistance by ascertaining the effects of the emerg-
ing class of EGFR inhibitors (228), such as gefitinib (Iressa®), in breast, lung, and ovarian
cancers patients that have failed previous taxane therapy.

Decreased paclitaxel sensitivity can also be because of increased signal transduction
through a number of different cascades as opposed to direct amplification of kinases. For
example, numerous extracellular and intracellular oncogenic signals intersect with the
phosphatidylinositol 3-kinase (PI3K)/Akt pathway, which is often constitutively acti-
vated as a result of decreased expression of the endogenous Akt inhibitor, phosphatase
and tensin homolog on chromosome ten, a tumor suppressor gene (229). Indeed, an
increase in resistance to paclitaxel in MDA-MB-231 and MDA-MB-435 human breast
tumor lines is because of extracellular matrix ligand-dependent activation of β1 integrin
signaling via the PI3K/Akt pathway (230). In addition, the activation status of Akt may
be critical for taxane sensitivity because paclitaxel-mediated cytotoxicty is reversed on
treatment with the PI3K inhibitor, LY294002, and that HER-2/neu and EGFR signal
cascades can trigger Akt-mediated control of NF-κB.

8. CLINICAL CORRELATIONS WITH IN VITRO MECHANISMS

One of the greatest challenges facing both researchers and clinician alike is the ability
to predict drug resistance in a given population of patients. Which of the mechanisms
mentioned above account for resistance in patients, and can the results of this analysis be
used to tailor future therapies? Two basic problems limit the answer to these questions.
First, methods need to be developed to measure accurately the expression or functionality
of individual mechanisms that contribute to resistance. Second, given the cellular hetero-
geneity in human tumors, it is highly likely that more than one mechanism may contribute
to resistance, possibly within the same tumor. Beyond this, it must be recognized that
paclitaxel resistance found in patients may not replicate the mechanisms defined, for the
most part, by in vitro studies described here. Additional contributing factors that make
the analysis complex include (1) greater genetic heterogeneity in tumors compared with
cell lines; (2) local environmental factors such as hypoxia, interstitial hypertension, drug
delivery; and (3) bioavailability of taxanes related to metabolism, compartmentalization,
and formulation. In fact, it was recently reported that a reformulated version of Taxol in
a non-cremophor-based vehicle was effective in paclitaxel-resistant patients (233). As
with much of the successful oncological therapies to date, empirical investigation in
patients with selective agents that inhibit certain transporters, tubulin isoforms, apoptotic
regulators, or signal transduction when used alone or in combination with standard taxane
therapies will be necessary to bridge the gap between possible mechanisms of taxane
resistance in the laboratory and prolonged survival in patients.
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SUMMARY

Covalent epigenetic modifications such as DNA hypermethylation and histone
posttranslational modifications are associated with transcriptional inactivation of many
genes and are important during tumor development and progression. Genes involved in
key DNA damage response pathways, such as cell cycle control, apoptosis signaling,
and DNA repair, can frequently become methylated and epigenetically silenced in
tumors. This may lead to differences in intrinsic sensitivity of tumors to chemotherapy,
depending on the specific function of the gene inactivated. Furthermore, chemotherapy
itself can exert a selective pressure on epigenetically silenced drug sensitivity genes
present in subpopulations of cells, leading to acquired chemoresistance. Since the DNA
sequences of epigenetically inactivated genes are not mutated but rather subject to
reversible modifications via DNA methyltransferases (DNMTs) or histone modifica-
tion, it is possible to reverse silencing using small molecule inhibitors. Such compounds
show antitumor activity and can increase the sensitivity of drug-resistant preclinical
tumor models. Clinical trials of epigenetic therapies are now underway. Epigenetic
profiling, using DNA methylation and histone analysis, will provide guidance on
optimization of these therapies with conventional chemotherapy and will help identify
patient populations who may particularly benefit from such approaches.

Key Words: Methylation; epigenetics; DNMT; histones; CpG islands.

1. INTRODUCTION

DNA methylation, the addition of a methyl group to the carbon 5 position of cytosine
residues, is the only common covalent modification of human DNA and occurs almost
exclusively at cytosines that are followed immediately by a guanine (so-called CpG
dinucleotides). In the bulk of the genome, CpG dinucleotides are relatively rare and are
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nearly always methylated. By contrast, small stretches of DNA, known as CpG islands,
are rich in CpG nucleotides and in normal cells, are nearly always methylation-free.
These CpG islands are frequently associated with the promoter regions of human genes,
and methylation within the islands has been shown to be associated with posttranslational
modification of histones, chromatin condensation, and transcriptional inactivation of the
associated gene. Aberrant methylation of CpG islands and transcriptional silencing is
frequently observed in tumors compared to normal tissue. Moreover, methylation does
not occur randomly, as certain CpG islands are consistently methylated in several tumor
types, whereas other CpG islands are predominantly methylated in specific tumor types.
This is consistent with a model in which methylation of CpG islands at particular genes
gives the cancer cell a growth or survival advantage, and so, patterns of methylation
emerge depending on the selective pressure for gene silencing in the tumor type examined.

Genes involved in key DNA damage response pathways, such as cell cycle control,
apoptosis signaling, and DNA repair, can frequently become epigenetically silenced and
methylated in tumors. This may lead to differences in intrinsic sensitivity of tumors to
chemotherapy, depending on the specific function of the gene inactivated. Furthermore,
it is proposed that chemotherapy itself can exert a selective pressure on epigenetically
silenced drug sensitivity genes present in subpopulations of cells, leading to acquired
chemoresistance. Because the DNA sequence of epigenetically inactivated genes are not
mutated, but rather subject to reversible modifications that can be targeted by therapies
that inhibit DNA methyltransferases (DNMTs) or histone modification, it is possible to
reverse epigenetic silencing using small molecules. Such inhibitors show antitumor ac-
tivity and can increase the sensitivity of drug-resistant preclinical tumor models. Clinical
trials of epigenetic therapies are now underway, and epigenetic profiling using DNA
methylation and histone analysis will provide guidance on optimization of the use of
these therapies with conventional chemotherapy, as well as helping to identify patient
populations who may particularly benefit from such approaches.

2. CPG ISLAND METHYLATION AND EPIGENETIC SILENCING

Epigenetic change can be defined as a stable change in gene expression inherited
through subsequent cell divisions that is not because of a change in DNA sequence. The
only known epigenetic modification of DNA itself is the transfer of a methyl group to the
carbon 5 position of cytosines, usuall in the context of CpG dinucleotides. This reaction
is catalyzed by members of the family of DNMTs: DNMT1, DNMT3a, and DNMT3b
(1,2). Two major changes in DNA methylation commonly occur in cancer compared to
normal tissue. First, cancer cells show genome-wide hypomethylation, which has been
associated with chromosomal instabilities (3,4), as well as activation of normally si-
lenced repetitive DNA elements (5). Secondly, de novo methylation of CpG islands, often
associated with the promoters of genes, can occur throughout tumor development. It is
estimated that in tumors there are on average 600 CpG islands aberrantly methylated
compared to normal tissue, although this can vary widely between tumor types and within
particular histological subtypes (6). Moreover, methylation does not occur randomly, as
there are CpG islands that are methylated in multiple tumor types, whereas other CpG
islands are methylated in certain tumor types (6,7). This is consistent with a model in
which methylation of CpG islands at particular genes would give the cancer cell a growth
or survival advantage, and so patterns of methylation emerge depending on the selective
pressure for gene silencing in the tumor type examined.



Chapter 19 / CpG Island Methylation 361

During carcinogenesis, most cancers need to develop certain hallmarks such as eva-
sion of apoptosis, insensitivity to antigrowth signals, limitless replicative potential, self-
sufficiency in growth signals, sustained angiogenesis, and tissue invasion (8). Many
genes that are known to be methylated in cancers can affect these hallmarks of cancer
(Table 1), and selection for loss of expression of these genes during tumor development
can act as a driving force behind the epigenetic inactivation of specific genes. In addition
to methylation and silencing of specific genes involved in tumorigenesis, it has been
suggested that tumors may acquire a methylator phenotype (9). Thus, some genes may
become methylated by chance and be subsequently coselected during tumor develop-
ment despite having no immediate effect on tumor phenotype. However, such changes
may influence subsequent behavior of the tumor by affecting biological properties, such
as propensity to undergo invasion and metastasis, or acquisition of drug resistance.

3. ANALYSIS OF DNA METHYLATION

Originally, the methylation state of individual genes was determined by comparing
restriction digests of DNA using methylation sensitive or insensitive isoschizomeres,
e.g., HpaII and MspI, and subsequent Southern blotting. Size differences of detected
bands indicated methylation at the recognition sites of the restriction enzymes. (For a
detailed overview of this and other methods, see ref. 10). This approach has been largely
replaced by methods based on bisulfite modification of DNA for which reaction param-
eters have been described in detail (11,12). Bisulfite treatment of DNA converts
unmethylated cytosines into uracils but does not affect methylated cytosines, thereby
converting differences in methylation into differences in sequence. One method of ana-
lyzing such changes in sequence is methylation-specific polymerase chain reaction
([PCR] MSP) (13). MSP is performed using primers specific for either unmethylated or
methylated sequences, thereby allowing the detection of the respective methylation state.
(A list of cancer-relevant genes and the primers used is given in Table 1.) Among the
advantages of MSP are the simple experimental procedure, the easy signal detection
because of its gain-of-signal character, and its high sensitivity, allowing the detection of
as little as 0.1% methylation in a DNA sample (13). On the other hand, combined bisulfite
restriction analysis (COBRA) uses primers that amplify the template following bisulfite
modification, irrespective of its methylation state (14). The PCR product should there-
fore be heterogeneous and reflect the various methylation states represented in the tem-
plate. Discrimination of methylation states is achieved by restriction digest using a
restriction site whose presence depends on the methylation state of the DNA. COBRA
allows the quantification of the methylation, but its disadvantage is that the methylation
of one CpG site is not necessarily representative for the methylation state of other CpG
sites within the analyzed sequence, and that not all CpG sites can be analyzed with this
technique. The highest resolution of the methylation status of a DNA region is achieved
by bisulfite sequencing (15). Following bisulfite modification, the DNA is amplified
irrespective of its methylation state as in COBRA, but subsequently, methylation at all
CpG sites is determined by cloning and sequencing of the PCR product. This method
allows determination of methylation at single-nucleotide resolution but is relatively
labor-intensive and time-consuming.

Analysis of DNA methylation is also possible on the genome-wide level. Restriction
landmark genomic scanning is performed by digesting genomic DNA with the methyla-
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Table 1
Primers Used in Studies of Methylation States of Genes

Function Protein affected Primers (5'�3') Methoda Reference

Regulation of apoptosis APAF-1 TTTCGGGTAAAAGGGATAGAATTAGA MSP (35)
TATAACGCCCTTCCCCCGACGACG

BNIP3 TAGGATTCGTTTCGCGTACG MSP (65)
ACCGCGTCGCCCATTAACCGCG

CASP8 TAGGGGATTCGGACATTGCGA MSP (66)
CGTATATCTACATTCGAAACGA

DAPK GGATAGTCGGATCGAGTTAACGTC MSP (67)
CCCTCCCAACAGCGCA

DcR1 TTACGCGTACGAATTTAGTTAAC MSP (68)
ATCAACGACCGACCGAAACG

DcR2 GGGATAAAGCGTTTCGATC MSP (68)
CGACAACAAAACCGCG

DLC-1 CCCAACGAAAAAACCCGACTAACG MSP (69)
TTTAAAGATCGAAACGAGGGAGCG

Fas AGAAAGGGTAGGAGGTCG MSP (70)
ATCACTCTTACGCGAAATC

p14ARF GTGTTAAAGGGCGGCGTAGC MSP (71)
AAAACCCTCACTCGCGACGA

p53 TTATAGTTTTGGTTTGTAGAAT NaBisb (72)
TAACTCAAAAAAAACTCATCAA
TTTTTATTTTAAAATGTTAGTA
ATCAAATTCAATCAAAAACTTA

p73 GGACGTAGCGAAATCGGGGTTC MSP (73)
ACCCCGAACATCGACGTCCG

SHP1 GAACGTTATTATAGTATAGCGTTC MSP (74)
TCACGCATACGAACCCAAACG

TMS1 TTGTAGCGGGGTGAGCGGC MSP (75)
AACGTCCATAAACAACAACGCG
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TRAIL-R1 GAGCGTAGCGAGTGGGATAGAG MSP (70)
CCGAACCCGAACACTAAATCCG

WIF-1 GGGCGTTTTATTGGGCGTAT MSP (76)
AAACCAACAATCAACGAAC

XAF1 GTTTAGGTTGGAGTGTAGTGG NaBis (77)
CATATTCTACTCTCTACAAAC

Insensitivity to anti- CRBP1 TTGGGAATTTAGTTGTCGTCGTTTC MSP (78)
growth Signals AAACAACGACTACCGATACTACGCG

CyclinD2 TACGTGTTAGGGTCGATCG MSP (79)
CGAAATATCTACGCTAAACG

LOT1 GGGGTAGTCGTGTTTATAGTTTAGTA NaBisb (80)
CGAACACCCAAACACCTACCCTA
ATAGTTTAGTAGCGCGGGGT
CCTACCCTACGAAACGACGA

p15INK4b GCGTTCGTATTTTGCGGTT MSP (13)
CGTACAATAACCGAACGACCGA

p16INK4a TTATTAGAGGGTGGGGCGGATCGC MSP (13)
GACCCCGAACCGCGACCGTAA

p57KIP2 TTTCGTTTGTAGATAAAGGA NaBisb (81)
CTAACTATCCGATAATAAACTCTTCTA
GGGGGTGGGGAGTGTTGT
ATATTTTCAATTTCAACAACACCA

Pax5α GGGTTTGTATATGGAGATGTTATAGG MSPc (82)
CAACATCACAAAATATCCCCAAACAC
ATAAAAGTTTGGGGCGGCGC
GCGCCCCCAACGCGCCG

Pax5β AGTTTGTGGGTTGTTTAGTTAATGG MSPc (82)
CAAAAAATCCCAACCACCAAAACC
GAGTTGAGTTTCGGGCGGC
GCCGCCGCCGCCGTCG

PTEN TTCGTTCGTCGTCGTCGTATTT MSP (83)
GCCGCTTAACTCTAAACCGCAACCG

RARβ2 TGTCGAGAACGCGAGCGATTC MSP (78)
CGACCAATCCAACCGAAACGA

(continued)
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Primers Used in Studies of Methylation States of Genes

Function Protein affected Primers (5'�3') Methoda Reference

RASSF1A CGAGAGCGCGTTTAGTTTCGTT MSP (84)
CGATTAAACCCGTACTTCGCTAA

14-3-3σ TGGTAGTTTTTATGAAAGGCGTC MSP (85)
CCTCTAACCGCCCACCACG

Limitless replicative CDX1 TTGTTTTTTATTTTAAGTTGGTTATTG NaBisd (52)
potential AAAAATAAACTAACCAAAACCTAAAAA

TTATTTTTTTTAGGTTTTGGTTAGTT
CCACCCAAACCTTTTATAACTC

hTR GACGTAAAGTTTTTTTCGGACG MSP (86)
ACCCGATACGCTACCGAACG

pRb GGGAGTTTCGCGGACGTGAC MSP (87)
ACGTCGAAACACGCCCCG

SOCS-1 TTCGCGTGTATTTTTAGGTCGGTC MSP (88)
CGACACAACTCCTACAACGACCG

SOCS-3 TATATATTCGCGAGCGCGGTTT MSP (89)
CGCTGCGCCCAGATGTT

Angiogenesis THBS1 GGAGAGAGGAGTTTAGATTGGTT COBRA (90)
AATAAAAATTACTCCTAAAAAAC

THBS2 TGTATATTTTGATTTGGGA COBRAb (91)
TTACCAACATTTATCTCAAAC
GGGTGATGTTTGAGGTGTGGGAG
CAAATCCCCTTAATACACACTT

VHL TGGAGGATTTTTTTGCGTACGC MSP (13)
GAACCGAACGCCGCGAA

Intercellular adhesion ADAM23 TTTGTTTTGGATAAATTAAGGTTA NaBisb (49)
and tissue invasion CTACAAAAATCAAAACTAAATCTC

GTATGTAAATATAAAGGATTGTAG
ATAAAAATATATCCTCCTAAATAT

E-Cadherin TTAGGTTAGAGGGTTATCGCGT MSP (13)
TAACTAAAAATTCACCTACCGAC

364
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H-Cadherin TCGCGGGGTTCGTTTTTCGC MSP (53)
GACGTTTTCATTCATACACGCG

Cav-1 GGTATTTTTGTAGGCGCGTC MSP (92)
CTAACAACAAAAAACGAAAAACG

CLCA2 GGGATTTATTATTGTTTTTATTTTTAGAT NaBis (93)
ATCTACCCACTATAATACCCCCTAC

CLDN-7 GACGTTAGGTTATTTTCGGTC MSP (94)
AAACGCGTTTCTAAACGCCG

LAMA3 TATAGGAATTATAGAGCGGTGC MSP (95)
CCTAAACGTCCGCTAACTACG

LAMB3 ATCGATTAATTTATTTGTTTAGTTTC MSP (95)
GAATCTCAAAAATCTAACAACCG

LAMC2 AGGTGTGCGTTTTTTTCGTTGC MSP (95)
TACAAAAATCGCTACCCGACG

Maspin AAAAGAATGGAGATTAGAGTATTTTTTGTG NaBis (50)
CCTAAAATCACAATTATCCTAAAAAATA

OPCML GCGCGGTGCGGGTTTATTTTC MSP (51)
TCCCGATACCGCCTCGAAACGAACG

SLIT2 GGGAGGTGGGATTGTTTAGATATTT NaBis (96)
CAAAAACTCCTTAAACAACTTTAAATCCTAAAA

TIMP3 CGTTTCGTTATTTTTTGTTTTCGGTTTC MSP (97)
CCGAAAACCCCGCCTCG

DNA repair BRCA1 GAGTTTCGAGAGACGTTTGG MSP (86)
AATCTCAACGAACTCACGCC

FancF TTTTTGCGTTTGTTGGAGAATCGGGTTTTC MSP (26)
ATACACCGCAAACCGCCGACGAACAAAACG

MGMT TTTCGACGTTCGTAGGTTTTCGC MSP (67)
GCACTCTTCCGAAAACGAAACG

MLH1 ACGTAGACGTTTTATTAGGGTCGC MSP (98)
CCTCATCGTAACTACCCGCG

MSH2 TCGTGGTCGGACGTCGTTC MSP (98)
CAACGTCTCCTTCGACTACACCG

(continued)
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Table 1 (Continued)
Primers Used in Studies of Methylation States of Genes

Function Protein affected Primers (5'�3') Methoda Reference

Drug metabolism, CytP4501A1 GTTAGTTGGGGTTAGGTTGAG NaBis (99)
detoxification CATAACCTAACTACCTACCTCC

GSTp1 TTCGGGGTGTAGCGCTCGTC MSP (100)
GCCCCAATACTAAATCACGACG

MDR CTCTCTAAACCCGCGAACGAT MSP (101)
TTGGGGGTTTGGTAGCGC

RFC CCGAATCGCAAATACCGATAAAAAACG MSP (101)
GGTTTTGTAAATTTCGGTTCGC

aMSP, methylation specific polymerase chain reaction (PCR); NaBis, bisulfite sequencing; COBRA, combined restriction analysis.
bTwo rounds of PCR, first round of amplification with upper primer pair, second round with lower primer pair (italics).
cNested amplification, first round with methylation unspecific primers, second round with methylation specific primers (italics).
dBisulfite sequencing was performed on two overlapping PCR products.
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tion-sensitive restriction enzyme NotI, end-labeling of the resulting DNA fragments, and
subsequent digest with two different restriction enzymes and two-dimensional gel elec-
trophoresis (6). Comparison of signal intensities between tumor and normal DNA after
autoradiography allows estimation of the number of aberrantly methylated CpG islands
in tumor samples, and individual aberrantly methylated CpG islands can be identified by
sequencing. Differential methylation hybridization is an alternative means of examining
genome-wide methylation patterns that uses restriction digest of genomic DNA and
ligation to linkers (16), followed by digestion with a methylation-sensitive restriction
enzyme such as BstUI, PCR amplification, and hybridization to arrayed CpG-rich DNA
sequences (representing putative CpG islands). Comparison to hybridization signals
obtained from undigested linker-ligated DNA allows the identification of aberrantly
methylated CpG islands.

4. ABERRANT CPG ISLAND DNA METHYLATION AND DRUG RESISTANCE

4.1. DNA Methylation and Intrinsic Drug Resistance

Variations in patterns of CpG island methylation can occur within the same tumor
types. For example, late-stage ovarian cancers can be clustered using unsupervised hier-
archical clustering into two groups based on differences in CpG island methylation (17).
Increased methylation of a subset of CpG islands in these tumors significantly correlated
with worse clinical outcome, as defined by the time of clinical disease recurrence after
chemotherapy (17). These types of studies raise the possibility of using methylation
profiling to identify which patients may benefit more from existing treatments, or iden-
tifying patient populations likely to be suitable for clinical trials of novel agents that target
epigenetic mechanisms. Although identification of methylation of CpG islands as prog-
nostic markers at clinical presentation of a patient’s tumor has potential for molecular
classification of tumor pathology, this does not demonstrate an involvement of DNA
methylation in drug resistance. However, a number of recent studies suggest a direct role
for epigenetic inactivation of genes, especially those with a role in cellular drug response,
in determining tumor chemosensitivity.

The DNA repair enzyme O6-methylguanine-DNA methyltransferase (MGMT) removes
mutagenic alkyl groups from the O6 position of guanine, which could otherwise lead to
G to A transitions after DNA replication (18). The level of MGMT expression is propor-
tional to the resistance of cells to cyclophosphamide in xenografts (19), and glioma cells
with reduced MGMT expression are more sensitive to alkylating agents (20,21). Epige-
netic inactivation of the mgmt gene is frequently observed in colorectal cancer and glio-
mas (22). Methylation of a CpG island in the mgmt promoter is an independent predictor
of longer survival for glioblastoma patients treated with a methylating agent (temozolomide),
in addition to radiation, in a prospective study (23). Hypermethylation of the mgmt
promoter also correlated with increased survival of patients with diffuse large B-cell
lymphoma after chemotherapy that included cyclophosphamide (24).

Fanconi anemia, complementation group F (FANCF) is crucial for the activation of a
DNA repair complex containing BRCA1 and BRCA2. Inactivation of this pathway
results in a decreased ability to repair DNA damage and an increased susceptibility to
develop cancer (25). In ovarian cancer cell lines, methylation of the fancf gene was
observed in cells with a defective BRCA2 pathway and increased sensitivity to cisplatin.
Treatment with 2′-deoxy-5-azacytidine led to demethylation of the fancf gene and
reduced sensitivity towards cisplatin in these cell line models (26). Methylation of the
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fancf gene has also been observed in ovarian cancer (26), acute myeloid leukemia (27),
and lung and head and neck cancers (28), although the relevance for clinical outcome,
following chemotherapy, of methylation of fancf is still to be established. A two-step
model for the role of the fancf gene in tumorigenesis and acquired chemoresistance has
been proposed (26). According to this model, epigenetic inactivation of fancf is an early
event in tumor progression, but subsequent chemotherapy selects for cells in which the
fancf methylation was reversed and which therefore display higher resistance to plati-
num-based chemotherapy.

In contrast to the above, where methylation of DNA repair genes during tumor devel-
opment is proposed to lead to drug sensitivity, methylation of proapoptotic genes could
lead to drug resistance. Many proapoptotic genes can become aberrantly methylated in
tumors during tumor development (see Table 1). For instance, methylation of the DNA
mismatch repair gene human mutL homologue 1 (hMLH1) and transcriptional silencing
occurs in cisplatin-resistant ovarian cell line models. MLH1 has been shown to be nec-
essary for engagement of a variety of downstream cellular responses to alkylating agent
and cisplatin-induced DNA damage (29,30). It has been argued that because mismatch
repair (MMR) proteins can recognize and bind to certain types of damage in DNA, that
this is necessary for MMR-dependent engagement of DNA damage responses such as
activation of p53, p73, and other downstream apoptosis-signaling pathways (30–32).
Hence, loss of MLH1 expression may lead to reduced engagement of apoptosis either
because of reduced cycles of futile repair (33) or reduced stalling (or increased bypass)
of lesions in DNA during DNA replication (34).

Apoptotic protease activating factor 1 (apaf1) represents another gene whose methy-
lation may lead to increased resistance to chemotherapy (35,36). Methylation of apaf1
in melanoma cells can be reversed be DNMT inhibitors, leading to increased apaf1
transcription and increased doxorubicin-induced apoptosis (36). Apaf-1 is an adapter
molecule that binds to and promotes procaspase 9 activation in the presence of cyto-
chrome c. The release of mature caspase 9 activates a caspase cascade required for
apoptosis (37,38). Thus, apaf1 is only one of a network of apoptotic and antiapoptotic
genes whose expression can influence sensitivity to chemotherapy (39). Methylation of
other members of this network and caspase cascade have the potential to influence
apoptosis and hence, chemosensitivity. For instance, caspase 8 is frequently methylated
in tumors and again demethylating agents can induce gene reexpression, increased
apoptosis, and chemosensitization (40).

It can be seen from the above discussion that there is growing evidence for a potential
role of CpG island methylation of genes with a known direct role in drug responses in
predicting clinical outcome following chemotherapy. However, there is a need for large,
appropriately powered prospective studies to fully validate these initial hypotheses,
generating studies and demonstrating the potential to use methylation patterns of known
or unknown genes to identify which patients may benefit from particular chemotherapeu-
tic regimes or are appropriate for novel agents that target aberrant methylation. Given the
potential of opposing effects depending on which genes are methylated, e.g., methylation
of DNA repair genes such as mgmt and fancf conferring sensitivity, whereas methylation
of proapoptotic genes such as hMLH1 and apaf1 would confer resistance, it will be
important to examine whether particular methylation events are dominant in conferring
resistance and whether these markers are independent from each other in clinical studies.
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4.2. CpG Island Methylation and Acquired Drug Resistance
Most clinical studies of drug resistance have focused on tumor characteristics at pre-

sentation, rather than at relapse. Whereas studies of tumors prechemotherapy are impor-
tant for identifying prognostic markers and possible mechanisms of intrinsic resistance,
they will provide limited information on mechanisms of acquired resistance. Thus, tumors
at presentation will be heterogeneous, consisting of chemosensitive and resistant sub-
populations, making it difficult to identify the subpopulations that lead to treatment
failure of an initially responsive tumor. If the hypothesis is correct that chemotherapy
positively selects for resistant subpopulations, analysis of tumors at relapse may allow
these subpopulations of cells to become more apparent, and will allow mechanisms of
acquired, rather than intrinsic, drug resistance to be identified and analyzed for associa-
tions with patient survival.

Matched cell line models of acquired resistance have shown that common patterns of
CpG island methylation can be identified as being selected for by chemotherapy in vitro
(41). Acquired methylation of specific candidate CpG islands, such as at the hMLH1
gene, also can be selected for in vitro (42). However, so far the potential role for acquired
methylation of CpG islands in matched tumors before and after chemotherapy from the
same patient has not been examined. This is partly because of the difficulties in obtaining
tumor samples routinely from patients postchemotherapy or at relapse. In order to over-
come this practical difficulty, there has been increasing interest in the use of markers in
plasma for the prognostication and monitoring of cancer (43). DNA can be detected in
plasma from cancer patients with the same characteristic changes, including CpG island
methylation, found in the corresponding tumor (44). DNA methylation is particularly
suited for such analysis of plasma DNA, because sensitive methylation-specific PCR-
based assays require only small amounts of DNA, and methylation of genes frequently
aberrantly methylated in tumors is rarely observed in normal tissue, including peripheral
blood mononuclear cell DNA that may be present with tumor DNA in plasma (45).
Nevertheless, such analysis will have limited sensitivity, as not all patients may have
detectable tumor DNA in plasma. Recently, we have examined plasma DNA of patients
with epithelial ovarian cancer enrolled in the SCOTROC1 phase III clinical trial for
methylation of the hMLH1 CpG island before carboplatin/taxoid chemotherapy and at
relapse (46). Methylation of hMLH1 is increased at relapse, with 25% (34/138) of relapse
samples having hMLH1 methylation that is not detected in matched prechemotherapy
plasma samples. Furthermore, hMLH1 methylation is significantly associated with
increased microsatellite instability in plasma DNA at relapse, providing an independent
measure of function of the MMR pathway. Acquisition of hMLH1 methylation in plasma
DNA at relapse predicts poor overall survival of patients, independent from time to
progression and age (HR1.99, 95% CI 1.20–3.30, p = 0.007). These data support the
clinical relevance of acquired hMLH1 methylation, and concomitant loss of DNA mis-
match repair, following chemotherapy of ovarian cancer patients.

5. INHIBITORS OF DNA METHYLATION

Several small molecule inhibitors of DNA methylation that are derivatives of 2′-
deoxycytidine are known (47), e.g., 5-aza-2′-deoxycytidine (decitabine), 5-azacytidine
arabinosyl-5-azacytosine, and diyhdro-5-azacytidine. Demethylating agents have been
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proposed to have antitumor properties, because they can activate the expression of epige-
netically silenced genes including tumor suppressor genes (48–53). However, in addition,
these demethylating agents can restore sensitivity to a range of chemotherapeutic agents
including cisplatin, epirubicin, and temozolomide (42,54). These nucleoside DNMT
inhibitors are phosphorylated to their nucleotide analogs before being incorporated into
DNA. Once incorporated into DNA, they complex with, and inactivate, all three forms
of DNA methyltransferases. Nucleoside DNMT inhibitors have been reported to have
antitumor activity, especially against hematologic malignancies (55). Like many other
novel therapeutics currently being developed against specific targets, demethylating
agents are hoped to function in a specific manner, and thus have less side effects than the
nonspecific conventional chemotherapy, by reversing repression of tumor suppressor
and cell cycle genes aberrantly methylated in tumor cells, leading to inhibition of tumor
growth (56). An important consequence of this is that, unlike conventional cytotoxic
agents, it may be best to use such drugs at concentrations lower than the maximum
tolerated dose. For example, there is an optimal concentration at which analogs of
5-azacytosine induce cellular differentiation; higher concentrations produce less differ-
entiation and more cytotoxicity (57). Thus, in the case of decitabine, although its use at
high doses may induce direct toxicity effects because of its incorporation into DNA,
prolonged low-dose schedules (58) or low doses in combinations with other drugs (54)
may be more biologically effective in inhibiting DNMT activity with less toxicity.

The combination of decitabine and cisplatin showed a synergistic cytotoxic interac-
tion in many human tumor cell lines. Although a possible underlying mechanism origi-
nally suggested is the increased binding of cisplatin to decitabine-substituted DNA that
is independent of DNA hypomethylation (59), more-recent studies have focused on the
effects of decitabine in reactivating drug sensitivity genes (54). Decitabine was used in
vivo to sensitize MMR-deficient, drug-resistant ovarian (A2780/cp70) and colon (SW48)
tumor xenografts that are MLH1-negative because of gene promoter hypermethylation.
Treatment of tumor-bearing mice with the demethylating agent decitabine at a nontoxic
dose induces MLH1 expression, and reexpression of MLH1 was associated with a decrease
in hMLH1 gene promoter methylation. Decitabine treatment alone had no effect on the
growth rate of the tumors. However, decitabine treatment sensitized the xenografts to
cisplatin, carboplatin, temozolomide, and epirubicin, although this was schedule depen-
dent with decitabine having to be given at least 6 d before the cytotoxic. Decitabine
treatment did not sensitize xenografts of HCT116, which lacks MMR because of hMLH1
mutation, or A2780/cp70 that reexpressed MLH1 because of chromosome transfer.

The human multidrug resistance gene 1 (MDR1) encodes P-glycoprotein, a transmem-
brane protein that acts as a drug efflux pump, reducing intracellular levels of certain
anticancer drugs and thus reducing their effectiveness. Increased transcription of the
MDR1 gene in chronic lymphocytic leukemia and bladder cancer following chemotherapy
has been shown to be associated with decreased methylation. This would argue that treat-
ment of sensitive tumors with a demethylating agent could lead to resistance to chemotherapy
by increased expression of MDR1. Indeed, increased resistance of tumor cells after treatment
with azacytidine analogs to drugs that are substrates of P-glycoprotein has been observed
(60). However, increased sensitization and no effect has also been reported to be induced
by DNMT inhibitors for MDR-drugs in different tumor models (54,61,62). This again
emphasizes the possibility that these agents will have different effects depending on the
pattern of genes methylated in a given tumor and argues that patient stratification depend-
ing on their methylation status may be necessary in clinical trials of demethylating agents.
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6. CONCLUSIONS

There is accumulating evidence that aberrant CpG island methylation is a clinically
relevant driving force behind gene-silencing events that have potential to alter intrinsic
and acquired resistance to anticancer drugs. Epigenetic inactivation of genes occurs at a
much higher rate than gene mutation (63). Multiple genes, and hence, multiple resistance
mechanisms, have the potential to become simultaneously inactivated as tumors acquire
methylation of multiple CpG islands. CpG methylation either of specific genes or global
patterns has the potential to be used as predictive or prognostic markers (64), but further
clinical studies are necessary to substantiate their significance. Methods for the analysis
of the methylation states of specific CpG islands and global methylation states exist and
have potential to define further patient populations, and in the next 5 yr, DNA methyla-
tion patterns will probably become increasingly important in the management of cancer
patients. DNA methylation is being examined as a means of early diagnosis of cancer and,
the detection of methylation in DNA isolated from body fluids of cancer patients could
provide a noninvasive means of diagnosis (46).

Small molecules that allow reversal of aberrant epigenetic modifications are now
entering clinical trials. Nucleoside DNMT inhibitors, such as decitabine, have been
reported to have antitumor activity, especially against hematologic malignancies. Such
demethylating agents have been proposed to reactivate tumor suppressor genes aberrantly
methylated in tumor cells, leading to inhibition of tumor growth because of induction of
apoptosis or differentiation. An important consequence of this is that, unlike conven-
tional cytotoxic agents, it may be best to use such drugs at concentrations lower than the
maximum tolerated dose and in a manner dependent on their demethylating activity.
Furthermore, synergistic activity with other types of investigational epigenetic therapies
and existing chemotherapies opens the possibility of rational combinations and schedul-
ing of these agents based on their biological activity. Perhaps the combination of epige-
netic drugs with existing therapies holds the greatest promise in their clinical use,
particularly if prospective studies continue to support CpG island methylation as a clini-
cally relevant mechanism of resistance to chemotherapy. Epigenetic silencing does recur
over time in cells where reexpression has been induced by treatment with DNMT inhibi-
tors. Therefore, there is only a specific window of time within which tumor cells will die
because of epigenetic reversal of silencing of tumor suppressor genes and subsequent
apoptosis or differentiation. However, this window of demethylation can be used for
appropriate scheduling of a cytotoxic or other treatment. The ideal scenario will be to
have robust means of identifying CpG island methylation and to provide a personalized
treatment for that patient based on the methylation profile.
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SUMMARY

Delineating mechanisms that mediate de novo and acquired resistance to alkylating
agents could potentially lead to novel targets for improving the efficacy of this impor-
tant class of anticancer drugs. De novo resistance is likely to contribute to minimal
residual disease and the subsequent emergence of a more permanent form of drug
resistance referred to as acquired drug resistance. The tumor microenvironment repre-
sents a rich source of both soluble factors and components of extracellular matrixes,
both of which can favor cell survival following drug exposure. Experimental evidence
suggests signals that originate from the tumor microenvironment are likely to contrib-
ute to de novo resistance and thereby facilitate the emergence of acquired resistance.
DNA repair pathways, cell cycle checkpoints, drug metabolism,  transporters, and
alterations in the apoptotic machinery represent potential mechanisms of resistance to
alkylating agents. The role of these pathways in conferring acquired and de novo resis-
tance will be discussed in detail this chapter.

Key Words: Antitumor alkylating agents; de novo resistance; acquired resistance;
glutathione; glutathione S-transferase, Fanconi anemia/BRCA1 pathway.

1. INTRODUCTION
The acquisition of drug resistance continues to limit the clinical success of alkylating

agents and other chemotherapeutic drugs (1). Often, acquired drug resistance is mani-
fested by multifactorial resistant mechanisms, and therefore is therapeutically difficult
to reverse (2,3). Because of the complexity of acquired drug resistance, others and we
have started to explore mechanisms contributing to de novo resistance. By definition, de
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novo resistance is present before drug exposure and selection for drug resistance. Mecha-
nisms associated with de novo drug resistance may contribute to the failure to eliminate
minimal residual disease and facilitate the emergence of acquired drug resistance. We
propose that targeting de novo resistance could enhance the efficacy of currently used
drugs and reduce the probability of the emergence of acquired clinical drug resistance.
Obviously, enhancing initial drug efficacy will reduce tumor burden and potentially
prevent minimal residual disease from progressing to drug resistant disease. Specifically,
we have shown that cell adhesion of hematopoietic tumor cell lines, as well as primary
patient specimens, via β1 integrins causes resistance to wide variety of cytotoxics includ-
ing alkylating agents (3–7,8). We have referred to the phenomenon as cell adhesion-
mediated drug resistance or CAM-DR. This chapter discusses several pathways, including
CAM-DR, that may contribute to clinical de novo resistance.

In contrast to de novo resistance, acquired drug resistance occurs following drug
selection. Acquired drug resistance has been modeled in tissue culture by chronic expo-
sure to a cytotoxic agent, until a stable drug resistance phenotype is selected (9,10).
Several resistance models to alkylating agents have been developed, and mechanisms
associated with these models are discussed in this chapter. These models have been
crucial for identifying resistance pathways as well as understanding of the mechanisms
of action of alkylating agents. However, it has become apparent that consideration of the
tumor microenvironment will be instrumental to understand fully mechanisms of drug
resistance. Experimental evidence supporting the concept that the tumor microenviron-
ment could influence drug response, and emergence of drug resistance was first demon-
strated by Teicher et al. (11). They showed that treatment of mice bearing EMT-6 tumors
with crosslinking agents for 6 mo and the subsequent emergence of drug resistance
resulted in a phenotype that was only operative in vivo. These studies emphasized the
need to consider the tumor microenvironment as a factor for determining drug response,
and contributing to minimal residual disease and the emergence of acquired drug resistance.

2. MECHANISMS ASSOCIATED WITH ACQUIRED
RESISTANCE TO ALKYLATING AGENTS

Alkylating agents are considered the first class of chemotherapeutic drugs developed
to treat cancer, and were derived from sulfur mustard gas, a compound initially developed
for warfare use (12). The lead alkylating compounds derived from sulfur mustards were
the nitrogen mustards. Alkylating agents are strong electrophiles and covalently bind
nucleophilic targets such as phosphate, amino, sulfhydryl, hydroxyl, carboxyl, and imi-
dazole groups. Thus, DNA, RNA, and proteins all represent potential targets for alkyla-
tion. However, the majority of evidence indicates that the primary target is DNA and
specifically, the formation of DNA interstrand crosslinks (ICLs) (13). Following the
formation of ICLs, the activation of DNA repair pathways and cell cycle checkpoints are
critical components in determining cellular fate (Fig. 1). In addition, downstream media-
tors of the apoptotic pathway can also increase the threshold of ICLs needed to activate
cell death. Using cell line models to study acquired drug resistance, several mechanisms
have been discovered. These mechanisms include reducing the amount of active drug
reaching the nucleus (transport and metabolism), enhanced DNA repair pathways,
antiapoptotic machinery, and altered cell cycle checkpoints that could all influence drug
response associated with alkylating agents. The following subheading will summarize
resistance mechanisms associated with acquired resistance to alkylating agents.
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2.1. DNA Repair Associated With Acquired Resistance
Recent clinical evidence has shown that repair of ICLs is an important determinant of

acquired clinical resistance to alkylating agents. For example, Spanswick et al. showed
that myeloma cells derived from relapsed patients repaired 40 to 80% of ICLs by 40 h
following ex vivo exposure to melphalan. In contrast, myeloma cells derived from pa-
tients who had never been treated with melphalan showed no repair of melphalan induced
crosslinks (14). Similarly, Torres-Garcia et al. reported in chronic lymphocytic leukemia
(CLL) that previously untreated CLL specimens demonstrated minimal repair of
melphalan-induced ICLs. In contrast, lymphocytes derived from resistant CLL patients
showed complete repair of melphalan induced ICLs within 24 h (15). Together, these data
indicate the importance of repair of interstrand crosslinks in mediating acquired clinical
drug resistance, suggesting that further studies are warranted to identify targets associ-
ated with repair of ICLs.

As shown in Fig. 2, several DNA repair pathways can contribute to the repair of ICLs
induced by alkylating agents. These pathways include nonhomologous end-joining
(NHEJ) and homologous recombination. Recent experimental evidence suggests that
homologous recombination and specifically, the Fanconi anemia pathway, may be a
critical determinant associated with resistance to alkylating agents (3,16,17). Hemato-
poietic cells derived from Fanconi anemia (FA) patients are characteristically exquisitely
hypersensitive to crosslinking agents such as melphalan and mitomycin C (18). In addi-
tion, FA cells in culture demonstrate an increased rate of spontaneous chromosomal
breakage, and patients are predisposed to cancer including an especially high incidence
of acute myelogenous leukemia, squamous cell carcinoma of the head and neck, esoph-
ageal, and gynecologic cancers (19). Together, the clinical data suggest that the FA

Fig. 1. Multiple mechanisms can confer resistance to alkylating agents. These mechanisms include (a)
altered transport, (b) glutathione conjugation,  (c) DNA repair, (d) cell cycle checkpoints, and (e) either
increased levels of antiapoptotic BCL-2 family members or decreased levels of proapoptotic BCL-2
family members.



380 Hazlehurst and Dalton

pathway is integral for maintaining genomic integrity. To date, eight members have been
cloned and identified as critical components of the FA pathway. Six of the eight FA
proteins form a nuclear multiprotein complex consisting of Fanconi anemia (FANC)A,
FANCC, FANCG, FANCE, FANCF, and FANCL. The seventh member, FANCD1, was
identified as breast cancer (BRCA)2 (20), and the eighth member, FANCD2, becomes
activated by monoubiquination at lysine-561 following DNA damage (21). The nuclear
multiprotein complex is required for the monoubiquination of FANCD2, and recently,
Garcia-Higuera et al. provided several lines of evidence linking the FA and BRCA
pathway (21). For example, exposure to DNA damaging agents is known to increase the
levels of mono-ubiquinated FANCD2, and furthermore, the mono-ubiquinated form
FANCD2 is localized within DNA damage foci containing BRCA1, BRCA2, and Rad51.
Moreover, BRCA1 was shown to coimmunoprecipitate with FANCD2. Finally, BRAC1–/–

cells show reduced formation of foci containing FANCD2, suggesting that BRCA1
stabilized this complex, providing further evidence that BRCA1 and FANCD2 directly
interact with each other (21).

Our laboratory showed recently that, using gene expression profiling, selection of
8226 human myleoma cells with melphalan resulted in increased expression levels of
FANCF, Rad51c, and decreased levels of BRCA1-associated protein (3). BRCA1-
associated protein would effectively sequester BRCA1 in the cytoplasm (22) and thus
limit the amount of BRCA1 available to form drug-induced DNA damage repair foci.
Thus, we identified several changes in gene expression, which would directly affect the
FA/BRCA pathway in an acquired melphalan resistant cell line. We recently validated
the overexpression of these proteins, and we are currently using small interfering (si)RNA

Fig 2. Following the formation of ICLs induced by alkylating agents, cell cycle checkpoints and DNA
repair pathways are activated. Coordinated activation of both cell cycle checkpoints and DNA repair
pathways allows for time to repair damaged DNA. Both homologous recombination (HR) and
nonhomologous end-joining (NHEJ) DNA repair pathways can be activated following the induction
of ICLs, and both pathways play a role in determining sensitivity to alkylating agents.
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strategies to determine the functional role of each of these changes in mediating resis-
tance to melphalan. Recently, Taniguchi et al. proposed a model for ovarian cancer,
where the initial progression of the disease correlates with silencing of FANCF associ-
ated with methylation of the promoter followed by demethlyation and increased expres-
sion and resistance to cis-platinum (23). Together, these data suggest that the FA pathway
may be a determinant of both tumor progression and resistance to chemotherapy. This
paradigm may apply to other diseases such as myeloma and chronic lymphocytic leuke-
mia, diseases that initially respond well to alkylating agents but invariably develop resis-
tance to further drug treatment. More studies are warranted to determine the pathways
that regulate the expression and silencing of FANCF as potentially increased expression
of FANCF could contribute to both de novo and acquired resistance to alkylating agents.

NHEJ is predominately mediated by DNA-dependent protein kinase (DNA-PK), and
evidence suggests that this pathway is critical for the repair of DNA double-strand breaks
initiated by ionizing radiation. DNA-PK is a serine/threonine kinase belonging to the
phosphoinositide 3 kinase family. The Ku autoantigen, consisting of a Ku80/Ku86 dimer,
is required for the recruitment of DNA-PK to a DNA double-strand break (reviewed in
ref. 24). Mutations in DNA-PK result in hypersensitivity to both γ-radiation and
crosslinking agent-mediated cell death (25). In addition, Ku80 knockouts show increased
sensitivity to alkylating agents (26). Clinical relevance of the DNA-PK pathway was
demonstrated by Muller et al., when they showed that resistance of CLL to chlorambucil
(CLB) correlated with increased binding of Ku subunits to DNA and increased DNA-PK
activity (27). In summary, experimental evidence indicates that both NHEJ and homolo-
gous recombination can contribute to resistance associated with alkylating agents, sup-
porting the underlying functional complexity of acquired drug resistance.

2.2. Alterations in Cell Cycle Checkpoints Associated With Acquired Resistance
It has become apparent that cell cycle checkpoints and DNA repair are integrally

linked biochemical processes. Following DNA damage and cell cycle arrest, it is cur-
rently unclear what combinations of signals lead to repair and survival vs the induction
of apoptosis and cell death. However, one of the first biological steps is recognition of
the aberrant DNA lesion. To date, the DNA damage sensors appear to be the phosphoino-
sitide 3 kinase family members DNA-PK, ataxia telangiectasia mutated (ATM) kinase,
and ATM- and Rad3-related (ATR) kinase. These are serine/threonine kinases that are
known to phosphorylate cell cycle checkpoints including CHK1, CHK2, and p53
(24,28,29). Although these family members have similar consensus sequence for phos-
phorylation, they are not functionally redundant. For example, dominant-negative stud-
ies demonstrate that ATR, but not ATM, is critical for DNA damage caused by bulky
lesions such as cis-platinum and methyl methanesulfonate (30,31). In contrast, knocking
out ATM does not sensitize cells to these agents. In addition, recent evidence has linked
the DNA damage sensor ATR pathway to the Fanconia anemia pathway. Andreassen et
al. showed that silencing of ATR resulted in the attenuation of mitomycin C-induced
mono-ubiquination of FANCD2 (32). Moreover, Pichierri and Rosselli showed that ATR
directly phosphorylates FANCD2 (33). These investigators also showed that, using
siRNA, knocking out ATR resulted in an abrogation of crosslink-induced inhibition of
DNA synthesis. In contrast, siRNA directed at CHK1 only partially reversed inhibition
of DNA synthesis. In summary, their data showed in addition to CHK1, an ATR-dependent
Nijmegen breakage syndrome 1/FA pathway was required to get complete inhibition of
DNA synthesis following treatment with crosslinking agents. In contrast to what
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Andressen observed, these investigators did not show that ATR-dependent phosphory-
lation was required for efficient mono-ubquination of FANCD2, suggesting that at least
in some cells, an alternative ATR-independent pathway regulates the formation of
crosslink induced formation of FANCD2 foci.

It is also apparent that delaying cell cycle progression in at the G1/S boundary follow-
ing DNA damage can favor cell survival. Evidence supporting this concept includes
studies looking at drug sensitivity in cells deficient in cell cycle checkpoints. For example,
Fan et al. showed that cells lacking the CDK2 inhibitor p21 demonstrated increased
sensitivity to nitrogen mustards (34). Conversely, ectopic overexpression of either the
cyclin-dependent kinase (CDK) inhibitor p27kip1 or p21 is associated with resistance to
DNA damaging agents (35,36). It is well known that acquired drug resistant cell lines
typically demonstrate reduced growth rates. Our laboratory recently identified several
changes in gene expression in the acquired melphalan resistant cell line that would be
indicative of longer transit time at G1. These changes included increased expression of
p27kip1 and p57kip2 and decreased expression of cyclin D1 and CDC25A (3). The CDK
inhibitors p27kip1 and p57kip2 are well-described inhibitors of CDK2, and CDK2 activity
is required for exit through the G1/S interphase (37,38). In addition, CDC25A is a phos-
phatase that is required for the activation of CDK2 and progression through the G1/S
boundary. Moreover, Mailand et al. showed that overexpression of CDC25A resulted in
enhanced DNA damage and decreased survival (39). Together, these data indicate that
inhibitors of CDK2 may contribute to acquired drug resistance. However, further studies
are warranted to determine the downstream resistance mechanisms associated with alter-
ations in G1/S checkpoints.

2.3. Alterations in Apoptotic Machinery Associated With Acquired Resistance

It is clear that DNA damaging drugs elicit an apoptotic response. However, it is
currently unclear what culminations of signals following DNA damage are required to
elicit the apoptotic response. Despite this uncertainty, experimental evidence does show
that DNA damage causes depolarization of the mitochondria membrane potential and the
subsequent activation of effector caspases. Thus, both pro- and antiapoptotic Bcl-2 fam-
ily members are critical for defining the threshold of ICLs required to depolarize the
mitochondria membrane potential and the subsequent activation of effector caspases
(40,41). Bcl-2 family members can be broken down into those proteins that inhibit the
depolarization of the mitochondria membrane potential (antiapoptotic) vs proteins that
promote the depolarization of the mitochondria membrane potential (proapoptotic). The
proapoptotic Bcl-2 family members can be further subdivided into BH3-only domain and
multidomain proteins. The multidomain members are comprised of Bax, Bak, Bok, and
Bcl-xS, whereas Bad, Bik, Bid, Hrk, Blk, Bim, Bmf, Noxa, Puma, and Bcl-g constitute
the BH3 only group (42,43). Double-knockout studies of Bak- and Bax-depleted cells
show resistance to a wide variety of cytotoxic insults. In addition, overexpression of BH3
only members does not result in apoptosis in Bax–/–, Bak–/– cells (44). Together, these
results suggest that BH3-only members mechanistically work by either activating Bax or
Bak, or by binding and interfering with antiapoptotic family members and displacing
Bax/Bak Bcl-2 heterodimers.

Despite the experimental evidence showing that either ectopic expression of
antiapoptotic or reduction in proapoptotic molecules is sufficient to cause drug resis-
tance, it is currently unclear if alterations in the apoptotic machinery play an important
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role in acquired drug resistance. For example, our laboratory showed that, using gene
expression profiling, the melphalan-acquired drug-resistant cell line showed changes in
the apoptotic machinery that was predictive for both cell survival and cell death (3). These
apparent functionally opposing changes in gene expression of apoptotic mediators made
it impossible to predict what net effect these changes would have on cell survival. This
is similar to what Reinhold et al. showed with acquired resistance associated with
topotecan selection (45). These investigators proposed a two-step model in which some
proapoptotic genes may emerge that have dual roles with respect to cell cycle progres-
sion, and thus allow for growth in the presence of drug exposure. Further studies are
warranted to validate this two-step model associated with acquired drug resistance, and
whether the molecular changes favoring growth at the expense of apoptosis observed in
several acquired drug resistant cell lines can be exploited in a therapeutic setting.

2.4. Alterations in Glutathione Metabolism Associated With Acquired Resistance
Alkylating agents are electrophiles, and thus, glutathione conjugation represents a

plausible mechanism for detoxification of this class of drugs. Indeed, several investigators
have shown that acquired drug-resistant cell lines contain elevated levels of glutathione
(46–50). In addition depletion of glutathione levels with L-buthionine-[S,R]-sulfoximine
is reported to increase the sensitivity of cells to melphalan in several cell line models
(46,51,52). We showed recently that, using gene expression profiling, the catalytic sub-
unit of glutamylcysteine synthase is increased in acquired melphalan resistance (3). The
gene expression profiling correlated with our earlier finding showing that the acquired
myeloma drug resistant cell line demonstrated increased glutathione levels, suggesting
that this pathway maybe important for acquired drug resistance (46). Moreover, in-
creased expression of glutamylcysteine synthase is consistent with our previous report
showing that L-buthionine-[S,R]-sulfoximine partially reversed the resistance to
melphalan in the acquired drug resistant cell line. In addition to de novo synthesis of
enzymes, the conjugation reaction represents another mechanism for detoxification of
alkylating agents. For example, Horton et al. showed that the ovarian carcinoma cell line
A2780 selected for chlorambucil resistance demonstrated increased expression of glu-
tathione S-transferase (GST)-µ, which correlated with a sixfold increase an efficiency of
CBL conjugation (53). However, mixed results have been obtained with studies in which
either glutamylcysteine synthase or GSTs have been ectopically expressed in cell lines
with respect to conferring resistance to alkylating agents (54,55). Thus, overall, the role
of glutathione in mediating clinical drug resistance remains controversial, and further
studies are needed to define further the role of glutathione conjugation in mediating
resistance to alkylating agents. In addition to glutathione detoxification, metallothionein
2 is reported to form covalent bonds with melphalan, and overexpression is reported to
confer drug resistance and this pathway represents another potential detoxification mecha-
nism contributing to drug resistance (56–58).

2.5. Acquired Resistance and Drug Transport
Overexpression of drug efflux pumps is a common mechanism associated with acquired

multidrug resistance. However, alkylating agents do not show crossresistance in cell
lines that overexpress MDR1 or BCRP and appear to be poor substrates for drug trans-
porters (2,10). Recently, multidrug resistance protein (MRP) has shown to be an efficient
pump for glutathione-conjugated compounds. Both glutathione-conjugated CLB and
melphalan have been shown to be substrates for MRP1 (59). Moreover, there is some



384 Hazlehurst and Dalton

evidence that glutathione conjugated CLB is a good substrate for either MRP1 or MRP2
(60,61). Smitherman et al. showed that overexpression of GST A1-1 in cells that overexpress
MRP2 increased the resistance associated with CLB treatment (61). Both Melphalan and CLB
share structural similarities; however, surprisingly the synergy was only noted with CLB.

Reduced drug uptake is another potential mechanism of drug resistance. Some alkylating
agents like melphalan contain a phenylalanine group and are reported to use the L-type
amino acid transporter for cellular uptake (62). Indeed, we reported that the 8226-
acquired drug resistant myeloma cell line showed a modest reduction in the L-type amino
acid transporter (3). However, this modest reduction was not enough to detect differences
between drug sensitive and resistant cell lines in the concentration of intracellular
melphalan. In summary, acquired resistance to alkylating agents can be mediated by
multiple genotypic changes making the reversal of acquired resistance a clinically diffi-
cult challenge.

3. RESISTANCE TO ALKYLATING AGENTS ASSOCIATED
WITH DE NOVO DRUG RESISTANCE

In contrast to acquired drug resistance, de novo resistance is not associated with drug
selection. The tumor microenvironment is composed of both soluble factors and extra-
cellular matrixes, which can potentially provide survival signals allowing for tumor
progression. In fact, the tumor microenvironment represents the first selection pressure
to which tumor cells are exposed, and thus, interaction with the tumor microenvironment
creates an advantage for tumor cells to survive initial drug exposure. We showed recently
that cellular adhesion of hematopoietic tumor cells via β1 integrins is sufficient to cause
resistance to a multiple drugs, including alkylating agents. We referred to this phenom-
enon as CAM-DR. Moreover, we validated the CAM-DR phenotype in primary patient
specimens were we showed that adhesion of myeloma patient specimens to fibronectin
(FN) was sufficient to confer resistance to melphalan (3). However, the tumor microen-
vironment is also composed of cyctokines and growth factors, and indeed, we have shown
via Transwell experiments that soluble factors produced by myeloma cell interactions
with stroma cells is sufficient to cause resistance to alkylating agents (63). In summary,
both soluble and matrixes that are localized in the tumor microenvironment are factors
when defining determinants of de novo drug resistance.

3.1. Alterations in Cell Cycle Checkpoints Associated With De Novo Resistance
Changes in cell cycle checkpoints may represent one pathway especially sensitive to

regulation by the tumor microenvironment. For example, St. Croix et al. showed that
resistance associated with tumor spheroid growth caused increased p27kip1 levels and cell
cycle arrest. Using antisense to p27kip1, they were able to reverse resistance associated
with 4-hydroperoxycyclophosphamide (64). In addition, our laboratory has shown that
adhesion 8226 myeloma cells to FN resulted in a G1/S arrest and increased p27kip1 levels.
Moreover, knocking down p27kip1 levels with antisense reversed the drug-resistant phe-
notype (5). Finally, transforming growth factor (TGF)-β has been shown to cause resis-
tance to alkylating agents in vivo. In this study, Teicher et al. showed that treatment of
animals with TGF-β-neutralizing antibodies increased the sensitivity of cyclophosphamid
(CTX) in EMT6/Parental and EMT6/CTX-resistant tumor-bearing mice (65). The role
of TGF-β in mediating resistance to crosslinking agents was further strengthened by
showing that EMT-6 cells ectopically expressing TGF-β were resistant to CTX in an in
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vivo model (66). Although the downstream target has not been identified, TGF-β in some
cell lines is known to cause cell cycle arrest and increased levels of p27kip1 (67), and this
may contribute to the observed TGF-β-mediated resistance to alkylating agents. In sum-
mary, the tumor microenvironment consists of many signals including cytokines, growth
factors, and adhesion molecules that can affect cell cycle and drug sensitivity, and these
pathways may represent critical targets in mediating de novo resistance.

3.2. Alterations in Apoptotic Machinery Associated With De Novo Resistance
We showed recently that the cell adhesion conferred resistance to melphalan-induced

depolarization of mitochondria membrane potential, despite similar numbers of
melphalan induced interstrand crosslinks (3). Our results suggested that cell adhesion to
FN increases the tolerance for melphalan-induced ICLs. The mitochondrial membrane
potential is largely regulated by Bcl-2 family members, and we asked whether changes
in either the levels of pro- or anti-Bcl-2 family members contributed to the resistance
phenotype. Microarray analysis revealed a modest 1.4-fold reduction in the proapoptotic
BH3-only Bcl-2 family member Bim. We confirmed this finding at the protein level
showing that adhesion of 8226 cells to FN resulted in a pronounced reduction in Bim
protein levels (3). We hypothesize that the reduction in Bim levels is contributing to
melphalan resistance, and we are currently validating this target with respects to confer-
ring resistance to alkylating agents.

Ectopic overexpresion of antiapoptotic Bcl-2 family members such as Bcl-2 and Bcl-
xL confers resistance to DNA damaging agents (68–70). Thus, activation of intracellular
pathways such as signal transducer and activator of transcription 3, which induce Bcl-xL
expression, could contribute to de novo drug resistance (71). Activation of signal trans-
ducer and activator of transcription 3 can be activated by cytokines, and this represents
one potential cytokine-mediated pathway that may contribute to drug resistance. In sum-
mary, although the role of Bcl-2 family members is not clearly delineated in acquired
resistance, change in expression of these molecules induced by signals originating from
the tumor microenvironment may be a critical determinant of de novo resistance.

3.3. Cholesterol Metabolism and Drug Resistance
We reported recently that, using gene expression profiling to compare de novo and

acquired resistance to melphalan, one common convergence was change in expression
of genes that regulated cholesterol synthesis (3). Comparing isogenic myeloma cell lines
with de novo and acquired melphalan resistance, we noted increases in several metabolic
enzymes that would positively regulate cholesterol synthesis, including increased expression
of 3-hydroxy-3-methylgluatryl coenzyme A reductase (HMG-CoA). HMG-CoA is the
rate-liming step in cholesterol synthesis. Evidence supporting the importance of choles-
terol in mediating cell death induced by alkylating agents includes a report from Soma
et al., where these investigators showed that treatment of primary human glioma cells
treated with simvastatin an inhibitor of HMG-CoA and N,N′-bis-(2-choroethyl)-N-
nitosourea demonstrated synergy with respects to cell death (72). We propose that changes
in cholesterol metabolism may play an important role in mediating de novo resistance,
and that this cholesterol functional genomic fingerprint is maintained in acquired drug
resistance. More studies are warranted to determine the clinical significance of choles-
terol in mediating de novo and acquired resistance to alkylating agents.
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4. CONCLUSION

In summary, acquired resistance to alkylating agents results in a complex drug resis-
tant phenotype and genotype. For example, our laboratory observed multiple changes in
gene expression that could alter DNA repair, cell cycle, glutathione metabolism, and drug
transport. Indeed, it would be difficult to reverse pharmacologically all of these mecha-
nisms simultaneously. We are currently using siRNA technology to prioritize these iden-
tified targets with respect to potency of reversing the drug resistance phenotype. However,
we propose that targeting mechanisms that contribute to de novo resistance and minimal
residual disease may be more fruitful. Specifically, evidence suggests that components
of the tumor microenvironment may be sufficient to protect subpopulations of cells from
drug treatment. It is our hypothesis that this transient protection afforded by the microen-
vironment increases the probability that an acquired stable drug resistant phenotype will
emerge. Thus, identification of signaling pathways that regulate expression or function
of Bcl-2 family members, cell cycle checkpoints, and DNA repair complexes may represent
important targets for inhibiting de novo drug resistance.
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SUMMARY

Because normal endothelial cells are genetically stable, antiangiogenic therapy was
initially theorized to be “a treatment resistant to resistance.” However, resistance to
antiangiogenic therapy is a very real problem. Mechanisms of resistance to the
antiangiogenic effects of cytotoxic agents likely also apply to novel antiangiogenic
agents. The use of antiangiogenic agents as adjuvant therapy has potential barriers. The
toxicity of chronic antiangiogenic therapy remains largely unexplored, as is the toxicity
of combinations of chemotherapy with antiangiogenic therapy. Population-specific
feasibility studies can identify toxicities that might not be acceptable in an otherwise
healthy patient population.
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1. INTRODUCTION

Angiogenesis, the process of new blood vessel formation, plays a central role in both
local tumor growth and distant metastasis (1). Because normal endothelial cells are
genetically stable, antiangiogenic therapy was initially theorized to be “a treatment
resistant to resistance” (2). Initial xenograft studies supported these predictions—wide-
spread activity, limited toxicity, no resistance (3). For a time, it was argued that disease
control, if not outright cure, was close at hand. Widespread press coverage followed, with
commensurate Wall Street stock valuations of companies without commercial products.
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Regrettably, the idea that antiangiogenic therapy was “resistant to resistance” proved
to be what Thomas Huxley famously described as “a beautiful theory killed by nasty,
brutish facts.” Clinical trials with numerous antiangiogenic agents reproducibly demon-
strated their failure to eradicate human cancers. Resistance to antiangiogenic therapy is
a very real problem. Why is this the case? This chapter reviews potential mechanisms of
acquired and de novo resistance to antiangiogenic therapy, then suggest strategies to
combat such resistance.

2. RESISTANCE TO ANTIANGIOGENIC THERAPY

Substantial preclinical in vitro and in vivo data, as well as emerging clinical data,
suggests distinct antiangiogenic activity for several existing, commonly used cytotoxic
agents (4). However, these agents fail to cure most malignancies. Mechanisms of resis-
tance to the antiangiogenic effects of cytotoxic agents likely also apply to novel
antiangiogenic agents. Theoretical and (often) substantiated mechanisms of acquired and
de novo resistance to antiangiogenic therapies are described here.

2.1. Endothelial Cell Heterogeneity
An initial assumption underlying antiangiogenic therapy was that endothelial cells,

incapable of mutating to a resistant phenotype, should be reproducibly sensitive to
antiangiogenic agents. Furthermore, all endothelial cells were presumed similar, if not
identical; therefore, antiangiogenic agents were predicted to be equally effective, regard-
less of the tumor type or anatomic location.

Were these assumptions correct? For if endothelial cells are heterogenous, then the
potential for selective sensitivity exists. And selective sensitivity is little more than a
synonym for drug resistance. What is the evidence suggesting the existence of endothelial
cell heterogeneity?

Normal embryonic development requires endothelial heterogeneity. Developing
endothelium is dynamic and capable of differential gene expression based on the physi-
ologic requirements and microenvironment of the associated tissue. For example, endot-
helia in the brain and testes express high levels of the multidrug resistance protein,
thereby limiting exposure to potentially harmful xenobiotics (5–7). The evolutionary
advantage of such organ-specific endothelial gene expression is clear. In contrast, the
mechanisms that underlie the exquisite time and spatial control of differential endothelial
gene expression during development have not been fully elucidated.

Persistent differences in endothelial function become apparent when comparing the
results of in vitro studies using different sources of “normal” endothelial cells. Vascular
cell adhesion factor 1 expression is induced on human umbilical vein endothelial cells
(HUVECs) by both tumor necrosis factor-α and interleukin 1α, whereas only tumor
necrosis factor-α induced vascular cell adhesion factor 1 expression on human dermal
microvascular endothelial cells (8). The differential response was explained by distinct
expression patterns of the CXC chemokine and interleukin 8 receptors.

St. Croix and colleagues compared the gene expression patterns of vascular endothelial
cells derived from normal and malignant colorectal tissues. Of 170 transcripts analyzed,
almost half (79) were differentially expressed in tumor-associated endothelial cells
(TECs) compared to normal endothelium. Similar, but not identical, expression patterns
were found in TECs from metastatic lesions and primary tumor sites (9). The human
herpesvirus 8, thought to be the etiologic agent for Kaposi’s sarcoma, multicentric
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Castleman’s disease, and AIDS-associated primary effusion lymphoma, alters gene
expression in human dermal microvascular endothelial cells (10). Schlaifer et al. found
expression of the energy-dependent efflux pump, P-glycoprotein (P-gp) in TECs but not
in human umbilical vein endothelial cells (11,12). Vincristine with the P-gp antagonist
verapamil, but not vincristine alone, inhibits angiogenesis induced by mouse sarcoma
180 cells suggesting P-gp expression in TECs has functional significance (13).

In addition, some proangiogenic factors display tissue specificity (in essence,
intrapatient spatial heterogeneity). A vascular endothelial growth factor (VEGF) isoform,
endocrine gland-derived VEGF, induces proliferation, migration and fenestration in
capillary endothelial cells derived from endocrine glands (ovary, testis, adrenal, and
placenta) but has little effect on other endothelial cell types (14).

As the data above suggest, endothelial cell heterogeneity is a reality. This reality is
derived both from evolutionary advantage (the selective, organ- and tissue-specific activation
of genes accompanying normal development) and from tumor-induced microenviron-
mental plasticity. The genetic stability of endothelial cells is both true and irrelevant in
this wider context.

2.2. Intrapatient Heterogeneity
Heterogeneity in endothelial cell gene expression is not the only determinant of

antiangiogenic resistance in which hosts may differ. Germline DNA may encode an
innately more resistant angiogenesis pathway in certain individuals. Rohan and col-
leagues found up to a 10-fold difference in the response to growth factor-stimulated
angiogenesis in the corneal micropocket assay among 12 inbred mouse strains. Even
more importantly, differential sensitivity to angiogenesis inhibitors was seen between
mouse strains, with one demonstrating complete resistance to both TNP-470 and thali-
domide (15). Similarly, Pandey and colleagues found inherited differences in angiogenic
versus angiostatic activity in estrogen-induced rat pituitary tumors (16).

Variations in sensitivity because of inherited polymorphisms in genes encoding pro-
and antiangiogenic factors represent one potential source of resistance. Polymorphisms,
inherited variations in DNA sequence that are present in more than 1% of a population,
are distinct from sporadic mutations acquired by tumors. The vast majority of polymor-
phisms are single-nucleotide polymorphisms (SNPs), but sequence insertions and dele-
tions have been reported (17). Recently it has become apparent that polymorphisms in the
host (germline DNA) play an important role in human cancer in both the development of
cancer, permissibility of early metastasis and variability in response to therapy (17,18).
Polymorphisms may affect drug metabolism or transport, the efficiency of DNA repair,
sensitivity to hypoxia, and neovascularization.

Genetic polymorphisms in genes important in the angiogenesis pathway (e.g., hypoxia-
inducible factor 1α [HIF-1α], VEGF, and endothelial nitric oxide synthase [eNOS],
among others) have been associated with increased or decreased rates of a variety of
malignancies and variable clinical outcomes (discussed in detail in Subheading 2.3.).
Angiogensis associated with malignancy overlaps extensively with angiogenesis in car-
diovascular disease. Many of the polymorphisms in the same genes are also associated
with a variety of vascular-related phenomenon, such as acute myocardial infarction and
hypertension (19–23). What makes the variability of this process unique is that this
actually represents a host-associated variability as opposed to a resistance mechanism
derived from mutations occurring in cancer cells. Furthermore, this host-related variabil-
ity may not only serve as a prognostic factor (e.g., predisposition to disease or predictor
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of bad outcome after disease acquisition) but may also serve as a therapeutic predictive
factor (e.g., predictor of response or resistance to therapy). Polymorphisms in the eNOS
gene, for example, have been associated with a variable responsiveness to antihyperten-
sive therapy (24,25). If DNA polymorphisms alter response to one class of vascular-
targeting agents (antihypertensives), it is reasonable to suspect that they might alter
response to another class (antiangiogenics).

The role of DNA polymorphisms in angiogenesis has only recently been recognized
and investigated, predominantly in the field of cardiovascular rather than cancer medi-
cine. A sampling of available clinical data follows.

2.3. Vascular Endothelial Growth Factor
At least six polymorphisms have been described in the VEGF gene, with a reported

frequency of the rare allele ranging from 12 to 48% (26). Specific polymorphisms have
been found to correlate with a variety of nonmalignant pathological conditions including
acute renal allograft rejection, smoking-related chronic obstructive pulmonary disease,
diabetic retinopathy, and sarcoidosis as well as malignancy (27–30). The risk of prostate
cancer is partially determined by which VEGF polymorphism a patient inherits. Specifi-
cally, patients with the C460T variant allele have a higher risk of prostate cancer (31),
whereas patients with the G–1154A variant in the promoter region enjoy a reduced risk
(32). The same G–1154A polymorphism was associated with thinner tumors in patients
with malignant melanoma (33), supporting the hypothesis that this allele is protective.
The C936T VEGF allele was more common among controls (29.4%) than among breast
cancer patients (17.6%), implying a protective effect for this allele as well (34). These
polymorphisms correlate with differential protein expression and therefore likely have
functional consequence. Peripheral blood mononuclear VEGF protein production corre-
lates with polymorphism at position +40535; the common C936T variant correlates with
plasma VEGF level (34,36).

2.3.1. ENDOTHELIAL NITRIC OXIDE SYNTHASE

eNOS is important in regulation of vascular homeostasis in both malignant and cardiac
vascular pathobiology (37–41). At least three clinically important polymorphisms have
been identified in the eNOS gene (42), including a SNP in the promoter region (T786C),
a SNP in exon 7 (Glu298Asp), and a variable number of tandem repeats in intron 4 (42).
The prevalence of the variant alleles ranges from 4 to 42%, with marked interethnic
variability (43). The T786C SNP correlates with a decreased likelihood of lymphovascular
invasion in women with early stage breast cancer; further follow-up confirmed the
expected likelihood of metastasis (44). Polymorphisms in intron 4 correlate with an
increased risk of lung (45) and prostate cancer (46), and with a higher stage of ovarian
cancer (47). The Glu298Asp SNP has been associated with a higher likelihood of bone
metastases in prostate cancer (48). An in vitro study demonstrated eNOS gene expression,
protein concentrations, and enzyme activity were genotype dependent (49). Genetic
polymorphisms in the eNOS gene have also been correlated with plasma nitric oxide
levels (50).

2.3.2. HYPOXIA-INDUCIBLE FACTOR 1α
Genetic polymorphisms in HIF-1α, , ranging in frequency from 8 to 11%, also appear to

play a role in tumorigenesis. Both the P582S and A588T variants have significantly higher
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transcription activity than the wild type under normoxic and hypoxic conditions. Further-
more, tumors from patients with head and neck cancer with heterozygous alleles (P582S or
A588T) had significantly increased microvascular density compared with tumor homozy-
gous for the wild-type alleles. In addition, all patients with T1 tumors were wild-type, whereas
14 of 47 patients with tumors of T2 were heterozygous for one of the variant alleles (51).

2.3.3. THROMBOSPONDIN

Several thrombospondin polymorphisms have been identified and are clearly important
determinants of cardiovascular disease. The T→G substitution in the 3′ untranslated region
of thrombospondin 1 is associated with a reduced risk of coronary artery disease (52,53).
Conversely, thrombospondin 1 (N700S) (54) and thrombospondin 4 (A387P) polymor-
phisms (52,55,56) have been correlated with an increased risk of coronary artery disease.

2.3.4. ENDOSTATIN

At least two polymorphisms in the endostatin gene that appear to be clinically impor-
tant in malignancy have been identified. Heterozygosity of the D104N SNP (resulting in
decreased endostatin function) correlated with a 2.5-fold increased chance of developing
prostate cancer compared to wild-type homozygous subjects (57). Similarly, the G→A
substitution in exon 42 confers an increased risk of prostate cancer and increased inva-
siveness in breast cancer (58). Conversely, Zorick et al. (59) have recently demonstrated
that Down’s syndrome patients have increased and high serum endostatin levels because of
having an extra copy of collagen XVIII on chromosome 21, and have suggested that the
extreme rarity of solid tumor malignancies in such patients may be related to this change.

Collectively, these data suggest that considerable angiogenic heterogeneity is “hard-
wired” into individual patients, and that polymorphic genes may play an important func-
tional role in angiogenesis, cardiovascular disease, and cancer. Though not yet examined,
it is reasonable to expect that these functionally important polymorphisms may also
alter treatment responses to antiangiogenic therapies. Therapeutic response to an
antiangiogenic agent might well depend on the specific balance of positive and negative
regulators of angiogenesis. An excess of host proangiogenic factors, or a relative defi-
ciency in host-generated negative regulators, might well affect the delicate balance and
hence the clinical outcome.

2.4. Tumor Cell Heterogeneity
Tumor cell heterogeneity, whether in expression of angiogenic factors or sensitivity

to hypoxia, also results in resistance to antiangiogenic therapy (60). Invasive cancers
commonly express multiple angiogenic factors, and from a clinical standpoint, this het-
erogeneity occurs at an early point in time: Relf et al. identified at least six different
proangiogenic factors in each of 64 primary breast tumors studied (61). Genetic instabil-
ity may result in modulation of both the amount and type of proangiogenic factors expressed
in a tumor (62).

Given such redundancy, inhibition of a single factor may fail to produce a sustained
clinical effect. Indeed, production of a proangiogenic factor does not guarantee the same
response to antiangiogenic therapy. Though Wilms’ tumor and neuroblastoma both pre-
dominantly produce VEGF, preclinical studies suggest that Wilms’ tumor is growth-
inhibited, whereas neuroblastoma is resistant to a VEGF-directed monoclonal antibody
(63). The mechanism underlying this resistance has not yet been elucidated.
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Tumor heterogeneity may imply more than just heterogeneity of proangiogenic fac-
tors. Kerbel et al. have shown that disruption of p53 in tumor cells reduces sensitivity to
antiangiogenic metronomic therapy (64). Chronic hypoxia selects p53 mutant tumor
cells resistant to hypoxia-induced apoptosis. Indeed, in most long-term xenograft studies
of antiangiogenic therapy, tumors eventually progressed (though more slowly than con-
trols) despite continued treatment (65–67). Heterogeneity of p53 is, of course, common
in many types of human cancer.

Hypoxia is a key signal for the induction of angiogenesis, often via HIF-1 and HIF-2
(68–70). HIF-1α–/– tumors have decreased hypoxia-induced VEGF expression and are
less vascular but (perhaps paradoxically) have accelerated growth in vivo compared to
HIF-1α+/+ tumors because of decreased hypoxia-induced apoptosis (71). Yu and colleagues
isolated tumor cells based on their relative proximity to perfused vessels and compared
HIF-1α expression and in vivo growth characteristics (72). In heterogeneous tumors,
HIF-1α+/+ cells were located in the perivascular areas and were much more highly depen-
dent on proximity to blood vessels for their growth and survival in vivo than the HIF-1α–/–

cells (73).
Erythropoietin production is tightly modulated by hypoxia and HIF-1α. Though the

principal function of erythropoietin is to stimulate the maturation of erythroid precursors,
erythropoietin modulates a host of cellular signal transduction pathways in endothelia
and pluripotent stem cells. Erythropoietin stimulates endothelial cell proliferation and
migration as well as erythropoiesis and vascular resistance. Erythropoietin inhibits apop-
tosis through two distinct mechanisms that involve maintenance of genomic DNA integ-
rity and preservation of cellular membrane asymmetry (74).

A VEGF/VEGFR-2 autocrine loop supports the growth and migration of leukemic
cells (75). In response to leukemia-derived proangiogenic and proinflammatory cyto-
kines, endothelial cells release increasing amounts of another VEGF family member,
VEGF-C. In turn, interaction of VEGF-C with its receptor VEGFR-3 (FLT-4) promotes
leukemia survival and proliferation. VEGF-C protected leukemic cells from the apopto-
tic effects of three chemotherapeutic agents (76,77). VEGF tyrosine kinase receptors
have been found on some solid tumor cells as well, suggesting that such autocrine/
paracrine loops may have widespread importance (S. Rafii, unpublished data).

2.5. Impact of the Tumor Microenvironment
The belief that antiangiogenic agents might prove “resistant to resistance” was based

in large part on the idea that tumor endothelial cells, given their low potential for muta-
tion, would be unable to generate a resistance phenotype. This recognition of the
endothelia’s genetic stability was both true and irrelevant: in the tumor microenviron-
ment, epigenetic alterations brought on by the complex interactions of cancer cell,
endothelial cells, and other stromal cells are sufficient to alter endothelial cell sensitivity
to antiangiogenic attack.

To study angiogenesis and tumor growth at a secondary site, Gohongi and colleagues
implanted a gel impregnated with basic fibroblast growth factor (bFGF) or Mz-ChA-2
tumor in the cranial windows of mice without tumors, mice with subcutaneous tumors,
or mice with orthotopic cholangiocarcinomas. The concentration of TGF-β1) in the
plasma of mice with orthotopic cholangiocarcinoma was 300% higher than that in the
plasma of mice without tumors or with subcutaneous tumors. Similarly, angiogenesis in
the cranial window was substantially inhibited in mice with orthotopic tumors but only
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minimally affected by subcutaneous tumors (78). In a xenograft pancreatic cancer model,
orthotopic pancreatic tumors grew faster, expressed VEGF, and maintained vascular
density and hyperpermeability compared to subcutaneous tumors. As in other models,
orthotopic, but not subcutaneous, tumors metastasized similar to advanced human pan-
creatic cancer (79).

The tumor microenvironment protects the endothelial compartment. Medium condi-
tioned by colon cancer cells increases extracellular signal regulated kinase-1/2 phos-
phorylation and decreases apoptosis of HUVECs compared to medium conditioned by
nonmalignant cells (80). The resistant phenotype can be reproduced in vitro by the
addition of VEGF and/or bFGF to HUVEC culture systems. HUVEC antiapoptotic path-
ways stimulated by VEGF and/or bFGF include (but are by no means limited to) p44
mitogen-activated protein kinase, c-Jun-NH2-kinase, phosphoinositide 3-OH kinase, Bcl-
2, inhibitors of apoptosis, and survivin (81–85). Pericytes invest mature vasculature and
provide critical survival signals to vascular endothelial cells. Differences in pericyte
coverage among tumor types have obvious implications for vessel maturation, survival
and sensitivity to antiangiogenic therapies (86).

As many pro- and antiangiogenic factors are contained in or released from the extra-
cellular matrix, differential sensitivity based on site of disease may be anticipated. For
example, treatment with the matrix metalloproteinase inhibitor batimastat had different
effects on tumor progression and growth, depending on the site of tumor implantation
(87). Predicting the effect of an individual intervention in such a complicated and inter-
related system as the tumor microenvironment is fraught with hazards. The potential for
unintended consequences must be kept in mind. For instance, the proteolytic action of the
MMPs releases angiostatin from the extracellular matrix thus MMP inhibition may
actually increase angiogenesis by decreasing angiostatin release (88).

The tumor microenvironment also affects drug delivery. Pluen and colleagues studied
the diffusion of macromolecules and liposomes in tumors growing in cranial windows
and dorsal chambers (DCs). For the same tumor types, diffusion of large molecules was
significantly faster in cranial windows than in DC tumors. The slower diffusion in DC
tumors was associated with a higher density of host stromal cells that synthesize and
organize collagen type I (89). These preclinical findings may seem far removed from the
clinical setting at first glance. However mixed responses (i.e., regressions in lung metas-
tases but growth in liver metastases within the same patient) have been observed in early
phase clinical trials of antiangiogenics (90–94). Though the mechanisms underlying
these mixed responses have not been explored in the clinic, their frequency argues for the
critical role of the tumor microenvironment.

2.6. Compensatory Responses to Treatment
As chemotherapy induces tumor cell kill, the production of proangiogenic peptides

decreases, leading to regression of the tumor-associated vasculature with increasing
tumor hypoxia, stimulating an increase in VEGF production (95,96). The increased
VEGF production in areas of tumor hypoxia may stimulate brisk angiogenesis, essen-
tially rescuing areas of tumor that are sublethally injured. In an in vivo model with rat
13762 mammary carcinomas, treatment with cyclophosphamide resulted in tumor hypoxia
with increased VEGF production and increased tumor CD31 staining detectable within
24 h (97). It seems reasonable to expect VEGF production to increase in response to
treatment with the “pure” antiangiogenics as well. Indeed, VEGF levels increased after
therapy with doxorubicin and a VEGF receptor tyrosine kinase inhibitor (98).
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Such compensatory responses may well reflect an underlying biologic reality. Hypoxia
has been faced over and over again throughout evolutionary history, and relative hypoxia
is common in many organs. It is especially common, however, in growing tumors. Hypoxia
may be chronic because of consumption/diffusion limitations or periodic resulting from
transient reductions in tumor blood flow (so-called cyclic hypoxia) (99). In contrast to
normal vasculature, tumor microvessels frequently lack complete endothelial linings and
basement membranes with arteriovenous shunts and blind ends being common (100). As
such, blood flow through tumors tends to be sluggish (191); cyclic hypoxia is quite
common (occurring in as many as half of tumor vessels), suggesting that the cancer cell’s
natural environment is one of recurring hypoxic insults. Tumor cells by definition must
evolve mechanisms to resist such cyclic hypoxia merely to survive. Indeed some cancer
cells may remain viable for prolonged periods of hypoxia (102–104). It is reasonable to
expect that these compensatory responses can and will be invoked by human cancers
undergoing antiangiogenic attack.

2.7. Angiogenesis-Independent Tumor Growth
Classic angiogenesis was, until recently, thought to be an absolute requirement for

tumor growth. It is now evident that this is not the case. Vessel cooption, growth by
intussusception, vascular mimicry, and vasculogenesis may decrease a tumors depen-
dence on classical angiogenesis.

2.7.1. VESSEL COOPTION

Holash and colleagues were the first to document that some tumors initially grow by
coopting existing host vessels. Such coopted vasculature did not immediately undergo
angiogenesis but instead regressed, leading to a secondarily avascular tumor and massive
tumor cell loss. Ultimately, the remaining tumor was rescued by robust angiogenesis at
the tumor margin (195). Kunkel and colleagues studied systemic treatment with DC101,
a monoclonal antibody against vascular endothelial growth factor receptor (VEGFR-2)
in an orthotopic intracerebral glioma model. Tumor volumes and microvessel density in
animals treated with DC101 were reduced compared with immunoglobulin G and phos-
phate-buffered saline controls. Though systemic inhibition of VEGFR-2 blocked angio-
genesis and inhibited glioblastoma growth, there was increased cooption of preexisting
cerebral vessels with a distinct growth pattern in the residual tumors. In mice treated with
DC101, there was a significant increase in small satellite tumors clustered around, but
distinct from, the primary tumor. The satellites contained central vessel cores—coopted
vessels. Tumor cells often migrated long distances along the coopted host vasculature to
reach the surface and spread over the meninges (106).

How applicable is the phenomenon of vessel cooption to human cancer? Passalidou
and colleagues described a group of non-small cell lung carcinomas without morphologi-
cal evidence of neoangiogenesis; neoplastic cells filled the alveoli with the only vessels
belonging to the trapped alveolar septa. The vascular phenotype of all the vessels in the
nonangiogenic tumors was the same as that of alveolar vessels in normal lung: LH39-
positive and αVβ3-variable or -negative. This pattern was distinct from the vessels in
angiogenic tumors (197). More recently, Stessels et al. compared breast and colorectal
cancers metastatic to the liver. Whereas the majority (though by no means all) of colorectal
cancers followed a classic pattern of metastasis with angiogenesis, breast cancer metas-
tases were virtually all characterized by what the authors called a “replacement growth
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pattern” of liver involvement, where cancers cells in essence replaced hepatocytes with-
out disrupting the surrounding stroma (108).

Intussusceptive microvascular growth refers to vascular network formation by inser-
tion of interstitial tissue columns, called tissue pillars or posts, into the vascular lumen
and subsequent growth of these columns, resulting in partitioning of the vessel lumen.
Patan and colleagues used intravital microscopy to observe the growth of the human
colon adenocarcinoma (LS174T) in vivo (109). Both intussusception and endothelial
sprouting occurred at the tumor periphery. In the central regions, intussusception led to
network remodeling and occlusion of vascular segments, interfering with vessel patency
and causing heterogeneous perfusion and hypoxia, thus perpetuating angiogenesis (119).
Interestingly, in mammary tumors of neuT transgenic mice, both sprouting and intussus-
ceptive angiogenesis were observed simultaneously in the same nodules (111).

Vascular mimicry refers to the unique ability of some aggressive tumor cells to form
tubular structures and patterned networks in three-dimensional culture, “mimicking”
embryonic vasculogenic networks (112). Several adhesion factors were exclusively
expressed by highly aggressive (vasculogenic) melanoma cells; downregulation of VE-
cadherin expression or restoration of EphA2 ligand binding in the aggressive melanoma
cells abrogated their ability to form vasculogenic networks (113). Multiple vascular cell-
associated markers were identified by RNase protection assay in invasive ovarian cancer
cells that lined the vascular structure. Tumor cells lined 7 to 10% of channels containing
red blood cells in patient tumor sections from advanced high-grade ovarian cancers. By
comparison, all vascular areas in benign tumors and low-stage cancers were endothelial-
lined (114,115).

Postnatal vasculogenesis refers to incorporation of bone marrow derived endothelial
progenitor cells (EPCs) into growing adult vasculature. Using transgenic mice constitu-
tively expressing β-galactosidase under the transcriptional regulation of an endothelial
cell-specific promoter (Flk-1/LZ or Tie- 2/LZ), Asahara and others have identified EPCs
in the neovasculature of developing tumors (116–118). The role of EPCs was further
documented by Lyden and colleagues using the angiogenic defective, tumor-resistant
immunodeficient (Id) mutant mice. Transplantation of wild-type Barrett metaplasia or
VEGF-mobilized stem cells restored tumor angiogenesis and growth; donor-derived
EPCs were detected throughout the neovessels of tumors and Matrigel-plugs in an
Id1+/– Id3–/– host. Incorporated EPCs were associated with VEGF receptor 1-positive
myeloid cells. Targeting either VEGFR1 or VEGFR2 alone partially blocked the growth
of tumors in this model; inhibition of both VEGFR1 and VEGFR2 was necessary to
completely ablate tumor growth (119). Recent data suggest that inflammatory breast
cancer, a rare but highly aggressive form of the disease, relies almost entirely on
vasculogenesis as opposed to angiogenesis, apparently because of the inability of the
cancer cells to bind endothelial cells (120).

The relative frequency and importance of alternate means of vascular supply in human
tumors is unknown. To what extent do these alternative means of establishing circulation
affect response to antiangiogenic therapy? For if “classic” angiogenesis is not the predomi-
nant mechanism by which a tumor gets its blood supply, can antiangiogenic therapy be
expected to succeed? This question needs answering in the clinic, but preclinical models
have begun to explore the relative resistance of alternative blood supplies to antiangiogenic
agents. Van der Schaft et al. have demonstrated that cancers characterized by “vasculogenic
mimicry” are resistant to the antiangiogenic agent endostatin (121). In contrast, bone
marrow-derived endothelial cells remain sensitive to VEGF-targeting therapy (119).



400 Sledge et al.

2.8. Pharmacokinetic Resistance
Preclinical studies of novel agents often fail to anticipate the dynamic nature of inter-

actions between drug, host, and tumor. It is a peculiar failing of modern science that the
study of simple—indeed, simplistic—model systems at the molecular or cellular level is
considered more “scientific” than the study of complex, whole systems. And yet, the
failure of many antiangiogenic agents clearly occurs at exactly the higher-order levels of
complexity seen in whole systems. These failures represent what might be termed “phar-
macokinetic resistance”: the inability to deliver the right dose of a biologically active
agent to the right cells for the right amount of time.

Maximal antiangiogenic therapy typically requires prolonged exposure to low drug
concentrations, exactly counter to the maximum tolerated doses administered when
optimal tumor cell kill is the goal (122). Three recent reports confirm the importance of
dose and schedule. In all three the combination of low-, frequent-dose chemotherapy plus
an agent that specifically targets the endothelial cell compartment (so-called metronomic
therapy) controlled tumor growth much more effectively than the cytotoxic agent alone
(65,123,124).

Dose and schedule may be critical for antiangiogenic efficacy. Constant exposure to
low noncytostatic doses of interferon was more effective in downregulating bFGF
expression in the laryngeal cancer cell line HlaC79 than high doses (125). Ten thousand
units of interferon-α administered daily was more efficacious in inhibiting the growth of
bladder cancer in a mouse orthotopic model than the 70,000 U given in two or three
divided doses over 1 wk or as one injection per week (126). Daily subcutaneous adminis-
tration of 5000 or 10,000 U/d produced maximal reduction in tumor vessel density, bFGF,
and MMP-9 expression (at both the mRNA and protein levels) and serum levels of bFGF.

What might explain the paradoxical observation that lower-dose interferon is more
effective in inhibiting angiogenesis? Interferons bind to receptors on the cytoplasmic
membrane and activate the Janus kinase (JAK) family of protein tyrosine kinases. The
JAK pathway then activates signal transducer and activator of transcription, which in turn
activates multiple genes that control the immune system, growth, and hematopoiesis. A
family of proteins termed cytokine-inducible SH2 proteins negatively regulates cytokine
signals. Interferon-γ induces the activation of one of the cytokine-inducible SH2 protein
family, suppressors of cytokine signaling-1 (SOCS-1). Low, constant doses of interferon
may activate the JAK-signal transducer and activator of transcription pathway and down-
regulate bFGF and MMP-9 without activating the SOCS-1 inhibitor. In contrast, higher
doses also activate SOCS-1, shifting the balance to an angiogenic or neutral phenotype (127).

The natural inhibitors of angiogenesis angiostatin and endostatin are cleared rapidly
from the circulation when administered as an intravenous bolus (128,129). It is likely that
the overall balance of pro- and antiangiogenic factors remains tilted toward angiogenesis for
substantial periods with such bolus administration. As expected, the most profound effects in
preclinical models maintained constant exposure with continuous infusions (130–132).

3. THWARTING RESISTANCE TO ANTIANGIOGENIC THERAPY

The initial clinical experience with novel antiangiogenic agents confirms the reality
of resistance. Whereas some trials have demonstrated modest clinical efficacy (133–
136), leading to the approval by the Food and Drug Administration of the VEGF-target-
ing antibody bevacizumab, results have not lived up to initial expectations. Understanding
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the potential mechanisms of antiangiogenic resistance suggests several possible means
to ameliorate or bypass such resistance.

3.1. Use Standard Therapies With Antiangiogenic Intent
Chemotherapeutic agents were developed based on the concept of maximum tolerated

dose, and with the assumption that the cancer cells are the sole—or at least primary—
target. Numerous chemotherapeutic agents have antiangiogenic activity at dose levels far
lower than those required to kill cancer cells (4). Chronic low-dose chemotherapy (so-called
metronomic therapy) may be potently antiangiogenic, though this effect seems most
pronounced when the chemotherapeutic agent is combined with a specific endothelial
agent (65,137).

3.2. Combine Antiangiogenic Agents With Standard Chemotherapy Regimens
Extensive preclinical data support this combined approach, with multiple antiangiogenic

and chemotherapeutic agents having additive or synergistic combinatorial activity
(65,137–140). The mechanistic rationale for many of these combinations is poorly
understood and not intuitive, as both radiotherapy and chemotherapy depend on an effec-
tive blood supply for therapeutic efficacy. A potential explanation may lie in the inherent
inefficiency of the tumor vasculature. Antiangiogenic therapy “normalizes” flow initially
resulting in improved tissue oxygenation and decreased interstitial pressure, increasing
delivery of cytotoxic agents (101).

Potential interactions between VEGF and chemotherapeutic agents have been exten-
sively examined. VEGF is antiapoptotic for endothelial cells via several pathways, including
induction of the antiapoptotic proteins Bcl-2 and A1, activation of the phosphoinositide
3 kinase/Akt signaling pathway, stimulation of nitric oxide and PGI2, and increased focal
adhesion kinase tyrosine phosphorylation (141). This survival function may play a role
in the protection of tumor endothelial cells against the antiangiogenic effects of com-
monly used chemotherapeutic agents. For instance, Sweeney and colleagues demon-
strated that VEGF protects endothelial cells against docetaxel, an effect reversed by an
anti-VEGF monoclonal antibody (140).

The antiapoptotic effects of VEGF may not be limited to endothelial cells. Neuropilin 1,
a receptor important in neuronal guidance, is a newly identified coreceptor for VEGF
(142) and is highly expressed by some tumor cells (143–145). And, as previously described,
there is a growing list of human tumors known to contain VEGF receptors. In these
tumors, VEGF may act as an antiapoptotic factor, potentially protecting tumor cells
against chemotherapeutic agents. It is reasonable to expect that the combination of a
chemotherapeutic agent with an agent targeting VEGF will increase therapeutic activity
against both the cancer cell and the endothelial cell.

At present, there are little clinical data supporting such effects. Wedam et al. recently
demonstrated that the VEGF-targeting agent bevacizumab down-regulates KDR (VEGF
R-2) in cancer cells in patients receiving bevacizumab for the treatment of inflammatory
breast cancer (146). This represents the first clinical evidence of a direct effect of an
antiangiogenic agent on a cancer (as opposed to an endothelial) cell.

3.3. Combine Multiple Antiangiogenic Agents
As tumor progression is associated with expression of increasing numbers of

proangiogenic factors, the use of multiple antiangiogenic agents to simultaneously attack
this multiply redundant process may thwart resistance to individual agents. This approach
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is, of course, not unique to antiangiogenic therapy, having previously been used to limit
resistance to cytotoxic, antimicrobial, and antiviral therapies. The combination of
antiangiogenic agents has been tested in preclinical models with success, e.g., interferon
and TNP-1470 (147) and angiostatin with endostatin (148).

3.4. Combine Antiangiogenic Agents With Other Biologically Targeted Agents
The epidermal growth factor receptor (EGFR) and HER-2 both regulate VEGF in

human tumors; their blockade reduces VEGF production and angiogenesis (149–155).
Given the plethora of indirect influences on angiogenesis, might we be able to utilize the
combination of biologic agents as a means of inhibiting angiogenesis? Might we be able
to combine antiangiogenic agents with antigrowth factor receptor agents as a means of
overcoming resistance? This strategy was effective in preclinical tumor models (156),
and is currently under clinical investigation with combinations of antiangiogenic agents
and trastuzumab in patients with HER-2-positive breast cancer.

Conversely, antiangiogenic agents might offer a means of overcoming resistance to
growth factor-targeting agents. Recent data from Viloria-Petit et al. suggest that increased
production of VEGF represents one mechanism by which tumor cells escape anti-EGFR
monoclonal antibody therapy (157). The combination of a VEGF-targeting agent with an
anti-EGFR agent might thereby limit resistance to growth factor receptor therapy.

3.5. Use Antiangiogenic Therapy as Adjuvant Therapy
It is a rare treatment that is more effective for large tumors than for small. Tumor

progression results in resistance to all anticancer therapies. One means of thwarting the
development of drug resistance associated is to treat cancers when they are small. The
adjuvant setting (or similar minimal residual disease setting) is the logical place to
accomplish this goal.

The use of antiangiogenics as adjuvant therapy has its own potential barriers. Physi-
cians, companies, and regulatory agencies are loath to use agents in the adjuvant setting
until there is evidence of activity in advanced disease. The toxicity of chronic
antiangiogenic therapy remains largely unexplored, as is the toxicity of combinations of
chemotherapy with antiangiogenic therapy. Though intuitively, the impact of angiogen-
esis inhibition is expected to be greatest in patients with micrometastatic disease, proof
of this concept will require commitment of substantial human and financial resources to
randomized adjuvant trials.

Recent studies illustrate the importance of population-specific feasibility trials, especially
for agents administered chronically (159,159). Experience gained in patients with advanced
disease is meaningful, but even large trials of patients with metastatic disease provide
long-term safety data in only a limited number of patients. Population-specific feasibility
studies can identify toxicities that might not be acceptable in an otherwise healthy patient
population, thereby limiting exposure and avoiding premature closure of a large adjuvant
trial (160). A population-specific feasibility trial examining bevacizumab in the setting
of adjuvant chemotherapy for early stage breast has recently (2004) been approved in
concept by the National Cancer Institute for an Eastern Cooperative Oncology Group trial.

3.6. Use Antiangiogenic Therapy as Targeted Therapy
Antiangiogenic therapy has been applied as a general therapy given on a population

basis, rather than as a targeted therapy given to patients with a specific molecular pheno-
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type. It is reasonable to ask whether we can call failure to respond to a therapy “resis-
tance” if the target at which the therapy is aimed is not present in the tumor. If a patient’s
tumor does not express VEGF and therefore fails to respond to an antiVEGF therapy, is
the tumor resistant, or is the therapy merely misguided? As insensitivity because of lack
of therapeutic target results in resistance at the patient level, proper targeting is a means of
overcoming such resistance. Ideal targets are biologically relevant, reproducibly measur-
able, and definably correlated with clinical benefit. Examples of molecular targets ful-
filling such criteria are limited and include estrogen receptor or HER-2 for breast cancer,
c-Kit for gastrointestinal stromal tumors, or bcr-abl for chronic myelogenous leukemia.

At present, we are unable to point to any truly targeted antiangiogenic therapy. It is
reasonable, if not critical, to perform tissue collection for testing as part of the develop-
ment of antiangiogenic agents. Though we lack validated assays for most of the
antiangiogenic therapeutic targets, the availability of tissues for testing will speed devel-
opment and validation of appropriate assays.

4. CONCLUSION

Early enthusiasm for antiangiogenic therapy has given way to clinical reality: resis-
tance continues to be a problem in the antiangiogenic era. Acknowledging this fact does
not imply pessimism as to the ultimate role of antiangiogenic therapy. Rather, it is to be
reminded that the way forward lies in advancing our knowledge of fundamental cancer
biology. The “final laboratory” of the clinic is the most challenging place to perform good
science. It is also, by its nature, the most rewarding.
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SUMMARY

Discovery of the estrogen receptors (ERs) has been critical for the development of
endocrine therapy in breast cancer. Expression of ER-α, the predominant isoform, in
breast tumors of both pre- and postmenopausal women is a highly predictive marker for
response to antiestrogen treatment. Tamoxifen, an antiestrogen, that competitively
blocks the actions of 17β-estradiol (E2), binds and activates ER-α in breast tumors and
is used for treating all stages of breast cancer. Although tamoxifen is effective in
reducing recurrence from ER-positive early stage breast cancer, approximately 50% of
patients do not benefit from its use, because their breast cancers have intrinsic or de novo
tamoxifen-resistance. Additionally, most patients that do initially benefit from
tamoxifen, will develop acquired resistance to the drug during the treatment regimen.
Despite increasing use of the aromatase inhibitors as breast cancer therapies, tamoxifen
remains the hormonal therapy of choice in premenopausal women, and is the only
hormonal therapy approved for breast cancer prevention. Therefore, a current goal in
breast cancer research is to elucidate the mechanisms of both intrinsic and acquired resis-
tance to tamoxifen and other antiestrogens in order to develop new therapeutic strate-
gies to prevent and/or treat resistant breast cancer.

Key Words: Antiestrogen; resistance, tamoxifen; breast cancer; estrogen receptor;
aromatase inhibitors; growth factors.

1. INTRODUCTION TO ANTIESTROGENS
In 1962, Jensen and colleagues discovered estrogen receptor (ER)-α. Jensen demon-

strated that 17β-estradiol (E2), the circulating female hormone that promoted breast
cancer growth, binds to diverse tissue sites around a woman’s body, but is retained in

22
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estrogen-target tissues, for example, the uterus and vagina. The identification of the ER-α
as the target of E2 action in the breast, and the discovery that antiestrogens blocked the
binding of E2 to the ER-α, provided a therapeutic target and an approach for the treatment
of breast cancer. Nonsteroidal antiestrogens were initially developed as contraceptives
in the 1960s. Walpole and colleagues synthesized tamoxifen (termed ICI 46, 474), a
potent antiestrogen with antifertility properties in rats. However, in humans, tamoxifen
induced ovulation in subfertile women, and consequently, its development as a contra-
ceptive was discontinued. Fortunately, Walpole also patented the application of tamoxifen
as a drug treatment for hormone-dependent cancers.

Although many antiestrogens were discovered and tested during the 1960s and 1970s,
only tamoxifen was considered safe enough for extensive clinical evaluation (2). Clinical
trials were started to evaluate tamoxifen compared to the standard endocrine treatment
at the time, diethylstilbestrol (DES), for the treatment of advanced breast cancer in
postmenopausal women. Tamoxifen was as effective as DES for the treatment of advanced
breast cancer, but with fewer side effects. This advantage in side effect profile of tamoxifen
compared to DES was crucial for its subsequent development as a treatment for all stages
of breast cancer.

Further clinical trials demonstrated that tamoxifen was truly a targeted therapy; it was
highly effective in patients with tumors expressing hormone receptors, but ineffective
when neither ER nor progesterone receptor (PR) were expressed (4). Following its approval
as a treatment for advanced breast cancer, tamoxifen was evaluated as an adjuvant therapy
in early stage breast cancer, and was demonstrated to reduce recurrence rates by 50% (5).
Five years of adjuvant tamoxifen treatment was found to be more effective than less than
5 yr in improving time to tumor recurrence and overall survival (5). In contrast to the
beneficial effects of tamoxifen as a treatment for breast cancer, both laboratory and
clinical results demonstrated that tamoxifen acted as an estrogen agonist on the uterus,
and increased the risk of endometrial cancer by 0.1% (5–7). These results strongly sug-
gested that tamoxifen was not a pure antiestrogen, but had selective functions depending
on the target tissue. Tamoxifen was demonstrated to reduce the incidence of contralateral
breast cancer, in patients with ER-positive breast tumors (5). Based on this observation,
and its acceptable side effect profile (5), tamoxifen was evaluated as a breast cancer
preventive in high-risk women (8), and was approved for this indication in 1998.

2. MECHANISMS OF ACTION
2.1. Selective ER Modulators

The concept of selective estrogen receptor modulators (SERMs) was first recognized
in the 1980s from research that investigated the pharmacological properties of tamoxifen
at distinct tissue locations around a woman’s body (Fig. 1A). For example, tamoxifen has
estrogen-like properties on bone in ovariectomized rats (10), is both a partial estrogen and
an antiestrogen on the uterus (7), and an antiestrogen/antitumor agent in the rat mammary
gland (11). In athymic mice bitransplanted with human breast cancers and endometrial
cancers, tamoxifen inhibits growth of the breast cancers, while simultaneously stimulat-
ing growth of the endometrial cancers (7). This concept of the selective actions by
nonsteroidal antiestrogens first recognized in the laboratory was then applied to clinical
drug development (12). Tamoxifen maintains bone density and lowers circulating cho-
lesterol levels in postmenopausal women (13). More importantly, tamoxifen lowers the



Chapter 22 / Resistance To Antiestrogens 415

recurrence of ER-positive breast cancer and decreases the incidence of contralateral
breast by 50%, whereas it causes a modest increase in the risk of endometrial cancer by
0.1% in postmenopausal women (5,8). The beneficial effects of tamoxifen around a
woman’s body were used to justify the evaluation of tamoxifen as an adjuvant treatment
for ductal carcinoma in situ (14), and as a preventive in high-risk pre- and postmeno-
pausal women (8).

To date, there is no definitive explanation as to why tamoxifen has differential agonist
and antagonist effects at different target tissues. As this chapter outlines, possible expla-
nations include differential expression of ER subtypes, and/or coregulatory proteins, in
different target tissues.

2.1.1. ACTIVATION OF ER
An understanding of the selective nature of antiestrogens in patients first requires an

understanding of the function of ER at the molecular level. Human ER is a member of the
nuclear receptor family of ligand-inducible transcription factors (15). The classical model
of ER activation involves the binding of the ligand E2 to the ligand-binding domain
(LBD) of the nuclear ER in target tissues that induces a conformational change in the
three-dimensional structure of the complex. The E2–ER complex dimerizes and subse-

Fig. 1. Differential agonist/antagonist effects of the selective estrogen receptor modulator (SERM)
tamoxifen on different tissues around a woman’s body.
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quently binds to DNA sequences referred to as estrogen response elements (EREs) (16).
These EREs are cis-acting enhancer elements located within regulatory regions of target
genes. The DNA-bound ER interacts with the preinitiation transcriptional machinery
either directly or indirectly via coregulatory proteins (Fig. 2).

In contrast, the nonclassical or tethered pathway for activation of the ER involves the
indirect interaction of the nuclear E2–ER complex with transcription factors including
Jun/Fos (activating protein [AP]-1) or specificity protein (Sp)1 and subsequent activation
of AP-1 or Sp1-driven genes, respectively (17). Thus, the ER can regulate the transcrip-
tion of a wide variety of genes by both classical and nonclassical pathways. It is also now
apparent that ER-α can exist both in the nucleus and in the cytoplasm, and can have
differential effects on gene transcription, for example at AP-1 sites, depending on its
cellular location (18).

2.1.2. ER-α AND ER-β
The identification of different ER isoforms is a recognized method in pharmacology

for developing tissue-selective drugs. The discovery of two genetically distinct ERs, ER-
α and ER-β (19–21), provides a possible explanation for the tissue selective nature of
antiestrogens. The two receptors have some degree of homology in that both receptors
have a LBD and DNA-binding domain (see Fig. 2) (22). However, there are notable
differences in the two activating functions (AFs). First, ER-β does not have an AF1 region
but retains an AF2 region. These differences in the AF regions alter the activity of the
antiestrogen–ER complex, resulting in increased or decreased estrogenic activity. For
example, tamoxifen is more antiestrogenic when it is complexed with ER-β (23,24).

Fig. 2. Comparison of structures of estrogen receptor (ER)-α and ER-β. Depending on the expres-
sion of coregulators of the ER, gene transcription is activated or inhibited.
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However, to date, little is known about the role of ER-β in antiestrogen action. What is
known from mRNA expression profiles is that ER-β is expressed in a wide variety of
tissues, including the breast and uterus (20,21,25). However, the existence of significant
levels of ER-β protein in all mRNA-expressing tissues has been more difficult to interpret
and requires further investigation. Studies in vitro indicate that both ER-α and ER-β
activate transcription in response to E2 at estrogen-response elements (ERE)-containing
promoters, with ER-α being a more efficient transcriptional activator than ER-β. How-
ever, when both receptors are expressed in cells, a splice variant of ER-β decreases the
activity of ER-α and decreases the overall sensitivity of agonists (26). The mechanism
is not known, and little in vivo data exist showing competition between the two receptors
for the same DNA-sequence and/or heterodimerization of ER-β with ER-α. In cells
where tamoxifen activates ER-α-mediated, ERE-driven transcriptional activity,
coexpression of ER-β completely suppresses this activity (27). Thus, expression levels
of ER-β might regulate the magnitude of the tamoxifen–ER-α complex on ERE-driven
genes, but only if the ratio of receptors was appropriate. In AP-1-containing elements/
ER-α systems, where ER-α binds indirectly to AP-1 promoters by interaction with AP-1,
estrogens activate transcription and antiestrogens display a range of activities from par-
tial to full agonists (23). In contrast, estrogens antagonize and all antiestrogens-tested
activate transcription in cells expressing AP-1–ER-β systems (23). However, demonstra-
tion of the physiological significance of the AP-1–ER interaction in vivo has yet to be
shown. Studies in vitro have demonstrated that tamoxifen appears to inhibit E2-activated
transcription by both ER-α and ER-β (23). However, in some cell and promoter contexts,
the tamoxifen–ER-α complex manifests partial agonist activity. Therefore, it remains to
be explained how the same ER-α–ligand complex can be recognized differently in dif-
ferent cells.

There is accumulating evidence to suggest that both ERs exist, not only in the nucleus,
but in the cytoplasm, under specific conditions, and that their functions in response to
estrogen may differ depending on their location (Fig. 3) (18,28,29). Nongenomic actions
of ER-α have been demonstrated to activate mitogen-activated protein kinase (MAPK),
in response to estrogen, resulting in cell proliferation (18). Additionally, binding of
estrogen to cytoplasmic ER-α has been demonstrated to activate AP-1 sites, whereas AP-
1 activation is inhibited by binding of estrogen to nuclear ER-α (18). It is possible that
location of ER-α in the cell may contribute to differential effects of tamoxifen on differ-
ent target tissues.

2.1.3. COREGULATORS OF ER
Another explanation for the selective activities of antiestrogens in different cell types

is the expression pattern of coregulatory proteins (30). ERs directly or indirectly activate
or repress target genes by binding to hormone response elements in promoter or enhancer
regions (see Fig. 2). Modulation of transcription by ERs requires the recruitment of
coregulators. Coregulators are transcription modifiers that can either activate or repress
the activity of the ER complex (see Fig. 3). A basic mechanism for the switching of target
genes from off to on requires a ligand-dependent exchange of corepressors for
coactivators. The family of steroid receptor coactivators ([SRC]-1, -2, and -3) compli-
ment the activity of the ER (31–37). Ligand-dependent recruitment of coactivators is
dependent on the AF-2 region within the C terminus of the LBD of both ER-α and ER-
β. The precise region of the coactivators that interacts with the AF-2 region of the ER is
an LXXLL domain, where “L” represents a leucine, and “X” represents any amino acid
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(38). The ER–coactivator complex functions to stabilize the preinitiation transcriptional
machinery and promotes chromatin remodeling by recruiting histone acetyltransferases
at the promoter region of the target gene (39). Thereafter, transcription of the target gene
is either activated or repressed, depending on the promoter and cellular context. More
than 30 additional putative coactivators have been identified to date (40). Thus, expres-
sion levels of coactivators might explain the selective actions of antiestrogens in different
cells. The estrogen-like activity of the tamoxifen–ER complex has been shown to be
because of higher levels of SRC-1 in endometrial cancer cells vs MCF-7 breast cancer
cells, where the tamoxifen–ER complex is mostly antiestrogenic (41).

ER-α and ER-β also play critical roles by repressing gene transcription. They function
as ligand-independent repressors on some target genes or ligand-dependent repressors on
others (42). Corepressors are coregulators that repress the activity of both ER-α and ER-β.
The known corepressors are N-CoR, SMRT, and REA (42–48). These coregulators
contain multi-independent repressor domains that interact with histone deacetylases to
mediate deacetylation of histones and promote condensation of chromatin repressing
transcription of the target gene. The ER–corepressor complex prevents the interaction of
the ligandless ER to the transcriptional machinery resulting in transcriptional repression
(see Fig. 3). Transcriptional repression of target genes by antiestrogen–ER complexes
might depend on the structure of the selective antiestrogen, the three-dimensional struc-
ture of the antiestrogen–ER complex, and the availability of corepressors vs coactivators.

Fig. 3. Comparison of nuclear and nongenomic estrogen receptor (ER) pathways. Activation of
nuclear ER pathways can result in classical or nonclassical gene transcription. Activation on
nongenomic ER results in activation of mitogen-activated protein kinase (MAPK) or phosphati-
dylinositol 3 kinase pathways.
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In summary, the mechanism resulting in differential effects of SERMs on different
target tissues is not definitely known. Differential expression of coregulators in different
target tissues probably plays a role in this process.

3. RESISTANCE TO ANTIESTROGENS
3.1. Overview

Tamoxifen is widely used for all stages of breast cancer. Approximately 50% of
patients with hormone receptor-positive breast cancer respond to tamoxifen treatment
(49). Unfortunately, the other 50% of patients do not respond, and many who initially
respond will eventually experience disease relapse. Therefore, a major problem with the
use of tamoxifen therapy is that many breast tumors will either be resistant (intrinsic or
de novo) before endocrine treatment or become resistant (acquired) during therapy.
Considerable research has examined possible mechanisms responsible for the tamoxifen-
resistant phenotype. Examples of this research include loss of the ER-α gene and/or
protein in tumors during short-term and long-term treatment, identification of mutations
within the ER-α gene, changes in the pharmacologic response of resistant breast cancer
cells to tamoxifen, activation of ER-α-mediated gene transcription in the absence of
ligand, modifications in gene transcription by changes in interactions between ER-α and
coregulators, and the development of enhanced surface-to-intracellular signaling
crosstalk between growth factor receptors and ER-α. Current evidence suggests that
tamoxifen resistance (both intrinsic and acquired) is likely multifactorial.

3.1.1. HORMONE RECEPTOR-NEGATIVE BREAST CANCER AND RESISTANCE

Breast cancers initially lacking expression of ER and/or PR have intrinsic resistance
to endocrine therapy. In addition, loss of ER-α expression on recurrence of breast cancer
during tamoxifen therapy has been reported in 25% of tumors (50–52). However, most
of acquired resistance occurring during tamoxifen treatment is not because of changes in
ER-α expression, and most tamoxifen-resistant breast tumors retain ER-α, and, there-
fore, may respond to secondary endocrine treatments. In summary, absence of ER-α does
predict for de novo tamoxifen resistance, but does not appear to be a major mechanism
for acquired resistance.

3.1.2. ER-α AND ER-β MUTATIONS

Several mutant forms of both ER-α and ER-β have been identified and previously
reviewed (53–55). However, the functional significance of these mutants as a mechanism
of antiestrogen resistance is yet to be elucidated. Most of the data demonstrate existence
of splice variants for ER-α and ER-β mRNA, without evidence of translation into func-
tional proteins. In most cases, breast tumors express both mutant and wild-type ER, with
the wild-type being the predominant species. A single point mutation in the LBD of ER-
α has been reported (D351Y) that converts tamoxifen and raloxifene from antiestrogen
to estrogens in in vivo and in vitro models of antiestrogen-stimulated MCF-7 tumor cells
(56,57). However, the D351Y ER-α mutant has yet to be detected in either de novo or
acquired resistant breast tumors from patients. In addition, mutations in the F-region of
the ER have been shown to affect the activities of both E2 and 4-hydroxytamoxifen
(4OHT), the active metabolite of tamoxifen (58). In summary, the clinical relevance of
ER mutants is unclear to date as a mechanism of resistance to antiestrogens. However,
an understanding of ER mutations in response to antiestrogens may lead to the develop-
ment of better antiestrogens or other drugs for breast cancer treatment.
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3.1.3. ROLE OF NONGENOMIC ER
There is increasing evidence to support the existence of ERs outside the nucleus.

Nongenomic actions of estradiol have only been recognized recently (see Fig. 3), and
encompass activation of MAPK, Ras, Raf-1, phosphokinase C and phosphokinase A
(59,60). Santen et al. (28) have suggested that estradiol binds to an ER near or in the cell
membrane, initiating binding of Shc, and resultant association with Grb-2 and Sos.
Ultimately, this series of events results in activation of Ras and MAPK, resulting in cell
proliferation (28). Therefore, it seems possible that two estradiol-regulated pathways
exist, a genomic pathway where binding to nuclear ER results in gene transcription, and
a nongenomic pathway, that results in cell proliferation through MAPK. Santen et al.
have also demonstrated that estrogen deprivation of breast cancer cells in vitro results in
hypersensitivity to estradiol (61). Treatment of these estrogen-deprived cells with estra-
diol resulted in an increase in MAPK phosphorylation in minutes because of activation
of nongenomic ER (28). Hypersensitivity to estradiol may occur in tamoxifen-exposed
breast cancers, and may explain the activity of aromatase inhibitors, which reduce circu-
lating estrogen levels in postmenopausal women, in tamoxifen-refractory breast tumors.
Therefore, increasing evidence suggests that activation of nongenomic ER pathways,
perhaps associated with an increase in growth factor expression, may play a role in
tamoxifen-resistance.

3.1.4. ROLE OF PR
PR has been demonstrated to play an important role in determining sensitivity of breast

cancer cells to tamoxifen. Horwitz demonstrated that patients with metastatic breast
cancers expressing both ER and PR were more likely to respond to tamoxifen, than breast
tumors expressing only ER (4). Additionally, they showed that patients with metastatic
breast tumors that were ER-negative, but PR-positive, were more likely to respond to
tamoxifen compared to patients with ER-positive, PR-negative tumors (4). There are less
data available regarding the predictive value of PR to tamoxifen in the adjuvant setting.
The Oxford Overview analysis (5) does not correlate patient outcome specifically with
PR-status, because many of the trials do not report PR-status at all, or report it indepen-
dent of ER-status. However, over the past 12 mo, there has been renewed interest in PR
as a predictor for outcome from tamoxifen.

The Arimidex®, Tamoxifen, Alone or in Combination trial randomized 9000 post-
menopausal patients with early-stage breast cancer to the aromatase inhibitor, anastrozole,
alone, tamoxifen alone, or to a combination of the two drugs, each given for 5 yr. Overall,
at a follow-up of 4 yr, patients treated with anastrozole were significantly less likely to
have a disease recurrence compared to patients treated with tamoxifen (62). A retrospec-
tive analysis (63) of this trial evaluated the role of PR in predicting outcome from the
individual therapies, in a large subset of patients enrolled in the trial. This analysis
revealed no statistically significant difference in disease-free survival between
anastrozole and tamoxifen, in patients with ER-positive, PR-positive breast cancers (63).
In contrast, patients with ER-positive, PR-negative tumors treated with anastrozole had
a highly statistically significantly improved disease-free survival, with a relative improve-
ment of 50%, compared to patients with the same tumor phenotype treated with tamoxifen
(63). In the small amount of patients with ER-negative, PR-positive breast cancers, there
was no significant difference in outcome between treatment groups (63). Therefore, it
appears the absence of PR is associated with a decrease in sensitivity to tamoxifen, and/or
an increase in sensitivity to aromatase inhibitors.
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PR exists in two isoforms, PRA and PRB, resulting from posttranslationally modifi-
cations. Commercially available PR antibodies, used in immunohistochemistry, detect
either isoform, but are unable to differentiate between them. Using Western blot analysis,
however, the two distinct isoforms can be detected based on size. Fuqua et al. recently
correlated expression of PRA and PRB with 5-yr disease-free survival in patients with
early-stage breast cancer treated with tamoxifen (64). They demonstrated that the major-
ity of breast cancers express both isoforms in varying ratios (64). Tumors with higher
expression of PRB, compared to PRA, were associated with a significantly improved
5-yr disease-free survival compared to tumors with higher expression of PRA, to PRB (64).

To date, it remains unclear as to why the absence of PR, or higher expression of PRA
to PRB, results in likely de novo resistance to tamoxifen. It is possible that the absence
of PR allows a nongenomic ER pathway to be more dominant, which may in turn result
in increased activation of the MAPK, and/or Akt pathways, leading to increased cell
proliferation, and/or inhibition of apoptosis. These hypotheses are being actively researched,
and may lead to new therapeutic possibilities in patients with tumors expressing ER, but
lacking PR.

3.1.5. ROLE OF COREGULATORS IN RESISTANCE

The recruitment of coactivators or corepressors (coregulators) to the ER determines
the switch between ER activation and repression (see Fig. 3). In addition, the coordinated
action of ligand, ER, and coregulators determines that genes are transcribed or repressed
depending on the cellular context, and thus, which cells will or will not proliferate.
Available data suggest that intricate modulation of the ER-to-coregulator ratio in breast
cancer cells could determine whether a breast cancer cell is sensitive or resistant to
antiestrogens. For example, the coactivator SRC-1 activates ER in a ligand-independent
manner while increasing 4OHT’s agonist activity (65). On the other hand, the corepressor
SMRT blocks the agonist activity of 4OHT-induced by SRC-1 (65). The other member
of the p160 coactivator family is amplified in breast cancer (AIB1, SRC-3, RAC3). AIB1
mRNA was found to be amplified in 60% of breast cancers, and its protein product was
found to be overexpressed in about 10% of tumors. Recently, an association was discov-
ered between high AIB1 and HER-2/neu, a member of the epidermal growth factor
receptor (EGFR) family of receptor tyrosine kinases, and tamoxifen-resistant breast
cancers (66). The potential mechanism for this resistance requires activation of the MAPK
signaling cascade by HER-2/neu, which in turn potentially phosphorylates and activates
AIB1 (see Fig. 3). Activated AIB1 in turn can convert 4OHT from an antiestrogen to an
estrogen with regard to ER-α activity. In contrast, low levels of N-CoR mRNA, a core-
pressor, have been associated with tamoxifen resistance (67). In summary, the specific
expression of coregulators in breast cancer cells could well determine, at least in part,
whether a patient is likely to benefit from tamoxifen, or other antiestrogens. Based on
available data, it would seem reasonable to consider measuring levels of coregulators,
particularly AIB1, in breast tumors, before initiating tamoxifen therapy. Additionally,
the identification of abnormally expressed coregulators will probably assist in the design
of future therapies that improve the efficacy of endocrine treatment without the develop-
ment of resistance.

3.1.6. EGFR AND HER-2/NEU AND ANTIESTROGEN RESISTANCE

Several laboratory and clinical studies suggest that overexpression and/or aberrant
activity of the HER-2/neu (ErbB2) signaling pathway is associated with antiestrogen
resistance in breast cancer (68–70). The HER-2/neu receptor is a member of the EGFR
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family of receptor tyrosine kinases, which include HER-3 (ErbB3) and HER-4 (ErbB4)
(71–74). Ligand (i.e., EGF, transforming growth factor-α, heregulin, or HB-EGF) bind-
ing to EGFR, HER-3, or HER-4 results in homodimerization of individual receptors or
heterodimerization with the preferred partner, HER-2/neu. On dimerization, the tyrosine
kinase domains-located within the COOH-terminal regions of receptors are activated by
an autophosphorylation cascade on specific tyrosine residues. The phosphotyrosine resi-
dues recruit SH2 domain-containing intracellular adaptor molecules, including Shc, Grb-
2, and the p85 subunit of phosphatidylinositol 3 kinase (PI3-K), that in turn activate
downstream effectors such as MAPK and Akt that promote cellular proliferation, sur-
vival, transformation, and inhibit apoptosis. HER-2/neu has been suggested to be a proto-
oncogene, which when overexpressed, transforms normal mammary epithelial cells.
HER-2/neu is overexpressed and/or amplified in 25–30% of breast tumors and is asso-
ciated with a more aggressive phenotype and poor prognosis (75). HER-2/neu was first
noted to be associated with tamoxifen resistance, when transfection of HER-2/neu into
MCF7 cells rendered the cells resistant to the inhibitory effects of tamoxifen (76). Sub-
sequently, retrospective analyses of trials in which patients with metastatic breast cancer
yielded conflicting results on whether HER-2/neu predicted for a worse outcome with
tamoxifen (69). In the neoadjuvant setting, clinical response rates to tamoxifen have been
noted to be lower in patients with HER-2/neu-overexpressing breast cancers (70,77).
Based on these data, one possible mechanism for de novo resistance to tamoxifen is
overexpression of HER-2/neu in ER-α-positive breast cancers. However, as outlined
here, a recent study suggests that overexpression of HER-2/neu alone is not sufficient to
produce the tamoxifen resistant phenotype. This retrospective study of patients treated
with adjuvant tamoxifen demonstrated that high levels of HER-2/neu alone was associ-
ated with a similar 5-yr disease-free survival compared to patients with breast cancers
with low levels of HER-2/neu expression (66). However, patients with tumors expressing
high levels of HER-2/neu along with high levels of the coactivator AIB1, had a signifi-
cantly shorter disease-free survival (66).

Expression of HER-2/neu also appears to play a role in acquired resistance to
tamoxifen. Several groups have demonstrated an increase in expression of HER-2/neu in
SERM-resistant tumors compared to wild-type tumors (78,79). We have observed an
increase in both HER-2/neu and EGFR in tamoxifen and raloxifene-resistant breast
cancers compared to tamoxifen-sensitive breast cancers (79). Iressa® (ZD 1839, gefitinib),
an EGFR-specific tyrosine kinase inhibitor has been shown to inhibit growth of breast
cancer cell lines in vitro that are resistant to tamoxifen (80). Osborne et al. have noted an
increase in EGFR in tamoxifen-resistant tumors in vivo, and have demonstrated that
gefitinib, a tyrosine kinase inhibitor that targets EGFR, can inhibit the growth of these
tamoxifen-resistant breast cancers, and can delay the onset of tamoxifen resistance (81).
This finding is being evaluated in clinical trials. Therefore, it appears that increased
expression of EGFR and HER-2/neu may play a role in acquired SERM resistance.

Based on these findings, clinical trials are being developed using agents in combina-
tion that target the ER and the EGFR pathways. Strategies used to target EGFR and HER-
2/neu include the use of humanized monoclonal antibodies to the receptors (82), tyrosine
kinase inhibitors that block reduction of ATP to ADP + Pi, and receptor antisense mol-
ecules (83). Trastuzumab (Herceptin®) is a humanized monoclonal antibody directed
against the ectodomain of the HER-2/neu receptor. It has been shown to restore breast
cancer cell sensitivity to tamoxifen in HER-2/neu-overexpressing cells (76). One small
clinical trial (84) evaluated the use of trastuzumab with the aromatase inhibitor, letrozole,
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in patients with tamoxifen-refractory, HER-2/neu-positive metastatic breast cancer.
Response rates were not notably different from historical trials utilizing the agents sepa-
rately (84). EGFR and/or HER-2/neu inhibitors may prove to be beneficial in preventing
and/or treating tamoxifen-resistant breast cancer.

3.1.7. ROLE OF MAPK
MAPK is a serine/threonine kinase that is activated by phosphorylation cascades

originating from GTP-bound Ras, a downstream effector of EGFR and HER-2/neu (see
Fig. 3). MAPK has been shown to be hyperactivated in MCF-7 breast cancer cells
overexpressing either EGFR or HER-2/neu (76,85,86). This increased activity of MAPK
promotes an enhanced association of ER-α with coactivators and decreased interaction
with corepressors, thereby enhancing hormone-dependent gene transcription and possi-
bly leading to tamoxifen resistant breast cancer (see Fig. 3). The role of the MAPK
signaling pathway in tamoxifen resistance has been demonstrated primarily in vitro using
specific inhibitors, such as U0126 (MAPK kinase, MAPK kinase/extracellular signal-
related kinase 1/2 inhibitor), AG1478 (EGFR and HER-2/neu inhibitors) and PD98059
(MAPK, extracellular signal-related kinase 1/2 inhibitor) (76,85,86) . The exact mecha-
nism by which hyperactivated MAPK converts the antiestrogenic activity of the
tamoxifen–ER-α complex to more estrogenic in resistant breast cancer cells is yet unclear.
However, it has been demonstrated that activation of the Ras/MAPK pathway by EGFR/
HER-2/neu receptor activation could phosphorylate Ser-118 in the AF-1 domain of ER-α,
thus promoting ligand-independent transcription of the ER-α and possibly loss of
tamoxifen-induced inhibition of ER-α-mediated gene transcription (25,87). Conversely,
there is increasing evidence to suggest that nongenomic ER plays a role in MAPK phos-
phorylation. There is evidence in vitro that estrogen can bind to nongenomic ER, and
result in MAPK phosphorylation (28). Based on these preclinical data, several clinical
trials are underway to determine whether treating patients with EGFR inhibitors (for
example, gefitinib) and/or MAPK-specific inhibitors (for example, U0126) can effec-
tively treat and/or prevent antiestrogen resistance in breast tumors.

3.1.8. ROLE OF PI3-K/AKT SIGNALING

PI3-K is a heterodimer complex consisting of a regulatory subunit, p85, and a catalytic
subunit, p110. The regulatory subunit p85 is phosphorylated by either receptor tyrosine
kinases such as EGFR/HER-2/neu or intracellular adapter kinases such as Shc or Src, and
thereafter interacts and activates the catalytic subunit p110 (88). Activated PI3-K subse-
quently activates downstream effector kinases such as Akt (phosphokinase B), a serine/
threonine kinase (see Fig. 3). Akt has been shown to activate, either directly or indirectly,
proteins responsible for survival and inhibition of apoptosis in cancer cells. Several
reports indicate that the PI3-K/Akt pathway interacts with the ER-α pathway resulting
in bidirectional crosstalk. It has been shown that PI3-K/Akt can mediate E2-induced
transcription of cyclin D1 and entry of MCF-7 breast cancer cells into S phase (see Fig. 3)
(89). In addition, the PI3-K/Akt pathway can induce ER-α phosphorylation on Ser-167
to promote ER-α-mediated transcription, thereby, protecting cells against tamoxifen-
induced apoptosis (90). Accumulating data suggest that ER-α-positive breast tumors
with alterations of PI3-K and Akt signaling, whether dependent or independent of EGFR/
HER-2/neu, might be insensitive to antiestrogens and thus lead to resistance. Future
studies are needed to confirm whether blocking PI3-K and/or Akt signaling in ER-α-
positive breast cancer will be beneficial in subverting resistance to antiestrogens.
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4. NEW ANTIESTROGENS

New drug discovery for SERMs is currently driven by the known side effects of
tamoxifen, which include the increase in the incidence of endometrial cancer, and the
development of resistance. Additionally, recent reports of the lack of efficacy of hor-
mone-replacement therapy on coronary heart disease, and its association with increased
breast cancer risk, have led to a search for “the ideal SERM” (91). Several approaches
are being pursued including altering the antiestrogenic side chain or improving the phar-
macokinetics of existing SERMs. Several novel antiestrogenic compounds have been
developed as treatments for ER-α-positive breast cancer, without the agonist effects
associated with tamoxifen. These new compounds have the potential to be at least as
effective as tamoxifen, possibly without the development of acquired resistance during
therapy, and may offer a reduction in incidence of endometrial cancer. These newer
agents can be broadly divided into two groups, newer SERMs, which include tamoxifen-
like, triphenylethylene, agents such as toremifene (Farneston®), idoxifene, and GW 5638
(Fig. 4A), and the fixed-ring compounds (benzothiophenes) such as raloxifene (Evista®),
arzoxifene, EM 652, and CP 336,156 (Fig. 4B); and selective estrogen receptor
downregulators (SERDs) such as ICI 182,780 (fulvestrant, Faslodex®) (Fig. 5), SR 16234,
and ZK 191703. Both of these classes of newer agents act directly on nuclear ER. The new
SERMs, like tamoxifen, bind to ER-α, but result in incomplete receptor dimerization.
SERDs also bind to the ER-α, destabilize the protein structure, and induce ubiquitin-
mediated degradation of the protein, resulting in marked down-regulation of the receptor
(92,93). In phase II trials that enrolled patients with tamoxifen-resistant metastatic breast
cancer, the new SERMs all showed low response rates (0–15%), suggesting crossre-
sistance to tamoxifen (94). Additionally, phase III trials that randomized over 1500
patients with metastatic breast cancer to either toremifene and idoxifene first line, or to
tamoxifen, no significant difference in outcome was observed in patients treated with the
new SERMs compared to tamoxifen (96). Based on these results, toremifene is approved
in the United States as an alternative treatment to tamoxifen in patients with hormone-

Fig. 4. Structures of available selective estrogen receptor modulators.
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responsive metastatic breast cancer. Few clinical trials have evaluating the effectiveness
of the fixed-ring compounds in patients with breast cancer. Buzdar et al (97) demon-
strated minimal activity of raloxifene in patients with tamoxifen-resistant metastatic
breast cancer, and its development as a breast cancer therapy was subsequently aban-
doned. Raloxifene, based on its estrogenic effects on bone mineral density, is approved
for the prevention and treatment of osteoporosis in postmenopausal women in the United
States (97). Currently, raloxifene is being compared to tamoxifen as a breast cancer
preventive in the Study of Tamoxifen and Raloxifene trial (98). Raloxifene, based on
preclinical studies (99), has been demonstrated to be less estrogenic than tamoxifen on
the uterus, and it is hoped that there will be no increase in uterine cancer in patients taking
the drug for osteoporosis or prevention. We have demonstrated that raloxifene stimulates
the growth of tamoxifen-resistant breast and uterine cancers in vivo (100), and therefore,
it is not recommended that raloxifene be used after adjuvant tamoxifen.

Fulvestrant and other SERDs have been shown to have high affinity for the ER com-
pared to tamoxifen, with none of the agonist activities. Unlike the currently available
hormonal agents, fulvestrant has poor oral bioavailability and must be given by intra-
muscular injection. In clinical trials, fulvestrant showed promise for the treatment of advanced
tamoxifen-refractory breast cancer (101). However, in a phase III clinical trial where
patients were randomized to fulvestrant or tamoxifen as first-line therapy of advanced
breast cancer, fulvestrant did not demonstrate superiority to tamoxifen in terms of disease
progression (102). When only patients with hormone receptor-positive breast cancer
were evaluated, progression-free survival was identical in patients randomized to
tamoxifen or to fulvestrant (102) Currently, fulvestrant is approved for the treatment of
antiestrogen-resistant advanced breast cancer in the United States. However, it is not
clear as yet where it fits in the sequencing of hormonal therapies for metastatic breast
cancer. Additionally, it is not clear that its current dosing frequency of 250 mg monthly
is the most effective. Trials are ongoing to address these issues. Finally, oral SERDs are
currently in preclinical development.

5. AROMATASE INHIBITORS

An alternate strategy for treating hormone-responsive breast cancer is to inhibit bind-
ing of E2 to ER by inhibiting the production of E2 by blocking the cytochrome p450
aromatase enzyme, the rate-limiting enzyme that converts androgens (i.e., testosterone
and androstenedione) to estrogens (i.e., E2 and estrone) in the adrenal gland, adipose

Fig. 5. Structure of fulvestrant (ICI 182,780) compared to estradiol.
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tissue, and other tissues in postmenopausal women, as well as in the stroma surrounding,
breast tumors (Fig. 6). The main drugs of this type are aromatase inhibitors that include
type I (steroidal) (Fig. 7A) or type II (nonsteroidal) (Fig. 7B). The steroidal inhibitors are
competitive-substrate mimics of androstenedione. These include formestane and
exemestane, which are irreversible inhibitors that bind with high affinity to the binding
site of aromatase and become converted to a covalently bound intermediate. Nonsteroidal
inhibitors include the first-generation aromatase inhibitor aminoglutethimide and the
third-generation compounds anastrozole and letrozole. The nonsteroidal aromatase in-
hibitors act by binding reversibly to the enzyme and competitively inhibiting binding of
the substrate, androstenedione. The benefits of using aromatase inhibitors over tamoxifen
are believed to be the complete deprivation of E2 and perhaps better efficacy for ER-α-
positive breast cancer (103). Recent clinical data have demonstrated that anastrozole
(104), letrozole (105), and exemestane (106) are more effective than tamoxifen as first-
line treatments for metastatic breast cancer. Based on these clinical results (104,105)
currently both anastrozole and letrozole are approved as first-line treatment for post-
menopausal ER-α-positive advanced breast cancer.

These encouraging results from the metastatic disease setting led to a number of trial
examining aromatase inhibitors as adjuvant therapies for early stage breast cancer. These
adjuvant trials have two different designs, head-to-head comparisons of the aromatase
inhibitors and tamoxifen; aromatase inhibitors after some duration of tamoxifen. The first
head-to-head trial to report efficacy data to date is the Arimidex, Tamoxifen, Alone or in
Combination trial. This trial randomized over 9000 postmenopausal patients with early
stage breast cancer to anastrozole, tamoxifen, or the combination for 5 yr. As outlined in
Subheading 3.1.4., after 4 yr of follow-up (62), the absolute difference in recurrence rate
in favor of patients treated with anastrozole, compared to tamoxifen, is 2.7% in patients
with known hormone receptor-positive tumors. Although anastrozole was approved as

Fig. 6. Comparison of mechanisms of action and sites of activity of aromatase inhibitors to those
of tamoxifen.
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an adjuvant therapy for hormone receptor-positive breast cancer in postmenopausal
patients, no survival data are available as yet from this trial. Data from several other head-
to-head trials are awaited.

Continuing tamoxifen for more than 5 yr has not been demonstrated to improve out-
come in patients with node-negative early-stage breast cancer (107). The MA-17 trial
evaluated the use of letrozole after 5 yr of tamoxifen. At a follow-up of 30 mo, patients
treated with letrozole had a significantly improved disease-free survival compared to
patients treated with placebo (108). Additionally, patients treated with letrozole had a
significantly improved survival compared to those treated with placebo (108). Letrozole
was recently approved for extended adjuvant therapy after 5 yr of tamoxifen. The Inter-
group Exemestane trial evaluated the use of exemestane after 2 to 3 yr of adjuvant
tamoxifen. Disease-free survival was significantly better in patients who switched to
exemestane after 2 to 3 yr of tamoxifen, compared to patients who remained on tamoxifen
for the remainder of the 5 yr (109). The results of several other trials, evaluating the
optimal way of sequencing aromatase inhibitors after tamoxifen, are awaited.

Preliminary data from these trials suggest that aromatase inhibitors may be as effective
as tamoxifen for treating all stages of breast cancer. Additionally, the adjuvant trials have
demonstrated that the aromatase inhibitors are superior to tamoxifen in reducing the
incidence of contralateral breast cancers (62,109,110), and are, therefore, being exam-
ined as breast cancer preventives. To date, the safety profile of these agents seems at least
as good as tamoxifen. Decreases in bone mineral density, with resulting increases in
fractures have been demonstrated (62), secondary to the lack of estrogenic effects of the
aromatase inhibitors on bones. Additionally, long-term safety with these agents is unknown.

5.1. Mechanisms of Resistance to Aromatase Inhibitors
As outlined, patients who experience disease relapse after tamoxifen can benefit from

aromatase inhibitors (111,112). First-line trials comparing the aromatase inhibitors to
tamoxifen in patients with advanced breast cancer have demonstrated that the aromatase

Fig. 7. Structures of steroidal and nonsteroidal aromatase inhibitors.
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inhibitors are more effective to tamoxifen, suggesting that estrogen deprivation may be
more effective than tamoxifen in delaying resistance. However, patients with advanced
breast cancer treated with aromatase inhibitors will eventually experience disease
relapse, indicating the development of resistance. To date, it is unclear whether similar
mechanisms identified for tamoxifen resistance are also involved in resistance to
aromatase inhibitors. Patients treated with aromatase inhibitors clearly benefit from
second-line endocrine therapy, suggesting that ER-α continues to be expressed and
functional. Although the exact mechanisms contributing to aromatase inhibitor resis-
tance have yet to be elucidated fully, in vitro studies have identified mutations within the
aromatase gene that confer resistance (113). However, these mutations have not yet been
identified in human breast carcinomas (114). Other studies have demonstrated that estro-
gen deprivation supersensitizes breast cancer cells to low levels of estrogen, thus creating
a hypersensitive environment to overcome estrogen deprivation resulting in resistance
(115–118). In addition, results suggest that there is increased crosstalk between growth
factor receptor signaling pathways and ER-α. ER-α has been shown to become activated
and supersensitized by several different intracellular kinases, including MAPKs, insulin-
like growth factors, and the PI3-K/Akt pathway (90,119–121). Therefore, the data sug-
gest that the ER-α continues to be an integral part of the breast cancer cell-signaling
pathway, even after resistance to aromatase inhibitors has developed.

6. FUTURE RESEARCH AND THERAPEUTICS

It is clear that the central regulator of growth for ER-α-positive breast tumors is ER-α.
ER signaling does not appear to be independent of other cellular signaling pathways.
Research studies have demonstrated that there is bidirectional crosstalk between EGFR/
HER-2/neu, MAPK, PI3-K/Akt, and ER-α that ultimately affects the cellular response
of a cell to estrogens and mitogens. ER-α integrates numerous signals from hormones,
growth factors, and intracellular kinases along with the array of coregulators to modulate
cellular physiology and tumor pathology. The first generation antiestrogen/SERM,
tamoxifen, has been effective at increasing overall survival of patients with ER-α-posi-
tive breast cancer. However, the eventual development of resistance to tamoxifen is
common because of the multiple signaling networks affecting the function of the ER-α.
As a result of this limitation, intense research over the last 25 yr has revealed the need for
alternate treatment strategies to tamoxifen such as newer and better SERMs with less
agonist activity in the uterus while being full antagonists in the breast.

In addition to SERMs, other therapeutic approaches have emerged, such as the use of
aromatase inhibitors to prevent the synthesis of E2, and thus, deprive breast cancer cells
and other cells of E2. Estrogen deprivation, however, may result in resistance, bone loss, and
possibly decreases in cognitive brain function. The long-term effects of estrogen depriva-
tion have not been realized, but with longer follow-up in the adjuvant aromatase inhibitor
clinical trials, the consequences of using aromatase inhibitors will hopefully be clearer.

Therapeutic opportunities also exist from research studies investigating the role of
growth factor receptors, EGFR and HER-2/neu, and their intracellular signaling com-
municators, MAPK and PI3-K/Akt, in the development of tamoxifen resistance. Trastuzumab,
the HER-2/neu-specific antibody, has been shown to be highly effective at treating breast
tumors-overexpressing HER-2/neu. Moreover, research data indicate a role for HER-2/neu
in antiestrogen resistance demonstrating a rationale for using trastuzumab to treat or
prevent antiestrogen-resistant breast cancer. Gefitinib and other receptor tyrosine kinase
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inhibitors may also prove to be beneficial in preventing resistance when given in com-
bination with tamoxifen or other SERMs or SERDs, such as fulvestrant.

In addition to EGFR and HER-2/neu as important modulators of tamoxifen action,
dissecting the specific interrelationship between ER-α and its coregulators may open the
door for novel therapeutics. An understanding of how ER-α-mediated gene transcription
is dysregulated in breast cancer and how this changes in resistance during endocrine
therapy will hopefully lead to improved strategies for the use of current and future
antiestrogen therapies.
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SUMMARY

Glucocorticoids are lipophilic compounds derived from cholesterol and are used in
the treatment of some hematological malignancies such as multiple myeloma. Alterna-
tive splicing gives rise to numerous glucocorticoid receptor isoforms. The molecular
basis of glucocorticoid resistance is poorly understood. Resistance can involve alter-
ations in the glucocorticoid receptors or receptor-associated proteins, such as chaper-
ones, that affect cellular response. Alternatively, glucocorticiods may be effluxed from
cells, or there may be enhanced expression of proteins involved in cell survival, defec-
tive apoptosis machinery, or altered expression of adhesion molecules that can result
in drug resistance.

Key Words: Glucocorticoids; resistance; receptor protein; apoptosis; myeloma;
isoforms; posttranslation modification.

1. INTRODUCTION: GLUCOCORTICOIDS

Glucocorticoids (GCs) are lipophilic compounds derived from cholesterol that have
a wide range of biological activities. In addition to their physiological roles, GCs are
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among the most widely prescribed class of drugs in the world for inflammation, arthritis,
and cancer (1). GCs induce apoptosis and play an important role in the treatment of a
number of hematological malignances such as multiple myeloma (MM) (2). MM is a
relatively rare clonal B-cell malignancy characterized by the accumulation of terminally
differentiated, antibody-producing plasma cells in the bone marrow (BM) (3). Although
GCs are highly effective in MM treatment, some patients do not respond, and those that
do respond eventually develop resistance to this therapy (4,5).

2. GR MECHANISMS OF ACTION
Most of the glucocorticoid hormone effects are mediated by the glucocorticoid recep-

tor (GR). GR is a member of the nuclear hormone receptor super family of ligand-
activated transcription factors, participates in numerous signaling pathways leading to
altered gene expression in target cells and tissues, is ubiquitously expressed, and is
essential for life (6). In the absence of GC hormones, GR is retained in the cytoplasm in
association with chaperone and heat shock proteins (7–9). This association keeps the
receptor in a conformation that can bind steroid but is transcriptionally inactive (10).

The most accepted mechanism for GCs entry to a cell is through passive diffusion,
facilitated by their relative small size and lipophilic nature (11), although some trans-
porter proteins of the MDR family are recognized to transport GC (12). After diffusion

Fig. 1. Mechanism of action of glucocorticoids. The glucocorticoids (GCs) enter into the cell by
passive diffusion through the cytoplasmic membrane and bind to the glucocorticoid receptor (GR)
that is located in the cytoplasm associated with heat shock proteins. Upon ligand binding, the heat
shock protein/GR complex dissociates, and the receptor is phosphorylated and translocated into
the nucleus, where it exerts its action by interacting with other transcription factors, cofactors, and
DNA. Finally, after dissociating from DNA, GR is exported into the cytoplasm, becoming again
fully competent for ligand binding and signal transduction.
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through the cell membrane, the steroid molecules bind to GR. Upon ligand binding, the
heat shock protein/GR complex dissociates, and the receptor is phosphorylated and trans-
located into the nucleus where it exerts its action by interacting with other transcription
factors, cofactors, and DNA (Fig. 1).

The interaction of GR with other transcription factors results in a mutual inhibition of
their activities. Most of the actual evidences indicate that two transcription factors appear
to be the most likely targets of GC-induced repression, nuclear factor (NF-κB, p50/p65)
(13–17) and activating protein (AP-1) (18–20).

In addition to a direct interaction with other regulatory proteins, GR is able to induce
or repress the expression of specific target genes by binding to GC response elements
(GREs) located in the promoter regions of GC-responsive genes (1). A consensus GRE
consists of a palindromic 15-mer: 5′-GGTACAnnnTGTTCT-3′(21), although it is now
becoming clear that a variety of combinations of half-sites and related sequences are often
present in promoter sites. GR can repress gene transcription by binding to DNA sequences
called negative GREs in the promoters of specific genes (22), or to DNA elements that
consist of a nonoverlapping GRE and a binding site for a different transcription factor
(composite GREs) (23).

Finally, after dissociating from DNA, GR is exported into the cytoplasm, becoming
again fully competent for ligand binding and signal transduction (24). The mechanism by
which GR is exported to the cytoplasm is not completely known. However, the calcium-
calreticulin-mediated, a nuclear export signal-independent nuclear export system, was
reported to be involved in the nuclear export and cytoplasmic retention of GR (25,26).
In addition, removal of the ligand-binding domain (LBD) from GR resulted in constitu-
tive localization in the nucleus (27). Also, endogenous 14-3-3σ helps localize ligand-free
GR-α in the cytoplasm and contributes to nuclear export of GR-α after withdrawal of
ligand (28). Regulation of nuclear translocation has previously been implicated in the
regulation of transcription factor activity (29).

GR also takes part in a crosstalk with other signal transduction pathways (30). Although
it is clear that steroid receptors exert their primary influence by altering gene transcription,
receptor effects on RNA stability and protein turnover have also been observed (31,32).

3. THE GR GENE

There is only one known GR gene, but several GR isoforms arose as a result of
alternative splicing events (33). The human GR gene is located on chromosome 5q31 (34)
and consists of nine exons. In addition, the GR gene contains at least three promoters
whose utilization gives rise to at least five separate transcripts containing different
untranslated first exons (Fig. 2) (35). Initial studies of the human GR gene characterized
a promoter region located 3 kb upstream from exon 2 that is associated with an untranslated
exon (exon 1C) (36,37), and demonstrated several binding sites for the ubiquitous tran-
scription factors specificity protein (SP-1) and activating protein (AP-2) (35,38), AP-1
(39), and the transcription factor Ying Yang 1 (YY-1) (40). Promoter C lacks both TATA
and CCAAT boxes and contains a CpG island characteristic of housekeeping genes.
Furthermore, this promoter also contains a GR enhancing factor-binding element sequence
(41). There is also a tumor necrosis factor (TNF)-responsive NF-κB DNA-binding site
in this promoter (42).

The second promoter discovered on the GR gene is the promoter B that resides over
1000 nucleotides upstream of the exon 1C start site and is preceding the exon 1B. Like
promoter C, promoter B lacks consensus TATA or CAAT boxes, but contains regions
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that are GC rich, and binding sites for YY-1 (40) and SP-1 (43). The GR promoter B can
drive transcription in the absence of promoter C (40).

Finally, the promoter A is located approximately 31 kb upstream of the coding sequence,
and contains a TATA box-like sequence, a sequence resembling a CAAT box, and a
NF-κB-binding site. There is an intraexonic site in exon 1A that is an apparent half-GRE
that can bind the GR-β isoform. In addition, promoter A contains a putative interferon
regulatory factor-binding element and a sequence resembling a GRE (35). The exon 1A
region utilizes three separate splice donor sites generating three alternative exons A
(1A1, 1A2, and 1A3).

The five alternative exons 1 (1A1, 1A2, 1A3, 1B, and 1C) and the first part of exon 2
contain the 5′ untranslated region (UTR), exons 2-9α or 2-9β the coding sequences, and
the final part of the two alternative exons 9 the 3′UTR (44) (Fig. 2). None of the alternative
exons 1 is predicted to alter the amino acid sequence because there is an in-frame stop
codon preceding the translation initiation site in exon 2 that is common to all mRNA
variants. It has been suggested that promoter usage may regulate the differential GR
expression in response to GCs (45), the expression of specific membrane or intracellular
receptor isoforms (46), or even direct GR mRNA translation (47).

Thus, GR expression, although considered ubiquitous, is regulated by a variety of
transcription factors binding to their response elements within the promoter. This regula-
tion clearly provides the potential to translate into both cell type- and tissue-specific
expression of this gene (40). Transcriptional regulation from the three known GR pro-
moter regions is complex and influenced by developmental and hormonal factors (35,48).

4. GR ISOFORMS

Alternative splicing gives rise to numerous GR isoforms. These isoforms are named
GR-α, GR-β, GR-P, GR-γ, GR-A, and GR-B (Fig. 3).

4.1. Glucocorticoid Receptor-α
The effects of GC are mediated through the GR-α isoform, which resides in the

cytoplasm in absence of hormone and is composed of a single polypeptide chain of 777
amino acids (34). GR-α is translated from two transcripts of 7 and 5.5 kb generated from
alternative polyadenylation sites in the 3′UTR of exon 9α. Reductions in the number of
GR-α molecules per cell have been shown to reduce glucocorticoid sensitivity (49–53).

Fig. 2. Glucocorticoid receptor gene structure. The glucocorticoid gene comprises fourteen dif-
ferent exons: five alternative exons 1 (1A1, 1A2, 1A3, 1B, and 1C) that correspond to different
5′ untranslated regions, seven coding exons (exons 2–8), and two alternative exons 9 that codify
for the C-terminal part of the protein and also contain the 3′ untranslated region. The numbers
denote the size in base pairs of each exon and intron.
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4.2. Glucocorticoid Receptor-β
GR-β is translated from a transcript of 4.3 kb generated by alternative splicing of exon

9. GR-β is a single polypeptide chain of 90 kDa composed of 742 amino acids. Although
identical through amino acid 727, the 15 C-terminal amino acids in GR-β are unique, and
replace the C-terminal 50 amino acids in GR-α. GR-β fails to bind hormone or activate
gene transcription, has an increased half-life compared to GR-α (42,54), and is located
in the nucleus in the absence of ligand (55). GR-β is capable of binding to heat shock
protein (hsp90), although with less stability as compared with GR-α (56). In addition, it
binds a GRE with greater capacity than GR-α in the absence of GC and this binding is
not affected by GC (56). The observation of highly variable cell and tissue expression
profiles suggests an important role for GR-β in human GC physiology.

4.3. Glucocorticoid Receptor-P
Another isoform, GR-P, first described in tumor cells from a GC-resistant myeloma

patient (57,58), is 676 amino acids and is encoded by exons 2–7 and part of intron 7 (intron
G) as a unique C-terminal tail. This truncated isoform lacks a large part of the LBD,

Fig. 3. Structure and transcriptional isoforms of the human glucocorticoid (GR) gene. (A) Sche-
matic representation of the different exons composing the human GR gene. 1A1, 1A2, 1A3, 1B,
and 1C represent the different alternative untranslated first exons. (B) Different isoforms gener-
ated by alternative splicing of the human GR gene. Each isoform can be expressed from one of the
five alternative untranslated first exons. Exons 2–4 are common to all isoforms. When the exon
9α is present on the transcript, independently of the presence or absence of exon 9β, the GR-α
isoform is generated. GR-β is produced when exon 9β is joined to exon 8. When the splicing event
that joins exon 7 with exon 8 fails, another GR isoform is produced, the GR-P isoform, that ends
at intron G. GR-α, GR-β, and GR-P represent the three major 3′ ends of the GR. Another GR
isoform, GR-γ, is created when in the splicing junction between exons 3 and 4, three additional
bases are kept; its 3′ end can be exons 9α, 9β, or intron G. The elimination of exons 5, 6, and 7
by alternative splicing give rise to the GR-A isoform, and its C-terminal region can be coded by
exons 9α or 9β.
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including the domains for silencing of the receptor in the absence of hormone and the
transactivation domain, τ2. The GR-P isoform seems to be present in several hematologi-
cal tumor cells as well as in normal lymphocytes.

4.4. Glucocorticoid Receptor-γ
GR-γ is the result of the retention of three base pairs between exon 3 and 4 because of

the use of an alternative splice donor site. Consequently, an mRNA coding for an addi-
tional amino acid (arginine) located at amino acid 452 of the DNA-binding domain is
produced. GR-γ is a ligand-dependent transcription factor with reduced transactivating
activity (59). GR-γ seems rather ubiquitously expressed, although its function is pres-
ently unknown.

4.5. Glucocorticoid Receptor-A
Moalli et al. described the GR-A isoform, which presents an internal deletion in the

first portion of the LBD including a region important in the phenomenon of hormone
down-regulation, nuclear localization, and transactivation of target genes (57). In GR-A
mRNA, exons 5, 6, and 7 are precisely excised because of an alternate splicing event. The
mRNA and protein encoded by this mutant are 555 base pairs and 185 amino acids,
respectively, smaller than the wild type.

4.6. Glucocorticoid Receptor-B
In addition to the transcriptional isoforms described above, various isoforms are also

produced by alternative translation initiation (60). The major protein product, termed
GR-A, has an apparent molecular mass of 94 kDa, and represents translation from the first
initiator AUG codon. However, this start codon lies within a weak Kozak translation
initiation consensus sequence, which appears to result in leaky ribosomal scanning (61)
and translation initiation from a downstream AUG codon. The next downstream start
codon (Met-27) results in the production of a 91-kDa protein, termed GR-B. The shorter
GR-B species is nearly twice as efficient in GRE-mediated transactivation as the longer
GR-A isoform, but has a similar efficacy in repression of NF-κB transactivation.

Interestingly, although GR is primarily expressed as a nuclear receptor, a cell mem-
brane-associated receptor has been described recently (62). However, little is known
about its function or its mechanism of action.

5. THE GR PROTEIN

The structural organization of GR is well known (63,64). GR contains three functional
domains: the N-terminal part or modulating domain, also known as the immunogenic
domain that is involved in modulation of gene transcription (65); the DNA-binding
domain (DBD), consisting of two zinc fingers followed by an amphipathic α-helix (66)
and is involved in DNA binding, homo- and heterodimerization (67) and gene transcrip-
tion enhancement (68); and the LBD at the carboxyl terminus that controls the activity
of the receptor as a whole through its interaction with heat shock proteins (69) and
chaperones (inactive receptor) or with GCs and coactivators (active receptor) (Fig. 4). In
addition to ligand binding, the LBD contains a receptor dimerization function (70,71), as
well as domains for silencing of the receptor in the absence of the hormone (72,73). This
suggests that the actual function of the LBD is inactivating the receptor, which can be
disinhibited by ligand binding.
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Two domains in GR have been found to be involved in nuclear localization (NL). The
first, NL1, is located in the C-terminal part of the DBD and extends into the hinge between
DBD and LBD (amino acids 478–500) (74). The function of NL1 is inhibited by the LBD,
and ligand binding can abolish this inhibition (75). Two regions (amino acids 600–626
and 696–777) appear to be involved in the LBD-dependent inhibition. The first region
shows little inhibitory effect on NL1 function, but the presence of the second region fully
inhibits nuclear localization of the unliganded GR (76). The second nuclear localization
signal, NL2, is located in the LBD (77), but its exact localization is unknown. NL1
catalyzes rapid transport of GR through the nuclear pore, employing the importing-
mediated pathway, whereas NL2 contributes to a slower traffic via as yet unknown
hormone-dependent mechanisms (78).

Two domains in GR have been found to be crucial for optimal transactivation of target
genes (79). The first, τ1, is located in the N terminus of the receptor, between amino acids
77 and 262. Its function is hormone independent, in contrast to the transactivation prop-
erties of τ2, which is located in the LBD, between amino acids 526 and 556. Hormone
binding is required for the activity of τ2 (80).

6. POSTTRANSLATION MODIFICATIONS OF GR PROTEIN

Different posttranslational modifications such as phosphorylation, acetylation,
ubiquitination, and sumoylation are important in GR function and GC-induced receptor
down-regulation and hence resistance to GCs.

6.1. Phosphorylation
GR is phosphorylated in the absence of hormone and become hyperphosphorylated

after hormone-induced activation (81–83). There are five putative phosphorylation sites
in the human GR; these are all serines located in one of the transactivation regions in the
N-terminal part of the receptor (at positions 113, 141, 203, 211, and 226). Mutation of all
these sites in the human GR does not affect the transactivation properties of the receptor
(84). There also appears to be a strong cell-cycle dependency of GR phosphorylation
(85), as well as a potential role of phosphorylation in nuclear-cytoplasmic transport (86).

Fig. 4. Glucocorticoid receptor protein structure. The glucocorticoid receptor contains three func-
tional domains: the N-terminal part or modulating domain, involved in modulation of gene tran-
scription; the DNA-binding domain (DBD) that is involved in DNA binding, dimerization and
gene transcription enhancement; and the ligand-binding domain (LBD) that interact with gluco-
corticoids, heat shock proteins, and coactivators. NL1 and NL2, nuclear localization signals; τ1
and τ2, transactivation domains; P, phosphorylation sites; SUMO, sumoylation sites; U, ubiquitin-
ation site. The numbers represent the amino acid positions where the domains are located.
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Basal phosphorylation is almost three times higher in G2/M than in S phase of the cell
cycle. GC treatment fails to hyperphosphorylate GR in the G2/M phase, but doubles the
phosphorylated status in S phase. As well, protein kinase A is able to interact with GR
and enhance its transactivation activity (87). GR phosphorylation has been implicated
with mechanism of GC resistance (85,88,89).

6.2. Ubiquitination
The ubiquitin pathway implies the covalent binding of ubiquitin molecules, a polypep-

tide of 76 amino acids, to certain lysine residues in target genes. Polyubiquitination of a
protein acts as a signal for protein recognition and degradation by the proteasome. GR
is a substrate for the ubiquitin–proteasome degradative pathway, playing a role in GR
downregulation induced by hormone, and Lys-426 of GR is implicated in this mechanism
(90). Interestingly, the τ1 domain present in the N terminus of GR was described as an
acidic region (84), and such domains specifically signal ubiquitin-mediated proteolysis
of activated transcription factors (91). Thus, it is possible that GR is targeted for degra-
dation once transcriptionally activated, which provides an efficient way to limit in time
and intensity the glucocorticoid action.

6.3. Sumoylation
Another related posttranslational modification of GR is sumoylation, or the covalent

addition of small ubiquitin-related modifier 1 (SUMO1)   peptide (92). Sumoylation does
not signal proteolysis, but appears to play multiple roles in subcellular protein transloca-
tion, nuclear body formation, protein stabilization, and modulation of the transcriptional
activity of several transcription factors (93,94). GR can be sumoylated on Lys-277 and
-293. As a result, both GR protein degradation and GR transcriptional activation are
enhanced (92,95).

Thus, the complexity of GC biology lies more in the variety of receptors themselves
rather than in the ligands to which they bind. Assuming that there are four or perhaps more
GR isoforms in a cell, combined with up to eight phosphorylation sites, at least one
ubiquilation site, and perhaps several sumoylation sites, the capacity to generate dozens
of unique GRs in a single cell presents an enormous potential for signaling diversity.

7. GR DOWN/UPREGULATION BY HORMONES

The level of expression of GR is an important determinant of the type and magnitude
of the cellular response to the hormone (96). Consequentially, processes that regulate the
expression of the human GR gene are important and must be tightly regulated. It is known
that GR must be present at sufficient levels in the cell to modulate the transcription of
target genes (96,97), and that different thresholds of effective GR levels may exist for
GC-suppressed genes (98).

In most cells tested to date, GR is downregulated in response to hormone treatment,
and the cells remain viable (48,99,100). This reduction in cellular receptor levels leads
to insensitivity to subsequent hormone administrations. In sharp contrast, in immature
thymocytes, and T-lymphoblasts, GR mRNA, and protein are upregulated by hormone
treatment, which is followed by apoptosis (101–103).

The mechanism of downregulation is poorly understood. However, it has been shown
that downregulation takes place at both mRNA and protein levels, and that multiple
mechanisms play a role (82,99,104–107). At the level of RNA, both transcriptional
repression (99) and mRNA destabilization (108,109) seems to contribute to homologous
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downregulation and sequences in the LBD (amino acids 550–697) of GR appear to be
essential for the initiation of this response. However, GC-mediated downregulation of
receptor mRNA does not require ongoing mRNA or protein synthesis, suggesting that a
GC-inducible protein is not involved in receptor autoregulation (104,110). In addition,
two sequences have been found in the human GR promoter (between –2838 and –1476) that
are homologous to the negative GREs found in the promoter of the pro-opiomelanocortin
gene that are required for hormone-dependent repression of the transcription of this gene
(111). However, whether this region is involved in GR downregulation is not known.
Another mechanism that may be implicated in GR downregulation by GCs could be the
use of different promoters. In this sense, exon 1A containing transcripts are more regu-
lated by GCs than exon 1B- and exon 1C-containing transcripts (35,112).

Hormone treatment has also been shown to decrease the stability of the GR protein
(105,106), and the proteasome complex seems to be involved in this downregulation (90).

8. APOPTOSIS

The distinguishing characteristic of GC-induced apoptosis is the initiation at the tran-
scriptional level and the involvement of the proteasome (113–118) and calcium (119,120).
The process of GC-induced apoptosis can be arbitrarily subdivided into three stages: an
initiation stage that involves GR activation and GR-mediated gene regulation; a decision
stage that involves the counterbalancing influence of prosurvival and proapoptotic fac-
tors; and the execution stage, which involves caspase and endonuclease activation (2,121).

8.1. Initiation Stage
The initiation stage is the sequence of events leading up to and including direct regu-

lation of gene transcription by GR. Both positive and negative effects on transcription
have been demonstrated in response to steroid treatment (122). Once in the nucleus,
transcription is activated (123) or repressed (22,124,125) through a complicated mecha-
nism that is not fully understood. The transcriptional activity of GR depends on
coactivators that facilitate recruitment of the basal transcription machinery or remodel
chromatin (71,126–128). GR interacts with many coactivators and corepressors, and
almost all of these coactivators interact with the τ2 transactivation domain when the
hormone is present. The most known GR cofactors are AP-1 (19,20) and NF-κB
(16,17,129). Other known cofactors that interact with GR are the transcription factor IID
complex (130), signal transduction and transcription activators STAT5 (131), STAT3
(131,132), and the coactivators with histone acetyl transferase activity, cAMP response
element-binding protein (CREB)/p300 (133,134), and steroid receptor coactivator 1
(135). Other proteins that can associate with GR-α and act as coactivators are proteins
from the vitamin D3 receptor-interacting protein complex of proteins (136), and brahma-
related gene 1, the function of which is to remove histone H1 from the chromatin, allow-
ing general transcription factors such as NF-1 and TATA box-binding protein to access
their binding sites (127).

The target genes whose activation or repression initiates the apoptosis process remain
uncertain, but there is a theory proposing that apoptosis is initiated via positive regulation
of genes that induce cell death or/and negative modulation of cytokines or so-called
survival genes. However, although as yet no GR-inducible proapoptotic genes have been
identified, many proteins are modulated by GC at the transcriptional and posttranscrip-
tional level when cells undergo GC-induced apoptosis. Thereby, it has been demon-
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strated that GCs trigger early transient induction of genes involved in cell defense and
repair, followed by induction of genes known to mediate apoptosis (137).

8.2. Decision Stage
Crosstalk between other signaling pathways and the GR signaling pathway modulates

GC-induced apoptosis and is as a major determinant of the decision to live or die when
a cell is exposed to GC. There are two ways by which signaling crosstalk might regulate
apoptosis; one is that the activation of prosurvival signaling pathways may repress GC-
induced apoptosis (138–141). Alternatively, GCs may repress prosurvival signaling path-
ways (142–147). In each case, GC-induced lymphocytolysis requires ongoing protein
synthesis (15,148,149). The GR pathway can interact with the Raf/Ras/mitogen-acti-
vated protein kinase (MAPK) (145,150), the cAMP/protein kinase A (87), MAPK and
phosphatidylinositol 3-kinase (140,142,151), and the c-jun N-terminal kinase (JNK)
(141,152) pathways.

GC-induced apoptosis is regulated both positively and negatively by members of the
Bcl-2 protein family (153). Bcl-2 over expression inhibits events associated with GC-
induced apoptosis, including caspase activation and mitochondrial dysfunction (154,155).
There is some evidence that suggests that Bcl-2 might work upstream of caspase activa-
tion to inhibit commitment to cell death and not at the level of caspase inhibition (156).
Furthermore, Bcl-2 may also function by regulating proteasome-mediated degradation
of prosurvival transcription factors (14,114).

Proapoptotic members of the Bcl-2 family, such as Bim, Bak, Bax, or Bad, may trigger
the caspase cascade or regulate degradation of cell cycle factors and transcription factors
by the proteasome (121,157,159).

8.3. Execution Stage
Most of the morphological changes of apoptosis are caused by caspases, a family of

cysteine proteases that cleave substrates at aspartate residues (160). The data available
today suggest that there may be more than one pathway to GC-induced apoptosis (45,161).
The prevailing pathway to GC-induced apoptosis appears to be caspase 9-dependent and
caspase 3-independent. This pathway involves activation of caspase 9 (the initiator
caspase), followed by the sequential activation of caspases 1 and 6 (the effector caspases)
(162). An alternative pathway that is caspase 9 independent and caspase 3 dependent may
also exist, but is less well-defined (121). In addition, the fact that caspase inhibitors only
delay GC-mediated cell death and do not affect long-term survival suggests that caspases
are neither the sole nor the direct targets of GC action (45).

The role of mitochondria in GC-induced apoptosis is uncertain, but it seems that
mitochondrial dysfunction does not appear to be a central step in the initiation of the cell
death pathway in GC-induced apoptosis. Although GC treatment induces loss of mito-
chondrial membrane potential (163), it appears to occur downstream of caspase activa-
tion and may be induced by caspase activity (164). In GC-treated MM cells, second
mitochondrial-derived activator of caspases (SMAC) is released into the cytosol, where
it activates caspase 9 without the simultaneous release of cytochrome c and oligomeriza-
tion of apoptotic protease activating factor 1 (APAF-1) (165,166).

9. RESISTANCE
The molecular basis of GC resistance is still poorly understood. The mechanism of GC

resistance may affect all aspects of GC action, thus involving defects at the GC, GR, and
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GR-associated proteins level, or may interfere with individual GC responses such as
induction of apoptosis, cell cycle arrest, and so on. In the latter case, the defect could be
localized at the level of transcription factors, GR-target genes, or imbalance with other
signaling pathways (Fig. 5).

9.1. MDR Proteins
The first requirement of GC action is the entry of GCs into the cell and the maintenance

of drug levels inside the cell the time needed for the drug to induce apoptosis. Because
the most accepted mechanism by which GCs enter the cell is through passive diffusion
facilitated by their relative small size and lipophilic nature (11), one possible factor

Fig. 5. Potential mechanisms involved in glucocorticoid resistance. (1) One possible factor
involved in the modulation of glucocorticoid (GC) response is the export of GC out of the cell by
the overexpression of multidrug resistance (MDR) proteins. (2) In the absence of glucocorticoid
hormones, the glucocorticoid receptor (GR) is retained in the cytoplasm in association with chap-
erone proteins that keeps the receptor in a conformation that can bind steroid but is transcription-
ally inactive. Other mechanism of GC resistance could be the altered expression of the GR chaperon
proteins. (3) A lower number of GR-α receptors per cell are associated with a decrease in GC
sensitivity. In addition, mutations in the GR gene, albeit rare, have been detected in several GC
resistance malignances. The expression of some of the GR isoforms could have a role in the
development of GC resistance. (4) Molecular mechanisms such us enhanced expression of acti-
vating protein 1 and nuclear factor-κB, the main targets of GR action, may be involved in GC
resistance, inducing gene expression of survival genes and cytokines. (5) The crosstalk between
other signaling pathways and the GR signaling pathway modulates GC-induced apoptosis. Thus,
in order to induce an apoptotic signal, the GCs should repress prosurvival signaling pathways. The
signaling pathways triggered by interleukin (IL-6) are the most important, because this cytokine
activates several survival pathways in multiple myeloma (MM) cells that are able to block GC-
induced apoptosis. (6) Adhesion of MM cells to bone marrow stromal cells induces the secretion
of IL-6 and other growth factors from the stromal cells, these growth factors mediate MM growth,
survival, and drug resistance. The upregulation of cell-adhesion molecules has been related to
resistance of MM cells to the treatment with several drugs.
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involved in the modulation of GC response is the export of GC out of the cell. It has been
shown that multidrug-resistant protein 1 (MDR1), a member of the ATP-binding cassette
(ABC) family of transporters, is capable of transporting some GCs. Dexamethasone
(DEX), prednisolone, cortisol, and triancinolone can be transported by an Abcb1b/Abcb1a
transporter (MDR1 and MDR3, respectively) (12). Moreover, studies using human
myeloma cell lines have shown that the overexpression of MDR1 is responsible for confer-
ring drug resistance to natural products and GCs (167,168). Thus, the expression of these
MDR proteins could be one mechanism by which GC resistance occurs.

9.2. Binding of GC to GR

After diffusion through the cell membrane, the steroid molecules bind to GR. Thus, the
second requirement for GC action is the presence of GR, at enough levels and in an
adequate conformation to bind GCs.

9.2.1. CHAPERONE PROTEINS

In the absence of glucocorticoid hormones, GR is retained in the cytoplasm in asso-
ciation with chaperone proteins (7–9). This association keeps the receptor in a conforma-
tion that can bind steroid but is transcriptionally inactive (10). Multiple molecular
chaperones interact with steroid receptors to promote functional maturation and stability
of receptor complexes. These chaperones include hsp90 and hsp70 as essential and
abundant components, and Hop, hsp40, and p23 as nonessential cochaperones that are
present in much lower abundance in cells. In addition, the immunophilin cochaperones,
cyclophilin 40, FK506-binding protein 51 kDa and -52 kDa, and the serine/threonine
protein phosphatase PP5 have been implicated as modulators of steroid receptor function
through their association with hsp90, the molecular chaperone with a key role in steroid
hormone signaling (169–172). One mechanism of GC resistance could be the altered
expression of GR chaperon proteins (173,174). Observations of glucocorticoid resis-
tance in New World primates, attributed to FK506-binding protein 51 kDa overexpres-
sion and incorporation into glucocorticoid receptor complexes, have provided the first
evidence that these chaperones can control hormone-binding affinity (175).

9.2.2. GLUCOCORTICOID RECEPTOR

Prior studies demonstrated that the lack of responsiveness to DEX in MM cells was
coupled with significantly low levels of GR-α (137,176). In addition, mutations in the GR
gene, albeit rare, have been detected in several GC resistance malignances (177).

9.2.2.1. GR Gene Mutations
Numerous mutations in the GR gene have been described including mutations that

render receptors unable to bind hormone (5,178-180), with altered affinity (181,182), and
deficient in nuclear transfer (4,5). Most of these mutations are clustered in the LBD and
DBD. (A review of the GR gene mutations [177] or http://nrr.georgetown.edu/GRR/
mutation/mutation.html provides additional information.) However, somatic GR muta-
tions responsible for the acquisition of GC resistance in malignant human cells have only
been demonstrated in cultured cells (178,179,183–186). Furthermore, the analysis of
leukemia cell samples obtained from GC-resistant patients with chronic lymphocyte
leukemia has not revealed any GR point mutations (187). Thus, whether GR mutations
are the major GC resistance mechanism in vivo is still unresolved.

http://nrr.georgetown.edu/GRR/mutation/mutation.html
http://nrr.georgetown.edu/GRR/mutation/mutation.html
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9.2.2.2. Decreased GR Expression
A large number of studies about the relationship between GR expression and the

clinical response to GC therapy found that a lower number of GR-α receptors per cell was
associated with a decrease in GC sensitivity (49–53), but this was not always confirmed
(188). Thus, basal expression levels of GR may be only part of the history, and clinical
resistance to GCs may probably be because of more subtle changes in receptor properties
or to defects further downstream in the apoptotic pathway. Kofler proposed the hypoth-
esis that autoinduction of GR is a prerequisite for GC-induced apoptosis (45). Early
studies have shown a correlation between GC-sensitivity and GR autoinduction in my-
eloma (189) and lymphoblastic leukemia (101,190).

9.2.2.3. GR Isoforms
As outlined before, various GR isoforms resulting from alternative splicing, poly-

adenylation, or translational initiation have been described. The splice variant GR-β has
been proposed to have a dominant-negative effect on the actions of GR-α that could be
attributable to the formation of heterodimers GR-α/GR-β (56), to sequestration of an
essential factor needed by GR-α for transcriptional activity (191,192), or to a competition
with GR-α for GRE sites (193). However, the last mechanism seems unlikely, because
androgen receptor- and progesterone receptor-induced transactivation on GRE-driven
promoters is not inhibited by GR-β (56). Recently, it has been demonstrated that the 15
amino acids encoded by exon 9β not only prevents ligand binding, but are also essential
for the inhibitory effect of GR-β on GR-α (192). Most clinical evidence that GR-β is
capable of decreasing GC sensitivity of target cells has been obtained in respiratory medi-
cine (194), ulcerative colitis (195), and rheumatoid arthritis patients (196). However, there
is still much controversy concerning the functional significance of GR-β, especially with
respect to its putative inhibiting activities on GR-α (197). On the other hand, it was sug-
gested that the relative levels of the two isoforms may play a role in the occurrence of
resistance in tumor cells during the treatment of hematological malignances with GC
(198,199). However, the low levels of GR-β compared to GR-α suggest at least in physi-
ological conditions, that GR-β is not expressed at levels sufficient to inhibit GR-α function.

As with the GR-β isoform, there is controversy about the role of GR-P in GC sensi-
tivity, with reports suggesting that it might contribute to the resistant phenotype (58), and
others providing evidence that GR-P can increase the activity of GR-α in some cells (200).
Another isoform, GR-A, was detected in a GC-resistant cell line but not in its sensitive
counterpart (57). However, whether expression of the different GR variants affects sen-
sitivity to GC-induced apoptosis in lymphoid malignances is unknown.

9.3. Transcription Factors
The mechanism by which GCs induce apoptosis is an extremely complex signaling

pathway, and it is unlikely that one single mechanism accounts for the immunosuppres-
sive, anti-inflammatory, and cytotoxic effects mediated by the GCs. The initiation stage
on the GC-induced apoptosis is the sequence of events leading up to and including direct
regulation of gene transcription by the GR.

As mentioned before, two transcription factors appear to be the most likely targets of
GC-induced repression, NF-κB, and AP-1. It has been shown that NF-κB plays a critical
role in DNA synthesis and protection against DEX-induced apoptosis in MM cells (201).
Thus, molecular mechanisms such us enhanced AP-1 and NF-κB expression may be
involved in GC resistance inducing gene expression of survival genes and cytokines.
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Alternatively, the inhibitory effects of GC on NF-κB activity can be counterbalanced by
the cytokines IL-2 and IL-4, which are reported to rescue lymphocytes from GC-induced
apoptosis by inhibiting inhibitory-κB (IκB) induction by DEX (15,149). In addition,
interferon (IFN-α) and IL-6 can inhibit DEX-induced apoptosis in MM cells, inhibition
that is concurrent with the induction of AP-1 binding activity (202).

9.4. Crosstalk With Other Signaling Pathways
The crosstalk between other signaling pathways and the GR signaling pathway modu-

lates GC-induced apoptosis. Thus, in order to induce an apoptotic signal, the GCs should
repress prosurvival signaling pathways. The interference with the signaling pathways
triggered by IL-6 is the most important, because this cytokine activates several survival
pathways in MM cells that are able to block GC-induced apoptosis (139). DEX has also
been reported to regulate negatively IL-6 gene expression (203).

IL-6 can activate Janus kinase/STAT (131,204,205), phosphoinositol 3 kinase
(142,151,176,206), and MAPK (143) survival pathways, protecting MM cells from DEX-
induced apoptosis. Several studies have shown that GR activity can be inhibited by the
activation of the MAPK pathway members JNK (88,141,152) and p38 (89,207). In addition,
DEX-induced apoptosis is mediated by activation of related adhesion focal tyrosine
kinase (RAFTK) (144). RAFKT is a member of the focal adhesion kinase subfamily that
interacts with, and regulates, several signaling proteins, including p38 MAPK (208), and
JNK and Src kinases (209). IL-6 induces activation of Src homology 2-containing
phosphotyrosine phosphatase, a tyrosine phosphatase which dephosphorylates RAFTK,
thereby blocking DEX-induced apoptosis and promoting MM cell survival (176).

IL-6 is also able to activate STAT3, which in turn induces the expression of
antiapoptotic members of the Bcl-2 family (205). Similarly, activation of STAT6 with
subsequent inhibition of GR has been shown to be responsible for GC resistance after IL-4
exposure (210). In addition, increased expression of STAT5 may also be implicated in
GC resistance because STAT5 binds to the GC/GR complex, sequestering the latter and
preventing its action (131). STAT5 is a member of the family of transcription factors that
are activated by receptors of the cytokines (204).

Other growth factors in MM cells are insulin-like growth factor (IGF-1) and IFN-α.
IGF-1 also activates phosphoinositol 3 kinase and MAPK pathways (211), and is able to
block DEX-induced apoptosis (212). Similarly, IFN-α inhibits GC-mediated apoptosis
and promotes the survival, but not the proliferation, of myeloma cells (138). In addition,
the proinflammatory cytokines tumor necrosis factor-α and IL-1 can regulate human
glucocorticoid receptor gene expression and seem to interfere with GC-induced apopto-
sis by changing the GR-α/GR-β ratio (42).

Together, IL-6 and IGF-1 represent a significant obstacle for the treatment of MM,
because they are able to activate signaling pathways that blocks GC-induced apoptosis.
Thus, treatments that combine GC with agents that inhibit survival pathways may improve
the GC-sensitivity and the development of resistance.

On the other hand, GC-induced apoptosis is regulated both positively and negatively
by members of the Bcl-2 protein family (153). The expression of antiapoptotic Bcl-2
family members has been associated with resistance to anticancer drugs. Moreover,
overexpression of Bcl-2 is associated with DEX resistance in MM cells (213). In a MM
cell line, Bcl-2 antisense oligonucleotides alone had no effect on cell survival, but
induced apoptosis synergistically with DEX (214). Furthermore, inhibition of the
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antiapoptotic member of the Bcl-2 family, MCL-1, also sensitizes MM cells to DEX-
induced apoptosis (214).

In addition, the data available today suggest that there may be more than one pathway
to GC-induced apoptosis at the level of the final executor molecules of apoptosis. These
executor molecules are caspase 8 and 9 that lead to caspase 3 activation and the morpho-
logical changes of apoptosis. An upregulation of the protein hsp27, a protein able to
inhibit the release of SMAC of caspases from the mitochondria, is associated with GC
resistance (215).

9.5. Adhesion
The microenvironment has been shown to influence tumor cell phenotype with respect

to growth, metastasis, and response to chemotherapy. There is a multidrug-resistant
phenotype that is associated with cell-cell adhesion or adhesion to extracellular matrices
(216,217). The molecular mechanism associated with the cell adhesion-mediated drug
resistance phenotype includes alteration in intracellular distribution of the drug target
(218), increased p27KIP1 levels (219), increased expression of antiapoptotic molecules
(220), and activation of NF-κB (RelB/p50) (221). Cell adhesion-mediated drug resis-
tance is particularly relevant in hematological malignancies such as multiple myeloma,
where myeloma cells localize in the bone marrow and interact with stroma and stromal
cells, initiating the production of proteins that stimulate or support tumor survival. The
upregulation of cell-adhesion molecules like integrin β1, very late-activating antigen 4
(VLA-4), very late-activating antigen 5 (VLA-5), syndecan-1, and integrin β2 have been
related with resistance of MM cells to the treatment with several drugs (222,223). In
addition, MM cells adhered to fibronectin are less susceptible to the effects of doxoru-
bicin and melphalan compared with the same cells growth in suspension (216).

Adhesion of MM cells to bone marrow stromal cells induces the secretion of IL-6 and
other growth factors from the stromal cells; these growth factors mediate MM growth,
survival, and drug resistance (206).

In addition, a proliferation-inducing ligand (APRIL) was involved in the survival of
MM primary cells cultured with their bone-marrow environment, and protected them
from DEX-induced apoptosis (224).

Although GCs are highly effective in MM treatment, some patients do not respond, and
those that do respond eventually develop resistance to this therapy. The molecular basis
of GC resistance is still poorly understood, and it may affect all aspects of GC action or
may interfere with individual GC responses. In the former case, the export of GC out of
the cell, an altered expression of the GR or the chaperones that stabilize it, an unbalance
in the expression of the different GR isoforms, or an unfunctional GR may be involved.
In the latter case, an enhanced expression of proteins involved in cell survival, a defective
apoptotic machinery or an altered expression of adhesion molecules could be responsible
for drug resistance. Mechanistic-based combinations with GCs may serve as avenues to
combat GC resistance. Similarly, novel agents that initiate cytotoxicity through GC-indepen-
dent pathways provide alternative strategies to treat GC resistance in MM.
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SUMMARY

Finding the appropriate patients and ensuring that molecular therapeutics are deliv-
ered to the tumor in biologically relevant doses are the backbone of targeted therapies.
This chapter reviews mechanisms of resistance to trastuzumab (Herceptin®), an impor-
tant targeted therapy in breast cancer management. Monoclonal antibodies that target
the HER-2/neu ectodomain sensitize HER-2/neu activation and HER-2/neu-dependent
gene expression, resulting in cell cycle progression and cellular differentiation.
Trastuzumab activation of Akt is downregulated even in trastuzumab-resistant clones
of breast cancer cells. The main mechanisms of resistance to trasuzumab known to date
seem to evolve around complex interactions involving mainly the insulin growth factor
receptor, phosphatidylinositol 3 kinase/Akt, and cell cycle regulatory pathways.

Key Words: Herceptin; estrogen receptor; epithelial growth factor receptor; HER-2;
ErbB2.

1. INTRODUCTION

Finding the appropriate patients and ensuring that molecular therapeutics are deliv-
ered to the tumor in biologically relevant doses are the backbone of targeted therapies.
Lately, the development of new strategies for the treatment of breast cancer has not only
focused on target identification, but also on understanding the expression, regulation, and
function of critical signaling pathways involved in breast cancer initiation and progres-
sion. It is well established now that therapy for breast cancer should be guided by biologic
features of the tumor, such as hormone-receptor positivity or HER-2/neu overexpression.
The purpose of this chapter is to review mechanisms of resistance of trastuzumab
(Herceptin®), an important targeted therapy in breast cancer management.
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HER-2/neu is a 185-kDa oncoprotein (p185), which is overexpressed in about 30% of
invasive breast cancers (1,2). HER-2/neu overexpression is not only associated with
resistance to cytotoxic and endocrine therapy, but also with an aggressive biological
behavior that translates into shorter disease-free interval and overall survival in patients
with early and advanced breast cancer (3). The HER-2/neu molecule is composed of an
extracellular ligand-binding domain, an amphipathic transmembrane region, and an intra-
cellular tyrosine kinase domain, which contains a carboxy tail with five major
autophosphorylation sites (4). To date, no direct ligand has been identified for HER-2/neu.
Abundant experimental evidence indicates that the HER-2/neu transmembrane protein
acts as a coreceptor that leads to formation of homo- and heterodimeric receptor com-
plexes with other members of the HER (ErbB) family, into which HER-2/neu is recruited
as a preferential dimerization partner (5). This process is followed by intrinsic tyrosine
kinase-mediated autophosphorylation and mutual phosphorylation/activation of the
respective dimerization partners (6,7). In vitro studies have identified distinct receptor
heterodimers that are associated with the malignant phenotype of several human breast
cancer cell lines, and that might also play a significant role in malignant transformation
in vivo. Combinations that have most often been associated with malignant
behavior include EGFR-HER-2/neu, EGFR-HER-3, and HER-2/neu-HER-3. Alterna-
tively, in vitro HER-2/neu activation has also been demonstrated to occur as a result of
spontaneous cleavage of its extracellular domain (ECD), thereby resulting in the produc-
tion of a truncated membrane-bound fragment (p95) with tyrosine kinase activity.
Because the p95 fragment has also been detected in breast cancer specimens, it has been
suggested that shedding of the ECD may represent an alternative activation mechanism
of HER-2/neu in vivo (8,9).

Monoclonal antibodies that target the HER-2/neu ectodomain sensitize HER-2/neu
overexpressing cells to apoptotic stimuli by interfering with HER-2/neu activation and
HER-2/neu-dependent gene expression, resulting in cell cycle progression and cellular
differentiation. Trastuzumab is a humanized antibody against HER-2/neu (murine
monocolonal antibody 4D5 combined with a human immunoglobulin-G) that is now a
fundamental part of the therapy for patients with metastatic HER-2/neu-overexpressing
breast cancers. Some of trastuzumab’s mechanisms of action identified to date include:

1. G1 arrest via upregulation of the cyclin-dependent kinase (CDK) inhibitor p27 (10–14).
2. Induction of antibody-dependent cellular cytotoxicity through interaction with CD16-

positive immune effector cells (10–12).
3. Receptor downregulation from the tumor cell surface (11,12).
4. Stimulation of HER-2 homodimerization and hence prevention of heterodimer forma-

tion (11).
5. Inhibition of postreceptor downstream signal transduction (10,12,15).
6. Inhibition of the production of angiogenic factors such as vascular endothelial growth

factor (11,15).
7. Inhibition of constitutive HER-2 cleavage/shedding mediated by metalloproteases, which

results in the release of soluble ECD and constitutive activation of the remaining mem-
brane-associated HER-2 domain (the truncated receptor known as p95) (8,9,11,12,16).

A landmark randomized phase III trial comparing first-line standard chemotherapy
(adriamycin-cyclophosphamide or paclitaxel) with or without trastuzumab in 469 women
with HER-2/neu-overexpressing metastatic breast cancer showed that the trastuzumab-
based combination therapy not only reduced the relative risk of death by 20% at a median
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follow-up of 30 mo, but also significant increased the time to disease progression, rates
of response, duration of responses and time to treatment failure. Nevertheless, the con-
current use of trastuzumab with the anthracycline regimen significantly increased the risk
of cardiac dysfunction to unacceptable levels. The increase in overall survival seen with
trastuzumab and first-line chemotherapy for women with HER-2/neu-overexpressing
metastatic breast cancer has made its use standard of care in this setting (17). For women
who cannot or are not willing to receive cytotoxic chemotherapy for metastatic breast
cancer, the use of trastuzumab as single-agent in first-line treatment is a valid option. In
women with HER-2/neu-overexpressing 3+ tumors verified by immunohistochemistry
or those with HER-2/neu gene amplification as detected by fluorescent in situ hybridiza-
tion, the response rate is about 35%. About 50% of responders are free of progression
after 1 yr. The median survival in patients with HER-2-overxpressing tumors is about 24
mo, suggesting that patients do not incur a major survival disadvantage if they receive
trastuzumab alone as first-line therapy for metastatic disease (18).

Despite these encouraging results, the response rate to trastuzumab is �40% as single
agent in first-line treatment of metastatic breast cancer, and the median duration of response
is between 9 and 12 mo (18–20). This suggests that both de novo and acquired resistance
to trastuzumab occur, although very little is known on possible mechanisms of resistance
to trastuzumab. No mechanism of resistance has yet been proven in the clinical setting,
and most of the hypotheses discussed in this chapter derive from preclinical data.

2. INSULIN GROWTH FACTOR I RECEPTOR SIGNALING

Higher levels of circulating insulin growth factor (IGF)-I are associated with increased
risk of several cancers including breast cancer. In addition, preclinical data supports
evidence that the IGF signaling pathway is aberrantly activated breast cancer cells (21–24).
IGF-I signaling is known to activate several pathways involved in mitogenesis and cell
survival (25,26).

Lu et al. (27) demonstrated that an increased level of IGF-I receptor (IGF-IR) signaling
interferes with trastuzumab’s action on cell growth. These investigators used two human
breast cancer cell lines complementary in terms of IGF-IR expression: MCF-7/HER-2-18
cells, which overexpress HER-2 by transfection and activated endogenous IGF-IRs, and
SKBR3 cells, which exhibit HER-2 gene amplification and low levels of IGF-IRs. In
MCF-7/HER-2-18 cells, trastuzumab inhibited growth only when IGF-IR signaling was
blocked by cotreatment with the anti-IGF-IR antibody α-IR3 or IGF-binding protein 3.
Unlike the MCF-7/HER-2-18 cells, which were resistant to trastuzumab, the SKBR3
cells, which have a low level of IGF-IR expression, were sensitive to trastuzumab. Fur-
thermore, the SKBR3 cells became resistant to trastuzumab when cells were genetically
altered to overexpress IGF-IRs (SKBR3/IGF-IR). The addition of IGF-binding protein
3, which decreased IGF-IR signaling, restored the ability of trastuzumab to suppress
growth. Thus, in breast cancer cells that overexpress HER-2, the increased levels of IGF-
IR signaling interferes with the antitumor action of trastuzumab.

The same group (Lu et al. [28]) then proceeded to elucidate the underlying mechanism
of trastuzumab resistance associated with IGF signaling. They reasoned that the interac-
tion between IGF-IR signaling and trastuzumab occurred at the level of cell-cycle regu-
lators, based on the fact that both IGF-I signaling (that causes upregulation of cyclins,
cyclin-associated Cdk activity and downregulation of p27 [29,30]) and trastuzumab
involve the Cdk inhibitor p27 (11,13). SKBR3/neo cells (expressing few IGF-I receptors)
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and SKBR3/IGF-IR cells (overexpressing transfected IGF-I receptors) were used. In
cells overexpressing IGF-IR, the increase in p27 induced by trastuzumab was attenuated
by IGF-I. This was accompanied by an increase in Skp2 expression and an increase in the
association of p27 with Skp2. Skp2 is an ubiquitin ligase for p27 and is required for its
ubiquitination and subsequent degradation in the proteasome (31–33). LLnL, a highly
specific proteasome inhibitor, completely blocked the ability of IGF-I to reduce p27
protein levels in trastuzumab-treated cells. Treatment with IGF-I decreased the association
of p27 with Cdk2, markedly increased Cdk2 activity, and released cells from G1 arrest,
which had been suppressed by trastuzumab in the IGF-IR-overexpressing breast cancer
cell line. Therefore, Lu et al. (28) concluded that the IGF-I-induced antagonism of
trastuzumab-induced G1 arrest involves targeting of p27 to the ubiquitin/proteasome
degradation machinery.

To investigate the role of the Ras/Raf/mitogen-activated protein kinase (MAPK)/
MAPK extracellular signal-related kinase pathway and the phosphatidylinositol 3 kinase
(PI3K) pathway in linking IGF-IR signaling to antagonism of trastuzumab action, Lu et
al. (28) used PD98059 and LY294002, specific inhibitors of MAPK extracellular signal-
related kinase pathway and PI3K, respectively. PD98059 reduced IGF-I-induced phos-
phorylation of MAPK, whereas LY294002 reduced IGF-I-induced phosphorylation of
AKT in IGF-IR-overexpressing cells. MAPK inhibition did not influence the basal level
of p27 or the trastuzumab-induced increase in p27 levels. IGF-I treatment still diminished
the trastuzumab-induced increase in p27 in IGF-IR-overexpressing cells. However,
blockade of the PI3K pathway increased the basal level of p27, whereas treatment with
IGF-I did not attenuate the trastuzumab-induced increase in the p27. This provides evi-
dence for an important role of the PI3K pathway in the action of IGF-I as an attenuator
of trastuzumab-induced accumulation of p27. They also examined the roles of MAPK
and PI3K on the effects of IGF-I-mediated Skp2 modulation. Trastuzumab reduced Skp2
levels. Consistent with the above-mentioned results, MAPK inhibition failed to influence
the IGF-I-induced increase in Skp2, whereas PI3K inhibition eliminated this increase.
This result suggests that the IGF-I-induced decrease in p27 is associated with a PI3K
pathway-dependent increase in IGF-I-induced Skp2.

In summary, these findings suggest that trastuzumab leads to growth inhibition in cells
where HER-2/neu is overexpressed. This inhibition can be compensated for by increased
IGF-IR signaling, resulting in resistance to trastuzumab. IGF-IR-mediated resistance to
trastuzumab treatment appears to involve the PI3K pathway, leading to enhanced degra-
dation of p27. Future clinical studies combining trastuzumab with IGF signaling inhibi-
tors will address the contribution of the latter pathway to trastuzumab resistance.

3. THE PI3K/AKT PATHWAY

Both genetic and biochemical data suggest that activation of the PI3K/Akt survival
pathway contributes to breast cancer development and tumorigenesis:

1. Breast cancer predisposition is found in patients with familial syndromes characterized
by germ-line phosphatase and tensin homologue deleted in chromosome ten ([PTEN]a
3-phosphoinositide-specific phosphatase) mutations (Cowden’s, Bannayan-Zonana)
(34,35). In spontaneous breast cancers, PTEN mutations are found in approx 5% of
samples, and loss of heterozygosity of the PTEN locus is present in 40% (36–38).
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2. In vitro transfection of wild-type PTEN into PTEN-negative breast cancer cells has
been shown to decrease Akt activity and cause cell cycle arrest, apoptosis, or anoikis
(39,40).

3. Overexpression of constitutively active Akt in transgenic mice under the control of the
mammary-specific Moloney murine tumor virus promoter results in mammary hyperpla-
sia and/or is required for breast cancer formation in transgenic mice expressing
Polyomavirus middle T antigen or IGF-II in the mammary gland (41,42).

Akt is a downstream target of many receptor-stimulated pathways involved in breast
cancer, including estrogen receptor (ER)-α, IGF-IR, epidermal growth factor receptor,
and ErbB2 (41,42). Amplification of the Akt2 gene is found in 3% of spontaneous breast
cancers (43), and an inverse relationship between ER status and Akt3 activity has been
described in both breast cancer cell lines and tumor specimens (44).

Using a small molecule inhibitor of the PI3K/Akt pathway (LY294002) and transfec-
tion of Akt mutants, Clark et al. (45) demonstrated that Akt promotes breast cancer cell
survival and resistance to trastuzumab. Using phosphospecific antibodies and in vitro
kinase assays, they showed that Akt is constitutively active in four of six breast cancer cell
lines that varied in ErbB2 and ER status, and that Akt activity was associated with mutant
PTEN status or ErbB2 overexpression. Inhibition of the PI3K/Akt pathway with
LY294002 or dominant-negative mutant Akt increased apoptosis, suggesting that HER-
2-overexpressing breast cancer cells’ survival is dependent on the PI3K/Akt pathway.
LY294002 also potentiated apoptosis caused by trastuzumab, which suggests that the
PI3K/Akt pathway plays a major role in regulating response to this therapeutic agent in
HER-2-overexpressing breast cancer cells.

Yakes et al. (46) examined the role of PI3K/Akt on the antitumor effect of trastuzumab.
They demonstrated that inhibition of PI3K and Akt is required for the antitumor action
of trastuzumab against HER-2-overexpressing breast cancer cells. Several experiments
corroborated this hypothesis:

1. In HER-2-overexpressing trastuzumab-sensitive cell lines, treatment with the antibody
was associated with inhibition of active MAPK and active Akt.

2. Treatment of HER-2-overexpressing/trastuzumab-sensitive cells with trastuzumab also
eliminated PI3K activity, as measured by the formation of PIP3 in vitro.

3. The PI3K/Akt inhibitor LY294002 caused cell growth inhibition in a similar fashion as
trastuzumab, suggesting a link between the inhibition of PI3K-Akt and the antiproliferative
effect of trastuzumab.

4. Transduction of HER-2-overexpressing/trastuzumab-sensitive cells with an adenovirus-
encoding active (myristoylated) Akt, but not with a β-galactosidase control adenovirus,
prevented trastuzumab-induced inhibition of the cell proliferation and apoptosis of HER-
2-overexpressing cells.

Taken altogether, these data imply that the disabling of the PI3K/Akt pathway is a key
component for the antitumor effects of trastuzumab, and that constitutively activated/
forced expression of Akt could be associated with resistance to trastuzumab in HER-2-
overexpressing breast cancer cells.

4. CELL CYCLE AND P27
The Cdk inhibitor p27 is involved in regulating cell proliferation. p27 is a distal

downstream effector of multiple converging growth factor receptor pathways including
EGFR, HER-2, and IGF-IR. Trastuzumab increases the half-life of p27 by decreasing
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cyclin E/cdk2-mediated phosphorylation of p27 and blocking subsequent p27 ubiquitin-
dependent degradation (47). Trastuzumab also increases association between p27 and
cdk2 complexes resulting in G1 arrest (13).

Nahta et al. (48) demonstrated that HER-2-overexpressing trastuzumab-resistant cells
have low p27 levels, low p27/Cdk2 complexes and, thus, increased Cdk2 activity and
proliferation rate. By flow cytometry, trastuzumab-resistant cells were found to have an
increased S-phase fraction and reduced doubling time. When p27 levels and cdk2 kinase
activity were examined in trastuzumab-resistant cells, they found that p27 was reduced
irrespective of the increase in S phase, and cdk2 kinase activity was increased. Upon
forcing p27 expression in trastuzumab-resistant cells via transfection or pharmacological
induction with a proteasome inhibitor, they demonstrated that trastuzumab sensitivity
was restored. These data suggest that a threshold level of Cdk2-associated p27 is impor-
tant for the antitumor effect of trastuzumab.

Further evidence supports Akt-mediated regulation of p27:

1. Akt inhibits p27 protein levels (49) and AFX-mediated transcription of p27 (50) by
phosphorylating fork head transcription factors and thus, excluding them from the
nucleus.

2. Ectopic expression of PTEN (51) results in inhibition of PI3K and Akt, increase in p27
levels, and growth arrest (52,53). Conversely, loss of PTEN function leads to derepres-
sion of Akt activity, down-regulation of p27, and cellular transformation (54).

3. Akt can phosphorylate p27 directly in Thr-157; this modification results in cytoplasmic
retention of p27 where it does not associate with Cdk2 (55).

Consistent with the above data that implicates Akt in p27 regulation, Yakes et al. (46)
demonstrated that treatment with either trastuzumab or LY294002 increased the levels
of p27 in the nucleus>cytosol, thus increasing the ratio of p27:cdk2 in the nucleus and
inhibiting cdk2 activity and cell proliferation. Transduction with an adenovirus encoding
active prevented trastuzumab- or LY294002-induced downregulation of cyclin D1 and
phosphorylation of GSK-3β and prevented the accumulation of p27 in the nucleus and
cytosol. These data further corroborate that Akt inhibition is at least partially responsible
for the changes in cell cycle- and apoptosis-regulatory molecules after HER-2 blockade
with trastuzumab. Interestingly, Kute et al. (56) demonstrated that trastuzumab activation of
Akt is downregulated even in trastuzumab-resistant clones of breast cancer cells. They found
that there is a lower basal association of p27 with cdk2 in trastuzumab-resistant cells compared
to trastuzumab-sensitive cells, and the addition of trastuzumab did not affect the p27/cdk2
association in resistant cells. Hence, resistance to trastuzumab appears to correlate with
either low levels and/or cytosolic localization of p27.

5. OTHER POTENTIAL MECHANISMS

It is conceivable that other mechanisms of resistance to trastuzumab may have an
important role, possibly in conjunction with better-defined pathway interactions. One
could speculate that alterations in the HER-2 receptor or in downstream signaling path-
ways that mediate some of the trastuzumab’s known mechanisms of action or are linked
in a way to the HER-family pathway, may be responsible for resistance to trastuzumab
(57). To name a few, the presence of truncated HER-2 receptors that cannot bind antibod-
ies, mutation of important downstream molecules associated with cell proliferation or
apoptosis (e.g., members of the PI3k and MAPK pathways), a decrease in patient’s
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immune effector function, overexpression of COX-2, heterodimerization with other
members of the HER family, could all contribute at different levels for primary or acquired
resistance to trastuzumab (58).

6. CONCLUSIONS

The main mechanisms of resistance to trastuzumab known to date seem to evolve
around complex interactions involving mainly the IGF-IR, PI3K/Akt and cell cycle
regulatory (namely p27) pathways. Trastuzumab is known to downregulate Akt activity,
increasing both phosphorylation and nuclear translocation of p27. This last step results
in inhibition of cdk2 activity and the cells then remain in the G1 phase of the cell cycle.
Because the disabling of the PI3K/Akt pathway is a key component for the antitumor
effects of trastuzumab, constitutively activated/forced expression of Akt could be asso-
ciated with resistance to trastuzumab in HER-2-overexpressing breast cancer cells. Low
levels and/or cytosolic localization of p27 could also account for trastuzumab resistance
with or without associated downregulation of Akt activity. Trastuzumab associated inhibition
in cells where HER-2 is overexpressed can be compensated for by increased IGF-IR
signaling. This process predominantly involves the PI3K pathway, leading to enhanced
degradation of p27, which ultimately could result in resistance to trastuzumab.

Despite many unanswered questions regarding mechanisms of resistance to trastuzumab,
some progress has been made in developing and understanding HER-2-targeted thera-
pies. In looking for ways to counteract trastuzumab resistance, it is conceivable that
associations of trastuzumab with PI3K/Akt pathway inhibitors (e.g., mammalian target
of rapamycin inhibitors), or cell cycle regulators (e.g., proteasome inhibitors) or IGF-I
inhibitors (e.g., tyrosine kinase inhibitors) should be explored in a clinical setting. Another
approach likely to be informative is rebiopsing HER-2-overexpressing accessible tumor
tissues that escape therapy with trastuzumab after an initial response. In the meantime,
preclinical studies will continue to be paramount in helping the design of successful
clinical studies.
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SUMMARY

The development of cancer has been shown to occur through a process of malignant
transformation that involves a series of genetic changes that provide a selective advan-
tage over normal cells, and research over the past few decades has identified numerous
genes and pathways involved in all stages of tumor progression. These genetic changes
invariably disrupt fundamental cellular processes controlling proliferation, apoptosis,
differentiation, and genome stability, and it is the combinatorial effect of these genetic
changes that result in malignant transformation. Proliferating hematopoietic and epi-
thelial cell populations are particularly susceptible to accumulation of a series of genetic
changes required for full-blown malignancy, and nearly 90% of all human solid tumors
arise from epithelial cells. The majority of patients who succumb to cancer die as a result
of metastatic disease progression rather than from the primary tumor. The process of
metastasis is extremely complex, and involves many steps including dissemination of
tumor cells from the primary tumor through the vascular and lymphatic system coupled
with the ability to colonize selectively distant tissues and organs. The pleiotropic
cytokine transforming growth factor-β and its signaling effectors have been shown to
be involved at numerous steps in the development of cancer. The role of transforming
growth factor-β signaling in cancer is complex, with biphasic functions as a tumor
suppressor in normal tissue and early-stage lesions and as a prometastatic agent in late-
stage disease.

Key Words: Transforming growth factor-β; transforming growth factor-β receptor;
Smad; osteoclasts; fibrosis.
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1. INTRODUCTION

The development of cancer has been shown to occur through a process of malignant
transformation that involves a series of genetic changes that provide a selective advan-
tage over normal cells, and research over the past few decades has identified numerous
genes and pathways involved in all stages of tumor progression (1). These genetic changes
invariably disrupt fundamental cellular processes controlling proliferation, apoptosis,
differentiation, and genome stability, and it is the combinatorial effect of these genetic
changes that result in malignant transformation (1). Proliferating hematopoietic and
epithelial cell populations are particularly susceptible to accumulation of a series of
genetic changes required for full-blown malignancy, and nearly 90% of all human solid
tumors arise from epithelial cells (2). The majority of patients who succumb to cancer die
as a result of metastatic disease progression rather than from the primary tumor (3). The
process of metastasis is extremely complex, and involves many steps including dissemi-
nation of tumor cells from the primary tumor through the vascular and lymphatic system
coupled with the ability to colonize selectively distant tissues and organs (4). The pleiotro-
pic cytokine transforming growth factor-β (TGF-β) and its signaling effectors have been
shown to be involved at numerous steps in the development of cancer, and the complex
role of TGF-β in transformation and metastasis represent the focus of this chapter.

2. SIGNAL TRANSDUCTION BY TGF-β
2.1. TGF-β Ligands and Receptors

The TGF-β signal transduction pathway controls numerous cellular, developmental
and homeostatic processes including proliferation, differentiation, apoptosis, cell fate
specification, and extracellular matrix (ECM) production in species ranging from flies to
mammals (5). TGF-β was initially identified in culture supernatants from Moloney sar-
coma virus-transformed mouse fibroblasts (6), and was subsequently characterized as a
24-kDa homodimeric signaling molecule (7–9). It became readily apparent that TGF-β
ligands belonged to a superfamily of structurally related proteins including the activins
and the bone morphogenetic proteins, and greater then 40 members of the TGF-β super-
family have been identified to date (5).

Three mammalian TGF-β isoforms (TGF-β1, 2, and 3) have been identified that exhibit
similar activities in in vitro cell-based assays, but gene deletion experiments clearly
demonstrate distinct phenotypes for animals lacking any of the TGF-β ligands in vivo
(10). The TGF-β ligands are synthesized as homodimeric pro-proteins that are cleaved
by furin-type proteases in the trans Golgi generating the mature TGF-β 24-kDa dimer
noncovalently associated with the latency associated protein (LAP), and latent TGF-β-
binding protein is frequently linked to LAP through disulfide bonds before the entire
latent complex is secreted (11). The latent TGF-β-binding protein is a member of the
fibrillin family of structural proteins (12) that target and sequester latent TGF-β in the
ECM. The latent TGF-β complex may represent an important safety measure against
unintentional activation, and could provide a pool of TGF-β that could be rapidly acti-
vated without the need for protein synthesis.

A number of different mechanisms including protease activation, conformational
changes, and reactive oxygen species have been described to activate latent TGF-β (11).
Tumor and endothelial cell lines frequently express elevated levels of components of the
urokinase-type plasminogen activator system that can produce the protease plasmin (13),
and cell-based studies demonstrated that plasmin can directly activate latent TGF-β in
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vitro (14). In addition, members of the metalloprotease family, matrix metalloproteinases
2 and 9, implicated in mediating the invasiveness of malignant cells (15) can also activate
latent TGF-β (16). This suggests that active TGF-β is released at sites of cell invasion and
migration during angiogenesis and tumor development.

The activation of latent TGF-β can also be accomplished through nonproteolytic
mechanisms. The extracellular matrix glycoprotein thrombospondin 1, which responds
to alterations in matrix homeostasis, can activate latent TGF-β in addition to modulating
cell adhesion, stimulating angiogenesis and reconstruction of the matrix during wound
repair (17). The αvβ6 integrin heterodimer that is expressed on the surface of epithelial
cells in response to wounding or inflammation has been identified as an activator of latent
TGF-β through a mechanism involving a conformational change in the TGF-β/LAP
complex (18). Reactive oxygen species produced in the mammary gland in vivo after
irradiation are potent activators of latent TGF-β1 (19). The bone matrix is rich in latent
TGF-β (20), and the acidic environment generated by osteoclasts during bone resorption
can denature LAP and release active TGF-β (21). Many of these mechanisms of latent
TGF-β activation have been co-opted by tumors and their associated stroma, and should
be available to induce signaling in the tumor cells.

Active TGF-β ligand stimulates signaling by binding to a heteromeric complex of
single-pass transmembrane proteins, known as the type I and type II receptors. Additional
levels of complexity are possible because vertebrates have seven type I and five type II
receptors that are expressed in a developmentally regulated and tissue-specific manner
that mediates signaling by the superfamily of TGF-β ligands (5). In addition, there is a
transmembrane proteoglycan with no intrinsic signaling capacity known as the type III
receptor that binds with high affinity to all three TGF-β isoforms. It is thought that
binding of TGF-β to the type III receptor increases the local concentration of ligand and
enhances presentation of ligand to the type II receptor that has a lower intrinsic binding
affinity for TGF-β (22). Active ligand initially binds either to the type III receptor that
presents TGF-β to the type II receptor or binds directly to the type II receptor. Binding
of ligand then induces association with the type I receptor and allows the constitutively
active type II receptor to transphosphorylate the type I receptor that activates its kinase
domain (5). The importance of the TGF-β signal transduction pathway is made clear by
the numerous mechanisms that exist to control extracellular signaling by regulating the
availability and activation of ligand, the interaction of active ligand with numerous
heteromeric receptor complexes expressed in developmentally regulated and tissue-
specific fashion, and the internalization and vesicular trafficking of activated receptors.

2.2. Mothers Against Decapentaplegic Homolog-Dependent Signal Transduction
There are eight vertebrate mothers against decapentaplegic homolog (Smad) proteins

in three distinct classes that mediate signaling downstream of TGF-β, activin, and bone
morphogenetic protein receptors (23). The activated TGF-β type I receptor initiates
intracellular signaling by carboxy-terminal phosphorylation of receptor-activated Smads
(R-Smads), Smad2 and Smad3. Enhanced membrane targeting of R-Smads by the by the
Smad anchor for receptor activation (SARA) auxiliary protein has been shown to facili-
tate recognition by the activated receptor complex. Receptor-mediated activation of
Smad2/3 occurs at the plasma membrane, but the process is more efficient in early
endosomes enriched in SARA (24). The pathways regulating internalization of TGF-β
receptors remain unclear, but the receptors have been shown to be internalized in a
clathrin-dependent mechanism (25) and in cholesterol-rich lipid rafts containing caveolin 1
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(26). Recently, an elegant study demonstrated that receptor activation can be regulated
at the level of receptor internalization via vesicle trafficking (27). Internalization of
TGF-β receptors into early endosome antigen 1-positive endosomes enriched in SARA
promoted signaling, and in contrast, receptor turnover was enhanced after internalization
through the caveolin 1-rich lipid raft pathway (27).

Phosphorylated R-Smads are then released from the active type I receptor and form
heteromeric complexes with a common Smad4. The stoichiometry of the oligomeric
Smad complex has been the subject of intense debate, and studies have demonstrated that
both heterotrimers and heterodimers can be formed (28). Phosphorylated R-Smads then
translocate to the nucleus, where they can regulate gene transcription. Continuous recep-
tor activation is required to maintain active Smads in the nucleus, because dephospho-
rylated Smads are rapidly exported to the cytoplasm (28), but the nuclear phosphatase
responsible for Smad dephosphorylation has not yet been identified. In the nucleus,
heteromeric Smad complexes can mediate transcriptional activation or repression of
target genes containing a minimal Smad-binding element in a cell-type-specific fashion
through interactions with other DNA-binding factors, corepressors, and coactivators
(23). In addition, Smads have also been shown to be substrates for phosphorylation by
components of the mitogen-activated protein kinase (MAPK) (29), c-Jun N-terminal
kinase (30), and protein kinase C (31) pathways, and the functional consequences of these
modifications are still being elucidated. It is evident that Smad-mediated regulation of
gene transcription in response to TGF-β is highly cell-type specific and context dependent.

2.3. Smad-Independent Signal Transduction
More recently, TGF-β has been shown to activate other Smad-independent signal

transduction cascades, including the ERK, c-Jun N-terminal kinase, and p38 MAPK
pathways. Studies utilizing mutated type I receptors that are defective in Smad phospho-
rylation demonstrated that p38 MAPK is still activated in response to TGF-β (32). In
addition, TGF-β-induced activation of MAPK pathways can also enhance transcriptional
activity through phosphorylation of either Smad (30) or of interacting activating transcrip-
tion factor 2 and c-Jun transcription factor complexes (33,34). TGF-β-induced activation
of the Ras/MAPK pathway can also stimulate TGF-β1 expression resulting in amplifi-
cation of responses (35). The ability of TGF-β to coordinately activate Smads and MAPK
signaling has been shown to mediate epithelial to mesenchymal transformation (EMT)
(36,37), and cellular responses to TGF-β depend on the balance between direct activation
of Smads and MAPK pathways.

Several Rho-like GTPases have also been shown to be activated by TGF-β through
Smad-independent mechanisms. TGF-β enhanced the expression of RhoB by increasing
protein stability through inhibition of its proteosomal degradation (38), and TGF-β-
mediated induction of the NET1 guanine nucleotide exchange factor stimulated the
activation of RhoA (39,40). These Rho-like GTPases have been shown to mediate TGF-
β-induced changes in cytoskeletal organization that are associated with stress fiber for-
mation (37) and EMT (39,41). Recently, a novel Smad independent and Rho-like GTPase
dependent pathway has been identified in fibroblast cells that regulate morphologic
transformation. p21-activated kinase 2 was shown to be activated in a panel of fibroblast
cell lines but not in epithelial cells in response to TGF-β signaling, and the activation of
p21-activated kinase 2 was regulated by the Rac1 and Cdc42 GTPases (42). These results
demonstrate that TGF-β signaling can activate cell-type-specific Rho GTPases to medi-
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ate morphologic transformation of epithelial and fibroblast cells through Smad-indepen-
dent mechanisms.

TGF-β-induced activation of the type I receptor can also stimulate signaling through
protein phosphatase 2A (PP2A) and the phosphatidylinositol 3 kinase (PI3K) pathways.
The inhibitory Bα regulatory subunit of PP2A can associate with the activated type I
receptor, and this interaction results in the release of the active catalytic domain of PP2A
(43). Active PP2A can dephosphorylate and inactivate p70S6K, leading to growth arrest
through a Smad-independent mechanism (44). The PI3K effector protein kinase B (PKB)
has also been shown to be phosphorylated and activated in response to TGF-β resulting
in enhanced cell survival. The activation of PKB in response to TGF-β can be either direct
(45) or indirect through increased TGF-α expression and consequent EGF receptor stimu-
lation (46). In addition, it was recently reported that in response to insulin signaling PKB
can interact with unphosphorylated Smad3 and sequester it outside the nucleus (47,48).
This interaction resulted in the inhibition of Smad3-mediated transcription and attenu-
ation of TGF-β-induced apoptosis, and the ratio of Smad3 to PKB correlated with the
sensitivity of cells to TGF-β-induced apoptosis (47,48). These results clearly demon-
strate that numerous mechanisms exist to integrate signals from growth factor and TGF-
β-mediated pathways in a highly cell-type-specific fashion.

3. TGF-β IN CANCER
3.1. Multifunctional Role of TGF-β in Cancer

The role of TGF-β signaling in cancer is complex, with biphasic functions as a tumor
suppressor in normal tissue and early-stage lesions and as a prometastatic agent in late-
stage disease. During normal development and tissue homeostasis, TGF-β signaling
functions to restrain proliferation through induction of cytostatic and apoptotic gene
expression programs (49). The tumor-suppressive ability of TGF-β has been clearly
demonstrated both in experimental model systems as well as in studies of human malig-
nancies. The TGF-β-induced cytostatic gene expression program has primarily been
elucidated in studies with epithelial and lymphoid cells and minimally includes activa-
tion of cyclin-dependent kinase inhibitors p15INK4B and p21WAF1 and repression/growth-
enhancing transcription factors c-Myc and ID1-3 (50). The growth suppressive effects of
TGF-β have also been clearly demonstrated in animal models. Transgenic expression of
TGF-β1 in mammary gland (51,52), skin (53), pancreas (54), and liver (55,56) promoted
growth arrest and in some settings enhanced apoptosis. Furthermore, coexpression of
TGF-β1 markedly suppressed mammary tumor development induced by transgenic expres-
sion of TGF-α or carcinogen treatment (57). These in vitro and in vivo studies provided
evidence that TGF-β can function as a tumor suppressor through induction of
antiproliferative and apoptotic gene expression programs.

Conversely, attenuation of TGF-β signaling has been correlated with tumor progres-
sion and enhanced metastatic potential in both animal models and human patient samples.
Transgenic expression of dominant-negative TGF-βΙΙ receptor enhanced carcinogen-
induced lung (58) and mammary tumorigenesis (59). Mice with ablation of the Tgf-β1 or
the Smad3 genes develop adenomas in the colon that progress to frank carcinomas (60,61).
In addition, mice heterozygous for the Tgf-β1 gene that only express ~10–25% of normal
protein levels demonstrate enhanced carcinogen-induced tumor development (62).
Germline or sporadic mutation of components of the TGF-β signal transduction pathway
has also been shown to occur in human cancers. Inactivating mutations in the TGF-βΙΙ
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receptor have been identified in a subset of sporadic and hereditary colon cancers char-
acterized by microsatellite instability (MSI), and reconstitution of TGF-βΙΙ receptor
expression in colorectal carcinoma cell lines with MSI reversed transformation (63).
Inactivating mutations in the Smad2 and Smad4 genes have also been identified in
colorectal and pancreatic carcinomas (64,65). Sporadic mutations in the TGF-βΙ receptor
have been identified at low frequency in breast (66), ovarian (67), and pancreatic (68)
carcinomas. The incidence of germline or sporadic mutations in components of the TGF-
β signal transduction pathway in solid malignancies appears to occur at low frequency,
with the exception of pancreatic carcinoma and MSI colorectal carcinoma. Recently,
polymorphisms in the TGF-β1 gene have been associated with decreased 5-yr survival
in a study of breast cancer patients (69), and multiple polymorphisms in the TGFBRI gene
have correlated with an increased risk of breast and ovarian cancer as well as hematologic
malignancies (70,71), but not with disease progression in prostate cancer (72). The func-
tional consequences of these polymorphisms on TGF-β signaling remain unclear and
await further study.

The majority of cancers retain TGF-βΙ/ΙΙ receptors but have attenuated growth-inhibitory
responses to TGF-β through subversion of the normal cytostatic gene expression pro-
gram and activation of the PI3K and Ras signal transduction pathways. With the loss of
antimitogenic effects of TGF-β, tumor cells demonstrate increased motility and elevated
matrix protease activity (37,73), and many tumors and their associated stromal cells
increase their production of TGF-β (74), which is a potent regulator of fibroblast-medi-
ated ECM expression (75). Elevated TGF-β levels have been shown to induce an EMT
of normal and transformed epithelial cells, which can result in enhanced migratory ability
(76). The increased migratory capacity of epithelial cells that have undergone EMT is
mediated by repression of the cell–cell adhesion protein, E-cadherin, and induction of
fibroblast-specific markers (77). Multiple signal transduction pathways have been impli-
cated in TGF-β-induced EMT, and the process requires both Smad-dependent and
-independent signals (78). A potent synergy has been demonstrated between the TGF-β
and Ras/MAPK pathways in promoting EMT and enhancing the invasive and metastatic
properties of malignant cells (77,79).

Strong evidence exists from animal models that residual TGF-β signaling can promote
late-stage tumor progression and enhance metastasis. Studies with mice heterozygous for
the Tgf-β1 gene demonstrated enhanced carcinogen-induced tumorigenesis, and tumors
that developed retained the remaining wild-type Tgf-β1 allele indicating that there was
no selective pressure to abrogate completely TGF-β signaling (62). In addition, transgenic
mice expressing TGF-β1 in keratinocytes developed fewer carcinogen-induced benign
papillomas in the skin, but the rate of conversion of benign lesions into invasive spindle
cell carcinomas was dramatically increased in the TGF-β1 transgenic mice (80). These
results demonstrate the multifunctional activity of TGF-β as both a tumor suppressor and
as a prometastatic agent.

TGF-β has also been shown to act as a potent suppressive cytokine with effects on
normal hematopoietic homeostasis as well as attenuating host antitumor immune responses
(74,81–83). Studies with genetically engineered mice identified a critical role for TGF-
β1 in homeostasis of T-lymphocytes. Genetic deletion of the Tgf-β1 gene (84–87),
abrogation of signaling through transgenic expression of dominant-negative TGF-βΙΙ
receptor in T-cells (88), or reconstitution of lethally irradiated mice with dominant-
negative TGF-βΙΙ receptor-transduced bone marrow (89) resulted in the development of
a lethal, multifocal inflammatory disease. These studies highlight the important role that
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TGF-β1 plays in limiting T-cell proliferation during normal tissue homeostasis. It has
been hypothesized that expression of TGF-β1 by malignant epithelial cells or associated
stromal cells in the tumor microenvironment mediate tumor progression through sup-
pressive effects on a number immune effector cell populations.

The ability of the host immune system to induce tumor-specific T-cells in patients with
advanced cancer has been well documented (90–92), but the eradication of established
tumors by endogenous immune responses is rare. It is clear that tumors can tolerize host
immune responses raised against the malignant lesion (93), and recent evidence has
implicated regulatory T-cells (Treg cells) as key players in tumor-mediated immunosup-
pression (94). Elevated levels of Treg cells have been identified in the blood and tumor
tissue of cancer patients (95–98). A recent study revealed a strong predictive correlation
between increasing intratumoral Treg cell numbers and reduced survival in patients with
ovarian carcinoma (99), and numerous studies have demonstrated that Treg cells can
potently suppress the activation of CD4+ and CD8+ T-cells (95,100–103) and natural
killer (NK) cells (95). Furthermore, TGF-β1 has been shown to regulate directly the
development of Treg cells in vitro and in vivo (104–106), and this may represent a major
mechanism by which TGF-β1 promotes tumor progression. Several experiments with
mouse lymphoma, melanoma, and prostate carcinoma tumor models have validated the
hypothesis that inhibition of TGF-β1-mediated immunosuppression can have strong
therapeutic potential in the treatment of cancer. Transgenic mice expressing dominant-
negative TGF-β type II receptor in T-cells mounted potent antitumor immune responses
after inoculation of EL-4 lymphoma or B16-F10 melanoma cells in contrast to control
mice that were unable to activate CD4+ and CD8+ T-cell antitumor immune responses and
rapidly succumbed to tumor growth (107). Mice reconstituted with dominant-negative
TGF-β type ΙΙ receptor-transduced bone marrow that were insensitive to TGF-β-mediated
suppression of T-cell responses survived challenge with B16-F10 melanoma or TRAMP-
C2 metastatic prostate carcinoma cells as compared to control mice (108). In addition,
studies with a mouse fibrosarcoma tumor model have identified a novel mechanism that
can suppress CD8+ T-cell antitumor immune responses independent of Treg cell func-
tion. A nonlymphoid splenic cell of the myeloid lineage has been described that can be
induced to secrete TGF-β1 and directly suppress antitumor activity of cytolytic T-cells
(109,110). These studies suggest that elevated TGF-β levels in tumor-bearing animals
can suppress host T-cell responses raised against the malignant lesion through a number
of different mechanisms.

In addition to its well-described role in suppression of cytolytic T-cell responses, TGF-β
has also been shown to inhibit the activation of NK cells in cancer patients. Plasma
TGF-β1 levels were significantly elevated in human lung and colorectal carcinoma patients
as compared to normal volunteers, and cell surface expression of the NK cell activation
marker NKG2D was inversely correlated with plasma TGF-β1 levels (111). Incubation
of NK cells with plasma isolated from cancer patients or exogenous TGF-β1 specifically
reduced cell surface levels of NKG2D, without modulating expression of other NK cell
receptors (111). TGF-β1 has also been shown to downregulate the expression of NKp30,
which represents the major receptor involved in NK-mediated cell killing of immature
dendritic cells (DCs), and it has been hypothesized that this could inhibit the selection
of DCs undergoing maturation (112). These results indicate that TGF-β1 impairs
multiple NK cell functions through downregulation of specific cell surface receptors.
Immunosuppression in cancer patients can also be mediated through direct effects on
DCs (113), which are specialized antigen-presenting cells that initiate primary immune
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responses, and manipulating DC function is an area of intense investigation for the active
immunotherapy of cancer (114). TGF-β1 can interfere with DC function through down-
regulation of cell surface class I and class II major histocompatibility complex antigens,
costimulatory molecules, and chemokine receptors in vitro (115–117), and tumor-
derived TGF-β1 has been shown to reduce the efficacy of DC vaccines in mouse tumor
models (118,119). These studies demonstrate clearly that TGF-β can act as a potent
immunosuppressive cytokine on cells from multiple lineages to attenuate antitumor
immune responses.

3.2. Breast Cancer
The role of TGF-β signaling in the development and progression of breast cancer has

been studied extensively, and as in other systems, TGF-β has been shown to play a dual
role as a potent growth inhibitor in early-stage disease and as a pro-oncogenic factor in
late-stage disease (120). The majority of breast cancers express elevated levels of
TGF-β1 ligand in the tumor microenvironment associated with either malignant epithe-
lial cells (121,122), stromal cells (123) or both. A recent study of a large panel of breast
cancers (456 cases) demonstrated that more then 90% of the tumors expressed phospho-
rylated Smad2, indicating that TGF-β signaling was intact (124), but it is possible that
other signal transduction pathways can modulate the phosphorylation status of Smad2 in
these tumors. In addition, numerous studies have identified a strong correlation between
elevated plasma TGF-β1 levels and disease progression in breast cancer (123,125,126).
Pre- and postoperative plasma TGF-β1 levels associated tightly with clinical outcome in
a small study of newly diagnosed breast cancer patients (123). Patients whose plasma
TGF-β1 levels normalized after resection of the tumor had a favorable prognosis, and
patients with persistently elevated levels of TGF-β1 in the plasma had an increased risk
of lymph node metastases and disease progression (123). These studies suggest that
plasma TGF-β1 levels might be a useful prognostic factor for advanced disease.

Furthermore, increased immunoreactivity for TGF-β protein has been correlated with
an adverse prognosis (121,127,128) and increased lymph node involvement (122).
Elevated expression of TGF-β was associated with resistance to therapy with the
antiestrogen tamoxifen (129). Studies with human MCF-7 breast carcinoma cells demon-
strated significant induction in expression of components of the TGF-β signal transduction
pathway after culture in the absence of estrogen (130–132). Clonal MCF-7 cell lines
expressing elevated levels of TGF-β1 promoted tumor development in the absence of
estrogens (133), and tumor development was attenuated after combination therapy with
tamoxifen and an antibody that neutralizes all three active TGF-β isoforms, but not after
treatment with either agent alone (133,134). Recently, a highly significant association
was identified between TGF-β type II receptor expression and reduced disease-free
survival in estrogen receptor-negative breast cancer patients (135), suggesting that tumor
promoting functions of TGF-β are involved in disease progression.

Several recent studies elegantly elucidated the dual tumor suppressive and prometastatic
functions of TGF-β signaling using bitransgenic mouse models of breast cancer.
Transgenic expression of the neu oncogene driven by the mouse mammary tumor virus
long-terminal repeat produces multifocal mammary adenocarcinomas that are metastatic
to lung (136,137), and this is a highly relevant model, because amplification of the Her-
2/neu epidermal growth factor tyrosine kinase gene is a frequent event in human breast
cancer (138–140). Transgenic mice expressing constitutively activated and dominant-
negative TGF-β receptors were developed to determine the role of TGF-β signaling in
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modulating Neu-induced mammary tumorigenesis and metastasis (141). Coexpression
of constitutively activated TGF-β type I receptor significantly increased the latency of
Neu-induced primary mammary tumors, and conversely, transgenic expression of domi-
nant-negative TGF-β type II receptor decreased the latency of tumor development (141).
These studies clearly demonstrated the tumor-suppressive functions of TGFβ in Neu-
induced mammary tumorigenesis. In contrast, the prometastatic abilities of TGF-β
signaling were also revealed in these bitransgenic models of breast cancer. Mice
coexpressing activated TGF-β type I receptor (141) or activated TGF-β1 (142) and Neu
had an increased incidence of extravascular metastatic foci in the lung. These studies
demonstrated that abrogation of TGF-β signaling could inhibit late-stage tumor develop-
ment and metastasis.

Furthermore, studies utilizing a doxycycline (DOX)-inducible transgenic promoter
provided additional evidence supporting a role for TGF-β1 as a prometastatic factor in
a mouse model of breast cancer (143). Previous studies demonstrated that transgenic
expression of polyoma virus middle T oncogene (PyMT) driven by mouse mammary
tumor virus long-terminal repeat potently induced multifocal mammary tumors that were
metastatic to lung (144). The role of TGF-β1 in tumor progression and metastasis was
determined by generating triple transgenic mice where DOX-inducible active TGF-β1
could be expressed in PyMT-transformed mammary epithelial cells in a temporal and
spatial fashion (143). Mice with palpable mammary tumors were treated with DOX to
induce expression of active TGF-β1 resulting in no effect on the growth kinetics of the
primary mammary tumors, but induction for as little as 2 wk resulted in a more then 10-
fold increase in metastatic lesions in the lung (143). Several lines of evidence suggested
that active TGF-β1 mediated these prometastatic effects through a direct effect on the
mammary tumor cells rather than by paracrine effects on associated tumor stromal,
endothelial, and immune cells. Elevated levels of active TGF-β1 and phosphorylated
Smad2 were primarily found in PyMT-expressing mammary epithelium, but a threefold
elevation in serum TGF-β1 levels were seen in animals after induction with DOX, sug-
gesting that paracrine or systemic effects could contribute to the increased lung metas-
tasis (143). It will be technically challenging to design studies to determine the exact
contribution of TGF-β1-mediated autocrine versus paracrine/systemic effects that con-
tribute to increased metastasis.

Numerous studies have provided evidence that attenuation of TGF-β signaling can
modulate tumor progression and metastasis in a cell autonomous fashion. Expression of
dominant-negative TGF-β type II receptor in a series of genetically related cell lines
derived from nontransformed MCF-10A human mammary epithelial cells could cooper-
ate with Ras to enhance tumorigenesis of a premalignant cell line (145). Conversely,
dominant-negative TGF-β type II receptor expression in a high-grade metastatic cell line
had no effect on primary tumor development, but markedly inhibited metastatic capabil-
ity (145). The TGF-β pathway has also been shown to play a critical role in tissue-specific
metastasis of breast cancer cells to bone. Human breast cancers frequently metastasize
to bone, resulting in significant clinical symptoms such as pathologic fractures and pain
because of osteolytic bone destruction (146–148). Studies with human breast carcinoma
cell lines in a mouse bone tumor model have identified a molecular basis for this tissue
tropism. Inoculation of MDA-MB-23-231 human breast carcinoma cells into the left
ventricle of nude mice seeds cells into the arterial circulation and consistently produces
osteolytic bone lesions and visceral metastases with short latency (149). Tumor cells
growing in the bone microenvironment have been shown to express elevated levels of
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parathyroid hormone-related peptide (PTHrP) (150), which can potently stimulate acti-
vation of osteoclasts and bone resorption (151,152). Constitutively activated TGF-β type
I receptor enhanced the expression of PTHrP in MDA-MB-23-231 cells in vitro and
promoted increased osteolytic bone destruction in vivo (152), and expression of domi-
nant-negative TGF-β type II receptor inhibited PTHrP expression and osteolytic bone
tumor development (153). Recently, an elegant study elucidated a multigenic expression
program activated by TGF-β that regulates bone- (154) and adrenal gland-specific (155)
metastasis of MDA-MB-23-231 human breast carcinoma cells. These studies clearly link
dysregulated TGF-β signaling with the growth of osteolytic breast cancer metastases, and
suggest that this may represent an important point for therapeutic intervention in advanced
breast cancer.

3.3. Prostate Cancer
Elevated levels of TGF-β1 are consistently found in prostate cancer as compared to

normal prostate tissue from human patients (156–160). Furthermore, expression of TGF-
β1 appeared to be an early event in prostate cancer (161), with expression increasing
during tumor progression and metastasis (157,159,160,162). Patients with hormone
refractory and recurrent prostate cancer frequently present with osteoblastic bone lesions
that are thought to be stimulated by TGF-β released from tumor microenvironment or the
bone matrix (147,148). No consistent role for TGF-β2 or -3 in prostate cancer has yet
been clearly identified (158,163), but a recent study demonstrated that prostate-specific
antigen could specifically activate latent TGF-β2, suggesting that alternate mechanisms
exist for autocrine regulation of TGF-β activation in prostate cancer (164). In addition,
several studies have identified a strong correlation between elevated preoperative plasma
TGF-β1 levels and prostate cancer progression and metastasis in patients undergoing
radical prostatectomy for locally advanced disease (165–167). Elevated postoperative
plasma TGF-β1 levels were predictive for disease recurrence and metastasis (167), indi-
cating that micrometastatic lesions were already established at the time of surgical resec-
tion of the primary tumor. Recently, a microarray analyses of a panel of prostate
carcinomas identified a gene expression signature that correlated with tumor stage as
measured by Gleason score (168,169). The expression of TGF-β type II receptor was
consistently downregulated during disease progression in several independent panels of
prostate carcinomas (168,169) in agreement with previous reports in the literature
(157,170–172), but the expression of several TGF-β-induced genes involved in ECM
deposition (collagen 1A) and bone-specific metastasis (osteopontin) were significantly
elevated and correlated with increasing Gleason grade (168). These results suggest that
tumor cells loose growth inhibitory responses to TGF-β1 while maintaining prometastatic
activities during disease progression in prostate cancer.

Studies with prostate epithelial cell lines demonstrated that loss of growth inhibitory
responses to TGF-β mediated by reduced expression of the type I and II receptors cor-
related with malignant transformation (173,174), and malignant cells frequently increased
expression of TGF-β1 (173). This reduction in sensitivity to TGF-β1-mediated growth
inhibition was also seen in prostate carcinoma cell lines growing in vitro as compared to
nontumorigenic prostate epithelial cells (63,175,176). Androgen-independent prostate
carcinoma cells, DU145, PC-3, and LNCaP, which are resistant to chemotherapy,
secreted elevated levels of TGF-β1 into the culture medium when grown in vitro, and
animals bearing tumor xenografts of these cell lines had increased plasma levels of TGF-
β1 (177). In addition, treatment of animals bearing prostate carcinoma xenografts with
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cytotoxic chemotherapy led to a time dependent induction of plasma TGF-β1 that cor-
related with the degree of drug resistance of the tumor cell lines (177). This study provides
data supporting the hypothesis that TGF-β1 expression can contribute to drug resistance
of prostate carcinoma.

A strong mechanistic connection between TGF-β1 expression and metastatic ability
has been demonstrated utilizing a rat prostate carcinoma cell line. Overexpression of
TGF-β1 in the Dunning R3327 MATLyLu rat prostate carcinoma cell line resulted in
enhanced primary tumor growth rate and metastasis to the lung and lymph node after
subcutaneous implantation (161,178), and conversely, reduction of TGF-β1 levels by
stably expressing an antisense oligonucleotide in the MATLyLu prostate carcinoma cell
line inhibited primary tumor growth and metastasis (179). These studies clearly demon-
strate that TGF-β1 expression can enhance the metastatic capacity of rat prostate carci-
noma cell lines, but it is unclear whether this prometastatic activity is mediated through
autocrine effects on the prostate carcinoma cells or through paracrine effects on associ-
ated stromal, endothelial, and immune cells.

Numerous studies have demonstrated that the stroma plays a significant role in tum-
origenesis in the prostate (180, 183), but the role of TGF-β in this process has not been
clearly defined. Carcinoma-associated fibroblasts (CAF) derived from prostate carcino-
mas can stimulate tumor progression of nontransformed prostate epithelial cells in an in
vivo tissue recombination system (184). In addition, TGF-β1 expression was signifi-
cantly higher in CAF than in fibroblasts derived from normal human prostate, and
increasing levels of TGF-β1 expression correlated with the capacity of CAF to promote
malignant transformation of normal prostate epithelial cells (185). Furthermore, normal
human prostate fibroblasts could be converted to CAF in vitro by exposure to TGF-β1
in the culture medium, suggesting that prostate carcinoma cell-derived TGF-β1 could
support the development of reactive stroma (181). However, it is unclear whether CAF
influence tumor development by secretion of factors that promote a reactive ECM and
enhance angiogenesis or that directly stimulate proliferation of tumor cells. The role of
stromal cells in prostate tumorigenesis was addressed using a coculture xenograft model.
LNCaP prostate carcinoma cells formed tumors very inefficiently when implanted as
xenografts into immune compromised mice, and mixing tumor cells with tumor-derived
ECM components (Matrigel) promoted tumor incidence (186) in agreement with previ-
ous studies in the literature (187,188). Tumor incidence could be dramatically increased
by cotransplanting LNCaP carcinoma cells with CAF and Matrigel, and the xenograft
tumors constructed this way had significantly enhanced angiogenesis as measured by a
more then 10-fold increase in microvessel density (186). Inclusion of LAP to neutralize
TGF-β during the generation of the LNCaP differential reactive stroma tumor xenografts
reduced microvessel density 3.5-fold and tumor weight by nearly 50% (189), but it is
unclear whether the TGF-β1 is being secreted from the prostate carcinoma cells, the CAF
or both. These studies clearly demonstrate that TGF-β produced in the tumor microen-
vironment can have direct effects on prostate epithelial cells as well as paracrine effects
on tumor associated stromal and endothelial cells.

4. THERAPEUTIC INTERVENTION
Several approaches are being pursued to develop TGF-β antagonists primarily for the

treatment of fibrotic disorders and cancer (190,191). The most advanced of these approaches
focuses on the development of large molecule inhibitors, which include monoclonal



480 Pinkas and Teicher

antibodies, soluble receptors, and antisense oligonucleotides. Multiple human and mouse
monoclonal and rabbit polyclonal antibodies that neutralize active TGF-β isoforms by
blocking ligand access to the receptors have been described. Phage display technology
was utilized to develop recombinant human antibodies that selectively neutralize specific
TGF-β isoforms, and these antibodies are currently being evaluated in a number of
clinical trials for the treatment of fibrotic disorders. A human monoclonal antibody,
CAT-152, which neutralizes TGF-β2, is currently in phase III trials for prevention of
scarring induced by glaucoma surgery (192), and a second recombinant human monoclonal
antibody, CAT-192, which selectively targets TGF-β1 (193), was examined in a phase
I/II trial for the treatment of scleroderma. Two pan-neutralizing mouse monoclonal antibod-
ies, 1D11 (194) and 2G7 (195), have been utilized extensively to demonstrate the thera-
peutic potential of TGF-β antagonism in mouse tumor models. Mouse and human tumor
cell lines frequently secrete elevated levels of TGF-β isoforms in vitro and in vivo
(74,196) and have been useful models to examine the therapeutic potential of TGF-β
antagonists. The growth of MDA-MB-23-231 human breast carcinoma cells implanted
intra-abdominally was significantly reduced after treatment with 2G7, and antitumor
activity correlated with enhanced cell killing mediated by splenic NK cells (133).

Several reports have demonstrated that tumor resistance to chemotherapy in vitro and
in vivo can be reversed with TGF-β antagonist treatment. Tamoxifen-resistant LCC2
breast carcinoma cells express elevated levels of TGF-β2 as compared to the tamoxifen-
sensitive cell line LCC1, and combination treatment with tamoxifen and the pan-neutral-
izing TGF-β antibody 2G7 inhibited the growth of LCC2 human breast carcinoma
xenografts as compared to treatment with either agent alone (134). In addition, a critical
role for NK cells in mediating antitumor activity was identified supporting a role for
tumor-derived TGF-β in suppressing host immune surveillance (134). Studies with MDA-
MB-23-231 cells grown three-dimensionally as spheroids in vitro demonstrated that
treatment with 2G7 enhanced cell killing by the alkylating agent cisplatin (CDDP),
suggesting that tumor-derived TGF-β may contribute to drug resistance of malignant
cells (197). Drug-resistant sublines of the EMT6 mouse mammary carcinoma cell line
were generated in vivo by treatment of tumor-bearing animals with alkylating agents
cyclophosphamide (CTX) and CDDP over a 6-mo period (198). Treatment of animals
bearing drug-resistant tumors with TGF-β neutralizing antibodies (199) or the leucine-
rich proteoglycan decorin (200) increased the sensitivity of the EMT6-CTX tumors to
CTX and the EMT6-CDDP tumors to CDDP. These studies reveal a role for TGF-β in
contributing to drug resistance in vitro and in vivo, and suggest that TGF-β antagonists
may be effective in the treatment of drug resistant tumors.

Several large molecule protein therapeutics have been developed to neutralize active
TGF-β isoforms (190,191). The extracellular ligand-binding domain of the TGF-β type
II receptor has been fused to the Fc domain of human IgG1 (abbreviated Fc: TβRII or
SR2F) to produce a high-affinity and stable antagonist capable of neutralizing TGF-β1
and -β3 isoforms (201,202). Transgenic expression of high levels of systemic SR2F did
not result in significant pathology as was seen in the TGF-β1–/– gene deletion mice, but
it did suppress spontaneous metastasis from primary mammary tumors (203). In addition,
studies utilizing purified Fc: TβRII protein demonstrated an inhibition of spontaneous
lung metastasis from orthotopically implanted 4T1 and EMT6 mammary carcinomas
(204). A recent study identified CD8+ T cells as key mediators of Fc: TβRII mediated
antitumor activity in a syngeneic model of malignant mesothelioma (205). Antibodies
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designed to neutralize active TGF-β isoforms have potent antitumor activities in rodent
models of melanoma (206), multiple myeloma (207), and prostate carcinoma (189).

Small-molecule inhibitors have also been developed that target the serine/threonine
kinase activity of the TGF-β type I receptor and inhibit the phosphorylation of Smad-2/3
(208–210). These compounds have proven to be effective against TGF-β-induced EMT
of normal mammary epithelial cells (208) and migration and invasion phenotype of
pancreatic carcinoma cells (211). Recently, the SD-208 inhibitor was shown to inhibit the
growth of intracranial gliomas in a syngeneic mouse model, and antitumor efficacy
correlated strongly with increased infiltration of NK cells, CD8+ T cells, and macro-
phages into the tumor (212). However, many of the small molecules have also been
shown to inhibit other TGF-β type I receptors such as ALK4, resulting in the modulation
of activin-dependent Smad activation (209). The significance of this activity against
other TGF-β type I receptors in addition to ALK5 is unclear.

5. SUMMARY AND CONCLUSIONS

The TGF-β signal transduction pathway has been shown to play a critical role in
normal development and tissue homeostasis by inhibiting aberrant cellular proliferation
through induction of cytostatic and apoptotic gene expression programs. TGF-β signal-
ing exerts a biphasic role in cancer, with dual functions as a tumor suppressor in normal
tissue and early stage lesions and as a prometastatic agent in late-stage disease. The
molecular mechanisms that control the conversion of TGF-β from a tumor suppressor to
a tumor promoter are poorly understood, and additional studies utilizing preclinical
tumor models will be required to elucidate the complex role of TGF-β in tumor–host
interactions. Numerous studies have clearly demonstrated the ability of TGF-β to enhance
the migratory and invasive capacity of tumor cells, to generate a reactive stromal com-
partment, to promote angiogenesis and to suppress antitumor immune responses. This
multifactorial activity of TGF-β in cancer makes it an extremely attractive target for
therapeutic intervention, and the next several years will produce exciting data on the
initial clinical application of neutralizing antibody and small molecule therapeutics in
oncology and fibrotic disorders.
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SUMMARY

In recent years, there has been an increasing awareness that the immune system, in
particular the T-cell component, plays a significant role in tumor eradication. Advances
in molecular immunology and identification of T-cell-defined human tumor antigens
have accelerated the development of vaccines to promote T-cell-mediated antitumor
immune responses. In general, many shared human tumor antigens are derived from
proteins overexpressed or derepressed in tumors relative to normal cells. Alteration in
the tumor suppressor gene product, p53, is one of the most common events in human
cancers, but mutant p53-based immunotherapy would require “custom-made” vaccines
for use in relatively few patients. Because most mutations in p53 are associated with
accumulation or “overexpression” of mutant p53 in the cytosol, the protein is more
readily available for antigenic processing and presentation than are the low levels of p53
molecules expressed in normal cells. A vaccine targeting wild-type sequence (wt) or
nonmutant sequence peptides derived from altered p53 molecules, therefore, is a more
attractive approach for developing broadly applicable cancer vaccines.

Extensive preclinical murine tumor model studies using peptide-based and DNA
vaccines have demonstrated that wt p53-based vaccines can induce tumor eradication
in the absence of deleterious antitumor autoimmune side effects. Like any T-cell-based
immunotherapy, effective p53-based immunotherapy will be dependent on patients’
responsiveness to wt p53 peptides and the ability of their tumors to present these pep-
tides for T-cell recognition. These and other issues and concerns related to p53-based
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vaccines are discussed together with a brief summary of the initial clinical trials of p53-
based immunotherapy.

Key Words: p53; immunotherapy; vaccines; dendritic cells; CTL; Th; peptides;
immunoselection; immunotherapy.

1. INTRODUCTION

The p53 tumor suppressor gene product was identified 25 yr ago as a transformation-
related antigen, using antibodies present in the sera of mice immunized against chemi-
cally induced sarcomas (1). It was characterized as being expressed at elevated levels in
murine tumors induced with irradiation, RNA and DNA viruses, and chemical carcino-
gens. Of the nontransformed cells/tissues tested for expression, only thymocytes and
mitogen-activated lymphocytes showed low but detected levels of the antigen (2). Since then,
genetic events leading to loss of function of p53 have been identified as the most fre-
quently occurring event associated with oncogenesis (3–5). Whereas genetic alterations
of the p53 gene, namely missense mutations, are considered the primary cause leading
to loss of its function, alterations in gene products of several pathways that are critical for
regulation of p53 can also result in loss of its function. Several approaches for restoring
the normal p53 function of regulating the cell cycle and reversing the transformation
phenotype of cancer cells are being actively pursued. They involve focusing on p53 gene
replacement, identifying pharmacological agents capable of restoring mutated p53 to its
normal conformation and functional activities, and viruses that are lytic to cells harboring
mutant p53 (6–8). Another approach can be traced to the origins of the identification of
p53, namely that as a tumor antigen, p53 could be targeted with cancer vaccines.

2. CANCER VACCINES

Preclinical murine and clinical evidence indicates that the immune system plays a
major role in host defense against progressive tumor growth and drives the concept of
developing immunotherapy to augment the antitumor immune responsiveness of patients
with cancer in order to eradicate their tumors (9). Although all elements of the immune
system are involved in tumor eradication, it has been shown to be primarily dependent
on T-cell-mediated antitumor responses. Whereas CD8+ cytotoxic T-lymphocytes (CTLs)
are considered the critical effectors for tumor eradication, CD4+ T-lymphocytes or T-
helper (Th) cells have been shown to be required for expansion and maintenance of these
effectors (10–13). Both T-cell subsets recognize short peptides or “epitopes” derived
from proteins that are presented on the cell surface in association with class I or II human
leukocyte antigen (HLA) molecules (14,15). A major focus of cancer immunotherapy,
therefore, has been to develop vaccines that would induce and/or expand CTL-mediated
antitumor immune responses.

2.1. T-Cell-Defined Tumor-Associated Antigens
Nearly all the human tumor antigens being used in developing cancer vaccines are

“shared” tumor-associated determinants. They represent nonmutated peptides derived
from three distinct groups of proteins (16). One group is derived from proteins that are
expressed in the testes, but not normal cells. Epigenetic and/or genetic events result in
activation of genes encoding these “cancer–testes” or “cancer germline” proteins. Their
lack of expression on normal cells and inappropriate expression in wide range of tumors
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makes them immunologically “nonself” in nature and enhances their potential for use in
cancer vaccines. The other two groups of tumor-associated antigen (TAAs) are “self-
antigens,” and can be distinguished by their patterns of expression in tumors and normal
adult cells. One group consists of tissue-specific or differentiation antigens that are
overexpressed in tumors relative to normal cells, whereas the other represents antigens
derived from a variety of gene products involved in cell cycle regulation. Loss of their
functional activities is a critical event in transformation. Many of these proteins are
products of oncogenes or tumor suppressor genes; p53 is a prime example of the latter
group of gene products. The identification of melanoma-associated antigens and the
development and clinical introduction of melanoma vaccines has accelerated the effort
to develop vaccines for more widely occurring types of cancer, namely carcinomas of the
breast, colon, and lung. An obvious candidate for such vaccines is p53.

2.2. p53: A TAA
Following the serological identification of p53 as a transformation-related murine

tumor antigen (1), a subsequent study by Crawford and colleagues identified anti-p53
immunoglobulin (Ig)G antibodies in the sera of some patients with cancer (17). Because an
IgG response against a protein like p53 requires the participation of CD4+ Th cells as well as
B-cells, that study and subsequent others have established the immunogenicity of p53 in
humans and the presence, in some patients, of T-cell-mediated anti-p53 responses (18–21).

A key function of p53 is to prevent DNA replication following DNA damage because
of a genotoxic event, such as irradiation (3). It does so by blocking replication until DNA
repair has occurred. In normal cells, therefore, wild-type (wt) p53 molecules are seques-
tered in the nucleus and have a relatively short half-life. Genetic alterations in p53,
which result in loss of p53 function, have been shown to be the most frequently occurring
genetic event associated with human cancer (5). At least 50% of all human tumors
analyzed contain genetic alterations in p53. Most are missense mutations, in exons 5–8,
which encode the DNA binding region of the molecule. In studies in which all the p53
exons (exons 2–11) as well as intron/exon junctions have been analyzed, as was recently
done for a group of squamous cell carcinoma of the head and neck (SCCHN) tumors
(22,23), the incidence of genetic defects can approach 80%. Missense mutation of p53,
however, is frequently associated with stabilization (increased half-life) of mutated p53
molecules, resulting in accumulation or “overexpression” in the cytosol of tumors (24).
As the accumulation of mutated p53 in tumors resembles the overexpression or derepres-
sion phenotype associated with many shared tumor-associated tissue/differentiation
melanoma antigens targeted with vaccines (10,17), it was hypothesized that the accumu-
lation of mutant p53 molecules in the tumor cytosol would enhance processing and
presentation of p53-derived peptides for CTL recognition and eradication (24).

2.3. Two Classes of T-Cell-Defined p53 Peptides
In contrast to most other tumor associated antigens (TAAs), however, two classes of

epitopes can de derived from a mutant p53 molecule can be presented, an epitope con-
taining the missense mutation, which would be nonself and a unique tumor-specific
antigen and an array of epitopes composed of nonmutated, wt peptide sequences derived
from the rest of the mutant molecule (Fig. 1). The latter would be “self-TAAs.” Although
mutant peptides should be highly immunogenic and induce robust antitumor responses,
the constraints of antigen processing and presentation limit their presentation to tumors
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of only a few individuals that express the appropriate class I HLA molecules capable of
presenting the mutation. Consequently, vaccines targeting a mutant peptide would essen-
tially need to be “custom-made” for an individual patient and of limited applicability. In
contrast, due the polymorphisms of HLA molecules, there is a much greater probability
that one or more wt p53 peptides can be presented for T-cell recognition by tumors
expressing any given class I HLA allele. These wt p53 peptides represent shared TAAs,
and vaccines targeting them would be broadly applicable (24,25). Although they would
be targeting self-epitopes and presumably would induce less robust antitumor responses
than the mutant p53 epitopes, wt p53-based vaccines represent a practical approach to
developing a broadly applicable cancer vaccine.

3. PRECLINICAL MURINE STUDIES OF P53-BASED IMMUNOTHERAPY

The demonstration that a wt p53 peptide-based dendritic cell vaccine induced rejection
of a transplanted chemically induced tumor established the potential efficacy of p53-
based vaccines as broadly applicable for use in immunotherapy of cancer. Since then,
studies utilizing mice and murine tumor models have been continually used to evaluate
the efficacies of various types of p53-based vaccines, including DNA vaccines, as well
as the roles that tolerance to “self-p53” peptides and the potential of inducing autoim-
mune might have in vaccine-induced, anti-p53 immune responses.

3.1. p53-Based Immunotherapy of Mice Bearing Transplanted Tumors
The study by Majordomo et al. (25), which used the same tumor model systems that

were used to serologically identify p53, was the first to demonstrate the ability of a wt p53
peptide to induce tumor rejection of a chemically induced tumor in mice. The study was
also one of the first studies that established dendritic cells, considered the professional
antigen-presenting cell, as the vehicle of choice for tumor peptide based vaccines. Fur-
thermore, no “antiself” autoimmune side effects were detected in wt p53-immunized
mice. As in any vaccine development program, optimization of the immunogen and
vaccine vehicle are critical. A wide range of p53-based vaccines and immunization
protocols has been evaluated in the past decade. Murine studies have shown that effective
anti-wt p53 T-cell-mediated antitumor responses could be induced by: (1) wt p53 pep-

Fig. 1. Two classes of cytotoxic T-lymphocyte (CTL)/defined p53 tumor peptides.
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tides or recombinant p53 protein admixed with chemical adjuvants or pulsed onto bone
marrow-derived dendritic cells (DCs) (25,26), as well as (2) DCs transfected with nonviral
plasmids or viruses encoding intact p53 or fragments (27,28). In addition, p53 nonviral
plasmids DNA vaccines biolistically (gene gun) delivered as well as recombinant viral
vectors expressing p53 have shown to be effective in inducing antitumor immunity (29,30).

Comparisons of the anti-wt p53 CTL responses of wt mice and p53 null mice to mouse
and human p53 have been critical in demonstrating the extent of tolerance that exists to
self-wt p53 peptides, and reducing fears that anti-wt p53 antitumor immune responses
might be associated with deleterious autoimmune responses as well (31,32). The finding
that anti-wt p53 CTL responses in p53+/+ mice display a low-to-intermediate affinity,
whereas those generated in p53 null mice are of high affinity was a clear indication of the
extent to which tolerance to self-p53 epitopes exists in mice. The fact that antihuman p53
CTLs generated in normal and HLA-A2-transgenic mice display higher affinities for
their ligands than do antimouse p53 CTLs induced in the same mice further demonstrated
the level of tolerance to wt p53 epitopes in mice. Subsequently, adoptive transfer of high-
affinity anti-wt p53 CTLs derived from p53 null mice to tumor-bearing p53+/+ mice
showed that these effectors were very effective in inducing tumor eradication (33–35).
Although the high-affinity anti-p53 CTLs were capable of recognizing mitogen-acti-
vated T-cells, there was no evidence of autoimmunity in the treated mice. More recently,
several reports employing administration of anti-CD40 antibody and/or cytosine-phos-
phate-guanine oligonucleotides in combination with wt p53-based vaccines have dem-
onstrated that these agents can enhance the induction/expansion of anti-wt p53 CTLs, but
not their avidity (36–38).

3.2. p53-Based Immunotherapy of Mice Bearing Primary Chemically
Induced Tumors

As insightful as the murine tumor model studies using transplantable tumor were, they
did not mimic the relatively long-term tumor-immune system interactions that occur in
hosts bearing primary tumors. Methylcholanthrene (MCA) is one of several polycyclic
hydrocarbons that have been used routinely to induce tumors in experimental laboratory
animals, especially inbred strains of mice and rats. It is also a major environmental
pollutant and has been implicated as a causative agent in human cancers. MCA induces
murine tumors within 6 mo of exposure. These tumors have a high incidence of genetic
alterations in p53, and many are sensitive to wt p53-specific CTLs (25). In addition to
being a carcinogen, MCA is also as an immunosuppressive effect on the mice, which is
prominent within weeks of its administration and persists for approx 3 mo (39–41).

We recently reported the results of p53-based immunization of MCA-treated mice
employing peptide-pulsed DC and DNA vaccines administered in protection, therapy,
and combination protection/therapy protocols (42). The results indicate that the efficacy
of p53-based immunization relative to reducing tumor incidence was severely compro-
mised by vaccine-induced “tumor escape.” As compared to tumors induced in
nonimmunized mice, a higher incidence of “epitope-loss” tumors was detected in tumors
from the immunized mice. The increase in tumor escape arose as a consequence of either
increased frequencies of mutations within/flanking p53 epitope-coding regions and/or
downregulation of expression of H2 molecules, the class I major histocompatiblity com-
plex molecules that present these epitopes for CTL recognition. One must note that the
conditions of immunizing and inducing anti-p53 immune response in the presence of a
potent carcinogen are ideal for promoting immunoselection of epitope-loss tumors. These
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findings are consistent with current views of immunoselection occurring in patients
receiving tumor peptide-based immunotherapy and warrant further evaluation of p53-
based immunization in the MCA and other primary murine tumor model systems.

4. PRECLINICAL DEVELOPMENT OF P53-BASED IMMUNOTHERAPY

Development of p53-based immunotherapy has greatly benefited from the knowledge
and insights gained from many of the preclinical studies in murine tumor model systems.
In the course of a decade, it has progressed from identification of the first CTL-defined
wt p53 peptide to clinical introduction of several types of wt p53-based vaccines. The use
of high-affinity anti-wt p53 T-cells derived from p53 null mice and HLA-A2.1-transgenic
p53 null mice has been shown to be very effective in inducing tumor eradication. Although
of high-affinity, these cells do not react with normal cells and did not induce any detect-
able evidence of autoimmunity. Consequently, the concept of genetically engineering
high-affinity anti-p53 human T-cell effectors by transfecting peripheral blood mono-
nuclear cells (PBMCs), with cDNA encoding the T-cell receptor (TCR) derived from
antihuman p53 murine CTLs is being actively pursued (43).

4.1. CTL-Defined Human wt p53 Peptides
Unlike many of the presently identified CTL-defined human tumor peptides, nearly all

of the wt p53 peptides have been identified by “reverse immunology,” namely using
algorithm-predictions of putative class I HLA-binding peptides (44) and immunizing
HLA transgenic mice and/or in vitro stimulation (IVS) of PBMCs obtained from normal
donors (45–53). The majority of those identify are HLA-A*0201 (HLA-A2)-restricted
epitopes, although an HLA-A24-restricted wt p53 has also been identified. In this man-
ner, wt p5365–73, wt p53149–157, wt p53189–196, wt p53217–225, and wt p53264–173 epitopes
were identified. Several of these peptides are being use in p53-based vaccine trials for
cancer patients expressing the HLA-A2.1 allele.

4.2. Th Cell-Defined wt p53 Peptides
The identification of anti-p53 IgG antibodies in the sera of some patients with cancer

is indicative of anti-p53 CD4+ Th cell responses having been induced in these individuals.
Unfortunately, it is also associated with a poor prognosis, which might be attributable to
a predominating Th2 antitumor immune response in these patients rather than the Th1-
biased response that is generally associated with tumor eradication. Preclinical studies
have demonstrated that vaccines employing Th- as well as CTL-defined epitopes derived
from the same tumor antigen show enhanced efficacy because of the established role of
the antigen-specific CD4+ T-cells in the induction and maintenance of effective
antitumor immunity (54,55). Consequently, the identification of Th cell-defined p53
peptides would be useful not only for enhancing the efficacy of p53-based immunization,
but also to possibly “reverse” the Th2-biased responses of p53 sero-positive patients.
Several in vitro-based studies have focused on proliferative T-cell-mediated responses
to intact p53 protein or p53 peptides relative to anti-p53 antibody production in patients
with cancer (19–22,56), but none identified the T-cell-defined epitopes. The study of
Fujita et al. (57) identified several immunogenic HLA class II-restricted wt p53 peptides.
The abilities of these peptides to be naturally presented, however, were not established
in their study. In our recent study, which utilized recombinant wt p53 protein-pulsed DCs
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as the antigen presenting cell and algorithm-predicted HLA-DRB1*0401-binding 15-
mer peptides (58), we identified wt p53110–124 peptide as a naturally presented HLA-
DRB1*0401-restricted epitope (59). In in vitro-based experiments using the autologous
PCI-13 SCCHN system available in our laboratory, the addition of anti-wt p53110–124
CD4+ T-cells to PBMCs was shown to increase the total number CD8+ T-cells in the IVS
cultures and, more relevantly, enhance the induction of anti-PCI 13 effectors. This effect
was dependent on the ratio PBMC/CD4 cells in the cultures. These results are consistent
with the concept of developing a multiepitope p53 vaccine that would employ Th-defined
as well as CTL-defined p53 peptides to maximize its efficacy.

5. CRITICAL ISSUES AND CONCERNS THAT CONFRONT THE
CLINICAL INTRODUCTION OF P53-BASED CANCER VACCINES

Successful development of p53-based immunotherapy needs not only to overcome the
general issues and concerns that conform any immunization targeting a self-TAA, but
also several which are unique because of the complexity of this molecule and its role as
a tumor suppressor. The two critical concerns of any tumor antigen-specific immuniza-
tion are (1) the responsiveness of the patient to the immunization and (2) the ability of the
patient’s tumor to present the targeted antigen (10). In addition to a general impairment
of immunocompetency, which characterizes many patients with cancer, the issue of
tolerance/anergy to wt p53 epitopes needs to be taken into account. Second, there is
concern of knowing whether (a) tumor(s) being targeted with a p53-based vaccine can
present the targeted wt p53 epitopes. In addition to direct mutation/deletion in p53 exons,
which can influence processing and presentation of p53-derived epitopes (60), defects in
any of the pathways involved in posttranslational modification and degradation of p53
promote “loss of p53 function” as well as processing and presentation of p53 epitopes
(6,7). Finally, loss of function of p53 is considered an early event in an oncogenic process
that can occur over decades. The induction of an anti-p53 antitumor immune response,
during the early stages of oncogenesis even if it is not robust, could readily promote over
a long period of time the immunoselection of p53 epitope-loss tumors (61–63). This
would mimic the outgrowth of epitope loss: tumors that were enhanced in p53-immunized
mice bearing primary chemically induced tumors (43), and might be particularly relevant
to the concept of p53-based immunization of “high risk” individuals to prevent cancer.

5.1. Immunological Tolerance and Autoimmunity
Effective immunity against self-tumor antigens, such as wt p53 peptides, must breach

the fine line that separates an antitumor immune response from a potentially deleterious
autoimmune response. This subtle distinction is particularly important in the case of wt
p53 epitopes. Most self-TAAs, such as those derived from tissue-specific or differentia-
tion antigens, have limited tissue distribution, and immune responses to them are gov-
erned by peripheral tolerance. In contrast, p53 is expressed by all nucleated cells and
readily available in the thymus for induction of tolerance to wt p53 epitopes (2). Based
on in vitro-based immunological studies involving PBMCs, it is apparent that only a
subset of normal donors and patients with cancer are responsive IVS with autologous
DCs pulsed with wt p53 peptides or transfected with adeno/wt p53 construct (48,64). The
DCs were chosen for this assay as they are considered the only antigen-presenting cell
capable of inducing antigen-specific responses from naive T-cells. The induced/expanded
anti-wt p53 CTLs display a low-to-intermediate affinity for their ligands and a limited
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repertoire of TCR usage (48,65,66). The latter is quite evident following an analysis of
TCRVβ usage of anti-wt p53264–272 CTLs. Despite the vast TCR repertoires theoretically
available for any immunogen, a TCRVβ immunoscope analysis of anti-wt p53264–272
CTLs generated from PBMCs from HLA-A2+ individuals showed restrictions in TCRVβ
family usage (66). Whether the weak immunogenicity of wt p53 peptides reflects deletion
or anergy of anti-wt p53 T-cells is an open question, but preclinical murine studies have
clearly demonstrated that the anti-wt p53 CTLs induced in p53 null mice are high affinity
relative to those induced in normal p53+/+ mice (32,33). Despite their increased affinity,
their adoptive transfer into normal mice did not result in deleterious autoimmune side
effects, indicating that even the biochemical detectable levels of p53 expressed in some
normal cells in the mice (2) are not sufficient to sensitize them to anti-p53 CTLs (25,67).

5.2. “Optimized” p53 Peptides
In many instances, the immunogenicity of a weakly immunogenic peptide can be

enhanced by an amino acid exchange in the peptide sequence, which both increases its
binding to HLA molecules and/or interaction with the TCR and results in an increased
stabilization of the HLA/peptide/TCR complex. Ultimately, this results in an increase in
the expansion of T-cells capable of recognizing the parental peptide (68–71). This ap-
proach was successful in optimizing the immunogenicity of the wt p53264–272 and p53149–

157 peptides. In the case of the wt p53264–272 peptide (LLGRNSFEV), which contains a
favorable amino acid (leucine) at anchor positions 2 and 9, the exchange of tryptophan
for phenylalanine at position 7 of the peptide, F270W, did not increase its binding to
HLA-A2.1 molecules, but did increase its immunogenicity. Presumably, this was be-
cause of enhanced stability of the HLA/peptide/TCR complex, and was evidenced by an
increased affinity for the parental peptide of anti-wt p53264–272 CTLs induced using the
optimized peptide. The amino acid exchange of a favorable anchor amino acid (leucine)
for an unfavorable anchor amino acid (threonine) in position 2 of the wt p53149–157 peptide
(STPPPGTRV) increased its binding affinity to HLA-A2.1 molecules and its immuno-
genicity (72).

5.3. Parameters Influencing Tumor Presentation of wt p53 Peptides
for T-Cell Recognition

In addition to defects in antigen processing and presentation (73), which confront any
T-cell-based immunotherapy, the ability of tumors to present CTL-defined wt p53 pep-
tides appears to be more complicated than of any other shared TAA (Fig. 2). It first
arose with the differences in the sensitivities of three SCCHN cell lines to HLA-A2-
restricted, anti-wt p53264–272 CTLs (45,46,48). The PCI-13 SCCHN cell line, which
displays the “classic” phenotype of accumulation of mutant p53 (E286K) associated with
presentation of wt p53264–272 peptide, was sensitive to anti-wt p53264–272 CTLs. In con-
trast, SCC-9, which expresses a deletion in p53 and does not accumulate p53, was sen-
sitive to lysis by the CTLs, whereas SCC-4, which displays the classic phenotype of
accumulating mutant p53 (P151M), was not. Subsequently, Theobald et al. established
that the commonly occurring p53 R273H mutation blocked processing of the wt
p53264–272 peptide, and that MCF7 cells, which accumulate wt p53, presumably because
of defects in pathways regulating p53, did present the peptide (46,60). Further confound-
ing the situation is the demonstration by Vierboom et al. (67) that cells expressing the
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oncogenic human papillomavirus (HPV) E6 protein, which functions by enhancing the
degradation of p53 leading to “loss of function,” have a wt p53+/accumulation– pheno-
type, yet are sensitive to anti-wt p53 CTLs. The interaction of p53 with heat shock protein,
which is apparently dependent on the conformation of the p53 molecules, influences
proteasomal degradation of mutant p53 in tumors cells, and represents another set of
parameters that can impact on wt p53 CTL-recognition of tumors. Clearly, a major focus
of future research is to better assess the ability of tumors to present wt p53 peptides for
T-cell recognition.

5.4. Implication of Immunoselection of p53 Epitope-Loss Tumors
Nearly 18,000 human tumors have been analyzed for genetic alterations in p53, most of

which are missense mutations (22). The class I HLA haplotypes of the patients from which
these tumors were obtained from, however, are essentially unknown. One, therefore, is unable
to readily assess whether a relationship exists between sites/nature of p53 mutations and
the host’s class I HLA haplotype. Several years ago, the results of an analysis by Wiedenfeld
et al. indicated the possible increase in the incidence of p53 epitope loss in lung tumors
of HLA-A2+ individuals (62). An analysis of the sites of p53 missense mutations expressed
in 27 SSCHN obtained from HLA-A2+ patients, 8/13 occurred within or immediately
flanking one of three known CTL-defined wt p53 epitopes (74). Six of the missense
mutations within CTL-defined epitopes, p53149–157, p53217–225, and p53264–273, and one
was a mutation at codon 273, which is known to block processing of the p53264–272 peptide
(60). The eighth missense mutation was in codon 226, the codon immediately flanking
the wt p53217–225 epitope, which may also function like the R273H mutation in blocking
epitope processing. Mutations in the p53217–225 epitope at codon 220 were detected in 2/
27 tumors. Codons 273 and 220 are considered p53 mutational “hot spots.” Mutation at
p53 codon 273 is the most frequently detected p53 mutation in human cancers (~12%),
whereas mutation at codon 220 ranks sixth, with a frequency of approx 1% (5). These
values are independent of tumor type and do not take into account the HLA haplotypes
of the tumors. The frequency of mutations at p53 codon 220 in the HLA-A2+ SCCHN we

Fig. 2. Presentation of wild-type (wt) p53264–272 peptide for cytotoxic T-lymphocyte recognition
by tumor cells is associated with several distinct p53 genotypes and properties.
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analyzed is well above its frequency in all the human tumors that have been analyzed.
Obviously, more-extensive analyses of the HLA/p53 phenotypes of SCCHN and other
types of cancers need to be done to determine the true significance of this observation.
Three distinct missense mutations in the p53149–157 epitope were detected in the study.
Two of these were nonconserved amino acid exchanges at the anchor positions of the
peptide. Whether these mutations yield T-cell-defined mutant p53 epitopes is under
investigation.

Overall, the skewed pattern of p53 missense mutation in the tumors of HLA-A2+

patients with SCCHN (74) is highly suggestive of possible immunoselection that pro-
motes the outgrowth of p53 epitope-loss tumors. It also implies that wt p53 peptides,
although “self-antigens,” are surprising immunogenic. Given that mutation of p53 is
considered an early event in development of SCCHN, the immunological pressure exerted
over long periods by anti-wt p53 CTLs combined with the inherent genetic instability and
heterogeneity of tumors could readily promote the outgrowth of p53 epitope-loss tumors
in some patients.

A further implication that p53-related immunoselection in patients with cancer occurs
is the inverse correlation between the frequencies of anti-wt p53264–272 tetramer+ CD8+

T-cells present in PBMCs obtained from HLA-A2+ patients with SCCHN and the muta-
tional site/level of p53 expressed in their tumors (74). The results obtained from the 27
patients divide these individuals into two groups, low tetramer+ T-cell frequency/IVS
nonresponsive vs high tetramer+ T-cell frequency/IVS responsive. When this distinction
was correlated to p53 immunohistochemistry and genotyping, the tumors of nonrespon-
sive patients had a p53 phenotype traditionally consistent with a tumor’s ability to present
the wt p53264–272 peptide (accumulation of mutant p53), whereas the responders had
tumors expressing normal levels of wt p53 and, presumably, a low potential to present
the epitope (see Fig. 2). Whereas these results are strongly supportive of immunoselection
of epitope-loss tumors, they also are consistent with the possibility that the SCCHN
tumors expressing wt p53 and associated with high frequencies of anti-wt p53 CTLs
might also be HPV+. The expression of HPV E6 enhances the degradation of wt and
mutant p53 and presentation of peptides derived from these molecules (67,75). The
ability of an HPV+ tumor to present the p53264–272 peptide for CTL recognition, therefore,
need not require accumulation of p53. Obviously, the role of HPV in presentation of p53-
derived epitopes required further investigation.

6. CLINICAL TRIALS OF P53-BASED IMMUNOTHERAPY
OF PATIENTS WITH CANCER

In vitro-based studies using PBMCs obtained from normal donors and patients have
shown the utility of peptide or protein-pulsed DCs (36,47,60) or DCs transfected with
recombinant adenoviral constructs expressing p53 for induction/expansion of anti-wt
p53 CTLs and Th cells (68). As a result of these experiments, the concept of genetically
engineering high-affinity anti-p53 human T-cell effectors by transfecting PBMCs with
cDNA encoding the TCR derived from antihuman p53 murine CTLs is also being ac-
tively pursued (70). A number of p53-based vaccine clinical trails have been introduced
in Europe and the United States for patients with breast, colon, or ovarian carcinoma. The
initial findings of four of these trials have been reported. Vaccines consisting of p53
peptides admixed with chemical adjuvants or DC, recombinant viral vectors expressing
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wt p53 as well as DCs transfected with adenoviral construct-expressing wt p53 were
employed in these trials. The concept of replacing mutant p53 in a patient’s tumor with
functional wt p53 delivered using a recombinant adenoviral/wt p53 construct preceded
its use in p53-based immunotherapy. An unreported aspect of replacement adeno/p53
gene therapy trials is whether “bystander” antitumor immune responses are induced in
the patients receiving this gene therapy (76). Induction of bystander anti-p53 immune
responses has been shown to occur as a result of other types of cancer therapies not
directly targeting p53, which also warrants further study (77,78).

Two HLA-A2-restricted wt p53 peptide-based vaccine trials have been initiated using
peptide-pulsed DCs and/or peptides admixed with chemical adjuvants. The NCI p53
vaccine trial is for HLA-A2+ patients with low-burden ovarian cancer (79). In this trial,
one group of five patients received multiple monthly immunizations of the peptide pulsed
onto autologous DCs and administered intravenously, whereas the second group of six
patients received the peptide admixed with ISA-51 and GM-CSF and given subcutane-
ously. Both groups of patients also received low dose interleukin 2 for 10 d, beginning
with cycle 3 of the vaccination protocol. Immunological monitoring, using enzyme-
linked immunosorbent and tetramer assays, showed the induction in individuals of both
groups of anti-wt p53 CTL responses. This was accompanied by increased progression-
free survival times. The other p53 peptide-pulsed DC trial was for HLA-A2+ patients with
advanced breast cancer (80). It consisted of a multiple p53 peptide-pulsed DC vaccine,
which included three wt p53 epitopes mixed with three modified or “optimized” peptides,
in addition to a generic pan-DR-binding protein peptide. The vaccine was administered
together with interleukin 2. The immunological monitoring of PBMCs obtained from six
patients receiving up to 10 immunizations was reported. The results show sporadic anti-
p53 CTL responses and 1/6 patient showed a clinical response.

An advantage of using recombinant protein or viral vectors encoding p53 as immuno-
gen is that it permits multiple CTL and Th epitopes to be presented, and gives the inves-
tigator the option of monitoring the trial for identified HLA class I-restricted p53 epitopes
or not. The initial results of the immunological monitoring of phase I/II immunization
trials of patients using either a recombinant adenovirus or canarypox virus encoding wt
p53 have been reported. Theobald et al. chose to focus on the responses of HLA-A2+

patients treated with a recombinant adeno/p53 vaccine to the wt p53264–272 peptide (81).
Although antiviral responses were detected, no significant CTL-responses to the epitope
were detected. In contrast, entry criteria for patients with advanced colon carcinoma
recruited for a clinical vaccine trial of canary pox virus encoding wt p53 was independent
of their class I HLA haplotype. No deleterious autoimmune side effects were noted for
monkeys treated with this p53 viral construct. The regimen was found to induce or
augment humoral anti-p53 IgG responses in 3/16 patients and anti-p53 T-cell prolifera-
tive responses in 4/16 (83,84). A clear distinction between the two trials is that the anti-
p53 T-cell responses in the latter trial were not restricted to a defined wt p53 peptide;
instead, they were detected using mixtures of overlapping wt p53 peptides to stimulate
the T-cells. The assays were independent of the patients’ HLA haplotypes and identity
of the p53 epitopes. According to the National Cancer Institute, a third viral-based vac-
cine trial for patients with lung cancer modeled on murine studies using adenoviral/p53-
transfected dendritic cell vaccine (28) is in progress.
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7. SUMMARY
Advances in molecular immunology combined with improved and more detailed

immunological monitoring of patients are enhancing the development of cancer vac-
cines. Compared to many of the other tumor antigens being targeted, p53 is unique in
many respects. It is truly a self-antigen. It is expressed in all nucleated cells. Despite this,
no evidence of deleterious autoimmune reactions has been detected in preclinical experi-
mental laboratory animal studies and, more importantly, in patients with cancer partici-
pating in early phase p53-based immunotherapy trials. This is because of the high level
of tolerance that exists to p53 and the low levels of expression and rapid turnover of p53
in normal cells. Whether an “autoimmune response,” such as those that signal the efficacy
of some melanoma vaccines, will be eventually evident in patients receiving extensive
and prolonged p53-based immunotherapeutic regimens is a critical unknown. Further-
more, p53 seems to have the ability to readily “dodge the immunological bullet.” The very
nature of the genetic instability that is initiated by loss of function of p53 coupled with
the pressure of immunoselection/editing as a result of anti-p53 immune responses rep-
resent a combination of influences that promotes tumor escape and is, at the very least,
challenging. Whether vaccine-induced immunoselection will occur in patients, as it does
in mice bearing primary tumors, needs to be monitored. Nonetheless, p53-based vaccines
appear to have a high potential for developing into a broadly applicable immunotherapy
for cancer. Whereas nothing is impossible, development of p53-based immunotherapy
is certainly more difficult that initially envisioned.
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fully understood, and thought to be solely dependent on the levels of DNA damage
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with the discovery of the first mitogen-activated protein kinase (MAPK) pathway and
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1. INTRODUCTION

For many years, the impact of ionizing radiation on cell biology and survival was not
fully understood, and thought to be solely dependent on the levels of DNA damage caused
following radiation exposure. Similarly, the mechanisms by which growth factors and
cytokines modulate cell behavior were largely unknown. In the mid-1980s, with the
discovery of the first mitogen-activated protein kinase (MAPK) pathway and with sub-
sequent discoveries of other MAPK family pathways in the early 1990s, our understand-
ing of the hormonal control of cell biology was provided with a greater degree of molecular
underpinning. In light of these findings, the ability of ionizing radiation to control the
activity of MAPK family (and other) signaling pathways was first investigated in the mid-
1990s. It was discovered that ionizing radiation in a cell type-dependent manner simul-
taneously activates multiple intracellular signal transduction pathways: the activation of
some pathways has been reported to be DNA-damage dependent, that of others by gen-
eration of lipids such as ceramide, whereas others have been noted to be dependent on
mitochondria-derived reactive oxygen/nitrogen species and the activation of growth
factor receptor tyrosine kinases. The precise roles of growth factor receptors and signal
transduction pathways in cellular responses to radiation exposure are presently under
intense investigation. Generally, in a cell type and dose-dependent manner; inhibition of
the extracellular-regulated kinase (ERK)1/2, and to a greater extent, phosphatidylinositol
3 kinase (PI3K)/Akt, pathways can enhance radiosensitivity. The modulation of radi-
osensitivity by the ERK1/2 and Akt pathways has been correlated, in part, to the expres-
sion of both mutant active Ras isoforms and to growth factor receptors of the ErbB and
insulin/insulin-like growth factor (IGF) families. The activation of the c-Jun NH2-termi-
nal kinase (JNK)1/2, ERK1/2, and PI3K/Akt pathways in tumor cells has also been linked
to the expression of paracrine ligands such as transforming growth factor (TGF)-α,
ligands that can promote cell growth and survival after irradiation and that are generally
only expressed at high levels in transformed cells. This chapter discusses the signal
transduction pathways activated by ionizing radiation, the roles each pathway can poten-
tially play in cellular responses after irradiation, and the molecular approaches being
taken to radiosensitize tumor cells in vitro and in vivo.

1.1. A Brief Overview of MAPK Signaling Pathways and the Affect
of Ionizing Radiation on Pathway Activity

Ionizing radiation has been shown to simultaneously activate multiple signal transduc-
tion pathways; the specific cassettes of pathways that are activated is cell type dependent.
In the following subheadings, the roles of growth factor receptors, MAPK pathways, PI3
kinase/Akt, and nuclear factor (NF)-κB in cell survival after irradiation are described.

1.1.1. THE “CLASSIC” MAPK PATHWAY, ERK1/2
“MAP-2 kinase” was first reported by the laboratory of Dr. Thomas Sturgill in 1986

(1). This protein kinase was originally described as a 42-kDa insulin-stimulated protein
kinase activity whose tyrosine phosphorylation increased after insulin exposure, and
which phosphorylated the cytoskeletal protein MAP-2. Contemporaneous studies from
the laboratory of Dr. Melanie Cobb identified an additional 44-kDa isoform of this
enzyme, termed ERK1 (2). Because many growth factors and mitogens could activate
these enzymes, the acronym for this enzyme was subsequently changed to denote mito-
gen-activated protein, or MAP kinase. Additional studies demonstrated that the p42
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(ERK2) and p44 (ERK1) MAP kinases regulated another protein kinase activity (p90rsk)
(3), and that they were themselves regulated by protein kinase activities designated
MAPK kinase (MKK)1/2 (MAP2K), also termed MAPK extracellular-regulated kinase
(MEK)1/2 (4–7). MKK1 and MKK2 were also regulated by reversible phosphorylation
(8). The protein kinase responsible for catalyzing MKK1/2 activation was initially
described as the proto-oncogene Raf-1 (9,10). This was soon followed by another MEK1/
2 activating kinase, termed MEKK1, which was a mammalian homologue with similarity
to the yeast Ste11 and Byr2 genes (11). However, further studies have shown that the
primary function of MEKK1 is to regulate the JNK1/2, rather than the ERK1/2, pathway
(12) (see the JNK1/2 pathway, Subheading 1.1.2.). More-recent studies have suggested
that other enzymes at the level of MKK1/2 can also phosphorylate and activate ERK1/2,
e.g., RIP2 (13), which plays a role in tumor necrosis factor (TNF)-α-induced, but not
EGF-induced, ERK1/2 activation.

Plasma membrane receptors transduce signals through the membrane to its inner
leaflet, leading to the recruitment and activation of guanine nucleotide exchange factors,
which increases the amount of GTP bound to membrane-associated GTP-binding pro-
teins, in particular Ras family proteins (14–16) (Fig. 1). There are four widely recognized

Fig. 1. Some of the characterized signal transduction pathways in mammalian cells. Growth factor receptors,
e.g., the ErbB family and insulin receptors, can transmit radiation-induced signals down through GTP-
binding proteins into multiple intracellular signal transduction pathways. Predominant among these path-
ways are the mitogen-activated protein (MAP) kinase superfamily of cascades (extracellular regulated
kinase [ERK]1/2, ERK5, JNK, p38) and the phosphatidylinositol 3 kinase (PI3K) pathway. Growth factor
receptors, Ras proteins, and downstream pathways are often partially or constitutively activated in tumor
cells, and inhibitors have been developed to block the function of these molecules, thereby slowing cell
growth and promoting cell death responses. Multiple inhibitors for the ErbB family receptors have been
developed. Inhibitors of Ras farnesylation (and geranylgeranylation) are in clinical trials as are inhibitors of
the ERK1/2/5 pathway. It should be noted that MAP kinase extracellular-regulated kinase (MEK)1/2 inhibi-
tors also are capable of inhibiting the “Big” MAP kinase pathway via blocking activation of MEK5.
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isoforms of Ras: Harvey (H), Kirsten (K4A, K4B), and neuroblastoma (N) (17). Receptor-
stimulated guanine nucleotide exchange of Ras to the GTP-bound form permits Raf
proteins and P110 PI3K to associate with Ras, resulting in kinase translocation to the
plasma membrane environment, where activation of these kinases takes place. Ras contains
a GTPase activity that converts bound GTP to GDP, resulting in inactivation of the Ras
molecule. Mutation of Ras results in a loss of GTPase activity, generating a constitutively
active Ras molecule that can lead to elevated activity within downstream signaling pathways.

Raf-1 is a member of a family of serine–threonine protein kinases comprising also
B-Raf and A-Raf. All Raf family members can phosphorylate MKK1/2 and activate the
ERK1/2 pathway (18). Thus, the Raf kinases act at the level of a MAPK kinase kinase
(MAP3K). The NH2 domain of Raf-1 can reversibly interact with Ras family members
in the plasma membrane, and the ability of Raf-1 to associate with Ras is dependent on
the Ras molecule being in the GTP-bound state (19,20). Additional protein serine/threo-
nine and tyrosine phosphorylation(s) are also known to play a role increasing Raf-1
activity when in the plasma membrane environment (21–24). Protein kinase C (PKC)
isoforms, which can be activated by radiation, have been proposed to be Raf-1-activating
kinases (25–27). The initial biochemical analyses of purified Raf-1 demonstrated consti-
tutive Y340-Y341 phosphorylation when the protein was coexpressed with Src. PI3
kinase-dependent phosphorylation of S338 may facilitate Raf-1 tyrosine phosphoryla-
tion by Src family members, leading to full activation of Raf-1 (26,28). In this regard,
ionizing radiation, compared to epidermal growth factor (EGF), potently enhances tyro-
sine phosphorylation of Raf-1 (29). Radiation activates Raf-1 but not B-Raf; B-Raf is not
tyrosine phosphorylated. Of note, activating B-Raf mutations have been shown to play
a role in tumorigenesis in melanoma, thyroid, colorectal and cholangiocarcinoma (30,31).

Phosphorylation of Raf-1 at S259 by either Akt or the cAMP-dependent protein kinase
(PKA) can inhibit Raf-1 activity and its activation by upstream stimuli (32–35). Phospho-
rylation of Raf-1 at S43 by PKA inhibits the interaction of Raf-1 with Ras molecules,
thereby blocking Raf-1 translocation to the plasma membrane and its Ras-dependent
activation (36). In contrast to Raf-1, the B-Raf isoform does not contain an equivalent to
S43, but contains multiple sites of Akt-mediated (and potentially PKA-mediated) phos-
phorylation in addition to the B-Raf equivalent of S259 (37). B-Raf can be activated by
both Ras and by cAMP via the RAP1 GTPase (38,39). Thus, the regulation of the MEK1/2-
ERK1/2 pathway is very complex, and in some cell types, may be both inhibited by
cAMP/PKA, through Raf-1, as well as being stimulated by cAMP/RAP1, through B-Raf (40).

Gene deletion studies suggest additional complexity that may have significant impli-
cations for therapeutic interventions: loss of Raf-1 function was embryonically lethal
because of weak placental angiogenesis and hepatoblast apoptosis (41,42). In Raf-1-null
hepatocytes, ERK1/2 was activated by B-Raf rather than Raf-1, which suggests (1) fetal
hepatocytes may utilize different Raf molecules to activate the ERK1/2 pathway in
comparison to adult hepatocytes, and (2) deletion of Raf-1 caused the hepatocytes to
survive by recruiting in compensation B-Raf as the MAP3K activator for ERK1/2, which
will tend to promote growth arrest over proliferation. With reference to (1), the relative
ability of Raf-1 and B-Raf to activate the ERK1/2 pathway in primary hepatocytes and
established HepG2 and HuH7 hepatoma cells is also different: in primary hepatocytes
and HepG2 cells, ERK1/2 pathway activation by growth factors is dependent on Raf-1
and inhibited by cAMP (43), whereas in HuH7 cells B-Raf, and ERK1/2 activation can
be enhanced by cAMP (P. Dent, unpublished data). This implies primary and fetal hepa-
tocytes, and established cell lines can have very different signaling behavioral character-
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istics. Thus, inhibition of one Raf family member, e.g., by a specific antisense approach,
will be unlikely to have a profound prolonged growth inhibitory or radiosensitizing effect
on tumor cells because of a compensatory utilization of another Raf family member. In
light of this, whereas antisense oligonucleotides to Raf-1 have been shown in vitro and
in vivo to enhance the radiosensitivity of tumors cells (44), such studies have been largely
abandoned in the clinic because of poor response rates.

In addition to playing a role in the activation of the ERK1/2 pathway, it is important
to note that Raf-1 may act on substrates other than MEK1/2, such as the myosin phos-
phatase-binding protein (45). In this instance, radiation-stimulated Raf-1 was shown to
regulate this process. Raf-1 has been proposed to act as an inhibitor of apoptosis signaling
kinase 1 (ASK1) by binding to ASK1: the inhibitory actions of Raf-1 were reported to be
independent of Raf-1 protein kinase activity (46).

Several groups have shown that the epidermal growth factor receptor ([EGFR], also
called ErbB1 and Her-1) is activated in response to irradiation of various carcinoma cell
types (47–50). Radiation exposure in the range of 1 to 2 Gy, via activation of ErbB1, can
activate the ERK1/2 pathway to a level similar to that observed by physiologic, growth
stimulatory, EGF concentrations (~0.1 nM). Recent publications argue that radiation-
induced reactive oxygen and nitrogen species (ROS/RNS) appear to play an important
role in the activation of ErbB family receptors and the ERK1/2 pathway (51,52). The
primary target of ROS/RNS is likely to be protein tyrosine phosphatases, each of which
contain an ROS/RNS sensitive cysteine residue within their active sites, and which is a
residue that is essential for phosphatase activity (53).

The actions of ErbB receptor autocrine ligands have also been shown to play important
roles in the activation of the ERK1/2 pathway after radiation exposure. TGF-α has been
shown to mediate secondary activation of ErbB1 and the downstream ERK1/2 and JNK1/
2 pathways after irradiation of several carcinoma cell lines (54,55). Radiation caused an
ERK1/2-dependent cleavage of pro-TGF-α in the plasma membrane within 2 h that led
to its release into the growth media (56). Increasing the radiation dose from 2 up to 10 Gy
enhanced both the secondary activation of ErbB1 and the secondary activation of the
ERK1/2 and JNK1/2 pathways, suggesting that radiation can promote a dose-dependent
increase in the cleavage of pro-TGF-α that reaches a plateau at ~10 Gy (54,56). It should
be noted that in contrast to the secondary activation, primary activation of the receptor
and signaling pathways appeared to have come to a plateau at 3–5 Gy. In addition,
signaling by Ras proteins ERK1/2 and p53, the activities of which can be increased
following radiation exposure, has been shown over many hours/days in a variety of cell
systems to increase the expression of autocrine factors such as heparin-binding EGF and
epiregulin (57). More-recent findings from our group have shown that loss of mutant
active K-Ras expression in HCT116 cells not only causes a reduction in epiregulin
expression (57), but also causes a compensatory increase in heregulin expression, result-
ing in a switch from radiation-induced ERK1/2 signaling to radiation-induced PI3K/Akt
signaling in this cell type (58). These findings argue that the activation of ErbB family
receptors and the ERK1/2 pathway by radiation will be influenced by both the Ras and
p53 status (mutant or wild type) of a given tumor cell.

1.1.2. THE C-JUN KINASE AND STRESS-ACTIVATED PATHWAY, JNK1/2/3
JNK1 and JNK2 were initially described biochemically to be stress-induced protein

kinase activities that phosphorylated the NH2-terminus of the transcription factor c-Jun;
hence, the pathway is often called the stress-activated protein kinase pathway (59–61).
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Multiple stresses increase JNK1/2 (and the subsequently discovered JNK3) activity in-
cluding UV- and γ-irradiation, cytotoxic drugs, bile acids, and ROS (e.g., H2O2). Phos-
phorylation of the NH2-terminal sites Ser-63 and Ser-73 in c-Jun increases its ability to
transactivate activating protein 1 enhancer elements in the promoters of many genes
(62,63). It has been suggested that JNK1/2 can phosphorylate the NH2-terminus of c-Myc,
potentially playing a role in both proliferative and apoptotic signaling (64). In a similar
manner to the previously described ERK1/2 MAPK pathway, JNK1/2 activities were
regulated by dual threonine and tyrosine phosphorylation, which were found to be cata-
lyzed by a protein kinase analogous to MKK1/2, termed stress-activated extracellular-
regulated kinase 1, also called MKK4 (65,66). An additional isoform of MKK4, termed
MKK7, was subsequently discovered (65,66). As in the case of MKK1 and MKK2,
MKK4 and MKK7 were regulated by dual-serine phosphorylation. Recent studies have
also indicated that Akt can phosphorylate and inhibit the activity of MKK4, demonstrat-
ing crosstalk between the PI3 kinase and JNK pathways (67).

In contrast to the ERK1/2 pathway, however, which appears to primarily utilize the 3
protein kinases of the Raf family to activate MKK1/2, at least 10 protein kinases are
known to phosphorylate and activate MKK4/7, including the Ste11/Byr2-homologues
MKKK1–4, as well as proteins such as TGF-β-activated protein kinase 1 and tumor
progression locus 2 (11,68,69). Cleavage of MEKK1 by caspase molecules into a con-
stitutively active molecule may play an amplifying role in the execution of apoptotic
processes (69,70).

Upstream of the MAP3K enzymes is another layer of JNK1/2 pathway protein kinases,
e.g., Ste20-homologues and low-molecular-weight GTP-binding proteins of the Rho
family, in particular CDC42 and RAC1 (see Fig. 1) (25,71–73). It is not clear how growth
factor receptors, e.g. ErbB1, activate the Rho family low-molecular-weight GTP-binding
proteins; one mechanism may be via the Ras proto-oncogene, whereas others have sug-
gested via PI3K and/or PKC isoforms (74). In addition, others have shown that agonists
acting through the TNF-α and fatty acid synthase receptors, via sphingomyelinase enzymes
generating the messenger ceramide, can activate the JNK1/2 pathway by mechanisms
that may act through Rho family GTPases (see e.g., ref. 75).

Thus, there appear to be at least three distinct mechanisms by which ionizing radiation
activates the JNK1/2 pathway. Initial reports demonstrated that radiation-induced
ceramide generation, and that the clustering of death receptors on the plasma membrane
of cells played an important role in JNK1/2 activation (76–79). This was linked to a
proapoptotic role for JNK1/2 signaling following irradiation of cells. Other studies have
argued that radiation-induced JNK1/2 activation was dependent on the ataxia telagectasia
mutated (ATM) and c-Abl proteins (80–82). Studies by our group of laboratories have
shown that low dose radiation activates JNK1/2 in two waves in carcinoma cells (54). The
first wave of JNK1/2 activation was dependent on activation of the TNF-α receptor,
whereas the second wave of JNK1/2 activity was dependent on ErbB1 and autocrine
TGF-α. In HCT116 cells, radiation also activates JNK1/2 in two waves; however, in
these cells the second wave of activation is most likely dependent on autocrine epiregulin
(58). Finally, it is also possible that radiation-induced JNK1/2 activation could be a
secondary event to the activation of effector procaspases: cleavage of the upstream
activator MEKK1 can lead to constitutive activation of this enzyme and the downstream
JNK1/2 pathway, which, in some cell types, plays a key role in full commitment to
apoptotic cell death (83–85).
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1.1.3. THE STRESS-ACTIVATED PATHWAY P38
The p38 MAPK pathway was originally described as a mammalian homologue to a

yeast osmolarity-sensing pathway (86). It was soon discovered that many cellular stresses
activated the p38 MAPK pathway, in a manner similar to that described for the JNK
pathway (65). Rho family GTPases appear to play an important role as upstream activa-
tors of the p38 MAPK pathway, and via several MAP3K enzymes, e.g., the PAK family
(87), regulate the MAP2K enzymes MKK3 and MKK6 (65,88). At least four isoforms of
p38 MAPK exist, termed p38-α,, -β, -γ, and -δ (89). There are several protein kinases
downstream of p38 MAPK enzymes that are activated following phosphorylation by p38
isoforms including p90MAPKAPK2 (90) and mitogen- and stress-activated protein kinase
1/2 (91). P90MAPKAPK2 phosphorylates and activates HSP27, whereas mitogen- and stress-
activated protein kinase 1/2 can phosphorylate and activate transcription factors that
regulate survival such as cyclic-AMP response element binding protein (92).

The role of p38 MAPK signaling in cellular responses is diverse, depending on the cell
type and stimulus. For example, p38 MAPK signaling has been shown to both promote
cell death as well as enhance cell growth and survival (93–95). The ability of ionizing
radiation to regulate p38 MAPK activity appears to be highly variable, with different
groups reporting no activation (96), weak activation (97), or strong activation (98,99).
This is in contrast to the ERK1/2 and JNK1/2 pathways where radiation-induced activa-
tion has been observed by many groups, in diverse cell types, in response to low and high
radiation doses.

In studies where p38 MAPK activation has been observed following exposure to
ionizing radiation, the p38-γ isoform has been proposed to play an essential role in
causing radiation-induced G2/M arrest (99). In these studies, p38-γ signaling was depen-
dent on expression of a functional ATM protein. In support of this finding, overexpres-
sion of constitutively active MKK6 also enhanced cell numbers in G2/M phase. Other
groups have argued that p38-α also plays a role in UV radiation-induced G2/M arrest
(100). Collectively, these findings suggest that specific inhibitors of p38-γ may have
therapeutic benefit.

1.1.4. THE “BIG” MAPK PATHWAY, ERK5
The “big MAP kinase” pathway was first described in 1995 (101). The term “big”

derives from the fact that whereas the molecular masses of ERK1/2 and JNK1/2 are 42/44
and 46/54 kDa, respectively, ERK5 has a mass of ~90 kDa. The upstream activators of
ERK5, the MEK5 isoforms, have a similar molecular mass to other MAP2K molecules
(102,103) and display different subcellular locations. The response of the MEK5-ERK5
pathway to growth factors such as EGF is similar to that of the MEK1/2-ERK1/2 path-
way, including in many, but not all cell types, a dependency on Ras signaling (102–106).
Furthermore, MEK5 is also partially inhibited by the MEK1/2 inhibitors PD98059 and
U0126. PD98059 acts as inhibitor of Raf-mediated phosphorylation of MEK1/2/5 mol-
ecules, but it is neither a kinase domain inhibitor of Raf proteins nor of activated MEK1:
in cells PD98059 is a relatively good inhibitor of MEK1 and MEK5 (IC50 ~5 µM) but a
much poorer inhibitor of MEK2 (IC50 ~40 µM) (107–110). U0126 is reported as a more
equipotent inhibitor of MEK1/2/5 that blocks both activating phosphorylations on the
MEK1/2/5 proteins as well as their kinase domain activity, with IC50s in the ~0.5 µM
range (111,112). The clinically used MEK1/2 inhibitor PD184352 (CI1040) acts in a
similar manner to U0126, and at concentrations below 10 µM, has shown specificity for
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MEK1/2 over MEK5 (113–115); its use may be a useful tool to demarcate between MEK1/
2-ERK1/2 and MEK5-ERK5 signaling dependencies.

The MAP3K enzymes recently shown to phosphorylate MEK5, MEKK2, and MEKK3
have been previously linked to signaling through the JNK1/2 pathway (116). ERK5 has
been proposed to phosphorylate and activate the transcription factors MEF2C, SAP 1a,
and c-Myc (106,107). In a similar manner to the ERK1/2 pathway, the ERK5 cascade has
been proposed to play a key role in growth factor-stimulated cell growth and in cell
survival processes (see Fig. 1). In growth factor-deprived PC12 cells, the ERK1/2 and
ERK5 pathways appeared to each contribute ~50% of a PD98059/U0126-inhibitable
survival signal (117). The ability of ionizing radiation to activate MEK5-ERK5 is unknown.
Based on the fact that ErbB1/Ras signaling can promote MEK5-ERK5 activation, and
radiation also activates these molecules, it seems likely this pathway will be stimulated
following exposure of cells to ionizing radiation. One report has shown in drug-resistant
MCF-7 cells that MEK5 is overexpressed and plays a protective role against chemothera-
peutic agents and death receptor activation (118). Thus, it is possible that inhibition of the
MEK5-ERK5 signaling module may promote radiation-induced death.

1.2. A Brief Overview of PI3 Kinase/Akt Signaling, the Affect of Radiation
on Pathway Activity, and the Interactions of PI3K/Akt Signaling

With Raf/ERK1/2 Pathway Signaling
PI3K enzymes consist of two subunits, a catalytic p110 subunit and a regulatory

subunit, p85; several different classes of PI3K enzymes exist (119,120). The p85 subunit
of PI3K enzymes contains a phosphotyrosine-binding domain (121). The major catalytic
function of the phosphatidyl inositol 3 kinase enzymes is in the p110 subunit that acts to
phosphorylate inositol phospholipids (phosphatidyl inositol 4,5 bis-phosphate) at the 3
position within the inositol sugar ring. Mitogens such as TGF-α and heregulin stimulate
tyrosine phosphorylation of ErbB family receptors, providing acceptor sites for the
phosphotyrosine domain of p85 (122,123). Binding of p85 to active ErbB receptors
(predominantly ErbB3) results in p110 PI3K activation. Other studies have suggested
that mutant oncogenic H-Ras, or serpentine receptors that are stimulated by mitogens in
which the p110 subunit of PI3K can directly bind to Ras-GTP, lead to catalytic activation
of the kinase (124–126) (see Fig. 1).

The molecule inositol 3,4,5 trisphosphate is an acceptor site in the plasma membrane
for molecules that contain a plecstrin-binding domain, in particular, the protein kinases
phosphoinositide-dependent kinase (PDK)1 and Akt (also called protein kinase B) (127).
PDK1 is proposed to phosphorylate and activate Akt. Signaling by PDK1 to Akt and by
PDK1 and Akt downstream to other protein kinases such as PKC isoforms, GSK3,
mTOR, p70S6K, and p90rsk, has been shown to play a key role in mitogenic and metabolic
responses of cells as well as protection of cells from noxious stresses (128–132).

The antiapoptotic role of the PI3K/Akt pathway has been well documented by many
investigators in response to numerous noxious stimuli, and in some cell types, the
antiapoptotic effects of ErbB signaling have been attributed to activation of the PI3K/Akt
pathway (133,134). ErbB signaling to PI3K/Akt has been proposed to enhance the
expression of the mitochondrial antiapoptosis proteins BCL-XL, MCL-1, and caspase
inhibitor proteins such as c-FLIP isoforms (135–137). Enhanced expression of BCL-XL
and MCL-1 will protect cells from apoptosis via the intrinsic/mitochondrial pathway,
whereas expression of c-FLIP isoforms will block killing from the extrinsic pathway via
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death receptors (138). In addition, Akt has been shown to phosphorylate Bcl2-antagonist
of cell death and human procaspase 9, thereby rendering these proteins inactive in apop-
totic processes (139,140). Inhibitors of ErbB signaling have been shown to decrease the
activity of the PI3K/Akt pathway in a variety of cell types and to increase the sensitivity
of cells to a wide range of toxic stresses including cytotoxic drugs and radiation (141).
Activation of Akt was shown to protect cells from death in the presence of ErbB receptor
inhibition (142). These findings strongly argue that PI3K/Akt signaling is a key
cytoprotective response in many cell types downstream of ErbB family receptors.

Inhibition of PI3 kinase signaling in cells has been achieved by use of several drugs,
notably wortmannin and LY294002. Wortmannin inhibits PI3K isoforms with IC50 val-
ues in the low-anomolar range and LY294002 with IC50 values in the low-micromolar
range (143). Concentrations of 10 µM or less of either drug is sufficient to block PI3K
signaling (133–137). The therapeutic usefulness of PI3K inhibitors is limited because of
systemic toxicities, e.g., wortmannin was noted to cause hemorrhages, and the develop-
ment of effective PI3K inhibitors without dose-limiting side effects is being undertaken
by many pharmaceutical companies.

1.3. Modulation of Receptor Ras and Signaling Pathway Function
to Achieve Radiosensitization

1.3.1. INHIBITION OF GROWTH FACTOR RECEPTORS

Signaling by ErbB family of receptors is, in general, believed to be proproliferative
and cytoprotective (144,145). In some cell types, however, signaling by ErbB1 is known
to promote growth arrest and apoptosis (see, e.g., refs. 146 and 147). Because both
receptor expression as well as autocrine growth factor levels are often increased in car-
cinoma cells compared to normal tissue, many laboratories have studied signaling by the
ErbB family in tumor cell growth and survival control. Thus, it has been discovered that
when signaling from ErbB family receptors is blocked, either by use of inhibitory anti-
bodies (e.g., C225, 4D5 Herceptin®, monoclonal antibody 806), small-molecular-weight
inhibitors of receptor tyrosine kinases (e.g., PD183805 [also called CI1033], PKI166,
AG1478, PD153035, ZD1839, PD169414, OSI774, AG825, AG879), dominant-negative
truncated receptors (e.g., dominant-negative EGFR-CD533, dominant-negative ErbB2)
or antisense approaches (antisense EGFR), that tumor cell growth can be reduced, and the
sensitivity of these cells to being killed by noxious stresses increased (148–163) (see
Fig. 1).

The antibodies C225 and 4D5 Herceptin bind to the extracellular portions of ErbB1
and ErbB2, respectively (164,165). In the instance of ErbB1, C225 appears to bind to the
portion of the molecule that associates with growth factor ligands such as EGF and TGF-α
(166). Thus the ability of growth factors, in the presence of receptor bound C225, to
stimulate ErbB1 receptor function is abolished (see Fig. 1). C225 does not block the
primary activation of the receptor or ERK1/2 following irradiation, in general agreement
with the ligand-independent nature of this process. The antiproliferative and antisurvival
mechanisms of action of Herceptin appear to be more complex, in as much as whereas
Herceptin binds to ErbB2, this receptor has no known ligand. Instead, it appears that
Herceptin acts by causing the internalization and degradation of ErbB2, as well as by
blocking ErbB2 heterodimerization with other ErbB family members (167). Both C225
and Herceptin have been shown to individually kill cells, and to interact in a synergistic
fashion in combination with standard therapeutic regimens such as ionizing radiation,
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cisplatin and taxol to reduce tumor cell survival both in vitro and in vivo (168–171). Both
C225 and Herceptin are entering the clinic and it is likely, despite setbacks for C225 in
Food and Drug Administration approval, that both agents will become standard tools in
the treatment of epithelial cell cancers. More-recent studies have used monoclonal anti-
bodies to target truncated forms of ErbB1, e.g., EGFR VIII (150,172). In these studies,
a novel monoclonal antibody, 806, was found to potently inhibit truncated forms of
ErbB1 and more weakly inhibit full-length receptors (172). The inhibition of receptor
function correlated with reduced tumor cell growth in vitro and in vivo. Of note, however,
it is presently unclear whether all of the antitumor effects of anti-ErbB receptor antibodies
are mediated solely via receptor inhibition or by a combination of receptor inhibition and
enhanced immunological reactivity in vivo because of the Fc portion of the antibody.

Small-molecule inhibitors of the tyrosine kinase domains of the ErbB family of recep-
tors have been used with some success in blocking tumor cell growth and survival both
in vitro and in vivo. The inhibitors AG1478, ZD1839 (Iressa®), PD153035 (also called
AG1517), PKI166, OSI774, CI1033 (PD183805), and PD169414 (an irreversible inhibi-
tor), all bind to the catalytic kinase domain of ErbB1 and inhibit tyrosine kinase activity
(151–159,173–175). Some studies have suggested that CI1033 binds to, and inhibits, all
ErbB kinase domains. Inhibition of ErbB1 kinase activity not only blocks phosphoryla-
tion of ErbB1 itself in response to the growth factors that it binds, but also inhibits the
transphosphorylation of other ErbB family members by ErbB1. In addition to inhibiting
ErbB1, the tyrphostin AG1478 has been shown to inhibit ErbB4 (142). The tyrphostin
inhibitors AG825 and AG879 are ErbB2 inhibitors with apparently weaker kinase speci-
ficity than AG1478 for ErbB1/4, and they can inhibit Trk receptors (158,159). Thus,
AG825 / AG879, together with AG1478, have the potential to not only impact on EGF/
TGFα signaling through ErbB1, but also neuregulin/heregulin signaling through ErbB4
and ErbB3 (176). Small-molecular-weight ErbB inhibitors are currently in clinical trials,
both as stand-alone agents and in combination with ionizing radiation and other standard
chemotherapeutic agents (see, e.g., refs. 177, 178, 179, and 180).

In addition to use of antibodies and small-molecular-weight inhibitors, the ErbB fam-
ily of receptors has been inhibited by the use of dominant-negative and antisense approaches.
In particular, expression of truncated forms of ErbB1 (EGFR-CD533), ErbB2 and ErbB3
in a variety of cell types has been shown to reduce proliferation and survival of both
normal and tumor cells in vitro and in vivo (160,181–185). The dominant-negative
approaches are believed to act by blocking homo- and heterodimerization of ErbB family
members, reducing receptor transphosphorylation and thus, downstream signaling by the
receptors. Initial studies demonstrated that radiation could activate ErbB1 (181) and
subsequent investigations using dominant-negative EGFR-CD533 demonstrated that it
could block this effect (182–185). Whether such adenoviral approaches, which lack a
true “bystander effect” on uninfected tumor cells, can be translated into the clinic, is
unknown.

In addition to the ErbB family, other growth factor and cytokine receptors are believed
to play an important role in cellular radiation responses, such as IGF1R (186). Prolonged
exposure of MCF-7 cells to tamoxifen results in the development of a cell line that
expresses high levels of ErbB1 and its ligand TGF-α (187). Exposure of these cells to
ZD1839 (Iressa), results in the development of a cell line resistant to the anti-proliferative
and cytotoxic effects of tamoxifen and ErbB receptor inhibitors, but that has become
sensitive to inhibitors of the IGF1R such as AG1024 (188). Radiation can enhance
tyrosine phosphorylation of the IGF1R, and can radiosensitize tumor cells (186).
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Cytokines such as TNF-α, interleukin-6, urokinase-type plasminogen activator, and
TGF-β have also been proposed to control cell survival responses following irradiation
(189–192). Radiation has been shown to cause rapid activation of the TNF-α receptor and
in addition, radiation stimulated signaling modules such as the classical MAPK and p38
pathways are known to enhance the synthesis of TNF-α ligand (193). TNF-α signaling
following irradiation may lead to the activation of both procaspase enzymes as well as
the cytoprotective transcription factor NF-κB (194). Thus, the cellular outcome of radiation-
induced TNF-α receptor signaling will be a complex summation of opposing cellular
signals.

TGF-β in nontransformed cells can cause growth arrest and differentiation (195). In
tumor cells, TGF-β has been shown to cause in a cell-type-dependent manner either
cytoprotection or apoptosis (196). In some cells, TGF-β appears to confer a protective
effect via ERK1/2 signaling and potentially the expression of molecules such as heparin-
binding EGF and BCL-XL (197–199). In contrast, TGF-β in other cell types appears to
protect cells in a Ras- and ERK1/2-independent manner that is dependent on PI3K signaling
(200). Thus, multiple cytokines, in addition to those that bind to ErbB family receptor,
play a role in the radiation responses of both nontransformed as well as tumor cells.

1.5.2. INHIBITION OF RAS FUNCTION

Mutated active H-Ras was one of the first oncogenes discovered, in bladder cancer
cells (201), and approximately one third of human cancers have Ras mutations, primarily
the K-Ras isoforms. Early studies examining Ras transformation noted that Ras proteins
were prenylated and proteolytically processed, causing their translocation into the plasma
membranes of cells (202). Ras proteins that could not be prenylated were not located in
membranes and could not cause transformation. Subsequently, pharmaceutical companies
developed inhibitors of Ras prenylation (farnesyltransferase and geranylgeranyltransferase
inhibitors) that block the prenylation of Ras proteins as well as other small GTP-binding
proteins including RAC/Rho/CDC42 (203). Antisense techniques have also been used to
manipulate Ras expression (204). Inhibition of small GTP-binding protein prenylation
has been shown to both growth arrest and radiosensitize tumor cells in a mutated active
Ras-independent fashion, arguing that Ras may not be the primary target of this therapeu-
tic approach (205). In the clinic, as single agents, farnesyltransferase inhibitors have not
proven highly successful and the long-term future of such agents remains unclear.

1.5.3. INHIBITION OF RAF/MEK/ERK1/2 AND PI3 KINASE/AKT FUNCTION

Data from several groups supports the argument that a key radioprotective pathway
downstream of plasma membrane receptors is the PI3K pathway. Inhibition of p110 PI3K
function by use of the inhibitors LY294002 and wortmannin radiosensitzes tumor cells
expressing mutant Ras molecules or wild-type Ras molecules that are constitutively
active (206–209). It is possible that these inhibitors may exert a portion of their
radiosensitizing properties by inhibiting proteins with PI3K-like kinase domains such as
ATM, ATM–Rad3-related, and DNA-PK. Expression of a constitutively active p110
PI3K molecule was able to recapitulate partially the expression of mutant H-Ras in
protecting cells from radiation toxicity in these studies. In the same studies that PI3K
p110 inhibitors were shown to radiosensitize cells, p38 inhibitors, e.g., SB203580, were
used at concentrations that also have been shown to blunt PDK1 and Akt activity (210–212),
did not radiosensitize cells. Recent data have also suggested that antisense PDK1 oligo-
nucleotides do not radiosensitize cells (213). In contrast, dominant-negative Akt
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radiosensitizes HCT116 cells expressing mutant active H-Ras (58). Thus, LY294002 and
wortmannin may sensitize tumor cells to radiation through PI3K-dependent, PDK1-
independent pathway(s). Of note, in these cell lines and culture conditions, inhibition of
the ERK1/2 pathway did not appear to alter the radiosensitivity of cells.

The cytotoxic effects of drugs, as well as radiation, can be magnified by inhibition of
ErbB receptors that is paralleled by a reduced ability of cells to activate the ERK1/2 and
PI3K pathways (214). For example, expression of dominant-negative EGFR–CD533
enhanced apoptosis and radiosensitized MDA-MB-231 mammary carcinoma cells that
were dependent on, at least in part, inhibition of radiation-induced ERK1/2 signaling:
neither basal activity nor activation of PI3K/Akt was blocked under these conditions
(215). Expression of this dominant-negative ErbB1 molecule could also radiosensitize
glioblastoma cells that correlated with both reduced basal ERK1/2 activity and radiation-
induced ERK1/2 activation (216).

In many cell types, ERK1/2 signaling does not appear to play a role in controlling
radiosensitivity. In those cells where effects have been observed, the abilities of MEK1/2
inhibitors to enhance cell killing by radiation was originally linked to a derangement of
radiation-induced G2/M growth arrest and enhanced apoptosis (164,217). Although others
have not noted this finding, despite observing radiosensitization (218). In general agree-
ment with this notion, other groups have argued that prolonged activation of the ERK1/2
pathway in fibroblasts following irradiation promotes radiosensitivity in some cell types
by abrogating the G2/M checkpoint (219,220). In agreement with this concept, and of
particular note, we have recently shown that the G2/M checkpoint abrogator UCN-01
potently activates the ERK1/2 pathway (221). MEK1/2 inhibitors synergize with UCN-
01 to promote cell death, but radiation does not further enhance the apoptotic response
of these cells, indicative that MEK1/2 inhibitors require an intact G2/M checkpoint to
enhance radiation-induced apoptosis. The dual positive and negative nature of ERK1/2
signaling in the control of cell survival has also been observed for other DNA damaging
agents such as adriamycin and UV radiation (222–224).

An additional example of this dual nature of ERK1/2 signaling is displayed by DU145
human prostate cancer cells. These cells secrete the ErbB1 ligand TGF-α that confers
autocrine growth through ERK1/2 signaling. Ionizing radiation markedly increases the
release of TGF-α providing a growth stimulus that is at odds with cellular repair mecha-
nisms. If ErbB1-ERK1/2 signaling is transiently blocked either by the tyrphostin AG1478
or by a MEK1/2 inhibitor before irradiation, then DU145 cell growth is retarded and
radiation-induced cell killing is decreased. Moreover, if ErbB1 is strongly activated by
EGF or TGF-α immediately after irradiation, then cell killing is increased, as would be
expected, i.e., transient inhibition of radiation-induced ERK1/2 signaling or suprastimulation
of ERK1/2 activity at the time of irradiation radiosensitizes tumor cells. Removal of
MEK1/2 inhibitor from the growth media 24 and 48 h after irradiation results in a null
effect on DU145 cell radiosensitivity. Similar data were also obtained in A431 squamous
carcinoma cells (225). On the other hand, we have previously reported that following
irradiation, prolonged inhibition of ERK1/2 (�72 h) can significantly increase the apop-
totic response of DU145 and A431 cells and reduce clonogenic survival (226–228).
Therefore, the interruption of ERK1/2 signaling can either enhance or degrade carcinoma
cell survival depending on its timing and duration.

The transcription factor NF-κB has been shown to be downstream of ErbB and TNF-
α receptors and was proposed to act in radioprotection (229). However, other studies have
argued against NF-κB as a direct radioprotective factor (230). Several manuscripts have
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suggested that NF-κB signaling is regulated by the PI3K pathway (231), whereas others
have suggested ERK1/2 signaling can regulate this transcription factor through autocrine
mechanisms, e.g., enhanced TNF-α expression (232–235). Radiation-induced inhibitory
κB kinase activation has been argued to be PI3K-independent (236). ERK1/2 signaling
has the potential to inhibit expression of the protein PAR4 that is downstream of mutant
Ras molecules (237,238). Proteinase-activated receptor (PAR)4 is a protein inhibitor of
PKC-ζ and NF-κB function (239–243). More recently, PAR4 has been shown to
radiosensitize prostate tumor cells (242). This may be, in part, because of enhanced
signaling from death receptors (243). Thus, PAR4 may be a link between ERK1/2 sig-
naling, NF-κB, function, and radiosensitivity. Hence in a cell-type-dependent manner,
PI3K, NF-κB, or ERK1/2 signaling, downstream of receptors and Ras molecules, or a
combination of these signals, may play a radioprotective role.

2. FUTURE DIRECTIONS: THE RATIONAL COMBINATION
OF SIGNALING MODULATORS IN RADIOTHERAPY

Tumor samples isolated from patients by fine-needle aspiration are often subjected to
a battery of tests to determine some of the molecular characteristics known to predispose
tumor cells to invasion and chemotherapy/radiation resistance, e.g., ErbB2 expression,
Ras protein levels, and estrogen/progesterone receptor expression. Based on knowledge
gained in the last 10 yr, it should be straightforward to utilize such samples to also
determine the expression of other growth factor receptors, e.g., IGF1R; paracrine ligands,
e.g., TGF-α; and the activity status of pathways such as ERK1/2 and PI3K/Akt. Armed
with such knowledge, it should then be possible to design rationally therapeutic strategies
that are tailored to the malignancy in each individual.
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SUMMARY

Resistance to chemotherapeutic agents represents a chief cause of mortality in cancer
patients with advanced disease. Gene amplification has been shown to be one of the
molecular mechanisms for tumors to escape the effect of chemotherapeutic drugs. The
amplification and subsequent overexpression of the chemoresistant gene product are
likely the results of tumor cell clonal expansion under the selective pressure of chemo-
therapeutic agents. In the past few decades, researchers have correlated the amplifica-
tion of several target genes to drug resistance status in in vitro cell culture models.
Although it is possible for gene amplification to be a widespread mechanism of chemore-
sistance in cancer patients, only a few well-studied examples are presently available.
Therefore, the future application of new advances in molecular genetic technology
holds promise for the discovery of novel amplified chemoresistant genes, which may
significantly affect our understanding of how tumors become chemoresistant as well as
provide a molecular platform for customized treatment of cancer patients.
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1. INTRODUCTION
Tumor resistance to chemotherapeutic agents has been a major problem, compromis-

ing the efficacy of chemotherapy in the clinical setting, and is a chief cause of mortality
in cancer patients with advanced disease. Several possible mechanisms underlying
chemoresistance include decreased drug accumulation in cells, increased inactivation of
drug, failure to convert the prodrug to an active form, altered amounts or activity of target
proteins, enhanced DNA repair, and resistance to apoptosis (1).

Understanding the molecular mechanisms of chemoresistance will help to develop a
tailored therapy that will ideally avoid cytotoxic drug administration to which a cancer
is already resistant and employ the use of efficacious drugs to which a cancer is sensitive.
This can achieve the goal of maximizing chemotherapy efficacy, while minimizing adverse
effects. It has been recognized that gene amplification is associated with resistance to a
variety of cancer therapies. Gene amplification can be manifested as multiple extra copies
of a subchromosomal region of an amplicon, termed extrachromosomal double-minute
chromosomes (DMs), or as chromosomally integrated homogenous staining regions
(HSRs). Amplification and consequent overexpression of genes involved in drug resis-
tance confer a selective advantage to cancer cells. Mammalian cells cultured under con-
ditions of incrementally increased doses of cytotoxic drug have been observed to acquire
gene amplifications (2). This suggests that cancer cells in patients can acquire drug
resistance through amplification of genes related to chemoresistance.

This chapter first reviews the mechanisms of gene amplification and then focuses on
the correlation between amplification of certain genes and specific chemoresistance in
cancer patients. The current effort of characterizing amplified genomic loci associated
with cisplatin-resistance is discussed.

2. MECHANISM OF GENE AMPLIFICATION
In humans, gene amplification is a molecular genetic feature that has been mainly

associated with cancer cells. In samples of mitotic chromosome spreads, amplifications
usually appear as either expanded HSRs or small, extrachromosomal DMs. Chromosome
instability is a prerequisite for gene amplification, which can result from loss of cell cycle
control because of a defective checkpoint pathway (3). Using amplification of
dihydrofolate reductase (DHFR) as a model in Chinese hamster cells, researchers have
found that DHFR amplification is first initiated by chromosome breaks distal to the
DHFR gene, followed by repeated bridge-breakage-fusion cycles that generate large
intrachromosomal repeats. This molecular event ultimately results in HSRs (4). DMs can
also be generated by an initial HSR, followed by its breakage into exchromosomal repeat-
ing units (5). It has been observed that some tumors preferentially maintain amplicons in
DMs, whereas others maintain amplicons in HSRs. DMs and HSRs are both initiated by
DNA breaks, but the way by which the extra repeat sequences are processed and main-
tained appears to depend on tumor type.

Because of increased gene dosage, gene amplification usually results in overexpression
of the encoded gene products. Gene amplification may reflect an underlying genomic
instability and can initially be a random event. The result of genomic instability such as
gene amplification permits cells to acquire growth advantages under a selective pressure
such as the presence of a chemotherapeutic drug. Increased protein expression (from
amplified genes) may equip the cancer cells with new molecular machinery to better
survive and progress during chemotherapy. As a result, the clone with amplification of
target genes expands and ultimately predominates in the tumor.
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2.1. Gene Amplification Models In Vitro
The association between gene amplification and chemoresistance in tumor cell lines

has been observed since the late 1970s (2). Gene amplification of the target for metho-
trexate (MTX), DHFR, is a well-documented example of a mechanism for acquired drug
resistance (6). Exposing parental cells to increasing stepwise concentrations of MTX in
vitro has resulted in cell variants that are resistant to MTX. Subsequent analysis of
cellular DNA content has demonstrated DHFR gene amplification in these resistant clone
variants. In most cases, amplified DHFR sequences were located in unstable, extrachro-
mosomal DMs.

In vitro-derived multidrug-resistant (MDR) cell lines have lead to the identification of
P-glycoprotein, a protein product of the multidrug resistance gene (MDR1) (7). MDR1-
positive cell lines can be derived in vitro following incubation with increasing doses of
antineoplastic drugs. Researchers have identified MDR1 gene amplification and protein
overexpression in many MDR cell lines (8). MDR1 is a transmembrane protein that
shares sequence homology with several bacterial proteins involved in active membrane
transport. It functions as an energy-dependent efflux pump responsible for the removal
of drugs from MDR cells.

2.2. Detection of Amplified Target Genes in Clinical Tumors
Although amplification of drug resistant genes has been well illustrated in vitro,

detection of amplified target genes in clinical tumors was rarely reported in the past. Only
a few cases of DHFR amplification and almost no cases of MDR1 amplification were
observed in tumors surgically removed from cancer patients (9–12). However, recent
studies have demonstrated a higher prevalence of DHFR gene amplification in tumor
samples because of refined techniques and a larger number of samples examined.
Amplifications of target genes involved in chemoresistance have also been associated
with resistance against three other antineoplastic compounds including 5-fluorouracil
(5-FU), antiandrogen agents, and imatinib (Gleevec®). Furthermore, cisplatin resistance
was found to be associated with some of the subchromosomal aberrations. In the follow-
ing subheadings, we describe those examples occurring in relapsed tumors.

2.2.1. METHOTREXATE

MTX acts by inhibiting DHFR, thus reducing the metabolism of folates and
dihydrofolates to tetrahydrofolates. Tetrahydrofolates serve as the carriers for one-
carbon groups essential in DNA synthesis, and inhibition of its synthesis by antagonizing
DHFR decreases DNA synthesis, resulting in cell growth suppression. MTX has been
used in the treatment of a variety of cancers including lymphoma, osteosarcoma, chorio-
carcinoma, and carcinomas of breast, head and neck, lung, and gastrointestinal tract. In
1995, a research group from Memorial Sloan-Kettering Cancer Center reported on the
incidence of DHFR amplification in the clinical setting. Twenty-nine relapsed patients
with acute lymphoblastic leukemia were studied, and it was found that 31% (9⁄29) had low-
level DHFR gene amplification (two to four gene copies). In addition, the amplification
was associated with increased levels of DHFR mRNA and enzyme activity, indicating
low-copy number amplification may be an important cause of MTX resistance (6). Fur-
thermore, low-copy number DHFR amplification was found to be correlated with p53
mutations, strengthening the concept that mutations in the p53 gene can lead to gene
amplification as a result of defective cell cycle control and increased genetic instability.
It is interesting to note that nearly all the amplified cases display low-level gain, rather
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than amplification in the forms of HSRs and DMs commonly observed in DHFR ampli-
fications in vitro. This indicates that the mechanism for DHFR gene amplification in vivo
is unique from those in vitro, owing possibly to selection pressures or cellular microen-
vironment differences.

2.2.2. 5-FLUOROURACIL

5-FU is a pyrimidine antimetabolite used in treating carcinomas of the breast, colon,
head and neck, pancreas, rectum, and stomach. 5-FU irreversibly inhibits thymidylate
synthase (TYMS), an enzyme normally responsible for conversion of deoxyuridine
monophosphate to deoxythymidine monophosphate (13). This process generates the sole
de novo source of thymidylate, which is an essential precursor to DNA synthesis and
therefore, inhibition of TYMS leads to DNA damage and blocks DNA replication and
repair. In addition to its effects on DNA synthesis, metabolites of 5-FU can be incorpo-
rated into RNA, thereby disrupting normal RNA processing and function.

In colorectal cancer, many patients initially respond to 5-FU based therapy, but unfor-
tunately, most develop recurrences and ultimately die of the disease (14,15). Despite
numerous studies using both in vitro models and clinical samples, the molecular mecha-
nisms of 5-FU resistance have not yet been completely elucidated. Some researchers have
suggested that TYMS protein overexpression correlates with worse clinical outcome;
however, these study results have not been reproducible in terms of ability to predict
treatment response based on protein expression. One reason for inconsistency among
different studies is the difficulty of measuring gene expression accurately. Recently, a
genome-wide technology, digital karyotyping, has been applied to reveal whole-genome
alterations in colorectal cancers which are resistant to 5-FU (16). In this study, TYMS
gene amplification was initially identified in two of four 5-FU-resistant tumors. Further
investigation using fluorescence in situ hybridization (FISH) analyses on an independent
and larger set of colorectal carcinoma samples demonstrated TYMS gene amplification
in approximately 23% of 5-FU-treated cancers. In contrast, no amplification was observed
in patients without 5-FU treatment. Interestingly, patients with metastases containing
TYMS amplification were found to have substantially shorter median survival lengths than
those without amplification. These data provide cogent evidence that genetic amplifica-
tion of TYMS is one of the mechanisms of 5-FU resistance in vivo, and have implications
for the management of colorectal cancer patients with recurrent disease.

2.2.3. ANTIANDROGEN HORMONE THERAPY

Prostate cancer is the second most common cause of cancer death in men. Prostate
cancer tumor growth is regulated by the binding of androgens to the androgen receptor (AR),
which can be inhibited by androgen antagonists. Antiandrogen hormone therapy, which
focuses on attenuating the stimulating effects of androgen, has been the mainstay of treat-
ment for advanced prostate cancer disease (17). Although antiandrogen therapy offers a
favorable response rate of 70–80%, the majority of patients eventually develop anti-
androgen resistance. AR amplification, overexpression, mutations, and activation have been
implicated as mechanisms underlying the antiandrogen resistance in prostate cancer (18).

Several clinical studies have detected AR gene amplification by FISH analysis in
hormone-refractory prostate carcinomas, and this gene amplification has been correlated
with overexpression of AR at the protein level (18–20). The frequency of AR gene
amplification has been reported to be 20–38% in hormone-refractory tumors, compared
to 0–2% in hormone-sensitive tumors and benign prostate hyperplastic tissue (18–24).
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2.2.4. IMATINIB

Imatinib (Gleevec) is an antineoplastic tyrosine kinase inhibitor used to treat chronic
myelogenous leukemia (CML) and gastrointestinal stromal tumors. Imatinib acts by
inhibiting Bcr-Abl, the oncogenic tyrosine kinase fusion protein involved in the patho-
genesis of CML, and c-KIT, the tyrosine kinase frequently activated in gastrointestinal
stromal tumors (25). In CML, the abl gene fuses to the bcr gene through chromosomal
translocation. This rearranged “Philadelphia” chromosome 22 occurs in almost all cases
of CML (26). Imatinib offers a specific and target-based therapy capable of inducing
remissions in Philadelphia chromosome-positive leukemia (26).

Clinical trials have shown that imatinib is highly effective in treating CML, with 18-mo
complete response rates of 95% or greater. The emergence of drug resistance however,
has raised concern regarding the ultimate usefulness of imatinib. At the time of relapse,
reappearance of active Bcr-Abl protein could be detected in most patients. The possible
cellular mechanisms of imatinib resistance include bcr-abl gene amplification, mutations
in the Bcr-Abl catalytic domains and incomplete Bcr-Abl inhibition. The link between
imatinib resistance and bcr-abl gene amplification was initially observed in a cell line
generated by culturing cells with increasing concentrations of imatinib (27). Subse-
quently, several studies have detected bcr-abl gene amplification by FISH analysis at rates
of 6–27% in tumor cells obtained from patients with imatinib-resistant CML (26,28–29).
One case report described a patient who died from imatinib-resistant disease and had a
25-fold bcr-abl gene amplification with multiple DMs in the leukemia cells (30). Point
mutation of bcr-abl is a more frequent event than bcr-abl amplification and was found
to occur in ~44% of relapsed cases. Because clinical relapse of CML has mainly been
associated with recurrence of Bcr-Abl activity (31), this finding indicates that resistant
CML remains dependent on Bcr-Abl, rather than developing a Bcr-Abl-independent
pathway for resistance (26).

2.2.5. CISPLATIN

Cisplatin is a platinum derivative that acts by forming DNA crosslinks, which inhibit
DNA synthesis and activate signal transduction leading to apoptosis. It is one of the most
potent antitumor agents, and displays cytotoxicity against a wide variety of solid tumors
including neuroblastoma, Hodgkin’s, and non-Hodgkin’s lymphoma as well as head and
neck, breast, testicular, ovarian, and lung cancers. Its efficacy however, is mainly limited
by tumor chemoresistance. In ovarian cancers for example, the initial response rate to
cisplatin is 70%, but the tumors gradually become resistant to the drug as chemotherapy
proceeds (32).

Cisplatin resistance has been reported to be a result of apoptotic signal suppression,
decreased drug uptake, increased drug inactivation, and increased DNA adduct repair
activity. In order to explore cisplatin resistance at the molecular genetic level, researchers
have used comparative genomic hybridization (CGH) and array CGH to identify chro-
mosomal alterations associated with cisplatin resistance in tumors. Using these methods,
several candidate chromosomal regions have been identified that could be related to
cisplatin resistance. These include a study in multiple myeloma using CGH to show the
presence of a high-level gain at 1q12-q22 harboring a gene named PDZ domain-containing
1 (PDZK1) in cisplatin-resistant cells. Cell lines with PDZK1 amplification exhibited
resistance to cisplatin, melphalan, and vincristine-induced cell death compared to cell
lines without amplification. Complementary to these amplification studies, antisense
oligonucleotides that downregulate PDZK1 expression have been shown to sensitize cell
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lines to cisplatin. These results indicate that PDZK1 is likely to be a target of 1q12-q22
amplification and may be associated with resistance to cisplatin, as well as melphalan and
vincristine in multiple myeloma (33).

A different research group has also applied CGH to profile the chromosomal changes
in cisplatin-resistant and paclitaxel-resistant human ovarian cancer cell lines. Increased
copy number at 6q21-25 and decreased copy number at 7q21-36 and 10q12-15 were
observed in cisplatin-resistant cell lines (34). In addition, using quantitative microsatellite
analysis with 10 markers at seven different chromosomes, Makhija et al. identified a
decreased copy number of a region in chromosome 6 that was significantly related to
platinum resistance (35).

Overall, a subchromosomal region that is consistently related to cisplatin resistance
has not yet been identified. Therefore, future studies should be directed towards validat-
ing these candidate genes as well as continuing to search for additional areas, which may
be more frequently associated with cisplatin resistance.

2.3. Genome-Wide Analysis to Identify Gene Amplification
Associated With Chemoresistance

As mentioned, increased DNA copy number plays an important role in chemoresis-
tance; however, it is not known whether this mechanism is involved in resistance to
chemotherapeutic agents in addition to those discussed. Exploration of cancer genomes
using advanced technologies including CGH (36), array CGH (37), and more recently,
digital karyotyping (38) is expected to facilitate the discovery of novel amplified genes
that participate in chemoresistance. Conventional CGH is based on competitive hybrid-
ization of normal DNA and tumor DNA on a normal human metaphase spread. It has been
widely employed to identify chromosomal imbalances in cancer; however, its relatively
low mapping resolution (5–20 Mb) has limited its use as a discovery tool for novel gene
amplification in drug resistance (36). On the other hand, array-based CGH applies the
technique of conventional CGH to arrayed genomic components of cDNA, bacterial
artificial chromosomes, and phage artificial chromosomes. Because thousands of genomic
targets representing different genomic locations can be analyzed simultaneously, the
assay resolution is greatly enhanced in comparison to conventional CGH.

Digital karyotyping is a recently developed method that can also provide high-resolution
quantitative analysis of DNA copy number changes in cancer (38). The principle of the
technique is based on isolation and counting of short (21 bp) sequence tags derived from
tumor genomic DNA. Digital enumeration of these tags and mapping of these tags to the
human genome offers a means for systematic detection of DNA copy number changes on
a genomic scale. Digital karyotyping provides unbiased gene dosage readout, as it mea-
sures the direct tag count in contrast to the analog signal generated by hybridization that
is associated with CGH or array CGH. Using digital karyotyping, investigators have dem-
onstrated that whole-chromosome changes, gains, or losses of chromosomal arms, and
interstitial amplifications or deletions can be readily detected. As compared to conven-
tional CGH, digital karyotyping has a much higher resolution in detecting amplifications and
deletions; an example of this is shown in Fig. 1. This technology was used to reveal TYMS
gene amplification in 5-FU-resistant tumors as described in the previous subheading.

3. CONCLUSION

Alteration in gene copy number has been recognized as a molecular mechanism of
resistance to chemotherapeutic drugs in vitro and in vivo. The purpose of identifying
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amplified chemoresistant genes is manifold. First, the amplified genes that play a causal
role in chemoresistance can provide a valuable indicator for medical oncologists to
develop target-based therapies, thereby maximizing therapeutic efficacy, while mini-
mizing adverse effects. Second, inhibition of the function or expression level of the
amplified genes may significantly reduce chemoresistance and improve patient survival.
Third, detection of amplified genes can predict treatment response and clinical outcome.
Finally, characterization of amplified genes will shed light on the molecular mechanisms
underlying chemoresistance.

Currently, target gene amplification has been detected in patients treated with chemo-
therapeutic agents including methotrexate, 5-FU, antiandrogens, and imatinib. These
data have provided compelling evidence that DNA copy number alterations play a sig-
nificant role in acquired drug resistance in cancer patients. The fact that target gene
amplification is almost exclusively observed in patients after chemotherapy suggests that
the amplification of chemoresistant genes is the result of Darwinian selection (induced
by chemotherapeutic agents) of many subclones generated by genomic instability and

Fig. 1. Detection of chromosomal amplification by digital karyotyping. Digital karyotyping and
comparative genomic hybridization (CGH) were performed in an ovarian cancer cell line, SKOV3.
Absence of amplification or deletion in chromosome 2 shown by digital karyotyping analysis (A)
correlates with CGH analysis (B). A discrete amplification at chromosome 17q harboring the
HER-2/neu oncogene was detected by digital karyotyping (C); however, conventional CGH per-
formed on the same cell line has missed the distinct amplicon (D).
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clonal expansion. Therefore, molecular targeting of the pathways involved in controlling
genomic instability or selective killing of cells that carry chromosomal imbalances may
have a major impact on the clinical management of cancer.

As summarized in Table 1, the prevalence of chemoresistant gene amplification ranges
from 5 to 30% in clinical samples. This is a significant number and warrants the use of
such information for the benefit of cancer patients undergoing routine chemotherapy. In
particular, because FISH analysis to detect gene amplification is a sensitive and straight-
forward approach and can be routinely applied to formalin-fixed, paraffin-embedded
tissues, it could be readily performed on biopsies of recurrences in patients. If target gene
amplification is detected by FISH, we would suggest that those patients should not be
treated with the same regimen, because it will likely add toxicity without efficacy. Instead,
alternative regimens including many of the newer second-line therapies undergoing
clinical trials should be considered. Furthermore, understanding gene amplification as a
drug resistance mechanism should stimulate efforts to develop compounds that specifi-
cally target cancers with amplified genes (39). The recent advance in new molecular
technologies and the success of the Human Genome Project will provide new discovery
tools to identify and characterize novel amplified genes involved in chemoresistance.
The findings of future studies are expected to offer new targets for disease intervention
and improve the clinical management of cancer patients.
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SUMMARY

The most informative clinical trials are those in which correlative measurements are
being done to determine if the intended target is, in fact, being affected as expected by the
treatment being delivered. This chapter focuses on selected mechanisms of acquired drug
resistance that have been the targets of novel therapies in the treatment of solid tumors.

Key Words: Clinical drug resistance; biomarkers; response criteria; combination
chemotherapy; surrogate markers.

1. INTRODUCTION

Clinical resistance to chemotherapy is the major limiting factor in our efforts to cure
cancer. The intricacies of the molecular mechanics underlying drug resistance are detailed
in previous chapters. As we progress from the more experimentally controlled environ-
ment of the laboratory to the clinical care of patients, the challenge is to identify the
significance of each of these defined pathways in a specific disease or patient popula-
tion. Drug development can take the path of mass screening of compounds and devel-
opment of those with demonstrable cytotoxic activity, with identification of relevant
targets as clinical drug development ongoing, or the synthesis of compounds that specifi-
cally target abnormalities in the tumor. In the latter instances, experience is revealing that
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the most informative clinical trials are those in which correlative measurements are being
done to determine if the intended target is, in fact, being affected as expected by the
treatment being delivered. As drug development continues in the future, we may see a
shift towards the use of such correlative assays in the evaluation of all drugs. In this
chapter, we focus on selected mechanisms of acquired drug resistance that have been the
targets of novel therapies in the treatment of solid tumors; it is not meant to be a compre-
hensive review. Studies of resistance to cisplatin and methotrexate have provided the
foundations of our understanding for certain mechanisms of chemoresistance, and ana-
logs to these two drugs are discussed as illustration. Other pathways of resistance are
reviewed briefly to clarify the rational behind their development, and we discuss correla-
tive studies that have increased our understanding of the underlying mechanisms and the
overall clinical experience with these agents.

2. CISPLATIN AND METHOTREXATE RESISTANCE AS MODELS

Cisplatin exerts its cytotoxic effects through formation of intrastrand DNA–platinum
adducts and is a widely used agent in the treatment of solid tumors. However, the use of
cisplatin is restricted by both its toxicity and the emergence of resistance. There is a
substantial body of knowledge regarding the mechanisms involved in cisplatin resistance
and include reduced intracellular accumulation of available drug (currently attributed to
the copper efflux transporter ATP7A [1]), inactivation of drug via interactions with
intracellular thiols, alterations in DNA–adduct repair pathways, and changes in down-
stream signaling pathways (reviewed in ref. 2). Carboplatin was developed for more
favorable toxicity profile and similar efficacy in most types of solid tumors, but has a
similar resistance profile to cisplatin. Other platinum analogs have been developed for
their activity in cisplatin-resistant cells and have entered the arena of clinical develop-
ment. Satraplatin (JM216/BMS-182751) is an oral, lipophilic platinum analog that had
demonstrable preclinical activity in cisplatin-resistant tumor models (3). Studies suggest
that satraplatin might overcome platinum resistance mediated by decreased drug accu-
mulation, although this area remains controversial (3,4). Phase I and II trials demon-
strated tolerable toxicity but variable efficacy (5–8). ZD0473 (AMD473) is an
amino-dichloroplatinum complex with decreased susceptibility to inactivation by intra-
cellular thiol and in vitro activity in cisplatin-resistant cells that has entered early phase
clinical trials (9,10). Oxaliplatin (Eloxatin®) has a different activity and toxicity profile
from cisplatin and carboplatin, and early data demonstrated activity in cisplatin-resistant
scenarios (reviewed in ref. 11). Oxaliplatin is approved for the treatment of colon cancer
in combination with 5-fluorouracil (FU)/Leucovorin®, and is used in the treatment of
many solid tumors. Structurally, oxaliplatin has a bulky diaminocyclohexane side group.
Current theory suggests that oxaliplatin retains activity in cisplatin resistance because of
its ability to bypass mismatch repair enzyme monitoring. When cisplatin forms DNA
adducts, DNA repair enzymes identify these adducts, and futile attempts to repair the
DNA damage results in downstream signaling resulting in apoptosis. Resistance to cis-
platin can arise through acquired aberrations in repair enzyme activity, namely either
increased repair ability as demonstrated by increased excision repair ability (12) or
complete loss of activity and thus increased tolerance of DNA adducts. The mismatch
repair (MMR) enzymes are actively involved in the identification of cisplatin–DNA
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adducts and subsequent stimulation of apoptosis. Preclinical data demonstrate that loss
of MMR activity is associated with cisplatin and carboplatin resistance (reviewed in ref.
13). However in vitro data suggest that oxaliplatin–DNA adducts are not recognized by
MMR, and thus, oxaliplatin maintains activity in cisplatin-resistant settings because of
a loss of MMR activity (14,15). Clinically colorectal cancers are not susceptible to
treatment with cisplatin or carboplatin, but the use of combination therapies with
oxaliplatin have become standard of care in advanced disease. The fact that many
colorectal cancers have a deficiency in MMR may explain their selective susceptibility
to different platinum agents.

Folate metabolism is essential to cellular metabolism and is the target of antimetabolite
chemotherapeutics such as methotrexate (MTX) and 5-FU. There are three main enzymes
targeted by these drugs: dihydrofolate reductase (DHFR), which is involved in mainte-
nance of reduced intracellular folate pools; thymidylate synthase (TS), which catalyzes
the de novo synthesis of thymidylate (deoxythymidine monophosphate) from deoxythymidine
monophosphate; and glycinamide ribonucleotide transformylase, which uses methylene
tetrahydrofolate in the synthesis of de novo purine synthesis. MTX inhibits DHFR,
whereas its active metabolite, polyglutamated MTX, can target all three enzymes. 5-FU
inhibits TS. The clinical usage of these drugs is limited by acquired resistance. In vivo
mechanisms of resistance to MTX can be conceived as resistance to membrane transport,
decreased polyglutamated MTX, and an increase in the activity of the target enzymes
(16), though clear demonstration of these mechanisms in humans is sparse. However,
MTX analogs able to withstand presumed pathways of resistance have entered clinical
trials. Both folates and antifolates such as MTX are transported across the extracellular
membrane by the reduced folate–MTX carrier system (RFC) or to a lesser extent by the
membrane-associated folate-binding protein. Defective transport has been seen in nu-
merous preclinical models as a mechanism of MTX resistance (reviewed in ref. 17).
Rationally designed MTX derivatives such as 10-propargyl-10-deazaaminopterins
(PDX) are more effectively transported across the RFC and demonstrated significant
antitumor preclinical activity. PDX was well tolerated in a phase I study, and demon-
strated promising activity in non-small cell lung cancer (NSCLC) in a phase II trial
(18,19). Early correlative data demonstrated that patients who had stable disease had
higher levels of RFC RNA levels than patients who progressed, although full evaluation
was not able to be completed (18). Further trials combining PDX with other chemothera-
peutic agents are planned. Edatrexate was developed as a methotrexate analog with a
superior therapeutic index attributed to increased polyglutamation within malignant cells
compared to MTX. Numerous phase I trials have been conducted in patients with solid
tumors demonstrating tolerability of edatrexate (20,21). Phase II trials using combination
therapies with edatrexate in mesothelioma and NSCLC have demonstrated minimal
activity or significant toxicity (22,23). Pemetrexate (Alimta®) is an antifolate that targets
all three enzymes mentioned above, DHFR, TS, and glycinamide ribonucleotide
formyltransferase, and takes a more drastic approach to inhibiting folate metabolism.
Indeed, pemetrexed plus cisplatin demonstrated significant activity in patients with
mesothelioma compared to the platinum alone, and is the only drug approved by the Food
and Drug Administration (FDA) for the treatment of mesothelioma (24). A randomized
phase III trial of pemetrexed compared to docetaxel demonstrated clinically equal out-
comes and less toxicity, leading to approval of pemetrexed for recurrent NSCLC.
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3. MULTIDRUG RESISTANCE

Multidrug resistance is characterized by crossresistance to a broad spectrum of che-
motherapeutic agents that themselves may have only minimal structural similarities. This
phenotype is conferred by membrane transport proteins that belong to the ATP-binding
cassette (ABC) transporter family of proteins. P-glycoprotein (P-gp), also known as
ABCB1, is encoded by the multidrug resistance gene 1 (MDR1) and is perhaps the most
extensively studied member of this family. Other members of this family were discovered
when it was observed that some cells with this resistance phenotype did not express P-gp
(25–27), and include multidrug-resistant-related protein and breast cancer resistance
protein. These ABC proteins form ion or transport channels that are ATP-dependent and
act as efflux pumps. The teleologic role of these transport channels is to prevent accumu-
lation of toxic substances within the cell. In cancer therapy, these proteins decrease the
potential accumulation of chemotherapy within the cell, thus limiting their effectiveness.
Overexpression of MDR proteins, often achieved through gene amplification, has been
implicated in resistance to anthracyclins, vinca alkaloids, epipodophyllotoxins, and
taxanes (28).

There have been numerous attempts at reversing the activity of MDR to overcome drug
resistance in the clinical setting. The earliest inhibitors targeting P-gp included
cyclosporin A (CsA) and the calcium-channel blocker, verapamil. These drugs were
tested in various combinations with chemotherapy in colon and refractory ovarian cancer
(29,30). Yahanda et al. (31) performed a phase I study evaluating the toxicity of etoposide
and CsA given on days 1–3. Pharmacokinetic analysis of etoposide levels were per-
formed and demonstrated that a 50% decrease in the dose of etoposide was required in
order to maintain a tolerable regimen (32). No clinical benefit was observed by the
addition of CsA. Several studies evaluating the use of verapamil in combination with
chemotherapy have been published, some with initial favorable outcomes (33,34). How-
ever, the use of CsA and verapamil at serum concentrations able to reverse P-gp activity
were limited by the significant increase in toxicity, including cases of complete heart
block, prompting the search for less toxic inhibitors.

Second-generation MDR inhibitors have also undergone clinical evaluation. Valspodar
(PSC 833) is a derivative of cyclosporin D, and was evaluated in a phase I/II trial in
patients with recurrent ovarian cancer who had failed prior platinum and anthracyclin
therapy (35). Valspodar was given for 3 d before treatment with cisplatin and doxorubicin
in an attempt to reverse acquired drug resistance from prior therapy. In these patients, an
overall response rate of 15% was seen with acceptable toxicity. These data prompted a
randomized phase III trial of 762 patients with advanced ovarian cancer, comparing
standard doses of carboplatin and paclitaxel to the experimental combination of standard
dose carboplatin, reduced-dose paclitaxel, and valspodar (36). More hematologic toxic-
ity was observed in the experimental arm without a significant difference in median time
to progression (13.2 mo in the experimental arm vs 13.5 mo, p = 0.6678) or overall
survival (p = 0.3817). Because of lack of demonstrable efficacy, further evaluation of
valspodar was not pursued. Another MDR inhibitor currently undergoing evaluation is
biricodar (VX-710). A phase II study in patients with locally advanced or metastatic
breast cancer refractory to paclitaxel was performed. Again, an attempt at reversing
acquired drug resistance in this refractory population was done by first delivering a 24-
h continuous infusion of biricodar 3 h before giving paclitaxel (80 mg/m2). An 11%
response rate was observed, albeit accompanied by a 40% incidence of grade 4 neutro-
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penia. In a similarly heavily pretreated population of patients with taxol-refractory ova-
rian cancer, 6% of patients had a partial response, and 30% had stable disease (37). The
difference in effectiveness in these early trials between valspodar and biricodar may be
because of clinical trial design. As MDR proteins are involved in resistance to taxanes
but not platinums, it is possible that valspodar may have demonstrated efficacy had it
been tested in combination with a taxane alone.

More-promising data is available for so-called third-generation MDR converters such
as GF120918, which inhibits P-gp and breast cancer resistance protein. Early phase I data
using GF120918 with intravenous doxorubicin revealed significant increases in the doxo-
rubicin metabolite, doxorubicinol, in patients treated with the combination therapy com-
pared to either drug alone, suggesting that the goal of increasing drug availability through
reversal of MDR activity was achieved (38). Significant toxicities included neutropenia
and mild cardiac toxicity, likely because of the chemotherapy and its metabolite. Another
interesting use of GF120918 is in combination with oral chemotherapeutics, with the aim
of increasing their bioavailability. The rationale behind this is that high expression of
MDR proteins in the gut lumen prevents absorption of chemotherapy, and reversal of this
mechanism has the potential to reduce the often low and variable oral bioavailability of
drugs. Kruijtzer et al. have demonstrated increased bioavailability of oral topotecan when
given with oral GF120918 as compared to topotecan alone, without any apparent differ-
ences in toxicity (39). Other studies combining GF120918 with paclitaxel are ongoing
(40). Perhaps MDR inhibitors could best be used in the prevention, rather than the rever-
sal of, chemotherapeutic resistance, a possibility raised by in vitro analysis (41). Further
studies will be needed to determine whether these agents can be incorporated into routine
clinical care.

4. GLUTATHIONE AND GLUTATHIONE S-TRANSFERASE

The glutathione-S-transferase (GST) family of enzymes catalyzes the reaction between
glutathione (GSH) and electrophilic toxins. This process results in detoxification of not
just environmental mutagens, but also chemotherapeutic agents including alkylating
agents and platinum compounds. Both GST and GSH are believed to play a significant
role in acquired chemotherapy resistance. In vitro data demonstrate increasing levels of
GST activity in cells undergoing selection for chemotherapy resistance (reviewed in ref.
42). Thus, the use of drugs that inhibit GST activity or GSH levels in combination with
chemotherapeutic agents is a valid approach to combat chemotherapeutic resistance.
Here, we discuss two clinical trials developed along these lines of reasoning, and finally,
focus upon a drug that relies upon these acquired mechanism of drug resistance for its
own activity.

Buthionine sulfoximine is an irreversible inhibitor of γ-glutamylcysteine synthetase,
the limiting enzyme in GSH synthesis. Phase I studies of buthionine sulfoximine in
combination with melphalan established that this combination was well tolerated, with
correlative studies demonstrating a decrease in GSH activity, as expected, in peripheral
mononuclear cells (43). Ethacrynic acid is one known inhibitor of GST activity that has
been studied in combination with thiotepa. A phase I study of ethacrynic acid and thiotepa
in patients with advanced malignancy was relatively well tolerated, with myelosuppression
correlating with thiotepa levels (44). Correlative studies revealed that transient decreases
in GST activity in peripheral mononuclear cells was observed after ethacrynic acid treat-
ment, and measurement of area under the ccurve of thiotepa and its main metabolite
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revealed that ethacrynic acid was effective in decreasing metabolism of thiotepa as
hypothesized. However, further clinical development of ethacrynic acid was limited by
the expected side effect of diuresis. Perhaps one of the more interesting drugs to take
advantage of the imbalance seen in this pathway in cancer cells is TLK286. TLK286 is
a glutathione analog, the metabolites of which induce apoptosis, possibly through acti-
vation of the mitogen-activated protein kinase pathway. What is most interesting about
this drug is that it is cleaved into its active product by GST. Thus, the activity of TLK286
should hypothetically be limited to resistant cancers that have increased the activity of
this pathway to overcome chemotherapeutic toxicity. A phase I study of TLK286 in solid
tumors demonstrated tolerable toxicities as well as early indication of drug activity (45).
Several phase II studies of TLK286 in heavily pretreated patients, some with demon-
strable resistance to platinum and taxanes, with ovarian, lung, and breast cancer have
demonstrated promising response rates (46–48). In an ongoing phase III trial, patients
with platinum-resistant ovarian cancer who have progressed through second line therapy
with either topotecan or liposomal doxorubicin are being randomized to either TLK286
or liposomal doxorubicin/topotecan (whichever drug they did not previously received).
If the findings of this trial demonstrate an increased benefit for TLK286, approval of this
drug could be forthcoming.

5. ABERRANT REGULATION OF APOPTOSIS

Induction of the p53-dependent mitochondrial apoptotic pathway is the final common
pathway induced by most chemotherapeutic agents. The regulation of apoptosis by upstream
regulatory pathways is extremely complex, and the exact role of each controlling entity
controversial. However, there is ample evidence that defects in the apoptotic pathway can
result in failure of cells to undergo apoptosis, and this is manifest clinically as multidrug
resistance to numerous chemotherapeutics including cisplatin (49). Many therapeutic
approaches have focused upon the restoration or activation of alternative pathways to
result in apoptosis and overcome resistance. Upstream pathways of interest include those
involving the transcription factors nuclear factor (NF)-κB and Bcl-2, the phosphoinosit-
ide 3 Kinase (PI3)/Akt pathway, all of which when activated can protect cells from
undergoing apoptosis. Here, we focus upon these specific pathways and discuss the
rational drug designs targeted at these pathways.

Perhaps the most successful drug to emerge from pharmacological targeting of the
apoptotic pathway is the proteasome inhibitor bortezomib (Velcade®/PS341), which was
approved for marketing in the United States by the FDA in 2003 for the treatment of
multiple myeloma. The ultimate target of bortezomib is NF-κB. NF-κB is a transcription
factor whose downstream targets include genes involved in cell proliferation, apoptosis,
cell adhesion, and angiogenesis (reviewed in ref. 50). NF-κB is thought to play a central
role in oncogenic transformation and in both innate and acquired resistance to chemo-
therapy. Overexpression of NF-κB results in cell resistance to apoptosis (51–54), and is
overexpressed in numerous tumor types including breast (55,56), lung (57), ovarian, and
colon cancer (58) (reviewed in ref. 59). The activity of NF-κB is controlled by the
inhibitor of κB (IκB), which binds to NF-κB, keeping it in an inactive state in the cyto-
plasm. Activation of NF-κB requires phosphorylation, ubiquitination, and subsequent
degradation of IκB by proteasomes. Bortezomib binds to and inhibits proteasome activ-
ity, thus preventing degradation of IκB and hence activation of NF-κB. Therefore,
bortezomib could theoretically result in downregulation of NF-κB, with consequent
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induction of apoptosis. Preclinical data demonstrated significant antitumor activity of
bortezomib in a variety of solid tumors (60). Early phase trials were performed in both
solid and hematologic toxicities and demonstrated a tolerable toxicity profile (61,62). In
addition, Aghajanian et al. measured 20S proteasome activity in peripheral blood samples
as a pharmacodynamic measurement of proteasome inhibition by bortezomib. They were
able to demonstrate reversible activity of the drug that was predictive of dose escalation.
The pivotal trial that lead to FDA approval of bortezomib was a large, multicenter phase
II trial in patients with relapsed/refractory multiple myeloma (63). Single-agent
bortezomib demonstrated a 35% response rate with a 6% near-complete response and
overall survival of 17.8 mo in this heavily pretreated population for whom no proven
therapy existed. Additional phase I and II trials are ongoing in ovarian, prostate, colorectal,
lung, and gastric carcinoma (64–68). Of significant interest in these studies are the
correlative analyses being performed. Aghajanian et al. are measuring NF-κB activity in
blood samples of patients with recurrent ovarian cancer who are being treated with
carboplatin, with and without bortezomib, to determine the effect of each drug both
individually and in combination on NF-κB activity (68). Ocean et al. are analyzing
NF-κB levels of expression in peripheral blood lymphocytes pre- and posttreatment to
determine if there is any correlation with toxicity (65). Patterns of gene expression pre-
and posttreatment in patients with gastric cancer were also analyzed, although results
have not yet been published (64). The only other proteasome inhibitor currently under-
going clinical evaluation is PS-519, which was well tolerated in healthy human volun-
teers (69). Many different agents have been used to block NF-κB activity directly in vitro,
but as yet, none has entered clinical trials in solid tumors (70,71). These studies with NF-
κB are indicative of the direction in which the field is moving: as more targeted therapies
enter development, concomitant correlative studies evaluating response of the intended
target may become crucial in further development.

Members of the Bcl-2 family of proteins are one of the downstream targets of NF-κB,
and play an integral role in the regulation of the mitochondrial apoptotic pathway. Pre-
clinical data have demonstrated that Bcl-2 overexpression can protect cells from under-
going apoptosis (72,73), and numerous types of solid tumors including colorectal tumors,
non-small cell and small cell lung carcinoma, breast, and melanoma have all been dem-
onstrated to overexpress Bcl-2 (74–78). Genasense® (oblimersen sodium/G3139) is an
antisense oligonucleotide that binds the first six codons of human bcl-2 mRNA and
results in its degradation. Preclinical studies demonstrated that Genasense was able to
induce apoptosis in a variety of cancer models (reviewed in ref. 79). A randomized phase
III clinical trial of Genasense plus dacarbazine vs dacarbazine alone in patients with
advanced malignant melanoma was performed and final results presented at American
Society of Clinical Oncology 2004 (80). A significant improvement in both response rate
and time to progression was observed, although the primary end point of overall survival
was not statistically significant. Inability to meet their primary end point led to the
rejection of this drug by the FDA. Despite this setback, additional clinical trials are
ongoing in lung, breast, and prostate cancer to determine the benefit of this drug in other
tumor types (75,81,82).

Akt is a serine/threonine kinase that is activated by the second messenger phosphati-
dylinositol-3,4,5-triphosphate (PIP3), generated as a result of PI3 kinase (PI3K) activity.
Akt is the human homolog of the viral oncogene, v-AKT. Similar to NF-κB, downstream
targets of Akt include proteins involved in regulation of apoptosis and cell proliferation,
including NF-κB itself. The majority of Akt-regulated pathways are targeted toward cell
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survival: phosphorylation and suppression of the proapoptotic activity of procaspase 9,
Bcl2-antagonist of cell death, and fork head transcription factor, induction of NF-κB
activity through phosphorylation and degradation of IκB, and activation of mammalian
target of rapamycin (mTOR), a protein kinase involved in control of cell growth and
proliferation. It may come as no surprise that the PI3/Akt survival pathway is overactive
in many tumor types. PI3K activity is increase in ovarian and cervical carcinoma (83,84),
and akt gene amplification or RNA expression can be seen in breast, ovarian, and pan-
creatic tumors (85,86). phosphatase and tensin homolog deleted on chromosome ten,
which suppresses PI3 kinase activity and thus, Akt activity, is mutated in a more than 50%
of melanomas and prostate cancers, 30–50% of endometrial cancers and glioblastomas,
and 10% of breast cancers [S1] (71). Much preclinical evidence exists demonstrating that
manipulation of the PI3/Akt pathway can alter sensitivity to chemotherapy (reviewed in
refs 71 and 87). There are numerous drugs currently in development that target this
pathway. Direct PI3 kinase inhibition by LY294002 or wortmanin has demonstrated
increased sensitivity to cisplatin therapy, and these drugs are in preclinical development
at this time, although their toxicity may limit their utility (88,89). Another upstream
regulator of Akt activity is the heat shock protein (Hsp)90. Hsp90 is a chaperone protein
that activates Akt activity. Natural inhibitors of Hsp90 include the ansamycin
geldanamycin as well as radicicol derivatives, both of which were too toxic to be consid-
ered for clinical development. Several inhibitors of Hsp90 are currently in early stage
clinical trials, including the ansamycin 17-allylamino-17-demothoxygeldanamycin.
However, this compound was deemed to have significant toxicity and problems with
solubility that have limited further clinical development (90,91). Thus, a second-generation,
purely synthetic ansamycin, 17-dimethylaminoethylamino-17-demethoxygeldanamycin,
has been developed and in early phase clinical trials. Downstream of Akt is mTOR, and
inhibitors of this kinase are currently in clinical trials. One such inhibitor, CCI-779, is in
phase I and II clinical trials, has tolerable toxicity, and antitumor activity in patients with
renal cell carcinoma (92–94). RAD001 (everolimus) is another mTOR inhibitor that is
currently undergoing clinical evaluation (95–99).

6. TYROSINE KINASE ACTIVITY

The epidermal growth factor receptor (EGFR) contains an intracellular tyrosine kinase
domain that phosphorylates downstream targets involved in cellular growth and prolif-
eration. This pathways are aberrantly activated in many tumor types as a result of receptor
overexpression (100), mutated and thus constitutively active receptors (100,101), and
crosscommunication with other activating pathways (102) (reviewed in refs. 103 and
104). Extensive preclinical data suggest that activation of this receptor pathway can
results in escape from apoptosis (104,105), and thus, targeting this pathway using either
monoclonal antibodies (MAbs) against the receptors themselves or tyrosine kinase inhibitors
has become an active area of research (105).

The MAbs currently under clinical evaluation include cetuximab (Erbitux®/IMC-
C225) (105), ABX-EGF (106,107), and EMD72000 (108). Cetuximab binds to the EGFR,
both preventing ligand-induced activation of kinase activity and causing internalization
of the receptor[S2] . Cetuximab with irinotecan was demonstrated to have a significant
response rate (22%) in irinotecan-refractory colon cancers, and in February 2004 was
approved for marketing in the United States for this patient population (109). Ongoing
trials continue to evaluate the use of this MAb alone and in combination with standard
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chemotherapeutics in other cancers. The evaluation of small-molecule tyrosine kinase
inhibitors has also led to the drug approval. Early phase trials demonstrated that 250 or
500 mg of gefitinib (Iressa/ZD1839) were both well tolerated, and both doses were
further evaluated in randomized phase II trials that demonstrated a significant response
rates in patients with advanced NSCLC resistant to cisplatin and taxanes (110–115). No
difference was seen between the 250- and 500-mg doses with respect to disease outcome.
These trials lead to approval of single-agent gefitinib for patients with platinum and
taxane refractory NSCLC in May 2003. Erlotinib (Tarceva®/OSI-779) has demonstrated
activity and resulted in an overall survival benefit in patients with NSCLC (116), and is
currently under review by the FDA for drug approval in the United States. While under-
going evaluation, it was noted that that patients had either a dramatic response (often,
women who had never smoked) to gefitinib or essentially none at all. As 40–80% of
NSCLC are known to overexpress EGFR, the known target of gefitinib, this clinical
observation was puzzling. Similarly, EGFR is overexpressed in a significant percentage
of glioblastoma cells, however these tumors do not exhibit significant responses to Iressa
(117). Molecular analyses of the EGFR have provided a key towards understanding these
discrepancies. Two recent publications have analyzed the nucleotide sequence analysis
of the EGFR in patients who responded to gefitinib compared to nonresponders (118,119).
Lynch et al. demonstrated that eight out of nine patients with NSCLC who responded to
gefitinib contained a mutation in the ATP-binding tyrosine kinase domain of EGFR, the
same area targeted by gefitinib. In vitro functional studies revealed that this mutation
resulted in increased and prolonged activation of EGFR activity when ligand was intro-
duced into the system, and that the mutated receptors were more sensitive to prevention
of ligand-induced activation by gefitinib than wild-type receptors. [S3] In patients with
glioblastoma mutations in the EGFR are also observed; however, these mutations are
most commonly seen in the extracellular domain that would not be expected to confer the
same susceptibility to Iressa (120). These data once again demonstrate that as targeted
drug development continues, we need to be vigilant in characterizing our targets and
using correlative markers to monitoring response at the expected site of action.

Gastrointestinal stromal tumors (GISTs) are characterized by cell-surface expression
of the transmembrane receptor KIT that is the protein product of the kit oncogene. In
GIST tumors, a gain-of-function mutation in the c-kit DNA between the transmembrane
and tyrosine kinase domains results in constitutive activation of receptor kinase activity,
with resultant uncontrolled cell proliferation and resistance to apoptosis (121,122).
Imatinib (Gleevec®/STI571) is an ATP-competitive inhibitor that blocks the activity of
several tyrosine kinases, specifically KIT, the Bcr-Abl fusion protein that displays con-
stitutive activity in chronic myelogenous leukemia (CML), and platelet-derived growth
factor receptor. Early data demonstrating imatinib antitumor activity in CML prompted
study of this drug in GISTs (123). Even in phase I studies imatinib had significant activity
against GISTs, and was well tolerated in this population (124). A randomized phase II
study in patients with GIST demonstrating a response rate to imatinib of over 50% led
to FDA approval of the drug for this indication (125). However, the emergence of resis-
tance is seen clinically in certain patients who have rapidly progressive disease after a
near complete response. In GISTs, this rapid progression can be observed in individual
tumor implants that are physically amenable to biopsy. Chen et al. took advantage of this
tumor biology and compared the DNA sequence of KIT from tumors before imatinib
treatment, in stable/quiescent tumors, and in rapidly progressing tumors (126). They
describe an identical novel mutation in the tyrosine kinase domain of KIT that was only
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seen in rapidly progressing tumors. Moreover, this mutation is found exclusively on the
allele carrying the original KIT mutation that is the target of imatinib, suggesting that
locoregional genetic instability may be conferred by the original mutation. In CML,
clinical resistance to imatinib has also been attributed to a mutation in the Bcr-Abl kinase
domain (127). Studies in CML revealed that most mutations in the Bcr-Alb kinase do-
main seen in resistant disease interfere with the conformation-specific binding of imatinib
to the kinase (128). This information has led to the screening of tyrosine kinase inhibitors
with less stringent requirements for drug binding. Although not yet in clinical trials,
BMS-354825 is one such drug. BMS-354825 is an inhibitor of Src-family kinases that
in animal models has activity in imatinib-resistant, Bcr-Abl-driven hematopoietic dis-
ease (129). This scenario demonstrates a dynamic model illustrating how the continual
interaction between science and clinical observations are necessary to truly understand
how best to improve the development of novel drugs for cancer therapy.
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SUMMARY

Since the declaration of the “war on cancer” three decades ago, an improved under-
standing of molecular mechanisms behind malignant disease has led to the discovery of
novel targets for cancer therapy. Despite such great efforts, many compounds that have
performed well in the preclinical setting have failed in clinical trials. This may be because
of the dynamic nature of cancer, where cells continuously acquire a series of genetic
alterations that allow them to escape the constraints of normal cell proliferation and to
develop resistance to various drug therapies. Therefore, it is crucial to understand how
these genetic changes are involved in the etiology of cancer development and progres-
sion, and to identify the molecular mechanisms responsible for resistance to chemothera-
peutic drugs. In recent years, the emergence of new genomic technologies has allowed
us to address these fundamental issues. Because cellular and molecular heterogeneity of
breast tumors involve many genes in pathways that control cell growth, death, and dif-
ferentiation, the utility of microarray technology for genomic profiling of human breast
cancer has provided remarkable insights into the multiple genetic alterations that are
involved in the disease that may dictate clinical outcome. Examination of gene expres-
sion patterns are being correlated with tumor sensitivities or resistance to particular
pharmacological agents. Taken together, microarray technology has led to more defini-
tive classification of breast cancer, identification of signature markers for diagnosis and
prognosis, and potential predictive response to clinical treatments that should greatly
improve and individualize patient therapies.

Key Words: Breast cancer; gene expression profiling; microarray; oligonucleotide
array sequence analysis; genomics; therapeutic targets.
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1. INTRODUCTION: BACKGROUND

Despite increased awareness of breast cancer risk factors and advances in therapy over
the past decade, breast cancer remains the most frequently diagnosed cancer in women,
and ranks second among cancer mortality in the female population of the United States.
It was estimated that 215,990 new cases of invasive breast cancer were identified in 2004
and an estimated 40,100 women died of this disease (1). In addition to invasive breast
carcinoma, an estimated 59,390 new cases of in situ carcinoma were diagnosed during
2004, of which 85% are ductal carcinoma in situ (DCIS) (1). Several risk factors are
associated with an increased susceptibility of developing breast cancer: specific genetic
alterations, familial history, age, duration of menarche, obesity after menopause, hormonal
factors (contraceptives and postmenopausal therapy), preexisting benign
lesions, and environmental influences (1–3). Whereas genetic factors account for 35% of
breast cancer cases, sporadic breast neoplasias are more prevalent as a result of nongenetic
factors and/or environmental insults that contribute to the accumulation of mutations in
essential genes (4,5). These mutations initiate cancer development that is thought to
progress in a multistage process involving genetic alterations that activate proto-
oncogenes and inactivate tumor suppressor genes that normally inhibit tumorigenesis (6).

The relatively few known genetic factors identified in sporadic breast cancer suggest
an underlying gap in our knowledge of the etiology and genetics of breast cancer. Patho-
logic evaluation of tumor specimens has long been the standard of diagnosis and treat-
ment of breast cancer. The recent emergence of gene expression microarray and other
genomic technologies provides an opportunity to perform more detailed profiling of the
disease in order to more accurately classify, predict outcome, and choose appropriate
therapy for improved management (Fig. 1). The focus of this chapter is to highlight recent
advances in breast cancer research using microarray technology to (1) establish more
precise molecular profiles for tumor classification, (2) correlate expression profiles to
clinical outcome, (3) identify critical genes and pathways of oncogenesis in order to
identify novel biomarkers and candidate targets for intervention, and (4) predict response
of breast tumors to therapies. In addition, approaches to using genomic profiling to
examine the pharmacogenomic effects of therapeutic agents on particular tumor types are
also considered. The overall goal of these approaches is to gain further insight to breast
cancer biology, identify potential new therapeutic targets, and uncover mechanisms of
drug action and resistance, so that more selective and less toxic personalized treatments
of breast cancer can be identified.

2. STANDARD APPROACHES TO CLINICAL DIAGNOSIS

Pathological and clinical classifications of breast cancer have mainly depended on a
combination of morphologic and histologic observations of known prognostic and pre-
dictive factors including TNM staging, histologic grade and type, mitotic figure counts,
and hormone receptor status (7). The TNM system remains the most important predictor
of tumor behavior in breast cancer, in that the stage of the disease is determined from the
size of the tumor (T), the involvement of regional lymph nodes (N), and the status of
distant metastases (M). Whereas tumor staging indicates breast cancer recurrence and
overall survival (8,9), histological grading has better prognostic value because there is an
assessment of morphologic and cellular features that include tubule formation, nuclear
pleomorphism, cytology, and mitotic count (7,10). Mitotic index, for instance, is a particu-
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Fig. 1. Utility of microarray technology for chemoprevention studies, tumor classification, prognosis, and drug response and resistance.
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larly valuable aspect of the grading classification, because rapidly proliferating cells are
readily inhibited by chemotherapeutic agents such as paclitaxel, anthracycline, cyclo-
phosphamide, methotrexate, and fluorouracil. However, because of the morbidity asso-
ciated with chemotherapy and tumor recurrence following chemotherapy, histological
grading alone is an insufficient predictive factor. Clearly, better biological and molecular
markers associated with the clinical course of the disease are required to provide a more
precise prognosis and predictive response to therapy.

The immunohistological presence or absence of the estrogen receptor (ER)-α, proges-
terone receptor (PR), and ErbB2 (also known as HER-2/neu) proteins has been the
foundation of the current molecular classification system of breast cancer (7). ER+ tumors,
ErbB2+ tumors, and tumors negative for all the markers have been integrated into the
diagnosis and treatment schema and have been used to stratify the risk of recurrence in
breast cancer patients. Other biomarkers utilized in breast cancer include the tumor
suppressor gene p53, cell proliferation markers (Ki-67 antigen and proliferating cell
nuclear antigen), and angiogenesis factors (vascular endothelial growth factor, CD31,
and CD34 antigens, factor VIII-related antigens, and type IV collagen). Whereas these
parameters have demonstrated usefulness in diagnosis and perhaps predicting the clinical
course of the disease, their utility has been limited in stratifying patients into groups that
respond to particular therapeutic regimens.

Unlike standard methodologies in pathology, gene expression profiling collects thou-
sands of data points, and can be used to find clusters of genes whose combined expression
behavior corresponds to genotypic and phenotypic differences among large tumor sets
(11). Hence, the application of gene expression analysis by microarray to study breast
cancer not only will more precisely define tumor classification into improved subcatego-
ries, but also has the potential to reveal new prognostic markers, and possibly predict
therapeutic outcome.

3. GENE EXPRESSION PROFILING OF BREAST CANCER

It is apparent that molecular alterations in breast cancer are complex and involve
interactions between multiple cellular signaling pathways. The completion of the human
genome sequence has laid the foundation for the development of genomic technologies
to identify tens of thousands of genes in a high-throughput manner. Several platforms for
gene expression studies as well as the technical aspects of their approaches have been
extensively reviewed in the scientific literature (12,13). On account of the abundance of
genes and the intricacies of their interactions, gene expression microarrays have been
extensively used to study breast cancer (14–18) to delineate the expression patterns of the
entire genome and regulatory networks associated with the oncogenic process of multiple
clinical samples. There are two frequently used approaches for analyzing gene expres-
sion microarray data from tumor samples: unsupervised analysis and supervised analy-
sis. Typically, unsupervised analysis involves clustering of clinical samples that are
related statistically and significantly in terms of their gene expression profiles, without
knowledge of the biological status of the samples. Analysis of the hierarchal clusters and
the distinguishable patterns of gene expression between them can be further used to
define their biological differences. Alternatively, supervised analysis involves hierar-
chal clustering of groups of samples with known biological information to guide the
clustering algorithm to search for genes that distinguish the groups. The supervised
analytical method is powerful in that it provides not only lists of relevant genes pertaining
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to the group, but also leads to the generation of predictive algorithms by utilizing the
expression levels of selected genes to assign new test specimens to the proper group. Both
methods are thoroughly reviewed by Quackenbush (19) and Simon et al. (20). These
methodologies are often implemented to derive specific breast cancer signatures and
gene expression patterns (Tables 1 and 2).

3.1. Revised Breast Cancer Classification by Gene Expression Profiling
Genomic classifications based on microarray analyses have been performed on many

types of malignancies. Extensive array datasets using breast cancers from different stages
and biologic characteristics have been profiled using various microarray platforms (see
Table 1). Two major types of breast cancer are hereditary and sporadic breast tumors.
Familial breast cancers only account for 5–10% of all breast cancers, though it has been

Table 1
Classification of Human Breast Tumor by Gene Expression Signatures

          Discriminatory gene signatures (ref.)      Highlighted features

Hereditary breast cancer
176 genes distinguish BRCA1 mutation-positive Mutations in BRCA1 or BRCA2 gene results in

from BRCA2 mutation-positive tumors (33) gene expression signatures that differ from
51 genes distinguish BRCA1 mutation-positive, each other and distinct from sporadic tumors

BRCA2 mutation-positive, and sporadic tumors (33) BRCA1 mutation leads to gene signature of
60 genes distinguish two classes of non-BRCA1/2  stress-type state: DNA repair and apoptosis

(termed BRCAx) hereditary breast cancer: BRCAx-Group A had increased expression of
BRCAx-Group A and BRCAx-Group B (34) ribosomal genes compared with BRCAx-Group B

Observed that Group A had later age of onset
and less aggressive tumors

Sporadic breast cancer
100 genes differentiated ER+ from ER− primary Discriminate primary tumors according to ER and

tumors (17) LN metastasis status

100 genes predicted ER+ and ER− status (36) ER+ and ER− tumors display distinct gene
expression signatures

476 cDNA intrinsic gene set classified tumors Identified two novel distinctive types of ER−

into major groups (14,15): tumors: basal-like and ErbB2+

ER−/basal-like Identified novel subclasses of ER+/luminal-type
ER−/ErbB2+ tumors: luminal A, luminal B and luminal C
Normal breast-like TP53 mutations highly expressed in basal-like,
ER+/luminal-like: ErbB2+ and luminal subtype B+C

Luminal A
Luminal B+C

606-gene set segregated ER+ and ER− breast ER− cluster had higher percentage of high-grade
tumors (40) tumor than ER+ cluster

137-gene set distinguished high-grade and Further identified subclasses of ER−

intermediate-/low-grade breast tumors (40)
706-gene set classified ER− subgroups of basal

tumors (basal 1 and basal 2) and ErbB2+

overexpression (40)

ER, estrogen receptor; LN, lymph node.
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estimated that hereditary factors may play an important role in up to one third of breast
cancer cases (5). Thus, a majority of breast cancers are considered sporadic, caused by
unknown factors or complex genetic interactions.

3.1.1. HEREDITARY BREAST CANCER GENES 1 AND 2 MUTATION CARRIERS

Common germline mutations of the breast cancer genes 1 and 2 (BRCA1 and BRCA2)
are associated with a high penetrance of breast cancer, but they only account for 15–20%
of women with a family history of the disease and less than 5% of overall breast cancer
cases (4). The lifetime breast cancer risk for females carrying the BRCA1 and BRCA2
mutations is estimated to be 60–80% (21,22) and 60–85% (23,24), respectively. The
BRCA1 gene, encoding a nuclear protein containing a zinc-finger RING motif at the
N-terminal region and an acid-rich C-terminal region, is involved in downstream tran-
scriptional coactivation of p53-responsive genes, such as p21waf1/cip1, murine double
mutant 2, and bcl-x. BRCA1 binds to BRCA2, p53, and Rad51 proteins, which are
involved in cell cycle regulation and DNA-damage response (25). Although the struc-
tural protein motifs and cellular functions of BRCA2 are not fully elucidated (26), BRCA2
has been shown to associate with BRCA1 and Rad51, suggesting its involvement in
recombination-mediated repair of double-stranded breaks and the maintenance of chro-
mosome integrity (27). Homozygous BRCA2 knockout mice are small with abnormal
tissue differentiation, absence of germ cells, and tendency to develop thymic lymphomas
(28,29). Moreover, mouse embryo fibroblasts of BRCA2-null cells display chromosomal

Table 2
Clinical Outcome Gene Expression Signatures for Human Breast Cancer

        Discriminatory gene signatures (refs.) Highlighted features

264-cDNA clone set correlated with survival (15) Luminal A sub-type had a good clinical prognosis
whereas, basal-like, ErbB2+, and luminal B+C
had a poorer clinical outcome

93-gene set associated with relapse-free survival Luminal-like subgroup has advantage over
and predicts clinical outcome (40) basal/ErbB2+ subclasses for overall relapse-

free and breast cancer survival

5000 genes that classified tumors into 2 dominant Classifier gene sets capable of differentiating
ER+ and ER− groups (18) between “good” and “poor” prognosis and

231 “classifier” gene set predict clinical predict clinical outcome
outcome (18) Metastatic capacity may be acquired early during

Specific 70 classifier genes identified as tumorigenesis and intrinsic to the primary
prognostic signature (16,18) tumor

128 genes that distinguished metastatic adeno- Gene expression pattern associated with meta-
carcinomas from primary tumors (45) stases seem to be present in primary tumors

17 unique metastases-associated gene signature 17-gene signature has predictive ability for
predicted Kaplan-Meier survival analysis (45) metastasis

92-gene set distinguished chemosensitive and Gene signature can predict response to
chemoresistance patients to neoadjuvant chemotherapeutic treatment
docetaxel treatment (53)

ER, estrogen receptor.
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segregation abnormalities, suggesting an involvement of BRCA2 in genomic stability
(30,31). Tumors with BRCA mutations are generally ER– and PR–, have lymphocyte
infiltration, and exhibit an aggressive clinical course (32).

Hedenfalk and colleagues (33) were the first to report the use of transcriptional pro-
filing to obtain unique molecular signatures of tumors from BRCA1- and BRCA2-mu-
tation-carrying patients. The gene expression profiles were used to determine which
genes were differentially expressed by three groups of tumors, with each containing
seven specimens: BRCA1-mutation-positive tumors, BRCA2-mutation-positive tumors,
and sporadic tumors (BRCA1/2 negative). Using a cDNA microarray containing 5361
genes, the authors identified 176 genes that were differentially expressed in tumors
positive for BRCA1 mutations and BRCA2 mutations. Of the genes selected, BRCA1
mutations appear to affect genes in the DNA repair and apoptotic pathways that partici-
pate in the activation of cellular response to stress, suggesting that BRCA1 mutations
may be involved in cellular pathways distinct from those observed in sporadic tumors.
Further analyses (using a modified F-test) yielded a subset of 51 genes whose variance
among all samples best discriminated between the three types of tumors. Nine genes were
differentially expressed between BRCA1-mutation-positive and BRCA1-mutation-
negative tumors, whereas 11 genes were differentially expressed between BRCA2-posi-
tive and BRCA2-negative tumors. The authors also used a class-prediction method to
determine if gene expression profiles can correctly classify BRCA1- and BRCA2-mutation-
positive tumors. The test correctly identified all BRCA1-mutation-positive tumors (seven
of seven), and 14 of 15 were correctly classified as not having BRCA1 mutations. Only
one tumor was misclassified as having a BRCA1 mutation that subsequently was found
to have low BRCA1 expression because of hypermethylation of the BRCA1 promoter
region, indicative of the posttranscriptional inactivation of BRCA1. In addition, five of
eight tumors with BRCA2 mutations and 13 of 14 tumors without BRCA2 mutations
were correctly categorized. Even though the accuracy of their classifications was signifi-
cant, the authors concluded that the analysis of a larger number of samples and larger gene
sets would be required to improve the robustness of the class prediction test.

In a subsequent study, Hedenfalk et al. (34) identified two novel classes of non-
BRCA1/2 breast cancer families (termed BRCAx) that differs from those of breast tumors
from the BRCA1 and BRCA2 mutation carriers. Based on cDNA microarray analysis, the
authors identified 60 genes that could distinguish two distinct groups subgroups within
the 16 tumor specimens from eight BRCAx families, each composed of seven and nine
samples, respectively. Interestingly, group A had an increased expression of ribosomal
genes compared to group B, possibly indicating their differences in capacity for protein
biosynthesis. In a previous study on ovarian cancer, an upregulation of ribosomal genes
correlated with the downregulation of a cluster of proliferative genes, which was asso-
ciated with a less aggressive phenotype (35). Although not statistically significant, the
individuals in group A tended to have a later onset of disease with the tumors having a
low percentage of cells in S phase, perhaps indicating a less aggressive phenotype. This
observation is in agreement with those of Welsh et al. (35). Moreover, groups A and B
also showed significant differences in expression of the CYP1A1 gene, a phase I cyto-
chrome P450 enzyme centrally involved in metabolism of a range of compounds (includ-
ing steroids), and therefore, suggesting its role in carcinogenesis or in therapeutic response
in these tumors. To test further the robustness of their class analysis, they included tumors
from known BRCA1 and BRCA2 mutation carriers and found that neither BRCA1 nor
BRCA2 tumors clustered with the BRCAx samples using the 60-gene set.
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Taken together, the results from these studies demonstrated that gene expression profiles
of BRCA1, BRCA2, or BRCAx tumors are generally distinct from each other as well as
sporadic tumors, allowing for a better molecular classification of hereditary breast cancer.

3.1.2. SPORADIC BREAST CANCER

Sporadic breast cancer is dynamic, given that it is thought to arise from an accumu-
lation of multiple genetic mutations or alterations in the expression of important cell
regulatory genes, such as erbB2/her2, c-myc, epidermal growth factor receptor, and p53,
which affect multiple cellular pathways. Oncogenesis is a process that results not from
the dysregulation or mutation of a single gene, but ultimately, from alterations in the
regulation of networks of genes. Microarray analysis has become a powerful method to
examine the associated expression of thousands of genes, which may lead to more precise
tumor classification and predictions of clinical outcome.

3.1.2.1. Estrogen Receptor Classification
Because a major classification of breast cancer is based on ERα status by immunohis-

tochemistry, microarray gene expression profiling has been analyzed to distinguish ER+

from ER– tumors (17,18,36). Expression data from these studies invariably demonstrated
that ER status is associated with distinctive gene expression patterns. West et al. (17) used
invasive ductal carcinomas with known ER and PR status (13 ER+/lymph node [LN]+, 12
ER−/LN+, 12 ER+/LN−, and 12 ER−/LN− tumors), and performed a supervised analysis
of microarray data to obtain a set of 100 genes that separated ER+ from ER– tumors. Of
the 49 tumors classified by microarray, only five cases had conflicting results based on
immunohistochemistry or protein immunoblotting for ERα. The 100-gene set that sepa-
rated the ER+ and ER− tumors suggested associations between particular genes and ER
status. Importantly, these sets of genes included several that function in the ER pathway,
genes that encode proteins that have inverse relationships with ER+ function, such as
maspin and glutathione S-transferase-π, and genes that are known to function in concert
with ER, such as those encoding hepatocyte nuclear factor 3α and androgen receptor. The
authors further crossvalidated their prediction model using the 100-gene set with a test
set of samples, and found that 34 of 38 unknown samples could be correctly classified
regarding their ER statuses. Thus, their study was not only able to identify a set of genes
related to ER status, but this set could also be used as a predictor of ER status. In addition,
the top 100 genes with the highest correlation to ER status were also used to discriminate
LN status according to expression profiles of primary tumors. This classification was
closely correlated to ER status, suggesting the use of such a gene-based algorithm might
be useful to predict the potential of a primary tumor to metastasize to axillary LNs.

To investigate the gene expression patterns that could stratify tumors into ER+ and ER−

groups, Gruvberger et al. analyzed gene expression profiles of breast cancers from 58
node-negative patients, of which 23 were ER+ and 24 were ER−. Gene expression data
from cDNA microarrays containing 6728 genes revealed 3389 genes whose expression
was significantly different between the two groups. When these genes were subjected to
a training analysis using an artificial neural network algorithm (37) and hierarchical
clustering techniques, the authors defined a subset of genes whose expression pattern
correctly predicted tumor ER status. The ER α gene appeared as the top-ranked gene and
was closely followed closely by GATA-binding protein 3, a transcription factor often
associated with ER+ tumors (38). To test the robustness of the gene signature model for
tumor classification, 11 blinded test samples (five ER+ and six ER−) were subjected to the
analysis, resulting in the prediction of ER status with 100% accuracy. To examine the
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relationship between ER function and genes discriminating ER+ and ER− tumors, the
authors compared their results with serial analysis of gene expression data reported for
MCF-7 cells treated with estrogen (39). Several genes that belonged to the ER+ set of
signature genes in tumors were not directly regulated by estrogen signaling, suggesting
that other regulatory pathways may be involved in the expression of those genes (37).
Alternatively, estrogen may affect gene expression of stromal cells that could not be
demonstrated in an in vitro MCF-7 study (39), or cultured cells may simply respond
differently than mammary epithelial cells in vivo.

3.1.2.2. Classification of New Subtypes of Breast Cancer
In addition to classification based on ER hierarchical clustering, a set of approximately

500 genes by Perou et al. (14) led to a classification of sporadic breast tumors. This
microarray data included 65 surgical specimens taken from 42 individuals with infiltrat-
ing ductal carcinomas, lobular tumor, DCIS, fibroadenoma, and normal breast tissues.
Twenty of the tumors were matched pairs of breast tumors taken before and after a
16-wk course of doxorubicin chemotherapy, and two tumors were paired with a lymph
metastasis from the same patient. The authors consistently found similar gene expression
patterns in the two tumor samples from the same individual. They first obtained a data
set of 1753 genes (22% of the 8102 genes) with transcripts that varied by at least fourfold
in abundance in the sample set. Hierarchical clustering of these genes provided a distinc-
tive molecular profile of each tumor that can be classified into subtypes based solely on
differences in expression patterns. Notably, the authors were the first to report two
distinctive subtypes of ER− tumors that are subcategorized into basal-like and ErbB2+,
suggesting that these represent two different disease categories. In order to subclassify
tumors, another 496 “intrinsic” gene set was selected to show differences between tumors
from different patients as opposed to paired tumor samples of pre- and postdoxorubicin
therapy from the same patient. The tumors were categorized into four major groups based
on their expression pattern of the 496 intrinsic gene set: (1) ER−/basal-like: expressing
keratin 5/6 and 17, integrin-β4 and laminin; (2) ER−/ErbB2+ cluster: expressing high
levels of ErbB2 and several genes in the ErbB2 amplicon at 17q22.24; (3) normal breast-
like: expressing genes characteristic of normal breast tissue such those of adipose tissue
and other nonepithelial cell types; and (4) ER+/luminal cell-like: expressing high levels
of ER, LIV-1 protein, and various transcription factors, including GATA-binding protein
3, X-box binding protein 1, hepatocyte nuclear factor 3.

In a more extensive study entailing 78 breast tumors, three fibroadenomas, and four
normal breast samples, Sorlie et al. (15) determined whether a correlation exists between
microarray-based tumor classification and clinical outcome. Analysis of the intrinsic
subset of 476 genes in these samples revealed a similar pattern of separation of tumors
as initially described by Perou et al. (14). However, in the expanded data set that incor-
porated more tumors, Sorlie et al. reported that the previous ER+/luminal subtype (14)
was further categorized into two major subgroups with distinctive expression profiles:
(1) luminal type A, with high levels of ERα expression along with GATA-binding protein
3, X-box binding protein 1, trefoil factor 3, hepatocyte nuclear factor 3α, and the estro-
gen-regulated LIV-1; and (2) luminal type B and C, where type B had low to moderate
expression of luminal-specific genes included in the ER cluster, and type C had features
similar to basal-like and the ErbB2 subtypes but with high expression of a novel set of
genes with unknown coordinated function. To test the robustness of classification, the
authors incorporated an additional 51 carcinomas from a prospective study on a patient
cohort with locally advanced breast cancer who had undergone doxorubicin monotherapy
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before surgery and received adjuvant tamoxifen based on ER+ and/or PR status. The
grouping of the five subtypes were robust with >75% accuracy. Because the status of p53
mutation and ErbB2 overexpression in tumors are often associated with poor clinical
outcome and poor response to systemic therapy, the authors also evaluated these tumor
subtypes for disease-free and overall survival. Using patients from the prospective study,
the authors reported that the 71% of basal epithelial-like (five of seven) and 82% ErbB2+

subtypes (nine of eleven) that harbored mutations for p53 had shorter survival times and
relapse-free survival compared to 13% in the luminal A subtype (four of thirty) with
fewer p53 mutations. Interestingly, luminal types B and C had poorer outcome compared
to luminal type A, because they have characteristics similar to ER− tumors in the basal-
like and ErbB2+ subtypes. This suggests that the five expression-based subclasses of
breast tumors will have different patient outcomes.

The new classification of basal tumors, i.e., ER– group, by gene expression microarray
is an important finding because there are no clinically associated markers to define the
group. As indicated, this group of tumors has a poor prognosis like ErbB2+ tumors,
perhaps because of mutations of p53 (15). However, unlike ErbB2+ tumors, basal tumors
display a distinct molecular signature of high expression of keratin 5/6, metallothionein
1X, fatty acid binding protein 7, c-Kit, Myc, and secreted frizzled-related protein 1, a
modulator of Wnt signaling (14,15,40).

Similar to the findings by Sorlie et al. (15), Sortiriou et al. (40) used unsupervised
hierarchical clustering analysis to segregate tumors into two main clusters based on basal
(ER−) and luminal (ER+) features. Further subclustering within the basal group estab-
lished two new classes of basal tumors with distinctive gene signatures—basal 1 sub-
group had increased expression of matrix metalloproteinase 7 and cell cycle and
growth-related genes, such as topoisomerase IIα, proliferating cell nuclear antigen,
BUB1, and CDC2, suggesting a signature for a high rate of proliferation, and the basal
2 subgroup had high expression of transcription factors c-Fos, c-Jun, and Fos B, and
overexpression of activating transcription factor 3, transforming growth factor-β recep-
tor II, caveolin 1 and 2, and hepatocyte growth factor. They also defined a new subgroup
distinct from the basal-like group in the ER− subset with a high rate of HER-2/neu
overexpression. The HER-2/neu subgroup has a gene profile that includes higher expres-
sion of multidrug resistance 1, S100 calcium-binding protein P, fatty acid synthase, and
syndecan 1, and lower expression of c-Kit and c-Myc. Taken together, the gene expres-
sion signatures obtained from these studies (14,15,40) revealed a new classification
system for breast tumors that may have important clinical implications.

3.2. Prediction of Outcome by Gene Expression Profiling
One of the greatest challenges in evaluation and clinical management of cancer

patients is the ability to predict the clinical behavior of their disease. Because gene
expression profiling can survey thousands of genes simultaneously, it will likely be
superior to currently used parameters in predicting disease outcome. A pioneering study
that made use of gene expression signatures to predict good versus poor prognosis was
reported by van’t Veer and colleagues (18). The cohort studied were patients under 55 yr
of age, without LN involvement, received only radical mastectomy or lumpectomy plus
radiation therapy, and had a follow-up of at least 5 yr. Of the 98 primary breast tumors,
34 developed distant metastasis within 5 yr, 44 remained disease-free after a period of at
least 5 yr, 18 had BRCA1 germline mutations, and two were BRCA2 carriers. Using
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oligonucleotide microarrays consisting of 25,000 genes, approximately 5000 genes were
regulated in a manner that led to the classification of the tumors into two distinct groups,
each containing 62 and 36 tumors, respectively. Most of the tumors in the first group
retained ER expression and had a “good” prognosis, with only 34% of the tumors display-
ing distant metastasis within 5 yr. In contrast, the second group that contained ER-
negative tumors had a “poor” prognosis with lymphocytic infiltration. Seventy percent
of the patients with sporadic tumors in the second group had progressive disease. Addi-
tionally, 16 of the 18 BRCA1 carriers grouped with the sporadic tumor cluster, were ER–

, and had higher lymphocytic infiltration. The two BRCA2 samples clustered with ER+

sporadic tumors and did not display similarities with BRCA1 tumors. Of the 5000 sig-
nificantly regulated genes, a subset of 231 genes appeared to be associated with disease
outcome and was used to further define an optimal “classifier” gene set capable of
correctly differentiating between “good” and “poor” prognosis. A poor prognosis signa-
ture includes increased expression of genes regulating cell cycle, invasion and metasta-
sis, angiogenesis, and signal transduction. A defined prognostic signature of 70 classifier
genes was implemented to predict outcome of 78 sporadic LN-negative patients. Although
the 70-gene optimum set managed to predict correctly the actual outcome of disease for
83% of the patients (65 out of 78), it misclassified three tumors with poor prognosis as
having good prognosis and 12 tumors from disease-free patients into the poor prognosis
group (18). This observation suggests that small primary tumors negative for node
metastases can display a poor prognosis signature and may already be programmed
for metastasis.

van’t Veer and colleagues have demonstrated the predictive power and robustness of
a breast cancer prognosis classification using the 70 optimal marker genes. In a follow-
up study, van de Vijver et al. further validated the 70-gene set on 295 patients, and found
that the patients were stratified into groups where 180 had a poor prognosis signature, and
115 had a good prognosis signature, with an overall 10-yr survival rate of approximately
54 and 95%, respectively (16). In addition, the authors concluded that individuals with
a poor-prognostic signature had approximately a 50% chance of remaining disease-free
of distant metastasis at 10 yr, whereas those with good prognostic signature had a 85%
chance of remaining free of disease (16).

Based on overlapping genes with the van’t Veer study (18), Sotiriou and colleagues
identified 93 gene elements that were significantly associated with relapse-free survival
and demonstrated the array-derived tumor signature has the ability to predict clinical
outcome (40). When basal/ErbB2-like (predominantly ER−) and the luminal-like
(predominantly ER+) clusters were compared for outcome of disease, the luminal-like sub-
group had a significant advantage over the basal/ErbB2-like subclass for overall relapse-
free survival and breast cancer survival (40). These findings in human breast cancer
strongly suggest that expression profiling of the primary tumor can predict the clinical
course of disease in breast cancer patients (15,16,18,40,41).

3.3. Prediction of Metastasis by Gene Expression Profiling
Because metastasis is a poor prognostic indicator for survival, the question as to how

primary tumors gain the ability to metastasize to distant sites remains a critical, but
elusive process. The prevailing model for cancer metastasis suggests that acquisition of
the metastatic potential by primary tumor cells is a late tumorigenic event that requires
important changes in the tumor milieu to enable them to metastasize and seed to distant
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sites (42,43). Recently, it has been hypothesized by van’t Veer and others that the meta-
static capacity may be acquired early during tumorigenesis and is intrinsic to the primary
tumor, i.e., metastasis is predetermined (18,43,44). Given that metastasis to distant organs
is a major cause of death in cancer patients, the ability to predict the event before its
occurrence would have great clinical importance. As will be discussed, the use of molecu-
lar profiling of primary breast tumors may have predictive power for the future develop-
ment of metastases (18,45). One may then anticipate that the different tumorigenic stages
of breast cancer may share similar features. In support of this notion, Perou et al. reported
earlier that primary tumors and metastases share similar patterns of gene expression,
suggesting that the molecular program of a primary tumor may generally be maintained
in its metastasis (14). Microarray analysis of microdissected epithelium of breast cancers
by Ma et al. (46) also reveal extensive similarities at the transcriptome level among the
premalignant (atypical ductal hyperplasia), preinvasive (DCIS), and invasive (invasive
ductal carcinoma) clinical stages of breast cancer. Similarly, chromosomal analysis of
DCIS, invasive ductal carcinoma, and LN metastasis by array comparative genomic
hybridization and fluorescent in situ hybridization revealed consistent chromosomal
aberrations shared between the three tumorigenic stages (47). These observations sug-
gest that the potential for invasive and metatastic growth exists in the preinvasive stages
of tumor progression.

To further explore the molecular differences between primary solid tumors and metas-
tases, Ramaswamy and colleagues compared gene expression profiles of adenocarci-
noma metastases of multiple tumor types (lung, breast, prostate, colorectal, uterus, and
ovary) to unmatched primary adenocarcinomas (45). The comparison identified 128
genes that distinguish metastatic adenocarcinomas from the primary tumors. More com-
pelling was that the same gene expression pattern associated with metastasis was present
in some primary tumors, thus, suggesting that the gene expression program of metastasis
may already exist in primary tumors (45). When lung cancer patients whose primary solid
tumors express the metastases-associated gene signature at the time of diagnosis had a
significantly poorer clinical outcome, i.e., metastases and shorter survival times, com-
pared to those whose tumor lacked the expression signature. The authors further refined
the 128-gene set to a unique 17-gene signature and found that the reduced gene set also
recapitulated the observed Kaplan-Meier survival pattern in lung adencarcinoma (45).
To investigate whether the refined 17-gene signature could be associated with metastasis
of other tumor types, the authors tested 78 small stage I primary breast adenocarcinomas
from the van’t Veer study (18). The unique metastases-associated signature successful
predicted the Kaplan-Meier survival analysis of cluster defined primary tumor subsets
for breast cancer (45), suggesting that primary breast tumors bearing the gene expression
signature at diagnosis were more likely to develop distant metastases than those lacking
this signature.

The refined 17-gene signature, consisting of eight upregulated genes and nine
downregulated genes, did not represent any individual metastatic markers per se, but
taken as a whole, contains predictive information. The genes were predominantly involved
in the protein translation apparatus for tumor growth and invasion, chromatid separation
during cell division, and angiogenesis and local invasion. More interestingly, the refined
metastases-associated gene expression signature also contained genes that were from the
nonepithelial component of the tumor, such as genes encoding type I collagens (whose
expression is mainly restricted to fibroblasts), actin, myosin heavy chain, myosin light
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chain kinase, and calponin (markers of smooth muscle), major histocompatibility com-
plex class II DP-β1, and the transcription factor RUNX1 (unique to hematopoietic cells),
implicating that the process of metastasis may arise from both malignant and stromal
compartments of the primary tumor (45). Based on this study, one can speculate that laser
capture microdissection of malignant epithelial cells alone may not provide a complete
expression profile of the entire malignant phenotype (46), and that stroma needs to be
included in such analysis. Again, these findings not only support the idea that clinical
outcome of cancer patients can be predicted using gene expression profiles of primary
tumors (18), but also that some primary tumors may already possess a predetermined
metastatic program at diagnosis.

To corroborate the notion of a metastatic program mediating breast cancer metastasis,
Kang and colleagues elegantly examined the expression profiles of osteolytic bone
metastatic lesions that developed in immunodeficient mice following cardiac injection
of a human breast cancer cell line, MDA-MB-231 (48). Compared to the parental MDA-
MB-231 cell lines, metastatic clones, derived from bone or adrenal medulla lesions,
conferred either a high or a weak metastatic potential, respectively. The transcriptome
profile from the isolates identified a specific gene expression pattern consisting of 102
genes associated with the formation of metastasis to bone but not to the adrenal medulla.
When superimposed with the 70-gene expression signature with predictive capability of
metastasis and poor survival in breast cancer patients (18), parental MDA-MB-231 cells
and derived metastatic subpopulations both displayed the “poor-prognosis” signature.
More importantly, the authors identified a tissue-specific expression profile consisting
of genes that encode secretory or cell surface proteins implicated in cellular homing to bone
(chemokine C-X-C motif receptor 4), angiogenesis (connective tissue growth factor,
fibroblast growth factor-5), invasion (matrix metalloproteinase-1), and osteoclast recruit-
ment (interleukin-11, osteopontin), thereby cooperatively altering the tumor microenviron-
ment to favor bone metastasis (48). Taken together, the studies presented here (18,45,48)
support the idea that a primary tumor with a poor prognosis profile, as identified by gene
expression signatures, has an intrinsic capacity to not only metastasize, but also follow
a programmed path of “seed and soil” as hypothesized by Paget (49) at distant sites (44).

3.4. Predicting Chemotherapy Response by Gene Expression Profiling
The etiology of breast cancer is complex and involves a wide variety of genomic

alterations. Because the disease is further complicated by substantial heterogeneity and
the development of drug resistance, therapeutic targeting of the tumor has been a constant
challenge. Whereas the ultimate goal behind understanding molecular mechanisms of
malignant disease is to discover and implement novel, effective chemotherapeutics with
minimum toxicity to the patients, an important objective behind gene expression profil-
ing of tumor specimens is to better predict patients’ responsiveness to standard and novel
chemotherapeutic agents, as well as ultimately define tailored care for each individual.
For example, the status of ERα expression has been an important characteristic in breast
cancer and is often a prognostic factor in identifying patients that can benefit from
endocrine therapy. Similarly, breast cancer patients who have elevated levels of the HER-
2/neu proto-oncogene (50) may benefit from trastuzumab (Herceptin®) (51).

Whereas a great deal of information has been obtained through gene expression pro-
filing for classification and clinical outcome for breast cancer, its application in predict-
ing sensitivity to chemotherapeutic agents and response to therapy has only begun to be
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explored. A major limitation, thus far, has been acquiring a large microarray database
from enough patients to adequately compare expression profiles of responders with those
of nonresponders. Second, many patients have undergone numerous courses of therapy,
so their tumor specimens may no longer contain significant predictive value. Nonethe-
less, molecular profiling is beginning to provide insights into the mechanisms of drug
sensitivity and resistance by defining a signature of clinically useful discriminatory genes
from responsive and nonresponsive tumors.

Initially, Perou et al. (14) demonstrated that gene expression profiles of 15 of the 20
tumors before and after doxorubicin therapy were similar to each other. Interestingly, of
the remaining five pairs, three pairs of tumor samples that clinically responded to doxo-
rubicin therapy displayed “normal-like” gene expression profiles, suggesting that a nor-
mal breast-like gene expression is a prognostic indicator of a good chemotherapeutic
response (14). Although limited by small sample size, Buchholz and colleagues were the
first to report global gene expression changes after chemotherapy for breast tumors where
good response to treatment, as assessed by histopathology, exhibited gene patterns that
clustered distinctly from those of poor responders (52). Recently, Chang et al. defined a
set of 92 genes from 24 patients who were either chemosensitive or chemoresistant to
neoadjuvant docetaxel therapy (53). Sensitive tumors had higher expression of genes
involved in stress response or apoptosis, cell cycle, protein transport and modification,
cytoskeletal support, adhesion, and transcription. Resistant tumors, however, had increased
expression of some transcriptional and signal transduction genes. Although validation of
these findings is required using a larger patient cohort, the discriminatory 92-gene set
correctly predicted six out of six independent samples as responders. Such studies have
significant clinical implications in that (1) gene signatures can distinguish tumors that are
responsive or resistant to any chemotherapeutic treatment, and (2) mechanisms of resis-
tance can be identified for each chemotherapeutic agent.

Whereas additional prospective studies are performed to predict clinical response, the
use of in vitro tumor cell culture systems is an alternative approach to approximate
pharmacogenomic events in vivo. Although cell lines are not truly representative of
cancer cells in vivo, prediction of response based on in vitro studies may be translated and
validated based on clinical response (54,55). Hayashi and colleagues analyzed gene
expression profiles of estrogen-responsive genes in several ER+ cancer cell lines and
derived a 138-gene signature that distinguished responsiveness and nonresponsiveness
to estrogen stimulation (54). In another study, gene expression profiles were obtained from
immortalized mammary basal epithelial cell lines (ME16C and HME-CC) and luminal
epithelial cell lines (MCF-7 and ZR-75-1) treated with doxorubicin and 5-fluorouracil
(55) to recapitulate events of basal-like and luminal-like breast carcinoma previously
described (14,15). Both cell types induced DNA damage-response genes such as p21waf1,
but displayed distinct responses to the two chemotherapeutic agents. Luminal cell lines
had a profound response through alterations in p53-regulated genes, as well as repression
of cell cycle-regulated genes, whereas basal cell lines responded by repressing genes
involved in cellular differentiation. Notably, the changes in basal cell lines were subtle
and did not cluster distinctly like the luminal cell lines, suggesting that basal cells may
already have a complex genetic makeup that makes treatment with chemotherapeutic
agents more variable. When the in vitro responses were compared with expression responses
in breast tumors sampled before and after treatment with doxorubicin or 5-fluorouracil/
mitomycin C (56,57), the in vivo data strongly correlated with the cell-type-specific in
vitro responses to chemotherapeutic agents, such as genes encoding p21waf1, activating



Chapter 30 / Molecular Profiling 573

protein 1 coactivators Fos and Jun, and other genes involved in wound healing, including
connective tissue growth factor and matrix metalloproteinase 9. Other groups are also
predicting drug sensitivity and resistance by profiling ATP-binding cassette transporter
genes in cancer cells in response to various chemotherapeutic agents so that expression
signatures can be identified and drug resistance mechanisms related to other pathways
could be established (58).

Because most drug agents interact with either specific target proteins or various path-
way targets that differ between cell and tissue type, it seems more feasible to examine first
drug response and mechanistic effects in vitro. Albeit, cell culture studies are quite
limited in providing reliable drug response information for many reasons, they may help
identify important response mechanisms to chemotherapeutic agents that can be further
validated in cancer patients.

4. CONCLUSION AND FUTURE CHALLENGES

Although the routine implementation of DNA microarray for diagnosis of breast can-
cer and prediction of therapeutic outcome may be years away, this technology holds great
promise and potential clinical value. Currently, women with breast cancer undergo che-
motherapy in hopes of achieving a therapeutic response and cure. The clinical reality,
however, is often associated with significant toxicity and no survival benefit in a large
proportion of treated patients. More accurate classification and prediction of prognosis
could identify appropriate treatments and reduce morbidity.

Molecular profiling may be useful in improving targeted treatments for breast cancer
by defining subtypes of cancers that may benefit from particular therapies (see Fig. 1).
As discussed, microarray technology may define markers or key prognostic genes to
predict disease outcome. It may also give insights as to whether the primary tumor has
already a predetermined program for metastasis so that appropriate treatment could be
initiated. Additionally, if the primary tumor or treated tumor bears a molecular profile
that suggests drug resistance for a certain chemotherapeutic target, then an alternative
treatment could be started.

The ultimate goal of oncology is to prevent cancer altogether. One can envisage the
use of microarray technology on normal tissue to identify an expression signature asso-
ciated with increased breast cancer risk (see Fig. 1). Such individuals could then be
followed closely or offered on preventive regimes. Because prevention trials generally
require many years to determine efficacy of a compound, analysis of tissue at interme-
diate time points by microarray might help identify individuals responding to the preven-
tive compound. Thus, array technology may be applied to early stages of cancer
prevention.

Microarray analysis in the postgenomic era has resulted in an extraordinary amount of
information that can give better insights into disease (59). Refined sampling by laser
capture microdissection of normal epithelium and tumor-specific stromal cells, vascular
endothelial cells, adipose, and connective tissues may allow us to better understand the
molecular mechanisms behind breast cancer progression and further identify more spe-
cific therapeutic targets (60–62). Sophisticated statistical methods for comparative
metaprofiling are being developed to identify and assess the multiple gene expression
signatures derived from a diverse collection of microarray data sets for breast cancer (63).

Thus far, gene expression profiling of breast cancer has provided valuable information
for molecular classification of tumors and predicting clinical outcome and response to
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therapies. However, identification of novel targets for therapy by microarray remains
more daunting because of the unknown functional significance of many of the signature
genes that have been identified. Although microarray technology has been powerful in
determining changes at the level of the transcriptome, it is ultimately protein that dictates
the cellular function of a gene. Thus, implementing proteomic analyses of tumors will
further define mechanisms of tumor development that may be specifically targeted for
therapy or prevention.
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SUMMARY

The immunosurveillance theory postulates that the immune system is able to identify
transformed cells and eliminate them. The theory predicts that the incidence of cancer
would increase, or the latency period of cancer would decrease, in the absence of a
functional immune system. However, the fact that the incidence of only some cancers
increases in immunosuppressed patients shows that not all cancers abide by this theory.
Most cancers escape immunosurveillance because they are fundamentally “self,” and
autoreactive immune cells are usually deleted or anergized so that they do not attack
self. The tumors that do face immune pressure are virus-associated cancers and cancers
expressing immunogenic tumor antigens. These tumors have, however, evolved mecha-
nisms to escape immune eradication. An effective way of escaping immune eradication
is to prevent detection. The expression of tumor-associated antigens enhances the
immunogenicity of a tumor, and if it is able to reduce the presentation of such markers,
then the tumor remains relatively invisible to the immune system and escapes detection.
If the tumor does not manage to escape detection, then it can evolve to prevent the
activation of the immune response. The immunosuppressive effects of cancer cells are
mediated by the secretion of soluble factors, by the expression of inhibitory molecules,
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and by turning the cellular infiltrates into tolerizing cells that can in turn suppress other
potentially tumor-specific immune cells. Some tumor cells have evolved to become
resistant to the death effector mechanisms of the immune system. Finally, some tumors
have evolved to turn the immune system against itself by causing the death of the
immune cells through an activation-induced cell death mechanism that normally func-
tions to limit the immune response under physiological conditions. These immune
escape mechanisms in combination make the tumor a formidable foe for the immune
system. Therefore, a well thought out immunotherapy strategy would keep in mind the
escape mechanisms the tumor could adopt under immune pressure to direct the most
propitious strike.

Key Words: Immunosurveillance; immunogenicity; escape mechanisms; tumor
antigens; immunodetection; tumor microenvironment.

1. INTRODUCTION: IMMUNOSURVEILLANCE OF CANCER

The immunosurveillance hypothesis states that a physiologic function of the immune
cells is to recognize and destroy transformed cells. The concept of immunosurveillance
was first introduced in 1909, when Paul Ehrlich proposed that immunity against cancer
was mediated by “cellular forces” that kept tumors in check (1). The theory was later
appended by Thomas Lewis and Sir MacFarlane Burnet, who proposed that immunologi-
cal recognition of transformed cells was a form of homeostatic surveillance that could
allow the body to guard against malignancies (2,3). Implicitly, the hypothesis predicts
that the incidence of cancer would increase or tumor latency periods would be reduced
in the absence of immunosurveillance. Epstein-Barr virus (EBV)-related neoplasms are
examples of cancers usually controlled by immunosurveillance that increase in incidence
in immunosuppressed individuals. EBV is a lymphotropic herpes virus that affects the
majority of individuals (4), and causes little significant disease in a healthy immunocom-
petent person. It establishes itself within the nucleus of B-lymphocytes expressing the
CD21 molecule during the initial infection, and remains in the body in a state of latency
for that individual’s lifetime. This latent state is associated with the production of viral
proteins like Epstein-Barr nuclear antigen and latent membrane proteins that protect the
B-cell from apoptosis and allow intermittent low-grade viral replication (5). The viral
replication is usually held in check by cytotoxic T-cells (CTLs) driven EBV-specific
immunosurveillance in healthy individuals. However, in the immunosuppressed trans-
plant recipient, the impaired EBV-specific CTL response leads to an increase in viral
replication and ultimately, to B-cell transformation. EBV-induced posttransplant
lymphoproliferative disorder (PTLD) is the most common neoplasm found in pediatric
renal transplant recipients (6). The incidence of PTLD is four times higher amongst
pediatric than adult transplant recipients (7), possibly because of the fact that a larger
proportion of the children are EBV naive pretransplant and therefore have little immunity
towards the virus. The significant increase in virus-associated cancers in immunocompromised
patients, and the finding that preemptive antiviral therapy in hematopoietic stem cell
transplantation prevented EBV-associated PTLD (8) supports that immunosurveillance
reduces the incidence of virus-induced tumors in an immunocompetent host.

Additional evidence supporting the role of immunosurveillance comes from studies on
the incidence of neoplasms amongst transplant patients under long-term immunosup-
pression and immunocompromised human immunodeficiency virus (HIV)-infected
patients. Skin cancer was noted to be increased in patients receiving long-term immuno-
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suppression because of a solid-organ transplant (9); also, the risk of malignancy in renal
transplant patients receiving long-term immunosuppression was considerably higher (10).
HIV-associated immunosuppression has been linked to a greater increase in cases of
Kaposi sarcoma, non-Hodgkin’s lymphoma, and invasive cervical cancer (11,12). Most of
the malignancies observed in the immunosuppressed and immunocompromised patients
were noted to be associated with viral-infections, such as B-cell lymphomas (EBV),
Kaposi sarcoma (human herpes simplex virus 8) and cervical cancers (human papilloma
virus). This makes the virus-associated cancers excellent targets for immunotherapy.

1.1. Most Cancers Slip Through the Immunosurveillance Net
It is important to note that the cancers that immunosuppressed patients are at an

increased risk of developing are not the same as those that are most commonly found in
the general populace. This implies that most cancers are not covered under the
immunosurveillance theory, and many cancers develop simply because the immune
system does not recognize them as foreign in the first place. Cancer cells are basically
“altered self-cells” and may not be very immunologically different from normal cells. In
fact, most cancer cells escape immunosurveillance, because they simply do not satisfy the
primary condition of the immunosurveillance theory, which requires the distinction of
transformed cells from normal cells. Central and peripheral tolerance mechanisms such
as the clonal deletion by ubiquitous self-antigens and clonal inactivation by tissue-
specific antigens presented in the absence of costimulatory signals ensure that the immune
system does not attack self. Apart from the virus-associated cancers, most cancers are not
immunogenic, because the antigens that they express are self-antigens against which the
immune system has been tolerized. However, this does not mean that immunotherapy
cannot work on these cancers; it just has to be achieved by breaking immunological
tolerance to self-antigens and at the cost of autoimmunity. Therefore, such immuno-
therapy strategies can only be done in tissues that can be spared because all cells of these
tissues, including the nontransformed cells will be susceptible to immune destruction.

1.2. Immunotherapy—the Need to Pick the Right Target

The success and specificity of immunotherapy strategies is absolutely contingent on
the choice of the target antigen. Focusing the immune response on antigens truly unique
to the tumor increases the specificity of the response and reduces the chances of devel-
oping autoimmunity. In contrast, directing the immune attack at tumor-associated anti-
gens detected in both tumor and normal cells could lead to the immune destruction of the
self tissues. Naturally, there exists the probability of tumor escape by various means of
downregulating the expression of the target antigen because of the immune pressure
exerted on the tumor. Therefore, a greater number of available antigenic targets would
allow immunotherapy strategies to cast a wider net to counteract tumor escape mecha-
nisms. The academy of cancer immunology has a website that contains links to several
databases set up with the purpose of characterizing tumor antigens that elicit immune
responses in humans (http://www.cancerimmunity.org/statics/databases.htm). The char-
acterization and identification of novel tumor antigens is also fundamental to the design
of improved therapeutic or prophylactic cancer vaccination schemes. Although most
interest has been focused on identifying antigens that could be good targets for CD8+

CTLs that kill transformed cells expressing antigenic peptides in the context of major
histocompatibility complex (MHC) class I molecules, currently however, efforts have

http://www.cancerimmunity.org/statics/databases.htm
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been turned to identify antigens recognized by CD4+ T-helper (Th) cells that enhance and
amplify the immune response through costimulation and the local production of cyto-
kines. A consensus exists that a combined vaccine based on CD8+ and CD4+ T-cell
epitopes would improve the efficacy of therapeutic cancer vaccines substantially.

The cells within any particular tumor may contain their own individual mutations;
therefore, the tumor is rather heterogeneous in its susceptibility to any sort of therapy.
This accounts for the escape variants that evolve after chemotherapy or immunotherapy.
To conduct immunotherapy, in addition to choosing an antigenic target that provides
specificity, the knowledge of how cancers react in response to immune pressure would
help to make the proposed treatment plan more encompassing so that it does not fail
because of tumor escape variants.

2. TUMOR ANTIGENS
2.1. Tumor Antigens: How to Identify the Enemy

Tumor antigens are processed and presented to the adaptive immune system as short
peptide fragments known as epitopes on major MHC class I and MHC class II molecules.
The MHC class I molecules are expressed by nearly all nucleated cells of the body, and
normally present peptides that are generated endogenously in the cells. It is imperative
that the cancer cell presents some form of immunogenic antigen in order for the CD8+

CTLs to recognize the tumor cell and destroy it. The CD8+ T-cells are the key effectors
of antitumor immunity mediated by the adaptive immune system, and they recognize
antigenic epitopes presented in the context of MHC class I molecules. CD4+ Th cells also
play an important role in antitumor immunity (13), as they enhance and amplify the
immune response through costimulation and the local production of cytokines. Th cells
recognize antigens presented in the context of MHC class II molecules whose expression
is limited to professional antigen-presenting cells (APCs) such as dendritic cells (DCs).
The presentation of antigenic epitopes derived from the tumor cells allows the immune
system to distinguish between normal and transformed cells and direct the immune attack
based on these antigens. Tumor antigens can be classified into five major groups based
on their expression patterns: mutational antigens, shared tumor-specific antigens, differ-
entiation antigens, overexpressed antigens, and viral antigens (14).

2.1.1. MUTATIONAL ANTIGENS

Mutational antigens are derived from ubiquitous proteins that are mutated in tumor
cells. Point mutations, chromosomal translocations, deletions, or gene insertions can lead
to the generation of unique tumor antigens distinct for each tumor. The mutational anti-
gens are highly tumor-specific, and some may also be involved in the transformation
process. Chronic myelogenous leukemia is characterized by the presence of Bcr-Abl, a
fusion product resulting from the translocation of the of cellular Abelson tyrosine kinase
from chromosome 9 to a 5.8-kb breakpoint cluster region on chromosome 22 (15). The
detection of Bcr-Abl junctional epitopes that bind to both MHC class I human leukocyte
antigen (HLA)-A2 (16) and MHC class II DR4 (17,18) demonstrate that mutational
antigens can potentially induce potent immune responses and may be involved in the
natural antitumor response in patients. On the other side of the high specificity of muta-
tional antigens is that their potential value as generic cancer vaccines in immunotherapy
is limited, as such mutations may not be shared by many patients.
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2.1.2. SHARED TUMOR-SPECIFIC ANTIGENS

Shared tumor-specific antigens are antigens whose expression is usually silenced in
normal tissues but are activated in tumors of various histological types. Expression of
these antigens on normal tissues has only been detected on placental trophoblasts and
testicular germ cells that do not express MHC class I molecules. Hence, these antigens
are usually not presented to the immune system and can be considered tumor-specific and
are also known as cancer–testis antigens. The prototype shared tumor-specific antigens
are the melanoma antigen genes, which are normally expressed in testis and placenta and
overexpressed in melanoma, bladder cancer, breast cancer, lung cancer, and prostate
cancer (19).

2.1.3. TISSUE-SPECIFIC DIFFERENTIATION ANTIGENS

Differentiation antigens lack the specificity of tumor-specific shared antigens, as they
are differentiation markers that are expressed not just by the malignant cells, but also by
the normal cells of the same origin as the cancer cells. Tyrosinase, for example is expressed
by both normal melanocytes and most melanoma cells. Targeting such antigens would
also result in the autoimmune destruction of the normal tissue as has been demonstrated
by the vitiligo (20) induced after vaccination against tyrosinase in melanoma patients.
Immunotherapy strategies based on such antigens should be reserved to tissues that are
not vital for survival, as exemplified by the targeting of the prostate-specific antigen that
could lead to the destruction of the prostate tissues in prostate cancer.

2.1.4. OVEREXPRESSED ANTIGENS

T-cell activation is dependent on a minimum number of T-cell receptor/peptide/MHC
contacts (21); therefore, the overexpression of many proteins in cancer cells could lead
to the generation of an immune response to these self-proteins. The high levels of mutant
or wild-type p53 expressed in many cancers make it a potential immunotherapy target,
and it has been used against colorectal cancer without inducing autoimmunity (22).
However, because these overexpressed proteins are expressed by many normal tissues,
it is difficult to assess the safety threshold for each antigen that does not result in wide-
spread autoimmunity.

2.1.5. VIRAL ANTIGENS

Viral antigens are foreign and are only found on infected cells, thereby making them
ideal targets because of their high specificity. Although viruses have evolved their own
set of immune evasion strategies, immunotherapy of virus-associated cancers can be
directed against viral-antigens vital for viral replication or growth. The human papilloma
virus (HPV) E6 and E7 proteins interfere with normal cell-cycle regulation (23,24) and
are required for the viral life cycle (25,26). Diverse immunotherapy strategies directed
against HPV E7 and HPV E6 (27) have led to promising results (28).

2.2. Tumor-Associated Antigens Can Induce Tolerance
Qualitative and quantitative changes have been observed in the glycolipids and gly-

coproteins on the cell surface of tumor cells (29,30). The cell surface location of these
antigens make them good candidates for therapeutic and diagnostic purposes, because
they are accessible to both the cellular and humoral components of the immune system.
The mucins are the most extensively studied group of glycoproteins. Mucins are large



582 Koh, García-Hernández, and Kast

glycoproteins with high-carbohydrate content expressed by a variety of normal and
malignant epithelial cells. The mucins CA-125 and CA-19-9 have been detected in ova-
rian carcinomas (31,32), whereas mucin (Muc)-1 has been found in breast carcinomas
(33). Under physiological conditions, Muc-1 is expressed on the apical surface of breast
ductal epithelium and is inaccessible to the immune system. In ductal carcinomas of the
breast however, Muc-1 looses its apical polarization and displays new carbohydrate and
peptide epitopes, thereby becoming an accessible target for the immune cells. Muc-1 can
be easily detected by monoclonal antibodies, and also contains T-cell epitopes and has
been used as a target for tumor vaccination schemes (34). However, it has been shown
recently that tumor-derived Muc-1 mucins were responsible for the impaired maturation
and function of monocyte-derived DCs. Tumor derived-Muc-1 changed the cytokine
repertoire of the DCs and resulted in their development into interleukin (IL)-10high IL-
12low regulatory APCs (35) as a novel mechanism of tumor immune evasion.

3. IMMUNODETECTION
3.1. Stealth and Camouflage—Escaping Immunodetection

Two arms of the immune system work complementarily in immunodetection. The
adaptive immune system detects the presence of a transformed cell by scanning for
altered self-cells. The innate immune system detects the presence of a transformed cell
by looking out for missing self. Therefore, in order to escape successfully both arms of
the immune system, cancer cells have evolved a joint strategy of both stealth and cam-
ouflage. They have to hide the tumor antigens they express and disguise themselves as
something that the body will not reject. The CTLs of the adaptive immune system rec-
ognize antigens bound on MHC class I molecules expressed by nearly all nucleated cells
of the body. If the MHC class I molecule on the tumor cells presents a viral or aberrant
peptide, then the antigen-specific CTLs eliminate the tumor cell. The fetus is an allograft
that survives within the maternal host despite its low expression of allogenic MHC
molecules that would usually result in immune destruction by the natural killer (NK) cells
of the innate immune system. The same immune evasion strategies utilized by the fetus
“camouflage” the cancer cells and enable them to escape the NK cells. Together, this
stealth and camouflage strategy described in the following two subheadings enables the
cancer cells to evade detection.

3.1.1. EVADING THE CTLS

Tumor cells often have an altered expression pattern of class I molecules, as a consequence
of profound defects in the antigen processing pathway. This promotes poor expression
or loss of class I peptide presentation, which permits tumor cell escape from CTL killing.
Different mechanisms that lead to loss of class I molecules have been described so far
(36). Production of immunosuppressive molecules that downregulate the expression of
MHC class I on nucleated cells and defects in the antigen processing machinery have been
clearly demonstrated by examining tissue samples from several cancers. Recently, by
microdissection and reverse transcription-polymerase chain reaction, a problem in the
presentation of class I peptide was detected in transformed colon cells (37,38). Profound
defects in the processing and presentation of peptides were found to be caused by an
accumulation of the HLA class I heavy chain in the cytoplasm of neoplastic cells,
biallelic inactivation of the β-2 microglobulin, downregulation of the low-molecular-
weight protein (LMP)7, and deregulation of the transporter associated with antigen
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processing (TAP) 2. All these defects allow the colon carcinoma cells to become “invis-
ible” to the adaptive immune system. In addition, histological samples showed down-
regulation of the proteosome multicatalytic complex subunits LMP-2 and LMP-7 in
prostate and renal carcinoma, small cell lung carcinoma, and non-small cell lung cancer
(39–42). All these examples indicate that class I down-regulation is an important mecha-
nism of tumor escape.

3.1.2. TRICKING THE NK CELLS

Despite the reduction in MHC class I expression, tumors are still susceptible to attack
from immune cells. Tumor cells that lack MHC class I expression are an attractive target
for the NK cells of the innate immune system. NK cells bind to the polymorphic deter-
minants of the MHC class I molecules through killer-cell inhibitory receptors (KIRs)
(43). The interaction between KIRs and MHC class I molecules is inhibitory in nature,
and on ligation leads to inhibition of NK-cell cytotoxicity, maintaining tolerance towards
self-tissue. The downregulation of MHC class I molecules on the cell surface of tumor
cells will therefore normally lead to the NK-mediated killing of the tumor cells. Another
way the NK cells keep track of MHC class I expression is through the heterodimer CD94-
NKG2A, which recognizes nonclassical MHC class I molecules such as HLA-E (44).
HLA-E presents the signal peptides from the classical MHC class I molecules (HLA-A,
-B, and -C), and downregulation of any haplotype molecule in particular would normally
result in a reduction of cell surface HLA-E and an increase of the susceptibility of tumor
cells to NK-mediated killing.

In order to escape NK-mediated killing, cancer cells have evolved to establish toler-
ance using similar mechanisms as those found in fetal–maternal interactions. HLA-G is
a nonclassical MHC class I molecule expressed in the placenta and helps to maintain
tolerance to the fetus. It is expressed by many cancers like melanoma, renal carcinoma,
lung carcinoma, glioblastoma, and ovarian cancer. It is upregulated through the local
expression of environmental factors such as cytokines, stress factors, and chemothera-
peutic agents (45,46). HLA-G exerts its immunoinhibitory effects through at least three
KIRs expressed by nearly all cells of the immune system (47,48), and therefore has
powerful immunosuppressive effects (49,50). In renal carcinoma, HLA-G expression on
tumor cells blocks the cytolytic activity of lymphocyte activated killer cells and CTLs,
promoting the evasion of the immune response (51). Soluble HLA-G has also been
detected in the plasma of patients suffering from malignant melanoma, glioma, breast,
and ovarian cancer (52) and can result in local or systemic immunosuppressive effects.
However, the signal peptide for HLA-G also serves as a peptide ligand for HLA-E. The
interaction between the CD94-NKG2 and HLA-E presenting a nonamer from the the
HLA-G signal peptide can lead to inhibition or activation of NK-cytotoxicity, depending
on the inhibitory or activating nature of the CD94–NKG2 heterodimer (53–55).

Stress and cellular transformation causes some malignant cells to express MHC class
I chain-related (MIC) molecules and UL16-binding protein 1 that are ligands for the NK-
activating NKG2D receptor (56). The triggering of NK-activating receptors can result in
NK-mediated cytotoxicity of cell types that still express significant level of MHC class
I molecules in vitro. NKG2D is also expressed by CTLs and results in their activation
when triggered. To avoid being killed by NK cells, tumor cells can produce soluble MICs
(sMICs) that block the activating NKG2D receptor. sMICs bind to NKG2D, inducing its
endocytosis and degradation, resulting in a reduced expression of NKG2D on tumor-
infiltrating and peripheral blood T-cells in cancer patients (57). In colorectal patients,
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NKG2D downregulation by sMICs resulted in the decreased expression of another NK-
activating receptor, the natural cytotoxicity receptor, and the CXCR1 and CCR7
chemokine receptors. This resulted in homing defects and inactivation of the NKG2D NK
population (58).

4. IMMUNOMODULATORY MECHANISMS
4.1. Immunological Regulatory Processes Exploited by the Tumor Cells
Cancer cells are basically self-cells that are no longer regulated by normal cellular

processes and proliferate without control. These aberrant cells are predisposed to accu-
mulating genetic errors that place them in a better position to adapt to changes in their
environment. Like organisms predicted by Darwin’s Theory of Natural Selection to adapt
to the environment or suffer extinction, immune pressure selects for tumor variants that
are resistant to immune eradication. Apart from the immune evasion strategies listed,
modulation of the immune response to incapacitate the antitumor response is a powerful
evolutionary adaptation of the cancer cells. Most of the immunomodulatory mechanisms
found in tumors are based on normal homeostatic control processes of the immune
response set in place to prevent unbridled proliferation of the immune cells, or to maintain
tolerance towards self-tissues.

4.1.1. DISRUPTING CELL–CELL INTERACTION

To establish a strong and productive interaction, immune cells are required to reinforce
their cellular communication through the induction of adhesion molecules on their sur-
face. The intercellular adhesion molecule (ICAM)-1 is crucial for the formation of the
immunological synapse. ICAM-1 participates in the cell–cell interaction between the NK
cell and the malignant cell. Transformed cells have been shown to disrupt this cellular
interaction by producing the matrix metalloproteinase 9, which results in ICAM-1 shed-
ding and resistance to NK cell killing (59).

4.1.2. REQUIREMENT FOR A SECOND SIGNAL—A CHANCE TO TURN OFF THE IMMUNE RESPONSE

Recognition is only the first step in triggering an immune response. The productive
interaction leading to activation requires a second costimulatory signal. The costimulatory
signal is provided by the ligation of B7.1 (CD80) or B7.2 (CD86) molecules on the
surface of APCs to CD28 on the T-cells or NK cells (60). Although CD28 plays a vital
role in the induction of T-cell activation, other members of the CD28 family such as CTL-
associated antigen (CTLA)-4, programmed death (PD)-1, and inducible costimulator
(ICOS) have opposite functions. Engagement of B7 family members with CTLA-4, PD-1,
and ICOS leads to inhibition instead of activation of T-cells (60). Accumulating data
suggest that CTLA-4 functions predominantly to regulate activation of naive T-cells in
lymphoid organs; ICOS and PD-1 regulate activation and effector phases within and
outside lymphoid organs (61).

PD-1 is a negative regulatory receptor expressed by activated T-cells, B-cells, and
macrophages, which binds to B7-H1 or B7-DC (62,63) expressed on activated DCs, B-cells
and monocytes (64,65). B7.H1 plays an important role in the regulation of the humoral
and cellular immune responses, promoting the apoptosis of activated B-cells and T-cells
that express the ligand PD-1. B7-H1 has been detected in human lung carcinomas,
ovary carcinomas, colon carcinomas, and melanomas (66). The expression of B7-H1 on
transfected P815 tumor cells increased the apoptosis of tumor-reactive T-cells and facili-
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tated the growth of highly immunogenic B7.1+ tumors in vivo, demonstrating its role in
tumor-mediated immunosuppression (66).

B7-H4 is a recently discovered B7 family member that causes detrimental effects on
T-cell immunity: inhibiting T-cell proliferation, cytokine production, and cell cycle pro-
gression. The expression of the putative ligand of B7-H4 is inducible on T-cells, but has
yet to be identified. B7-H4 is not expressed in normal tissues, but is constitutively
expressed in 85 and 31%, respectively, of ovarian cancer and lung cancer tissues (67).
B7-H4 may have an important role in the immune evasion of these tumors.

4.1.3. CD40—PROVIDING A “HELPING” HAND

Most solid tumors are able to escape immunosurveillance, simply because naive T-cells
normally circulate between the blood and the secondary lymphoid organs and do not
encounter the tumor cells. Tumor-specific protective CTLs can therefore only be induced
if sufficient tumor cells reach the secondary lymphatic organs. Therefore, professional
APCs that can prime naive T-cells within the lymphoid organs are indispensable in the
activation of natural antitumor response. Immature DCs can pick up antigens derived
from apoptotic cells, virus infected cells or neoplastically transformed cells and present
them on MHC class I molecules in a process known as crosspresentation. Crosspresentation
can either activate or suppress the immune response and has been termed “crosspriming”
or “crosstolerance,” respectively. Although crosspriming has been demonstrated to be
inefficient and insufficient in inducing protective CTLs (68) on its own, the ability of DCs
to present antigens to CD4+ Th cells through MHC class II molecules remains very
important, because the presence of Th cells during the priming phase of CTLs contribute
significantly to antitumor immunity. Maturation of DCs is mostly dependent on exposure
signals resulting from inflammation such as exposure to necrotic cells (69) or Toll-like
receptor signaling (70,71). CD4+ T-cells and DCs can provide reciprocal “help” to each
other. Immature DCs can present antigens on MHC class II molecules to the CD4+ T-cells
that express CD40 ligand (CD40L). The CD40L–CD40 interaction enables the matura-
tion of DCs (72). Mature DCs express high levels of costimulatory molecules that provide
the costimulation needed for the naive T-cells to proliferate and differentiate. Like the
CTLs, the Th cells also require costimulation in order to be fully activated. Absence of
the second costimulatory signal can lead to a state of anergy or tolerance in the CTL and
the Th cells (73). CD40 ligation of DCs has the capacity to induce high levels of the
cytokine IL-12, which polarizes CD4+ T-cells toward a Th1 type, enhances proliferation
of CD8+ T-cells, and activates NK cells (74,75).

CD40 is also expressed by B-cells and rescues low-affinity antigen-binding and
autoreactive B-cells in germinal centers from Fas–Fas ligand (L)-mediated apoptosis
(76). The apoptotic signal is dependent on the activation of the death-inducing signaling
complex (DISC) that can be inhibited by the Fas-associating protein with death domain-like
interleukin 1 converting enzyme inhibitory protein (FLIP). CD40 signaling leads to the
stabilization of FLIP and to the rescue of Fas-mediated apoptosis (77). CD40 has been
detected on a variety of human cancer cells, from various origins such as bladder, ovarian,
colorectal, liver, lung, pancreas, prostate, cervical, and breast (78–80). It has been shown that
CD40 activation on bladder and human gastric carcinoma cells inhibits apoptosis mediated
through Fas using a similar mechanism to the one in the B-cell apoptosis rescue (81,82).

In addition, CD40 activation is able to induce an increase in the motility of gastric
carcinoma cells (83), and its expression has been detected in the tumor vasculature of
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renal and breast carcinoma as well as in Kaposi’s sarcoma (84), suggesting a potential
role of CD40 in the angiogenesis and metastasis of cancer. Elevated plasma levels of
soluble CD40L also correlated with metastatic spread in human lung cancer (83,85). The
high serum levels of soluble CD40L have proangiogenic effects (86), as it can induce the
increased transcription of vascular endothelial growth factor (VEGF) by endothelial cells
expressing CD40 (87).

5. TUMOR MICROENVIRONMENT
5.1. The Effects of the Tumor Microenvironment
on the Antitumor Response and Tumor Growth

The pleiotropic effects of cytokines can function to support or suppress the immune
system. Tumor cells have evolved to produce cytokines that suppress the immune response
and to profit from the proangiogenic effects of some cytokines. Cytokines present in the
milieu when naive CD4+ T-cells are activated can skew the balance of development into
Th1 or Th2. Th1 and Th2 cytokines have reciprocal inhibition on the development of the
type of Th response. IL-12 and interferon (IFN)-γ lead to the development of Th1 cells
that augment cell-mediated immune responses crucial for antitumor immunity. IL-4
induces the development of Th2 cells (88,89), which promote humoral responses and
inhibit the formation of a Th1 response.

The local production of type 1 cytokines like IFNγ, IL-2, and tumor necrosis factor
(TNF)-α favor cell-mediated immunity and is important in the control of tumor growth.
Tumor cells have been shown to produce (90) or to induce the production of type 2
cytokines through tumor-infiltrating lymphocytes. It has also been suggested that the
hypoxic conditions found around tumors may bias the immune response towards a type
2 response (91). Type 2 cytokines downregulate the expression of type 1 cytokines,
inactivating the cell-mediated antitumor response. Analysis of the cytokine microenvi-
ronment from the fresh pleural effusions and tissue samples from several cancers has
revealed the predominant expression of type 2 cytokines like IL-4 or immunosuppressive
cytokines such as transforming growth factor (TGF)-β and IL-10 (92,93). TGF-β and IL-
10 suppress the type 1 and proinflammatory responses of the immune system (94,95).

5.1.1. INTERLEUKIN 10
IL-10 has potent immunosuppressive effects on APCs and effector T-cells. IL-10

reduces the expression of type 1 cytokines, inhibits antigen-specific T-cell proliferation
(96), and inhibits the production of proinflammatory cytokines by macrophages (97) and
APCs (98). DCs matured in vitro in the presence of IL-10 are impaired in their ability to
produce type 1 cytokines, leading to the development of Th2 cells in vivo (99), resulting
in the development of a humoral response instead of a cellular response that is more
beneficial for antitumor immunity. IL-10 has also been shown to turn DCs into tolerogenic
DCs. Pretreatment of DCs with IL-10 induces an antigen-specific anergy in CTLs (100).
In tumors, local production of IL-10 has also been associated with an increase in the
expression of HLA-G, resulting in the induction of tolerance towards the tumor in addi-
tion to general immunosuppression (101,102). The exclusion of APCs from the tumor
mass has also been attributed to the local production of IL-10 (103,104).

5.1.2. TRANSFORMING GROWTH FACTOR-β
TGF-β is commonly overexpressed in many cancers and has many immunosuppres-

sive effects, including the inhibition of T-cell proliferation and their development into
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CTLs and Th cells (105). TGF-β-overexpressing tumors are particularly aggressive, and
have been correlated with a more malignant phenotype. Apart from its role in tumor-
mediated immunosuppression, TGF-β also regulates cellular proliferation, differentia-
tion, extracellular matrix production, cell motility, and apoptosis (106,107). Tumor cells
have exploited the pleiotropic effects of TGF-β to its full advantage. Ras is a commonly
activated oncogene and the cooperation of TGF-β receptor and the Ras oncogene signal-
ing pathway has been implicated in the oncogenic and metastatic process in a mammary
epithelial carcinogenesis model (108–111). TGF-β has also been detected in epithelial
compartment and in tumor stroma (112,113), where it may have an important role in
controlling stromal formation within a developing tumor by increasing the synthesis of
matrix proteins such as collagen, fibronectin, laminin, and tenascin (114). TGF-β is also
able to induce integrins production important to mediate adhesion and cell migration
through the extracellular matrix and induce angiogenesis by inducing PA-1, which inhib-
its the conversion of plasminogen into angiogenesis inhibitor; angiostatin (115), thereby
contributing to the metastatic ability of tumor cells.

TGF-β also mediates cell cycle arrest and theoretically, should also inhibit tumor
growth. Binding of TGF-β to the ternary TGF-β receptor complex activates a cascade of
signal transduction pathways regulated by mothers against DPP homolog (SMAD)2,
SMAD3, SMAD4, and mitogen-activated protein kinase (116,117) that negatively regu-
late the transcriptional levels of c-Myc and inhibit retinoblastoma protein phosphoryla-
tion (108–120), resulting in cell cycle arrest. Tumor escape from TGF-β-mediated cell
cycle arrest is accounted for by point mutations, homozygous deletions, gene rearrange-
ments, and aberrant transcripts in the RI and RII (121–123) of the TGF-β receptor com-
plex. Deletions and mutations of components of the TGF-β receptor signaling pathway
like SMAD3 and SMAD4 (124) have also been detected. It is yet unknown what the
molecular mechanisms are that allow the tumor cells to become insensitive to TGF-β cell
cycle arrest effects while remaining sensitive to its induction of migration/invasion.

5.1.3. EFFECTS OF IFN-γ ON ANTITUMOR IMMUNITY

IFN-γ is important for the generation of an effective Th1 response as well as for NK
cell-mediated antitumor immunity (125). IFN-γ is a key mediator of antitumor immunity,
as it is able to induce the upregulation of many genes containing the IFN response
sequence element. In addition, it has been shown to be essential to tumor rejection
mediated by both CD4+ T-cells and CD8+ T-cells through induction of angiostasis
(126,127). IFN-γ exposure can sensitize breast cancer cells to apoptosis by upregulation
of caspase 8 (128). Expression of the antigen presentation machinery is also regulated by
IFN-γ. IFN-γ upregulates the transcription of transporter associated with antigen process-
ing and the proteasome subunits low-molecular-weight protein 2 (129). Tumors may
become unresponsive to the effects of IFN-γ through defective IFN-γ signaling, allowing
them to gain resistance to IFN-γ-mediated apoptosis (130) and maintain low MHC class
I expression levels (131). In hepatocellular carcinoma, there is a correlation between the
degree of metastasis and the poor expression of IFN-γ receptor on tumor cells. In meta-
static cases, the decreased expression of IFN-γ receptor on tumor cells causes a consid-
erable reduction of MHC class I molecules and Fas on these cells, impairing IFN-γ control
of tumor growth (132).

IFN-γ secretion can also lead to the suppression of the immune response indirectly
through the upregulation of IFN-γ-inducible genes. Indoleamine 2,3-dioxygenase (IDO)
is an IFN-γ-inducible enzyme (133) that catabolizes tryptophan and causes proliferation
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arrest of T-lymphocytes because of tryptophan degradation (134,135). IDO-expressing
cells create a tryptophan-depleted microenvironment around themselves, as tryptophan
crosses the plasma membrane readily through specific transporters to be degraded in the
cytosol. Its expression by the placenta is important in the prevention of allorejection of
the fetus by maternal T-cells (136). IDO is expressed by DCs following ligation of B7.1/
B7.2 (137), and may be a mechanism by which DCs regulate T-cell responses (138).
Tumor cells can express IDO, and tumor cell lines transfected with IDO in vitro suppress
T-cell proliferation (139), and it has been proposed that tumor cells may be able to recruit
APCs and induce tolerogenic IDO-expressing APCs (140). These APCs would then be
able to home to draining lymph nodes and tolerize naive T-cells to tumor-derived anti-
gens. The discovery of accumulation of IDO-positively staining cells in immunohis-
tochemistry studies of lymph nodes from melanoma patients supports this hypothesis
(141). IFN-γ production is often taken as a favorable indicator in the antitumor response.
In a setting where the tumor cells have evolved to become less sensitive to IFN-γ-induced
apoptosis, the IFN-γ could simply have a negative effect by inducing IDO production and
tolerizing the immune system to the tumor.

Another example of the difficulty in accessing the outcome of IFN-γ production on
antitumor immunity is illustrated by the interaction between IFN-γ-inducible chemokines
and inducible nitric oxide synthase (iNOS). IFN-inducible CXC chemokines are powerful
inhibitors of angiogenesis (142). Intratumoral production of IFN-inducible chemokines
like CXCL9 and CXL10 is associated with reduced angiogenesis and increased recruit-
ment of CD8+ T-cells in renal carcinoma (143). IFN-γ also causes the upregulation of
iNOS that leads to the production of nitric oxide. Nitric oxide is able to upregulate the
production of angiogenic molecules like IL-8 and VEGF, and downregulate the expres-
sion of antiangiogenic chemokines like CXCL9 and CXL10 (144). In hepatocellular
carcinoma, iNOS expression was associated with increased microvascular density, resis-
tance to apoptosis mediated by Bcl-2 synthesis, and cell proliferation of malignant cells
(145). This illustrates the complexities in trying to predict the outcome of IFN-γ-inducible
products on angiogenesis and immune modulation in the tumor microenvironment.

5.1.4. CONSTITUTIVE SIGNAL TRANSDUCER AND ACTIVATOR OF TRANSCRIPTION 3 SIGNALING

Many of the cytokine-activated signaling pathways converge on the signal transducer
and activator of transcription (STAT)3 signaling molecule. STAT3 is involved in the
regulation of cell differentiation, survival, cytokine, and chemokine production, and is
required for DC maturation and activation (146,147). The constitutive activation of
STAT3 has been reported in many cancers (148–150). STAT3 signaling in tumor cells
has been shown to lead to the tumor immune evasion by inhibiting the activation of
proinflammatory cytokines and chemokines, leading to a reduction in the number of
inflammatory infiltrates like macrophages and neutrophils in the tumors (151). STAT3
signaling also drives the secretion of factors that lead to the inhibition of DC maturation,
thereby preventing the induction of an antitumor T-cell response (151). Constitutive
STAT3 activity also confers apoptosis resistance to the tumor cells (152) and upregulates
VEGF expression to stimulate tumor angiogenesis (153). Constitutive STAT3 signaling
in tumors results in tumor immune evasion from both the innate and adaptive immune
system, protects tumors from apoptosis, supports tumor growth through activation of
angiogenesis, and is a clear example of how the tumors can utilize the pleiotropic func-
tions of cytokines by the simple dysregulation of a key signaling molecule involved in
cytokine signaling.
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5.2. Cellular Infiltrates in the Tumor: Allies or Enemies?
The quantitative and qualitative analysis of the cellular infiltrates in the tumor mi-

croenvironment can lead to a greater understanding of the outcome of the immune modu-
latory effects of the tumor. A reduction in the number of tumor-infiltrating DCs in
advanced malignancies can lead to impaired priming and generation of tumor-specific
T-cells in the local environment and can be considered as mechanism of immune evasion
(154). High numbers of tumor-infiltrating cells may not necessarily be a favorable indi-
cator of an effective antitumor response. Some of the tumor-infiltrating cells can be
tolerogenic cells that can actively downregulate the cellular immune response through
the production of immunosuppressive molecules. Among these cells, the regulatory T-cells
and NK T-cells are considered key players in the negative regulation of tumor immunity
through their production of type 2 and immunosuppressive cytokines like IL-4, IL-10,
IL-13, and TGF-β (155). Tumor-infiltrating macrophages in the Lewis lung carcinoma
model produce considerable quantities of IDO (156) that suppresses the local T-cell
response through antigen-specific anergy.

6. ACQUIRING RESISTANCE TO DEATH EFFECTOR MECHANISMS

The immune eradication of tumor cells is mediated by apoptosis that can be induced
by the release of cytotoxic granules or death receptors. Tumors have evolved ways to
become resistant to the death effector mechanisms, thereby becoming truly impervious
to immune attack. The perforin/granzyme and Fas/FasL pathways are the two main
effector mechanisms by which CTLs and NK cells mediate antitumor immunity (157–158).
The downstream effects of both pathways are similar, as they both lead to activation of
the caspase cascade and mitochondrial-dependent cell death. The caspases and cytochrome
c released from the mitochondria further synergize by enhancing each others’ activation.

6.1. The Perforin/Granzyme B Pathway

In the granule-mediated pathway, CTLs and NK cells package specialized cytotoxic
granules containing pore-forming perforins and granzymes. Perforins polymerize in
response to calcium, and are inserted into the target cell membrane to create a channel that
results in cellular necrosis through disruption of osmotic stability (159). In addition to the
cytolytic effect of the perforins, the granzymes in the granules can also induce cellular
apoptosis through the activation of caspases. Human CTLs contain five different
granzymes that have different substrate specificities and modes of action to induce cell
death (160). Granzyme A-induced apoptosis results from single-strand DNA breaks,
independent of caspase activation (161). Granzyme B is able to activate both caspase-
dependent and caspase-independent pathways of cell death in the target cell (162).
Caspase 3 and caspase 8 are direct substrates of granzyme B, and activation of the caspase
cascade leads to apoptosis and activation of caspase-activated deoxyribonuclease (CAD)
leading to DNA fragmentation (163–165). CAD is normally found in the cytpoplasm in
an inactive form bound to its inhibitor ICAD. Caspase 8 cleaves ICAD to release CAD,
leading to DNA fragmentation. Granzyme B can also activate the proapoptotic Bcl-2-
family member, Bcl-2-interacting domain (Bid) (166,167), through cleavage. Activation
of Bid leads to the oligomerization and insertion of proapoptotic Bcl-2-associated X
protein (Bax) and Bcl-2 antagonist killer 1 into the pore and outer mitochondrial mem-
brane (168,169). This eventually results in the release of cytochrome c, mitochondrial
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collapse (170), and subsequent release of mitochondrial-derived activator of caspase that
bind to the inhibitors of apoptosis and releases the suppression on caspases for their full
activation (171,172). The release of cytochrome c can result in the formation of an
apoptosome that includes apoptotic protease-activating factor 1 and procaspase 9 (173).
The apoptosome is able to activate caspase 9 (174) in the presence of andenosine triph-
osphate and activate more caspase 3, augmenting caspase-mediated apoptosis. Overex-
pression of a serine protease inhibitor, PI-9/SPI-6, was found in a variety of human and
murine tumors. PI-9/SPI-6 inactivates granzyme B and protects cells against CTL-
mediated perforin killing (175).

6.2. Fas-Mediated Apoptosis

The interaction between the death receptor, Fas and its ligand, FasL, leads to the
trimerization of Fas to bring together death domains (DDs) in the cytoplasmic portion of
the molecules. The DDs then recruit adaptor proteins that form a DISC capable of acti-
vating initiator caspases like caspase 8 and caspase 10. Caspase 8 activation leads to
activation of CAD and activation of the mitochondrial-induced death through Bid cleav-
age. Mutations in the fas gene, leading to a reduction in Fas expression, have been
reported in many cancers (176–178) as a mechanism of gaining resistance to Fas-mediated
apoptosis. Fas can also be secreted by tumor cells to bind to the FasL on tumor-specific
CTLs to protect tumor cells from apoptosis (179).

Decoy receptors containing functional extracellular ligand-binding domains but lack-
ing intracellular DD have been found that regulate sensitivity to death-receptor-mediated
apoptosis. DcR3 is a soluble decoy receptor secreted by tumor cells (180,181) and
overexpressed in malignant glioma, pancreatic adenocarcinoma, colon, prostate, lung,
and gastrointestinal tumors (182–186). DcR3 binds to FasL and allows tumor cells to gain
resistance to Fas/FasL-mediated apoptosis. DcR3 also suppresses the activation and
differentiation of DCs (187) and macrophages (188) and downregulates T-cell prolifera-
tion. The FasL signaling pathway also serves as a local chemoattractant, and the produc-
tion of DcR3 results in defective homing by reducing the recruitment of microglial
macrophages, neutrophils, CD4+, and CD8+ T-cells (189,190) as a means of immune
evasion. DcR3 has proangiogenic effects and is able to promote endothelial cell prolif-
eration, migration, and the expression of matrix metalloproteinases (191). Altogether, the
immunosuppressive, antiapoptotic, and angiogenic activities of DcR3 can make it an
important player in not just immune evasion but also in tumor growth.

Caspase 8 is the key initiator cell death protease in the death receptors pathway. Its
activation is dependent on its recruitment to DISC following death receptor engagement.
c-FLIP can bind DISC and prevent the activation of caspase 8 (192). c-FLIP is expressed
by many cancer cells and represents yet another way by which cancer cells gain resistance
to death-receptor-mediated apoptosis (193).

6.3. Production of Antiapoptotic Molecules
Tumor cells can also gain resistance to apoptosis through the production of

antiapoptotic molecules. Members of the Bcl family have either proapoptotic functions
or antiapoptotic functions and control the mitochrondrial-component of apoptosis. Bcl-2
and Bcl-XL are commonly overexpressed in cancers and protect cells against apoptosis
by preventing cytochrome c release (194). Survivin is involved in the downregulation of
apoptosis in malignant cells. In a prostate cancer cell line PC3, the increased production
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of survivin protects cells against apoptosis mediated by TNF-α by preventing the acti-
vation of caspase 9 (195). Survivin was also found to cause the upregulation of FasL in
colon cancer cells (196).

7. COUNTERATTACK BY THE TUMOR CELLS

Activation-induced cell death is a homeostatic mechanism that controls the magnitude
of the immune response that has been exploited by tumor cells in their counterattack
against the immune system. Contraction of the immune response after activation is
coordinated Fas-FasL interactions that result in the death of activated cells. FasL expres-
sion on tumor cells has been documented in several cancers: hilar cholangiocarcinoma
(197), intrahepatic cholangiocarcinoma (198), renal cell carcinoma (199), cervical
adenocarcinoma (200), and melanoma (201). The expression of FasL on malignant cells
can lead to the in situ elimination of tumor-specific T-cells that express Fas on their cell
surface (202). TNF-related apoptosis-inducing ligand is another member of the TNF
super-family that mediates cell death. TNF-related apoptosis-inducing ligand has been
detected in metastatic gastric carcinoma cells from malignant ascites (203), resulting in
the death of tumor-infiltrating lymphocytes that bear the counter-receptors DR4 and DR5.

Soluble FasL can be released by tumor cells systemically, inducing the death of cir-
culating lymphocytes in the periphery. Astrocytomas are known to produce high levels
of soluble FasL (204), which can be cytotoxic to Fas-expressing T-cells. This particular
phenomenon has also been detected in colon cancer cells that shed their membrane
associated FasL into the environment (205). Tumors can also combine death-resistance
mechanisms with counterattack on the immune system. Renal carcinomas were reported
to decrease the expression of membrane-bound Fas, and secrete soluble FasL (206).

8. ANGIOGENIC PROCESSES THAT FACILITATE TUMOR
IMMUNE EVASION

Angiogenesis is a vital process in tumor survival. However, some of the angiogenic
factors can indirectly facilitate tumor immune evasion because of their immunosuppres-
sive effects. VEGF is a key mediator in both vasculogenesis and angiogenesis (207).
VEGF expression is associated with poor prognosis and increased metastatic spreading
in ovarian cancer (208). In addition, VEGF also inhibits T-cell development and contrib-
utes to tumor-mediated immune suppression (209). Cyclooxygenase (COX)-2 is
overexpressed in many cancers (210,211), and is implicated in the angiogenic process
(212). COX-2 contributes to the production of prostaglandins by catalyzing the oxygen-
ation of arachidonic acid to the common precursor of all prostanoids. The various pros-
taglandins are synthesized by distinct synthases in different tissues. The local production
of prostaglandin (PG)E2 leads to immunosuppression in the tumor microenvironment
through inhibition of T-cell and B-cell proliferation and diminished cytotoxicity of NK
cells (213,214). PGE2 is a powerful inhibitor of TNF-α and type 1 cytokine production
and causes the downregulation of the cellular antitumor immune response. Another
prostaglandin that can negatively affect antitumor immunity is PGD2. PGD2 is the ligand
for the PGD2 receptor expressed on effector memory Th2 cells. An increased COX-2
activity and subsequent PGD2 production could promote the trafficking and activation
of Th2 cells into tumor, suppressing the production of type 1 cytokines as a form of tumor
immune evasion.
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9. CONCLUSION

The myriad ways by which cancer cells escape immune eradication could be an indi-
cation of the immune pressure it faces. Cancer cells are usually successful in escaping
immunodetection, because many of them are not particularly immunogenic. Cancer
immunotherapy is therefore most successful in situations where the immune system is
able to distinguish the transformed cells from surrounding normal cells with which it
shares antigens against which the immune system is tolerant. Tumor antigens therefore
serve as the first signals to alert the immune system. Vaccination schemes in cancer
immunotherapy are distinctly different from classical vaccination that is prophylactic.
Cancer cells may have already modulated the immune response and therefore nullified
the potential therapeutic effects of a vaccine. The accumulation of data on immunogenic
tumor-derived antigens will increase the arsenal of targets against which efforts can be
directed. It is imperative for researchers and physicians venturing into cancer immuno-
therapy to pick their targets carefully, because no immunization scheme can be successful
against an enemy that the immune system cannot “see.” The inability of most naive
T-cells to encounter tumor cells early enough in the blood and secondary lymphoid
organs contributes to the lack of immunosurveillance for most types of cancers. Vacci-
nation allows for the activation of tumor-specific T-cells and lowers their threshold of
activation, allowing the activated CTLs to eradicate the tumor cells despite their low
MHC class I expression. This argues for cancer immunotherapy, even for cancers that are
not covered by the immunosurveillance theory, so long as they express antigens that can
be targeted with minimal consequence of autoimmunity. The tumor environment shaped
by angiogenic processes, chemokines, cytokines, and cellular infiltrates plays a huge
determinant in the eradication of the tumor. The presence of T-lymphocytes specific for
tumor antigens may not be a good enough indicator for the success of a potential vaccine.
Although every tumor is different in itself, understanding the evasion strategies based on
tumor type may enable us to support vaccination strategies with other immune modula-
tors in order to conduct successful immunotherapies. The immune evasion strategies that
tumors are able to adopt and their immunomodulatory effects as a direct consequence of
immune pressure or as an indirect effect of angiogenesis (Fig. 1), pose as hurdles to
existing natural antitumor activity and therapeutic vaccination schemes. An effective
cancer vaccine needs to create optimal activation conditions, such as adequate
costimulation and a cytokine environment conducive for the Th1 response at the priming
phase to prevent antigen-specific anergy or Th2-suppression of the Th1 response. Exist-
ing tolerance will have to be broken toward antigens that the immune system is already
tolerant. Activation of the immune system is the result of the integration of activating and
inhibitory signals. Tolerance can be broken by providing “help” in the form of cytokines
and costimulation and by inhibiting tolerogenic stimuli such as immunosuppressive
cytokines and inhibitory costimulation. A recent paper outlines strategies to potentiate
cancer vaccines by inhibiting the immunosuppressive factors (215). Autoimmune dis-
eases are the proof that low levels of autoreactive cells do exist and can turn into potent
antigen-specific killers. With the appropriate adjuvants and vaccination strategies, these
cells can be unleashed against the cancer cells to eradicate these altered “self” cells. There
is great promise for cancer immunotherapy, but there is a need to pick the right targets
and strengthen the immune attack in order to break down the tolerogenic obstacles put
up by the tumor cells.
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Fig. 1. Tumor immune invasion strategies. Tumor cells can evade immunodetection by (1) downregulation of major histocompatibility complex (MHC)
class I molecules and by (2) inhibiting the natural killer (NK) cell receptor. They can inhibit NK cell-mediated killing by (3) disrupting cell–cell
interactions. (4) The expression of inhibitory members of the CD28 costimulatory family leads to inhibition of the priming or effector phases of T-cell
response. (5) Interleukin (IL)-10 and indoleamine 2,3-dioxygenase (IDO) secreted by tumor cells or by tumor-infiltrating cells can lead to the generation
of tolerogenic antigen-presenting cells (APCs) that can (6) induce antigen-specific anergy of T-cells when they home to the lymph nodes, or (7) lead
to the development of a type 2 response that suppresses the T-helper (Th) cells response. Tumors can (8) downregulate the expression of Fas and (9)
produce antiapoptotic molecules to escape from death effector mechanisms. (10) Soluble (s)Fas and cell surface Fas ligand(L) expression by the tumor
cells result in apoptosis of Fas-expressing T-cells. (11) Angiogenesis induced by the tumor cells indirectly results in inhibition of the Th1 response.
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cancer therapy resistance, 47, 50, 51
definition, 43, 44
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radiation therapy and activation,
517

Tumor pH,
acidification of environment, 22–25
angiogenesis and metastasis effects, 28,

29
chemotherapy effects,

hyperthermia, 35, 36
normal temperatures, 33, 35
table of drugs, 34

control mechanisms, 26–28
hyperthermia response, 30, 32, 33
hypoxia effects, 22, 23
intracellular acidification,

approaches, 36
therapeutic potential, 29, 30

intratumor pH versus normal tissues, 23–
25

pH gradient, 22
radiosensitivity, 30

Tumor stem cells,
ABC transporters and multidrug

resistance, 274–276
apoptosis resistance,

mechanisms,
antiapoptotic proteins, 130
cell cycle kinetics, 129
DNA replication and repair, 129,

130
transporter proteins, 130, 131

overview, 128, 129
biological implications, 127, 128
cancer origin evidence, 126, 127
clinical implications, 131, 132
cytotoxic therapy resistance, 129
self-renewal and survival linkage, 131
therapeutic targeting prospects, 133, 134

Tumor vaccines, see Cancer vaccines

Vaccines, see Cancer vaccines
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