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PREFACE

This volume of Advances in Nuclear Physics addresses two very different
frontiers of contemporary nuclear physics — one highly theoretica and the
other solidly phenomenological.

The first article by Matthias Burkardt provides a pedagogica overview of
the timely topic of light front quantization. Although introduced decades ago
by Dirac, light front quantization has been a central focus in theoretica nu-
clear and particle physics in recent years for two magjor reasons. The first, as
discussed in detail by Burkardt, is that light-cone coordinates are the natural
coordinates for describing high-energy scattering. The wealth of datain recent
years on nucleon and nucleus structure functions from high-energy lepton and
hadron scattering thus provides a strong impetus for understanding QCD on
the light cone. Second, as theorists have explored light front quantization, a
host of deep and intriguing theoretical questions have arisen associated with
the triviality of the vacuum, the role of zero modes, rotational invariance, and
renormalization. These issues are so compelling that they are now intensively
investigated on their own merit, independent of the particular application to
high-energy scattering. This article provides an excellent introduction and
overview of the motivation from high-energy scattering, an accessible de-
scription of the basic ideas, an insightful discussion of the open problems,
and a helpful guide to the specialized literature. It is an idea opportunity for
those with a spectator’s acquaintance to develop a deeper understanding of
this important field.

The second article provides a comprehensive review by James Kelly of
major advances in the field of eectron-induced nucleon knockout reactions.
In principle, knockout of a nucleon by the known electromagnetic current
provides a powerful tool to explore the energy and momentum distribution
of protons and neutrons in finite nuclei. The advent of high duty-factor ac-
celerators, polarized beams, out-of-plane detectors, and increased kinematic
range and resolution has dramatically expanded our experimental horizons,
and brings us far closer to exploiting the full potentid of this probe. Kelly's

Xi
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article provides a thorough review of the basic framework for extracting nu-
clear structure information from knockout reactions and surveys major new
experimental results. It is dso extremely useful in highlighting the limitations
in our understanding of these reactions arising from theoretical uncertainties
in the optical potential, off-shell nucleon currents, and the reaction mecha-
nism. The combination of the recent experiments reviewed here and those
about to begin at new facilities represents a major advance in nuclear physics,
and this article provides both an excellent introduction for nonspecidists and
a comprehensive overview for those in the field.

J. W. NEGELE
E. W. Voer
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LIGHT FRONT QUANTIZATION

Matthias Burkardt
Ingtitute for Nuclear Theory
University of Washington
Seattle, Washington 98195-1550
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1. INTRODUCTION

1.1. Deep Inelastic Scattering

More than twenty years after quantum chromodynamics (QCD) was in-
troduced as a microscopic theory of strong interactions, very little is known
about its solutions. At least in principle, it should be possible to describe the
interaction of nucleons with external probes using quark and gluon degrees

Permanent address. Department of Physics, New Mexico State University, Las Cruces, New

Mexico 88003-0001.
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2 Matthias Burkardt

Fig. 1.1. Inclusive process e~ + N — e~/ + X, where X is an unidentified hadronic
state,

of freedom on the basis of QCD. So far, however, the extreme complexity of
this theory has slowed any progress in this direction considerably.

Deep inel astic lepton—nucleon scattering (DIS) provides accessto quark and
gluon degrees of freedom in nucleons and nuclei. In these experiments one
shoots high energy leptons (e.g., €lectrons) at a hadronic target (usually protons
or nuclei) and measures the energy and momentum transfer to the target by de-
tecting the final state lepton (Fig. 1.1). The hadronic final state X is not mea-
sured (usually the nucleon is destroyed in these reactions and the hadronic fi-
nal state consists of many particles). Because of the extremely large momentum
transfer to the target (typica momentum transfers in DIS experiments are sev-
eral GeV/cormore), theinclusive cross sections are dominated by singleparticle
response functions along the light cone. To illustrate this let us use the optica
theorem which relates the differential lepton nucleon cross section to the imag-
inary part of the forward Compton amplitude® (Fig. 1.2). One finds

2 2
Lo _ o (B jwln T (1.1)
dQdE' ~ ¢* \ E 21
where E and E’ are the energies of the initial and final lepton, ¢ = £ — &’ is
the four momentum transfer of the lepton on the target and 1., = 2k,.k, +
2k, kK, + q?g,. is the leptonic tensor. The hadronic tensor

1

d4l‘ iq-x
Tu(Pa) = 53— 3 [ G (P.SIT (@)L 0)IP,S) (12)
S

(S is the spin of the target proton) contains al the information about the
parton substructure of the target proton.

In the Bjorken limit (Q2 = —¢* — oo, P-q = oo, zp; = Q?/2P - ¢q
fixed), deep inelastic structure functions exhibit Bjorken scaling: up to kinemat-



Light Front Quantization 3

zxa(ep—ve,X) = g

Fig. 1.2. Inclusive lepton nucleon cross section expressed in terms of the imaginary part
of the forward Compton amplitude. For Q? = —¢2 — oo only the “handbag diagram” (both
photons couple to the same quark) survives. The “crossed diagram” (the two photons couple to
different quarks) is suppressed because of wave function effects.

ical coefficients, the hadronic tensor (1.2) depends only on z g; but no longer on
Q? (within perturbatively calculable logarithmic corrections). In order to under-
stand this result, it is convenient to introduce light-front variablesa; = a* =
(a® + a3) /+/2 0 that the scalar product readsa b = ay b+ +a_b~—d b, =
azb_+a_by — (iﬁl. Furthermore |et us choose aframewhere ¢, = 0. The
Bjorken limit correspondsto p* and ¢_ fixed,while ¢, — oo. Bjorken scaling
is equivalent to the statement that the structure functions become independent of
g+ inthislimit (againuptotrivia kinematic coefficients). Inthislimit, theinte-
grandinEq. (1.2) containstherapidly oscillating factor exp(ig+x*), whichkills
all contributions to the integral except those where the integrand is singular.?)
Due to causality, the integrand must vanishfor 2% = 2z+z~ — 3% < 0 andthe
current product is singular at z+ = 0, £, = 0. The leading singularity can be
obtained from the operator product expansion by contracting two fermion oper-
atorsinthe product T (J, () J,(0)) = T (¥(x)7,¥(z)¥(0)7,¢(0)), yielding
anonloca term bilinear inthe fermion field multiplying afree (asymptotic free-
dom!) fermion propagator from 0to x which givesriseto the above-mentioned
singularity structure.® Thezt = £, = 0 dominance in the integral has two
consequences. First it explains Bjorken scaling, because g, enters the hadronic
tensor only viatheterm z*q. inthe exponent andfor z*+ = 0 the ¢ dependence
drops out. Second, and thisis very important for practical calculations, the par-
ton distributions, i.e., the Bjorken scaled structure functions, can be expressed
in terms of correlation functions along the light-front space direction 2~. For
example, for the spin averaged parton distribution one obtains

2P f(a5;) = [ G (PO 0(e")|P) expliP-om) (1)
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The physical origin of this result can be understood as follows. Consider
again the virtual forward Compton amplitude (Fig. 1.2). In principle, the pho-
tonsinthe first and second interaction in Fig. 1.2 can couple to the same as well
as to different quarks in the target. However, the hadronic wave function can
only absorb momenta which are of the order of the QCD-scdle (Aqgep = 200
MeV). Therefore, in the limit of large momentum transfer, only such diagrams
survive where the two photons in Fig. 1.2 couple to the same quark. All other
diagrams have large momenta flowing through the wave function or they in-
volve extra hard gluon exchanges which results in their suppression at large Q2
The large momentum transfer is also important because of asymptotic freedom.
Since as(Q?) ~ 1/1log (Q?*/A3cp), the running coupling constant of QCD
goesto zero for large Q?, all interactions of the struck quark can be neglected and
it propagates essentially without interaction between the two photon-vertices.
Furthermore, since the momentum transfer is much larger than the masses of the
quarks in the target, the struck quarks propagation between becomes ultrarela-
tivistic, i.e, it moves exceedingly close to the light cone x* = 0. Dueto the
high-energy nature of the scattering, the relativistic structure function is aLF
correlation.“® Already at this point it should be clear that LF coordinates play
adistinguished roleinthe analysis of DIS experiments—apoint which will be-
come much more obvious after we have introduced some of the formal ideas of
LF quantization.

1.2. Advantages of Light-Front Coordinates

LF quantization is very similar to canonical equal time (ET) quantization®
(here we closdly follow Ref. 7). Both are hamiltonian formulations of field the-
ory, where one specifies the fields on aparticular initial surface. The evolution
of the fields off the initial surface is determined by the Lagrangian equations of
motion. The main difference is the choice of the initial surface, z° = ofor ET
and x+ = 0for theLF, respectively. Inboth frameworks states are expanded in
terms of fields (and their derivatives) onthis surface. Therefore, the same phys-
ical state may have very different wave functions* inthe ET and LF approaches
because fields at z° = 0 provide a different basis for expanding a state than
fieldsat z+ = 0. The reason is that the microscopic degrees of freedom—field
amplitudes at z° = 0 versusfield amplitudes at z+ = 0 —are in generd quite
different from each other in the two formalisms.

This has important consequences for the practical calculation of parton dis-
tributions (1.3) which are rea time response functions in the equal time formal-
ism.” In order to evaluate Eq. (1.3) one needs to know not only the ground state

*By “wave function” we mean here the collection of all Fock space amplitudes.
"The arguments of ¢ and 4 in Eq. (1.3) have different time components!
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wave function of the target, but dso matrix elements to excited states. In con-
trast, in the framework of LF quantization, parton distributions are correlation
functions at equal LFtime z*, i.e,, withintheinitial surface z+ = 0, and can
thus be expressed directly in terms of ground state wave functions. (As are-
minder: ET wave functions and LF wave functions are in generd different ob-
jects.) Inthe LF framework, partondistributions f (x p;) can be easily cal cul ated
and haveavery simple physical interpretation as single particle momentum den-
Sities, where z g; measures the fraction of momentum carried by the hadron*

arton

TBj = Diugion (1.4)

Although DIS isprobably themaost prominent example for practical applica-
tions of LF coordinates, they prove useful in many other places aswell. For ex-
ample, LF coordinates have been used in the context current algebrasumrulesin
particle physics® Another prominent exampleis form factors, where moments
of the wave function aong the LF determine the asymptotic falloff at large mo-
mentum transfer.® More recentl%/, LF quantization found applicationsininclu-
sive decays of heavy quarks.*2

From the purely theoretica point of view, various advantages of LF quanti-
zation derive from properties of the ten generators of the Poincaré group (trans-
lations P+, rotations L, and boosts K).¢67 Thosegeneratorswhich leavetheini-
tial surfaceinvariant (P and L for ET, and P_, P, , L3 and K for LF) are“sim-
ple” in the sensethat they have very simplerepresentations in terms of the fields
(typically just sums of single particle operators). The other generators, which
includethe* hamiltonians’ (P, which is conjugateto z° in ET and P, , which
is conjugate to the LF time z* in LF quantization) contain interactions among
the fields and are typically very complicated. Generators which leave the ini-
tial surface invariant are also called kinematic generators, while the others are
called dynamic generators. Obvioudly it is advantageous to have as many of the
ten generators kinematic as possible. There are seven kinematic generators on
the LF but only six in ET quantization.

The fact that P_, the generator of z— trandations, is kinematic (obviously
it leaves z+ = 0 invariant!) and positive has striking consequences for the
LF vacuum.”) For freefields p? = m? implies for the LF energy p, =
(m?+ p.) /2p—. Hence positive energy excitations have positive p_. After
the usual reinterpretation of the negative energy states this implies that p—

*|n DIS with nonrelativistic kinematics (e.g., thermal neutron scattering off liquid “He) one also
observes scaling and the structure functions can be expressed in terms of single particle response
functions. However, due to the different kinematics, nonrelativistic structure functions at large
momentum transfer are dominated by Fourier transforms of equal time response functions, i.e,
ordinary momentumdistributions.
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for a single particle is positive [which makes sense, considering that p_ =
(po — ps) /V2]; P being kinematic means that it is given by the sum of
single particle p_. Combined with the positivity of p_ this implies that the
Fock vacuum (no particle excitations) is the unique state with P_ = 0. All
other states have positive P_. Hence, even in the presence of interactions,
the LF Fock vacuum does not mix with any other sate and is therefore an
exact eigenstate of the LF hamiltonian Py (which commutes with P_). If
one further assumes parity invariance of the ground state, this implies that
the Fock vacuum must be the exact ground state of the fully interacting LF
quantum field theory.* In sharp contrast to other formulations of field theory,
the LF vacuum is trivial! This implies a tremendous technical advantage but
also raises the question whether nonperturbative LF-field theory is equivalent
to conventiona field theory, where nonperturbative effects usually result in a
highly nontrivial vacuum structure. This very deep issue will be discussed in
more detail in Section 3.

Dirac was the first who had the idea to formulate field theory in LF
coordinates®(see also Ref. 13)." In this remarkable work (almost 20 years
before scaling was discovered in deep inglastic lepton nucleon scattering!) he
has shown that it should in principle be possible to formulate a consistent
quantum theory on the LF. This work laid the basis for all further develop-
ments, but left many details open. The main issues are the structure of the
vacuum, renormalization, and practical agorithms for solution.

1.3. Outline

There are many similarities between the formal steps in ET quantization
and LF quantization. In Section 2 we will explain the basic steps in construct-
ing LF hamiltonians and give examples for scaar fields, fermions, and gauge
fields. The vacuum on the LF is very controversial. On the one hand simple
kinematical arguments seem to show that in LF field theory the vacuum of
interacting field theories is the same as the free field theory vacuum (all inter-
actions turned off). In QCD we know that chiral symmetry is spontaneously
broken. It is up to now unclear whether a LF hamiltonian, with its trivial
vacuum, is capable of describing this physics. We will elaborate on this point
in Section 3. Renormalization is an issue because the LF approach to field
theory is not manifestly covariant. Thus UV divergences (which occur on
the LF as they do everywhere in quantum field theory) are not necessarily

*Practical calculations show that typical LF hamiltonians are either unbounded from below or
their ground state is indeed the Fock vacuum.

Later, a similar framework was developed independently on the basis of a Lorentz frame (“the
infinite momentum frame’) that moves with v — ¢.&'4'®
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the same for al Lorentz components of a particular operator under consider-
ation. Clearly this requires a more complex counterterm structure to render
the theory finite and to restore Lorentz invariance for physical observables
(see Section 4). Despite certain technical simplifications, field theory on the
LF is apriori still an enormoudly complex many body problem. In particu-
lar, in QCD one knows from DIS experiments that the nucleon consists not
only of the three valence quarks, but that sea quark pairs and gluons are a
significant, if not dominant, component of the nucleon’s LF wave function,
i.e,, one should not expect that the LF wave functions of ground state hadrons
in QCD are simple. Recent attempts to cast LF bound state problems into a
form that can be solved on a computer will be described in Section 5.

2. CANONICAL QUANTIZATION

2.1. Quantization in Light-Front Coordinates

In this chapter, the formal steps for quantization on the light front are
presented. For pedagogica reasons this will be done by comparing with
conventional quantization (with z° as “time’). On the one hand this shows
that the basic steps in the quantization procedure in LF and in ET formalism
are in fact very similar. More importantly, however, we will thus be able to
highlight the essential differences between these two approaches to quantum
field theory more easlly.

In the context of canonical quantization one usually starts from the action

S = /d4x£ 2.1

where £ = L(¢,0,¢). After selecting a time direction 7,* one forms the
momenta which are canonically conjugate to ¢

oL
60-¢

and postulates canonical commutation relations between fields and corre-
sponding momenta at equal “time’ = (Table 2.1)."

In the next step one constructs the Hamilton operator and the other com-
ponents of the momentum vector. Thus one has completely specified the

(z) = (2.2)

* Herer may stand for ordinary timez® a well as for LF timezt = (2° + 23)/v/2 or any
other (not space-like) direction.

"The canonical quantization procedure in the ET formulation can, for example, be found in Ref.
19. The rules for canonical LF quantization have been taken from Refs. 20 and 21.
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TABLE 2.1
Canonical Quantization in Ordinary Coordinates and on the Light Front
Normal coordinates Light front
Coordinates
+_ 29448 ;
z0 time = /2 time
1,2 .3 0.3
z,z°,z° space z— =& \753: ,zl, 2%  space
Scalar product
a-b= a b=
a%b? — a'b! — a?b? — o388 atb™ +a~bt —albl —a?b?
= 080 — b =atb~ +a bt —a b,

Lagrangian density

£=30? -} (36) Vo) c=br00-6-3(30) V)

Conjugate momenta

_ 4L _ _ oL _
™= Jo0p 0¥ ™= g0 0o
Canonical commutation relations
[7(Z,t), (3, t)] [ﬂ'(m_‘,:z:l,:n*'),<p(y_,y_L,z+)]
= —i6%(& — ¢) =—~18(e” -yT)(TL - ¥1)
Hamilton operator
PO = [ d3 H(p,n) Py = /d:v_/dz:z:L H{p,w)
H=mnbpp— L H=n04p—L

Momentum operator

P= /dax nﬁcp P_ = /dz_d2z_L TO_¢p
ﬁJ_ = /d:z;_sz_J_ 7r5_L<p
Eigenvalue equation
PU“/)n = En|tn) PLiyn) = Pynjtpn)
P fixed P_,P, fixed
Hadron masses

M2 =E% — P2 M2 =2P.,P_ - P2
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dynamics and can dart solving the equations of motion. Typicaly, one ei-
ther makes some variational ansatz or a Fock space expansion. In the latter
approach one writes the hadron wave function as a sum over components
with a fixed number of elementary quanta (for example, in QCD: ¢4, ¢7qq,
qdg, €tc.). The expansion coefficients, i.e., the wave functions for the cor-
responding Fock space sector, are used as variationa parameters. They are
determined by making the expectation value of the energy stationary with
respect to variations in the wave function. Typicaly the variation is done for
fixed momentum.* This whole procedure results in coupled integral equations
for the Fock space components. In genera they have to be solved numeri-
caly. Inpractica caculations, since one cannot include infinitely many Fock
components, one has to introduce some ad hoc cutoff in the Fock space. Thus
it is very important to demonstrate that physical observables do not depend
on how many Fock components are included.

Until one selects the canonically conjugate momenta and postulates equal
T commutation relaions, i.e, a the levd of the classcd Lagrangian, the
transition from ET to the LF consists of a mere rewriting. After quantization,
the independent degrees of freedom consist of the fields and their conjugate
momenta on the initial surface (z° = 0 for ET and z+ = 0 for LF). Thus
different degrees of freedom are employed to expand physical dtates in the
ET and in the LF approach. Of course, after solving the equations of motion,
physical observables must not depend on the choice of quantization plane.
However, it may turn out that one approach is more efficient (eg., faster
numerical convergence) than the other, or more elegant and more essy to
interpret physically. In genera, this will of course depend on the details of
the interaction. An extreme example is QCD,,,(N¢c — oo). In the ET
approach®?" one first has to solve coupled, nonlinear integral equations
with a singular kernel to obtain the Hartree—-Fock solution for the vacuum.
Then, in order to calculate meson masses, one has to solve the two-body
equation in this background, which amounts to solving another set of coupled
(linear) integral equations with singular kernel. In the LF approach®® all
one has to do is solve one linear integral equation with singular kernel. The
numerical results for the meson spectrum are in extremely good agreement
between the two approaches, but numerically the LF calculation is more than
one order of magnitude faster! In this case the simplification arises because
the LF vacuum is trivial — a point which will be elaborated in more detail
below as well as in Section 3.

Which approach is preferable may, however, aso depend on the observ-

*On the LF this is very important because Py oc 1/P_, i.e, unrestricted variation (P_ allowed
to vary) resultsin P_ — oo.
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ables in which one is interested. The most prominent example is deep inelas-
tic scattering. As discussed in the introduction, parton distributions are much
more easily accessible on the LF than in usua coordinates.

2.2. e-Coordinates on Finite Light-Front Intervals

One issue that one may be worried about is the question of equivaence
between the LF approach to field theories and other gpproaches. On the
LF one imposes commutation relations at equal LF time, i.e, between two
space-time points that are connected by a light-like distance. Thus it is a
priori not clear whether the initial value problem with initia conditions on
anull plane is well defined®?) and whether there arise any conflicts with
causality on the LF. The situation becomes particularly worrisome when one
introduces a “box” in the longitudinal z— direction (to keep IR singularities
under control) and imposes periodic or quasiperiodic boundary conditions a
the ends of the box — i.e,, one imposes boundary conditions between points
that may be causally related. One way to address this issue in awell defined
way is to define the LF via a limiting procedure by starting from a space-like
quantization surface and carefully rotating this surface until one has “reached”
the LF (note: although there are some similarities, this should not be confused
with a Lorentz boost to infinite momentum>#),

In order to be able to control infrared singularities, let us formulate the
dynamics on a finite LF interval with extenson L in the z~ direction* On
a finite interval, boundary conditions have to be specified, eg., é(z~ +
L,z%) = ¢(z~,z%). However, if one is working on the LF, imposing
boundary conditions means relating fields a points that are separated by a
light-like distance — obviously onemay runinto trouble with causality at this
point. To avoid this dilemma, Lenz et al.*”? have introduced e-coordinates
which are defined as follows,

z; =1 zr =zt + e (2.3)
L
Now points at opposite ends of the interval with coordinates (z + L, z}) and
(z7,xt) are separated by a space-like distance ds? = —2¢Land no conflict
with causality arises from imposing boundary conditions. In e-coordinates
the scalar product is given by

A-B=A,B_+A_B, + 2%A+B+ 2.4)

*To simplify the notation, only 1 + 1 dimensiona examples will be discussed in this section.
tSee also Ref. 30. A dightly different approach, where both =+ and =~ are rotated away from
the light-cone, has been studied in Ref. 31.



Light Front Quantization 11

and thus the Lagrangian density (for the rest of this section, the subscript e
will be dropped to simplify the notation) for ¢1,, reads

2 A
L=0,0(0-0+ 7049) = ¢t - Tt @.5)

Since £ is quadratic in 94 ¢, quantization in e-coordinates is straightforward
(as in usua coordinates). One finds®”

5L
= g d_¢+ gLfam (2.6)
[Mz™,2"),¢(y~,2")] = —id(a™ —y7) (2.7)
and
2
H= /da:*f—e (M-8_¢)* + %qs? + %454 (2.8)

In these coordinates, the free dispersion relation (A = 0)is given by

pe(n)= 2 (—p_(n) £1/p_(n)? + %m) 29

where p_(n) = 2x/nL as usual in a box with periodic boundary conditions.
Later, we will also need the norma mode expansion of the fields with periodic
boundary conditions

¢([E_) _ Z 1 [ane—ip_(n)z_ +aleip_(n)$—:|

2. /wy,
) = N IR [ i m)e gt gip- ()a”

M(z™) ; 7 [ane ale ] (2.10)
wherew, = Ly/p_(n)? + 2£m?2 and the a, a' satisfy the usual commutation
relations, eg.,

[am,al] = bmn (2.11)

The most significant difference between the dispersion relation in -
coordinates (2.9) and the dispersion relation on the LF (py = m?/2p_) is
the appearance of two solutions of p, for each p_in e-coordinates, while
the dispersion relation on the LF yields just one solution for each p_ (Fig.
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nl )

—eg-coord.
NS LF

Fig. 2.1. Free dispersion relation in e-coordinates versus the dispersion relation in the LF
limit,

2.1). For positive energy (p+ > 0) modes, the LF momentum p_ is positive
whereas the momentum p_ in e-coordinates can be both positive and neger
tive. This has importance consequences for the vacuum structure which will
be discussed in Section 3.

In the limit £ — 0 (L fixed) the LF is recovered:

n53% 4 (2.12)
2
= / de= g 4 2t @.13)

For all nonzero e, the relation between the momenta and the fields
(26) contains the time derivative of the fields and the fields are quan-
tized as usud (27). However, for ¢ = 0, Eq. (26) becomes a con-
straint equation, and the Dirac-Bergmann agorithm (see Appendix 7) yields
D-p(z=,2%),¢(y,z*)] = §6(z~ —y).

It should be noted that the order of limits does matter, i.e,, it is important
whether one tekes the LF limit (£ — 0) first or the continuum limit (L — oo).
This will be discussed in detail in Section 3.

2.3. Examples for Canonical Light-Front Hamiltonians

2.3.1. Scalar Fields

Self-interacting scalar fields in the LF framework have been discussed
in Refs. 20 and 21. In order to keep the discussion as genera as possible,
we will work in D, transverse dimensions, where D, = 0,1,2. For a
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polynomial interaction,*

1 2 .
L= 30,90"¢ - -"2"—¢2 — it 2.14)

where £™ is a polynomial in ¢, the momenta conjugate to ¢ are
M=08_¢ (2.15)
with commutation relaions
[H("E-—a f_L,.’II+), ¢(y_1 g.La .’L'+)] = —%5(1!- - y_)(s(f_L - g_L) (216)

Note that this implies nonlocal commutation relations for the field ¢,eg.,

[#(z,Z1, %), ¢y~ F1,2h)] = —25(35— —y )L —yuL) (2.17)

where e(z) = 1 for x > 0 and e(z) = —1 for x < 0. The hamiltonian
density (P = [dz~dP+z,H)is obtained from Eq. (2.14) via a Legendre
transformation

H:H8+¢—£
— _1_(6 ¢)2 m2 2+£int 218
=5 (Vig) + 59 2.18)

The commutation relations (2.16) are easly satisfied if we make a mode
expansion

© dDLk —ikz
¢(m)=/0 L [ak_,gle ke y

Vark_ J (2m)P./?

where a, i a;‘L P satisfy the usual boson commutation relations, eg.,

1 ikx
ol ¢ } (2.19)

[ak_El’al_@] =d(k_ - Q—)(S(EJ_ —-q1) (2.20)

Longitudinal and transverse momentum operators contain no interaction terms
oo
- 4P - D t
P_ = /dw d7rx II0_¢ = /0 dk_ /d lklk—akjLak_El

P, = /dx—dDianﬁm:/ dk_/dDikL/ﬂaz - o g221)
0 R T

*In 3+ 1 dimensions, renormalizability restricts the interaction to 4th order polynomials, but in
2+ 1or 1+ 1 dimensions higher order polynomials are conceivable (6th order and oo order,
respectively).
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where normal ordering terms have been dropped. Mogt of the numer-
ical studies of self-interacting scalar fields have been done in 1 + 1
dimensions®*¥ using discrete light-cone quantization (Section 5.1). A
more recent work employs Monte Carlo techniques to solve ¢*-theory in
2+ 1 dimensions®

Complex scaar fields can always be reduced to red scalar fields by work-
ing in a Cartesian basis ® = \/Li (¢1 + i¢2) and thus need not be discussed
here.

2.3.2. Fermions with Yukawa Interactions

To keep the discussion as genera as possible we assume an interaction of
the form ¢ Ty ¢, where ¢ is either scalar or pseudo-scalar and T is either 1

or i’)’s,
B 1
L=9(@@—M-gle)+ 3 (0,40 — m?¢?) (2.22)

One novel feature compared to norma coordinates and compared to self-
interacting scalar fields on the LF is the fact that not all components of
are independent dynamical degrees of freedom. To see this, let us introduce
projection matrices P = 14Fy* where ¥ = (7% £+*) /v/2. Note that
ytyt =47y~ = 0implies PHPE) = pIPH) = 0. These projection
matrices can be used to decompose the fermion spinors into dynamica and
nondynamical components ¢ = (1) + ¥(—y, where ¢4y = P&y, The
Lagrangian does not contain a LF-time derivative (0;.) of ¥(_

L= \/2-¢I+)i3+7/)(+) + \/2_1/12_)1'3—1#(_) - w2+) (idlgl + WOM) (T
= 1
—1/13_) (id‘J_a_L + ’YOM) Vi) + 3 (0,90 ¢ — m*¢?) 2.23)

where @; = 4", and M(z) = M + gT'¢(z). Thus the Euler-Lagrange
equation for v(_y is a constraint equation

V2id_tp_y = (i&ﬂi + 'yOM) Vs (2.24)

It is therefore necessary to eliminate the dependent degrees of freedom (1))
before quantizing the theory. Here we proceed by solving Eq. (2.24) and
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inserting the solution back in the Lagrangian (2.23), yielding®*

Ly = V2l 0094 + 5 ( 90" P — m2?)
\/_I/)H_) (Za_La_L +’)’0M) R (Za_LBJ_ + 7y M) Tf)(+)(2 25)

The ambiguities associated with the inverson of the differential operator will
be discussed in Section 3.2.2. Here we just define

(5-0) e o= [ are -visee) @29

The rest of the quantization procedure is now straightforward. The hamilto-
nian is given by

P = / do=dPiz, H (227)
where
H = %zpfﬂ (zaﬂ% + 7°M) (zaﬂh +7 M) (4
() +wee] .

Note that Eq. (2.28) contains four-point interactions of the form
Yiay® (0-) 7" $a)

which were not present in the origind Lagrangian (2.22). Note aso
that the fermion mass M enters the hamiltonian density (2.28) in two
different places. in the kinetic term for the dynamica fermion field,
Hin o M2P],, (i0_)" ¢4y, & well as in the three-point vertex,
Mgyl (i0-)"' T¢th4y + h.c. In Section 4 we will find that, in general,
these two masses are renormalized differently.

The scdar field ¢ is quantized as in Section (2.3.1). For the fermions,
one imposes anti-commutation relations only for the independent component

P4y

By}, = 5PPee -y - ) 29)

yt

* Another option would be to use Dirac-Bergmann quantization (Appendix 7). Up to possible
differences in the zero-mode sector, the result is the same.
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with {y{,, @), 6oy @)} ad () @) Yo (0)},. _, . both vanish-
ing.

For practica calculations it is very useful to make a mode expansion. Let
u(p,s) and v(p,s) be the usua particle and antiparticle spinors, satisfying
(¥ — M)u(p,s) =0 and (+ M) v(p,s) =0, where s labels the spin. The
normalization is fixed such that

\/§UI+) (pv sl)u(-i-)(ps 8) = (pv S’)’Y—U(P, S) = 21)—635’
\/§U2+) (pa S,)’U(-}—) (pv S) = (p7 5/)’7—”(17» 3) = 2p—5ss’ (230)
For 4, we make a plane wave ansatz
dPip, [ dp_ R
¢(+)(1’.) - / (27{')DL/2 0 \/ﬁp—_ (2_)1)

x Z [bP—TTJ.Su(-F) (p, S)e_ipz + d;‘)—ﬁlsv('*‘) (p, S)eipz}

£l

1]

One can easily verify that +() in Eq. (2.32) satisfies the anti-commutation
relations above (2.29), provided

{b;,ﬁﬂ-a bq_qls} = 5(17— - ‘I—)(S(ﬁJ. —q1)0rs
{d;L)Aﬁlr’dQ—‘iJ_s} = 6(1)- - Q—)é(ﬁi_ - (]1)5” (232)

with all other anti-commutators vanishing.

Nonperturbative numericad works on the LF hamiltonian with Yukawa
interactions (2.28) have been restricted to DLCQ calculations in 1 + 1
dimensions® as well asto 1 + 1 dimensional,®® 3 + 1 dimensiona®” cal-
culations which use Tamm-Dancoff truncations to fermion and at most two
bosons or fermion, antifermion and at most one boson.

2.3.3. QED and QCD

Before one can canonically quantize a gauge field theory, one must fix the
gauge — otherwise one has to deal with the infinite degeneracy associated
with the gauge symmetry.

In the context of LF quantization one usually picks the LF gauge A+ =
A_ = 0. There are severd (related) reasons for this choice. In QED, the
constraint equation for the “bad” spinor component reads

\/iiD~’lZJ(_) = \/5(1/3_ — CA_) 'Lp(_) = (i&Lﬁl + ’yO‘M) '1/)(+)
(2.33)
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The solution to this constraint equation,
1
V2

contains A_ in the denominator and, unless one chooses A_ = 0 gauge, one
thus obtains terms which have A_ in the denominator in the LF hamiltonian.
In other words, in any gauge other than the LF gauge the canonical LF
hamiltonian dways contains all powers of A_ (after expanding the geometric
series) appearing in the interactions.

In QCD one faces the additional problem that Ii,, the momentum con-
jugate to A, satisfies a nonlinear constraint equation if A_ % 0(Section
3.2.3). Another reason to pick LF gauge isthat A_ = 0 is invariant under
the kinematic Lorentz symmetries of the LF, i.e,, under al transformations
that leave the plane z+ = 0 invariant. It is for these reasons that the LF
gauge has been commonly used for canonical LF quantization of gauge field
theories, and will aso be used here — despite all the difficulties which are
inherent to the LF and axial gauges.®**?

Even after fixing the gauge, not all degrees of freedom are dynamica
(similar to ¢(_y, their time derivative does not enter the Lagrangian). Before
we can proceed with the canonica quantization we first have to eliminate these
dependent variables by solving those equations of motion which are constraint
equations. For ¢y we use Eq. (2.34) (note: A_ = 0) and proceed similar
to the example of the Y ukawa theory. Since the time derivative of A, does
not enter the Lagrangian, A, has to be eliminated as well, by solving its
constraint equation (obtained by varying the Lagrangian density with respect
to A,)

Yoy =—= (0. —eA_)"! (icmx + 7°M) By (2.34)

92 A, =0V, A —jt (2.35)
where j+ = \/iewg +¥(+)» in QED and
02 Ara=0_ViAL.+gf* A0 _ALc—jT (2.36)

where jf = \/igv,bgﬂaw(ﬂﬂigﬁ, in QCD. After inserting A, back into the
Lagrangian one can proceed with the quantization as usual. One finds
1
Hoep = —
QED \/5
1 .o o
—3 (8_VLAJ_—] )

U (i&LDL + 7OM) % <i&LﬁL + ’YOM) Y+)
1

7 (aﬁlfﬁ - j+) 2.37)
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and

Hoeo = %wg (165, +9°M) = (i1 By +4°M) iy

- (Dro-Aia-5t) 5 5 (Dro-Aia-57) (2.38)

where Dy8_A 1, =V, 0_A1,+gf*A,,0_4 .. The commutation re
lations are sSimilar to the ones in Y ukawa theory

1
QED: {1/)(+)(:v),1/’2+)(y)}1+=y+ = 7—2—73(“5(3:_ — Y@L - 1)
[0-ALi(2), ArsW)]or oy = —%5(:1:_ —y7)8(EL — ¥1)by;
1
QCD: (@) W@}, _ | = Z5PH8" ~y)EL ~ 713

1 ,,
[0-ALai(@)s ALoj()] e —yr = —50(27 —y7)(TL — H1)850a

Similar to the approach to scalar field theories and Y ukawa theories, one may
now attempt to solve the above hamiltonians by making a mode expansion
and using matrix dlagonallzatlon In 1+ 1 dimension this method was very
successful. 4“9 |n 3+1 dimensions, this approach suffers from a fundamen-
ta problem*: charged particles are subject to a linear, confining interaction
— which is present even in Hgep. For gauge invariant amplitudes (al in-
termediate states included, which contribute to a given order of the coupling)
this linear potential is canceled by infrared singular couplings of charges to
the L -components of the gauge field. However, in most practical calculations,
dragtic truncations of the Fock space are used to keep the dimension of the
hamiltonian matrix within practical limits.®**? This approximation resultsin
incomplete cancellations of IR singularities and IR divergences result. Partly
responsible for this disaster is an improper treatment of zero modes and in-
complete gauge fixing. If one integrates the Maxwell equation for F#* over
2~ one finds®™

—ﬁ/dx_A_(z+,x“,xL) = /dx_j+(:t+,z_,xL) (2.39)
i.e, in generd, when [dz~jt(z%,z7,2z1) # 0, the“gage A_ =0 is

inconsistent with the equations of motion. On a finite interval, with peri-
odic boundary condition, this becomes clearer because then a Wilson loop

*Besides numerical difficulties which will be discussed in Section 5.1.
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“around the torus” exp (ie § dz—A_(z*,z~,z.)), is a gauge invariant
quantity. The closest one can get to the LF gaugeis 8_A_ = 0. In this
gauge one can now investigate the problem of incomplete gauge fixing. The
gauge 9_A_ = 0 till leaves the freedom of z-independent gauge transfor-
mations A, — A, = A, + 8,x where 82 x = 0 (or d_x = 0 if we restrict
ourselves to periodic x).5? In such an incompletely gauge fixed situation,
not all degrees of freedom are physica and approximations may result in
inconsistencies. A typical example is the residua or transverse Gauss law
(2.39), which is a congtraint on the physical Hilbert space. Such constraints
must either be imposed on the states or one can aso use them to eliminate
“unphysical” degrees of freedom (here 5_{ [ dz~A*). The above-mentioned,
incomplete cancellation of IR singularities in the Tamm-Dancoff approxi-
mation occurs because the transverse Gauss law (2.39) is violated. A more
thorough discussion on this subject and possible caveats can be found in Refs.
41 and 52.

3. THE LIGHT-FRONT VACUUM

3.1. The Physical Picture

In the Fock space expansion one starts from the vacuum as the ground
state and constructs physical hadrons by successive application of creation
operators. In an interacting theory the vacuum is in genera an extremely
complicated state and not known a priori. Thus, in genera, a Fock space
expansion is not practical because one does not know the physical vacuum
(i.e., the ground state of the hamiltonian). In normal coordinates, particularly
in the hamiltonian formulation, this is a serious obstacle for numerical calcu-
lations. Asisillustrated in Table 3.1, the LF formulation provides a dramatic
simplification a this point.

While al components of the momentum in norma coordinates can be
positive as well as negative, the longitudina LF momentum P_ is aways
positive. In free field theory (in norma coordinates as well as on the LF)
the vacuum is the state which is annihilated by all annihilation operators ay.
In genera, in an interacting theory, excited dtates (excited with respect to
the free hamiltonian) mix with the trivial vacuum (i.e,, the free field theory
vacuum) state resulting in a complicated physical vacuum. Of course, there
are certain selection rules and only states with the same quantum numbers
as the trivial vacuum can mix with this state; for example, states with the
same momentum as the free vacuum (P = 0in normal coordinates, P_ = 0,
P, = 0 onthe LF). In normal coordinates this has no deep consequences
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TABLE 3.1
Zero Modes and the Vacuum

Normal coordinates Light front
Free theory

m? + 13}_
2P_

PO = +/m? + P? Py =

P, P_

POZZaEaE\/mZ-l-EZ Py = Z a
k_ k|

K
Vacuum (free theory)
aE|O) =0 ak_,kJ_|O) =0
Vacuum (interacting theory)

many states with P=0 k- >0
(e.g. alfzalElO)) < only pure zero-mode
excitations have P_ =0
s |0) very complex <3 |0) can only contain

zero-mode excitations

because there are many excited states which have zero momentum. Onthe LF
the situation is completely different. Except for pure zero-mode excitations,
i.e, states where only the zero mode (the mode with k_ = 0)is excited,
all excited states have positive longitudinal momentum P_. Thus only these
pure zero-mode excitations can mix with the trivial LF vacuum. Thus with
the exception of the zero modes the physical LF vacuum (i.e,, the ground
state) of an interacting field theory must be trivial.*

Of course, this cannot mean that the vacuum is entirely trivial. Otherwise
it seems impossible to describe many interesting problems which are related
to spontaneous symmetry breaking within the LF formalism. For example,
one knows that chirad symmetry is spontaneoudy broken in QCD and that
this is responsible for the relatively small mass of the pions — which play

*Cases where the LF hamiltonian has no ground state will be discussed below.
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an important role in strong interaction phenomena a low energies. What it
means is that one has reduced the problem of finding the LF vacuum to the
problem of understanding the dynamics of these zero modes.

First this sounds just like merely shifting the problem about the structure
of the vacuum from nonzero modes to zero modes. However, as the free
dispersion relation on the LF,

m2+l€i

T

(3.1)

indicates, zero modes are high energy modes! Hence it should, a least in
principle, be possible to eliminate these zero modes systematically giving rise
to an effective LF field theory.®

Before we embark on theoretically analyzing zero modes, it should be em-
phasized that zero modes may have experimentally measurable implications.
This is discussed in Refs. 53 and 54.

3.2. Examples for Zero Modes

Usualy, in the context of LF quantization, fields that do not depend on
z~ are called zero modes (regardiess of whether they depend on &, or not).
However, for practica 2|?urposes the following classification scheme seems to

be particularly useful®: If one denotes
1 L
(flo= oL ), dz” f{z™, &) (3.2)
then
— 1 2 _ 1 2 L - - 5
0= g | o= g [ o [ e )
is caled the global zero mode, while
= (fo=(f) (3.4)
is called the proper zero mode. The “res,” i.e.,
F= 1~ (3.5)

is called the normal mode part of f. The motivation for this distinction arises
primarily from the fact that usually only the globa zero mode can develop a
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vacuum expectation value, but also since proper and global zero modes have
very different dynamics.

Zero modes occur in various contexts and it is not yet entirely clear to
what extent the various zero-mode effects, which will be discussed below, are
connected.

3.2.1. Constant Scalar Fields

In ¢* theory

2

1 m A
L= §3u¢3“¢ - 7052 - ﬂ¢4 (3.6)

if one chooses the “wrong” sign for the mass (m? < 0, A > 0), spontaneous
symmetry breaking occurs aready a the classical level. Thefield ¢ develops
a vacuum expectation value and the symmetry ¢ — —¢ is spontaneously
broken. At leastin 1+ 1 and 2 + 1 dimensions, with appropriate values for
the renormalized mass, a similar behavior is observed in the quantum version.
Clearly, such a scenario requires a zero mode. In the case of ¢* theory, one
may imagine that a redefinition

¢ — ¢+ (0][0) (3.7)

eliminates the VEV of the global zero mode.®® However, this does not mean
that one has eliminated the zero modes. In fact, by integrating the equations
of motion over z~, one finds

A1 oL
0 =m%(¢) + gﬁ/_dewpi‘ (3.8)

which relates the zero-mode part of the field to the normal-mode part. Clearly,
this nonlinear operator identity implies that (for finite L) a mere shift of the
scalar field is not sufficient to completely eliminate the zero mode. Instead,
two main classes of approaches are being used to get the zero modes under
control. In DLCQ one attempts to solve the zero-mode constraint equation
[Eq. (3.8)] using various approximation or expansion schemes.***" Due to
nonlinear effects and operator ordering ambiguities, solving Eq. (3.8) becomes
a nontrivia endeavor.®>? |n the other approach (the effective LF hamilto-
nian approach, which will be discussed in detail in Section 3.3) one makes
use of the fact that zero modes freeze out for I — oo. Instead of keeping
zero modes explicitly, one allows for an effective hamiltonian, which should
account for their effects on normal modes in the large volume limit.©?
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So far it is not known whether either one of these approaches to LF
quantization (explicit zero modes and effective LF hamiltonian) leads to a
congistent formulation of ¢* theory in the broken phase. It is also not known
to what extent the particle spectrum in the equal time formulation agrees with
the spectrum on the LF. Since the broken phase of ¢* in 1+1 dimensions has
a rather rich spectrum: mesons, solitons,* bound states and scattering states
in the soliton-antisoliton sector,’ this seems to be an ideal test case for the
various approaches to scalar zero modes on the LF. So far, all works dealing
with ¢* on the LF have concentrated on demonstrating that spontaneous sym-
metry breaking occurs and on reproducing the numerical value of the critical
coupling constant from ET quantization.*

One of the most striking consequences of spontaneous symmetry breaking
in ¢}, is the emergence of solitons. While most LF workers choose bound-
ary conditions that make it impossible to study solitons, soliton-antisoliton
scattering States are often still possible. These states often have a very clear
signature™ and one can easily determine their threshold. Considering the
extensive literature on LF ¢%,, (see, eg., Refs. 55-57 and references cited
therein), it is surprising that solitons have been ignored o far.

3.22. Fermionic Zero Modes

Consider the free Dirac equation
0= (0 — M)y = (iv-8y +ivs0- = 7.8 - M)y (39)

Multiplying Eq. (3.9) with P+), where P(*) = 4F4* /2 are the projection
matrices introduced in Section 2.3.2, one obtains

iy a_p) = (i'ﬁti + M) e (3.10)

with ) = P&y, Clearly Eq. (3.10) is a constraint equation and one must
eliminate 4(~) before one can canonically quantize the theory (the kinetic
term in the fermionic Lagrangian does not contain a LF-time derivative of
4(=)). For al modes but the zero modes this is straightforward. However, Eq.
(3.10) does not determine the z~-independent components of (=, In other
words, because of possible "integration congtants” there is some ambiguity
in defining the inverse of the differential operator &_.

*Often excluded by boundary conditions on the fields,

"In general not excluded by boundary conditions.

*In view of the nontrivial renormalization effects on the LF (see Section 4), comparing critical
coupling constants on the LF with those from ET quantization is very treacherous.
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For scalar fields, the time derivative is always accompanied by a space
derivative (kineticterm: ¢d,d_¢). Therefore, the zero mode for scalar fields
is not adynamical degree of freedom, since its time derivative does not enter
the Lagrangian. For Dirac fields this is different, since there the Lagrangian
is linear in the derivatives, and the fermionic zero mode is a dynamica degree
of freedom. Little is known in this case beyond perturbation theory (see, eg.,
Refs. 28 and 60).

3.2.3. Gauge Field Zero Modes

For practical reasons one would like to work in the LF gauge A =0
when quantizing gauge fields on the LF. The reason is that, only in the LF
gauge are canonica field momenta simple. For example, in QCD, the kinetic
term for the gauge field in the Lagrangian, —F,,, F** contains terms like
[D+,/TL] [D_,/L], i.e, in genera, the term multiplying 0, A, contains
interactions. As usua in LF coordinates, the canonically conjugate momen-
tum satisfies a constraint equation

oL

ﬁ —_—
50, AL

i

=80 A, —ig [A_,A'L] G.11)

Only in the LF gauge is the constraint equation for Ii, linear in the fields,
and one obtains simple commutation relations between the fields.

The problem with the LF gauge, as with axial gauges in general, has to
do with infrared singularities, particularly in the nonabelian case. In order to
arrive at a well defined formulation of the theory, it is often very helpful to
formulate the theory in a finite ‘box’ with periodic boundary conditions (i.e,
atorus). That way, it is generally easier to keep track of surface terms that
appear in formal manipulations which include integrations by parts.

If one starts from an arbitrary gauge field configuration on a torus, it is in
general not possible to reach the LF gauge (or spatial axial gauges) by means
of a gauge transformation.®*%” This can be easily shown by considering the
Wilson loop around the torus inthe 2~ direction: W = Pexp(ig § dz—A_).
This is a gauge invariant quantity and thus does not change under a gauge
transformation. If it were possible to reach the LF gauge, A = 0, by means
of a gauge transformation this would mean transforming W to 1, which is
a contradiction. It turns out that on a torus, the closest one can get to the
LF gaugeis o_A_ = 0, i.e, the zero modes for A_ remain and, due to
their relation to the Wilson loop around the torus, they have a gauge invari-
ant meaning.®? They are dynamical degrees of freedom (their 9, derivative
enters the Lagrangian). The zero modes of a* behave very similar to a scalar
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field, in the sense that their time derivative does not enter the Lagrangian
and hence they are not dynamical degrees of freedom. Recently, Kallonidtis,
Robertson, and collaborators™ have developed a systematic scheme to dis-
entangle and resolve the various zero-mode problems that appear in QED and
QCD. For example, projecting the QED Maxwell equations onto the proper
zero-mode sector, they obtain

9 ot ot
0T A =gJ (3.12)
22 A -7 A —200, A = g0 T (3.13)
9 ot o+ ¥ ol
-0%T A +0,04 A +0,0; A = g% J (3.14)

where J*# is the fermionic current operator. The first of these equations (3.12)
is a constraint equation and can be used to eliminate the proper zero mode of
AT in terms of the current J**

o+ 1 ot
A= —98—2 J (3.15)
1

which again demongtrates that A+ = 0 is in general not consistent with the
equations of motion.

Further simplification can be obtained by taking the (transverse) diver-
gence of Eq. (3.14), yielding

o+t 1 ot
6+ A = g—zai J (316)
6_1_
Inserting this back into Eq. (3.14), one finds
0;0;\ o7 0;0;\ of
1 1

which can be used to eliminate the transverse projection of the proper zero
mode of A7. Note that so far we have not yet completely fixed the gauge, since
d_A* sl leaves the freedom of purely transverse gauge transformations,
AP — A* + 94, where Q = Q(z*,z, ). One can use this residua gauge

freedom to st 9; ,?11= 0. In combination with Eqg. (3.17), this completely
determines the proper zero mode of A?. Up to this point, it seems that the
zero modes in QED pose no red problems in the LF formulation.

*|n the charge neutral sector, the global zero mode of J+ vanishesand thustheinverse Laplace
is well defined.
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The red problems in this formalism arise when one tries to implement
these results in a quantum formulation that includes fermions. This can be
seen when one insarts the solution for [ dz~A_ back into the Lagrangian,
yielding a four Fermi interaction term of the form

Ao L5 L g (3.18)
LY * ‘

Similarly, inserting the solution for A into the Lagrangian yields
1 ot 6ij - %%L o

AL x Y7 J 5 J (3.19)
The presence of such terms, which contain the “bad” current j, =
\/Eequ_)w(_), leads to nonlinear congtraint equations for +_y. Because
of the difficulties in solving this nonlinear constraint equation, it has o far
not been possible to write down the LF hamiltonian for QED or QCD in terms
of physical degrees of freedom and including all zero modes, in closed form.
Only perturbative expressions for the hamiltonian in terms of physical degrees
of freedom have been found so far.®? Similar problems arise in the DLCQ
formulation of QCD with additional complications arising from the difficul-
ties in quantizing the gauge field when A* = 0, arising from the nonlinear
constraint relation between fields and their canonica momenta (3.11).

From the practitioner’s viewpoint, it would be helpful to know to what
extent this elaborate machinery is actually necessary if one is interested only
in the large volume limit. On a finite interval, gauge field zero modes clearly
play an important role. For example, they are essential to generate the correct
potential for a heavy quark—antiquark pair in 1 + 1 dimensions on acircle in
Coulomb gauge.®*®® However, in the latter example, zero-mode effects for
color singlet states disappear in the limit of a large interval. Unfortunately,
it is not clear whether this result carries through to higher-dimensional gauge
theories.

3.2.4. Perturbative Zero Modes

The zero modes discussed are either connected to purely nonperturbative
effects (like in the case of spontaneous symmetry breaking for scalar fields)
or seem to be at least connected with nonperturbative physics (like infrared
singular long range effects for gauge fields). There are, however, plenty of
examples where zero-mode effects appear aready on the level of perturbation
theory. Examples include disconnected vacuum diagrams,® “generalized
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tadpoles’ for self-interacting scdar fields,** aswell as “rainbow diagrams’
for the fermion self-energy.®® These examples will be discussed in more
detail in Section 4.

In perturbation theory in LF gauge the gauge field propagator

_ k,ny+k,n

_ Guv k-n
Dy, (k) = T (3.20)
(n-A = A_) becomes singular as k. — 0. There exist several “prescriptions’
to handle this singularity. The most useful for perturbatlve calculations is the
Mandelstam—L eibbrandt (ML) prescription,®® where one replaces

1 _ 1ML 1  ky
k-n k_ k_ +iesign(ky)  kyk_ +ic

(3.21)

The crucial property of this prescription is that the pole structure is similar to
the one of a typical Feynman propagator, with poles in the second and fourth
quadrant of the complex kq-plane, and thus alows one to perform a Wick
rotation. This is not the case for the principal value (PV) prescription

1py1/ 1 1
32 (k_ T TR —is) (3:22)

with poles in the first and fourth quadrant.

One of the mgjor disadvantages of the ML prescription is the fact that
it introduces additional energy (k4) dependencies in the propagator, which
cannot be generated by a canonical LF hamiltonian.®” However, recently
the ML prescription has been successfully implemented in a LF Bethe-
Sdpeter approach to bound sates®  Conversdy, in QCDy, (N¢ — )
the ML preﬂ:rl ption® yielded a spectrum that disagreed with the canonical
LF approach® as well as with the result from egqual time quantization.®
More recently, light-like Wilson loops in 1 + 1 dimensions have been calcu-
lated, using various prescriptions for gauge field propagator,® and it was
found that only the principal value prescription yields the exact area law one
expects for gauge fields in 1 + 1 dimensions (on noncompact manifolds).

3.3. Zero Modes and the Vacuum in e-Coordinates

3.3.1. General Considerations

For a free particle py = 5; (—p +4/p% +2em?/L) and p_is no
longer restricted to positive values (Fig. 2.1). Therefore, for all finite values
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of ¢/ L, the vacuum in e-coordinates is nontrivial. Since e-coordinates (see
Section 2.2) provide a controlled and well defined approach to the LF, it
seems very natural to employ this framework for studying the LF vacuum.
Let us first consider the canonical LF limit (L fixed, € — 0). In
this case it is straightforward to derive an effective LF hamiltonian from
the e-hamiltonian® (for a related work, see Refs. 70 and 71). For finite
L the momenta are discrete. Without interactions the energy of the zero

mode [p4(0) = m\/g] and the energy of modes with negative momenta
[p+(—n) ~ 222] diverge as € — 0, while the energy of al positive momen-
tum modes [p_(n) = 2 °LY remains finite. For interacting fields there will

4rn

be some dlight quantitative changes, but the general picture should remain
the same: zero modes and negative momentum modes are high energy modes

— separated from positive momentum modes by an energy gap of O (\/9

and O (1) respectively. Thus athough p_ < 0 modes may acquire nontrivial
occupations, p_ > 0 modes have too little energy to cause any excitations
within the p_ < 0 sector for ¢ — 0: the p_ < 0 modes freeze out and can
be replaced by their vacuum expectation value (VEV).

At this point it seems that we have succeeded in deriving anontrivial effec-
tive LF hamiltonian. Unfortunately, we arrived at this result by approaching
the LF in such a way that the invariant length of the intervd (< Le)ap-
proaches zero, i.e., as discussed in Ref. 29, the effective theory that we have
obtained is not necessarily equivalent to the origina covariant theory. This can
be easily illustrated by means of a perturbative example. Consider a simple
tadpole with a mass insertion (to make it convergent) in 1 + 1 dimensions

L[ &% 1 B
— ) (@n)? (k? —m? +i0)* T 4mm?

(3.23)

On afinite interval (with e coordinates) one obtains instead [k_(n) = 2’T"n]

- dk 1
E:_Z/ e (k2

+ 2k k. —m? +i0)°

I

27I'TL)2 2] i 3 24)
4+/2¢eL Z [ 2eL tm (

Clearly, in order to recover the continuum result (3.23) one must take limits
in such away that the invariant length of the interval becomes infinite. If one
takes the LF limit first (¢ — 0, L fixed), one obtains a divergent contribution
from the zero mode.
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A different result is obtained if one performs the continuum limit first
(L = oo, ¢/L fixed). Since this corresponds to eL — oc no problems
with perturbation theory arises. However, since the spectrum is now contin-
uous, there is no mass gap and the derivation of the effective hamiltonian
for ¢/L — 0 becomes more complicated. Nevertheless, it is still possible:
first, note that the momentum scale of the continuum hamiltonian is m2e/L
since momentum dependent terms in the continuum hamiltonian appear only

in the kinetic term i [—Ic, +4/k2 +m225/L} and in vertex factors

x (k% +m?2¢/L). Thus the typical momentum scale in the vacuum is
given by p¥ = O (\/%m). Similarly the energy scale for vacuum excita-
tions (zero total P_) is of the order O <\/§m) Suppose one is interested
in the effective hamiltonian for a physica particle of total momentum p*
moving in the vacuum. If £ < 1 then there is almost no overlap between the
wave function of the vacuum p*** = O (,/£m) and the wave function of the
partons in theparticle pP"*" because the parton wave function (calculated, for
example, with a typical LF hamiltonian) vanishes for small momenta. Thus

one can introduce an energy gap by hand without affecting the dynamics in
the limit £ — 0: for example, by selecting cutoffs A; and A such that

m /% & Ay < Ay < P (3.25)

and removing all modeswith A; < k_ < As. Firdt, this gives rise to a mass
gap and one can argue that the modes with k_ < A; remain frozen (energy

scae k. > %) when excitations with k_ > Aj are present (energy scale

ky < ;—1(2;): in second-order perturbation theory, the energy shift for modes
with k_ > A, due to excitations of n modes with k_ < A, is given by

’ —11/2'2
1
APE o L ——LAp=—p, N30 (3.26)
A

Here Al‘”/2 is a vertex factor, arising from the factor +}n in the expansion
of the fields ¢ [Eq. (2.10)], the factor A7 is the phase space factor for n
modes with k£ = O(A;) and dtates with k_ < A, excitations are off-shell
by at least -

Since k_ < A; excitations are suppressed, the effective LF hamiltonian
for the modes with k_ > A, contains the k_ < A; modes only via their

VEV (which may be nontrivial!)
VeTone = Ok_<n [VI0k_<ay) (3.27)
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The crucia point is that the parton distribution calculated with such an ef-
fective LF hamiltonian vanishes for smal momenta in the above superrenor-
malizable example* Thus as long as A, is small enough compared to the
total momentum of the particle p, the parton distribution vanishes aready for
momenta much larger than A, and the presence of the cutoff does not affect
the parton dynamics. Since the VEVs are nearly independent of /L, 20 is
the effective hamiltonian. Thus the suppression of the parton distribution due
to the kinetic energy sets in at a value cp*, where ¢ is nearly independent
ofe/L. Thus, for e/L — 0, A, can easily be chosen smaller than cp
while Eqg. (3.25) remains satisfied. In other words, A, can be chosen such
that the parton dynamics is independent of the exact position of the cutoff.

Similarly, since vacuum momenta are restricted to p'** = O (/%m) < Ay,
the presence of the cutoff does not affect the dynamics of the vacuum either,

i.e,, the numerical value of the VEV's which enter Eq. (3.27) is independent
of the cutoff.

In the second-order perturbation theory argument above, we made use
of Ay « A, to make sure that the energy denominator in Eq. (3.26) is of
the order O (1/A;). This is actually not necessary, since the occupation of
these modes is anyway dynamically suppressed for k_ < ¢p_ and, as long
& Ay < ep_, the energy denominator will automatically be O (1/A;) or
smaller.

Thus we can actually let A; — A4, i.e, remove the cutoff, without altering
the conclusion. Introducing a mass gap was helpful in deriving an effective
hamiltonian for modes with p_ > m+/e/L. However, since the solutions
of the effective hamiltonian vanish a smal p_ anyway, there is no need
for a cutoff: aregion void of excitations between m+/e/L and cp_ develops
dynamically (Fig. 3.1) and this is sufficient to derive an effective hamiltonian.

In the end, the following result is obtained. Suppose we started from some
polynomial interaction

int __ ¢n
L = _ZA"H (3.28)
Then, using Eq. (3.27) (after some combinatorics) the effective interaction,

which enters the LF hamiltonian for p_ > 0 modes in the limite/L — 0, is
given by

_ " pn—k)
d=D A kzzo 0 (3.29)

n

* Roughly speaking, the LF kinetic energy T, which one can calculate from the parton momentum
tot
distribution f(k_), using T = m? fOP— dk_%:—), has to remain finite.
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occupation
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Fig. 3.1. Schematic occupation of modes in the presence of a particle with momentum p_
for /L < 1 (i.e., “close to the LF”). The modes near k_ = 0 are already present in the
vacuum and are dynamically restricted to k_ = O (m(e/ Lya/ 2)) The “parton distribution,”
i.e., the modes which are occupied in the presence of the particle but not in the vacuum, vanish
at small k_ at a momentum scale which remains finite as /L — 0. The presence of the cutoffs
has almost no effect on the dynamics.

(in order to obtain this result one also uses that, after normal ordering, the
p_ > 0 modes do not contribute to the VEVS). Equation (3.29) is a remark-
able result. It gtates that nontrivial vacuum effects enter the LF hamiltonian
only via effective interactions. The effective coupling constants depend on
the vacuum condensates which, in general, cannot be obtained directly from
a LF calculation.* They must be considered as renormalization parameters of
the LF theory. Equation (3.29) is aso valid in situations where spontaneous
symmetry breaking occurs. For example, in ¢4 theory, (0|¢|0) may become
nonzero and a ¢3 interaction will thus appear in the effective Lagrangian.’
However, note that only afinite number of condensates is necessary to spec-
ify the effective LF hamiltonian: if N is the highest power of ¢ entering the
canonical LF hamiltonian, then only condensates (0]¢*|0) with k < N need
to be considered.

At severa points in the above discussion it was important that the theory
is free of divergences (up to a finite number of diagrams which can always be
subtracted before applying the above argumentation). First, this was important
to insure that the momentum scale in the vacuum is finite. Second, it was
important because only in the absence of divergences can one apply the kinetic
energy argument to prove that the parton momentum distribution vanishes for

* However, there are exceptions where one can use sum rules or consistency conditions to deter-
mine the effective couplings iteratively. Examples will be discussed in the following section.
"It should be emphasized that we did not make any mean field assumptions, such as (0]¢*|0) =

{0]¢|0)*, in order to arrive at this result.
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small parton momenta. Therefore one must be very careful when generaizing
the above results to higher-dimensional field theories. Equation (3.29) can
be used in renormalizable field theories only after a cutoff has been imposed.
This s, for example, the case for the transverse lattice which will be discussed
in Section 5.3.

33.2. A Simple Example for the Limit L — oo, ¢/L — 0

The appearance of the gap as L — oo (first) and /L — 0 is best under-
stood by studying a concrete example. Ideally this implies considering some
nontrivial interacting field theory and calculating the occupation of the modes
nonperturbatively for various /L and L — oo. However, even in integrable
models, such as the sine-Gordon model, the occupation of the modes is not
known exactly! Since numerical calculations at small but finite /L and
L — oo are very complicated — particularly if one is interested in momenta
of the order of m+/e/L — we will proceed by studying a perturbative exam-
ple. Due to the fact that the appearance of the gap is mostly a consequence of
dimensional analysis, this will be sufficient to highlight the essential physics
of the limit e/L — 0, L — oo (L — oo first). The example which we
will consider is a scaar field theory in 1 + 1 dimensions with polynomial
self-interactions

1 m2 /\4 )\6
I oA 2 _ 4 _ 6
L= 50.00"¢ ~ 0% — 76"~ 216 (3.30)

In e-coordinates the hamiltonian for this model reads after normal ordering

H= Zp+ (kn)a) a, +/ dz~ {ﬁ ¢t +— #° } 3301
where the same notation as in Section 2.2 has been used. In lowest (zeroth)
order in A4 and Ag the vacuum is the Fock vacuum, defined by ax, |0) = 0.
This changes of course for nonvanishing couplings. For example, in second-
order perturbation theory in A4 one finds for the occupation of states in the
vacuum

5 - -
pO(kv ZaL) <O|a};aklo>

[p+ (k) + Py (k2) + py (ks) + o (ka)]”
y 1 1 1 1
2w(k) 2w(ks) 2w(ks) 2w(kyq)

(3.32)
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where w(q) = L+/¢*® +2em?/L, ( —q+¢*+2em?/L )L/25

and kg = —k—ky—kz. A smllar expron is found for the O(A2)-term,
which will be omitted for simplicity. In thelimit . — oo one thus finds

w6, F) = i g st 0
2
= i, (k 25%) (3.33)
where
:/ dz2/ dzg &(2) C?J(Zz)‘l‘f’(z‘“*)71‘2’5‘1“)_12 (3.34)
B o [O(2) + O(22) + O(23) + ©(24)]
with &(z) = V22 +1 and z4 = —2 — 22 — 23. The factor L/2m arises

from gO| ng from discrete to continuous momentum k and we divided by the
invariant length of the interval because the occupation in the vacuum trivially
scales like the invariant length.

Most importantly, the momentum scale in the occupation of the vacuum
is st by m+/2¢/L. The momentum density in the vacuum is sharply peaked
around k = 0 withwidth O(1/2¢/L) and height O(1/L/2¢), i.e., it resembles
ad-function ase/L — 0.

Let us now consider a state with momentum P, where P is taken inde-
pendent of L or ¢. To lowest order

|P) = al,]0) (3.35)

and thus

£
L
Three classes of corrections contribute to pp: insertions in disconnected vac-
uum diagrams (Fig. 3.28) [yielding again Eqg. (3.33)], insertions in tadpoles
(Fig. 3.2b), and the red, i.e, insertions in nontadpole connected corrections
(Fig. 3.2¢).

The tadpole term yields

~tadpole E : £ tadpole i
r (k’ L) 20, 95 PP (k’VL’L>

e i3
= %6xmipP"° <k 2€m2> 3.37)

pr(k, —, L) = (Plalas|P) = 6k p + O(\?) (3.36)

il
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et

a) b) c)

Fig. 3.2. ©(A?)-corrections to the mode density in the presence of a particle with momen-
tum P: (a) disconnected corrections, (b) insertions into generalized tadpoles (i.e., diagrams
where a subgraph is connected with the rest of the diagram at one point only), and (c)
nontadpole connected corrections.

and for the nontadpole, connected term one finds

“nt € oL, €
P (k, \/;) L]LII;O 27rp,> (k, \/;,L) (3.38)
N AR [E  T
- 327 —00 2 E% E123 w(P)w(k) w(kz) W(kg)
(k3 = P — k — ky) plus a similar term proportiona to A%, which will be

omitted in the following for simplicity. The energy denominators in Eq.
(3.38), corresponding to the two time orderings, are given by

E4 =p4(P) — pi(k) — pe(k2) — py(ks)

and

Ep = —py(P) — p(k) — py(k2) — pi(ks) (3.39)

The various contributions to the occupations in the presence of a particle
with momentum P are shown in Fig. 33 for a number of vaues for /L.
The numerica values for mand P, as well as the coupling constants A4 and
Xg, inthe plots are taken to be 1 Severa effects can be observed:

» The nontadpole connected (dispersive) contribution scales in the limit
L — o0, /L — 0. The scaling function is the LF momentum distri-
bution.

* Both the disconnected contribution as well as the tadpole contribution
are regtricted to a region k2 = O(e/L)A? near the origin, where A is
some mass scale (A = m to lowest nontrivial order).
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Fig. 3.3. ©(\2?)-contributions to the occupation density 5(k) in the presence of an ex-
citation with momentum P = 1 and mass m = 1 for various values of the parameter
€/L. Dashed line: disconnected vacuum contribution, dotted line: tadpole contribution, full
line: nontadpole connected (dispersive) contribution.

» The integral over the disconnected vacuum contribution is independent
of /L.

» Compared to the vacuum contribution, the tadpole term is suppressed
by one power of 4/¢/L and thus can be neglected as /L — 0

The gap can be mogt easily observed by plotting the density over alogarithmic
momentum scale (Fig. 3.4).

For very small values of €/L, the momentum distributions from the dis-
connected diagrams [momentum scade O(+/e/L)] and from the dispersive
contributions [momentum scale 0.1—1] no longer overlap and a gap arises.
The disconnected contributions were aready present in the vacuum (ground
state for P = 0) and are unatered by the presence of the excitation with
momentum P. The only change in occupation within the small momentum
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Fig. 3.4. Same as in Fig. 3.3 but for smaller values of ¢/L and plotted over a logarithmic

momentum scale,
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region arises from the tadpoles, but its integrated contribution vanishes as
e/L — 0 and becomes negligible in that limit. Note that \/¢/L must be
extremely small for the gap to be clearly visible. This makes nonperturba:
tive studies of the gap forbiddingly difficult numerically, because one would
have to cover a huge number of scales (from y/e/L to 1) while keeping the
invariant volume large.

3.4. Vacuum Condensates and Sum Rules

In the previous section we explained that vacuum condensates may enter
the effective (zero-mode free) LF hamiltonian via induced coupling constants.
The condensates cannot be calculated directly unless one includes dynamical
zero modes.  However, even without zero modes, it is possible to calculate
at least some of the condensates indirectly using sum rule techniques. As
an example, let us consider the two point function in a self-interacting scalar
field theory

G(z) = (0|4(0)(x)[0) (3.40)

(z° < 0, %2 < 0). Inserting a complete set of states one obtains
9 ®dp_
G(z) = (0]¢]0) +Z/0 2}T_<0|¢>(0)|ﬂ,p><n,10|<15(~'v)l0> (341)
> dp_
= 0602+ 3 [ = 100l exp (12 + ")

where the sum is over all particle states. The normalization of the states is
{n,plm,p") = 2p_6(p_ — p"_)dnn and the energies are given by the on-shell
dispersion relation p't = M2/2p_. By boost invariance (in the continuum
limit), the vacuum to “hadron” matrix elements are independent of the mo-
mentum

(Olgln, p) = j;—w (3.42)

and thus

2
G(z) = (01g]0) = 3 l“g’;r' Ko(M,/—2?) (3.43)
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where K, is a modified Bessel function.® In thelimit 22 — 0 one thus
finds

(016710} — (01¢°[0)tee

lll

lim [G(z) — G(Z) free]

(0]$]0)2 Z lgn|? Mﬁn (3.44)

ll

where we used Y, |gn|? = 1 While Mgee and Gee(z) are the invariant mass
and the two point function for noninteracting fields. Equation (3.44) is very
interesting because it allows one to calculate (0]¢2(0) in terms of (0]¢|0) and
quantities (M, and g¢,) which are caculable in a canonica LF caculation
without any dynamical zero modes.

A similar trick works for the cubic condensates. Of course one has to be
careful to separate the disconnected contributions first:

(0l6(z)8(y)¢(2)10) = (018]0)* + (Olo(z)¢(y)p(2)|0)E
+(01¢0) [(Ol¢(z)o(v)I0)c + (0l¢(z)¢(2)0)c
+ (0l8(y)8(2)0)c] (3.45)

The connected piece is calculated similar to (0]¢2|0) by inserting a complete
st of states. In the limit (z — y)2 = 0, (y — 2)? — 0 one finds

(0]¢10) = (0]4]0)* + 3(0|¢[0)(0]$2|0)c
+ % [ = 0lolnp-) ol

= (0|90} + 3(0|#|0) (0|¢*|0)c
gnhn
+ zﬂ: - log M, (3.46)

where h, = V27 (0|¢?|n,p_)¢c (independent of p_) and (0|¢%|0)c can
be taken from Eq. (3.44). Note that 3", gnhn = 0 because the dates
[ dp_exp(ip_z~)p(z)|0) and fdp_ exp(ip_z~ )¢z ~)|0) are orthogo-
nal. Like g,, h, can be calculated in a LF calculation without dynamical
zero modes.

The generdization of these results to higher condensates is straightfor-
ward and, by recursion, one can express them in terms of (0|¢|0) and matrix
elements which are accessble in a LF calculation. These matrix dements (g,,
and h.,) depend on the states, and thus implicitly on the coupling constantsin
the effective LF hamiltonian. Since the coupling constants in the effective LF
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hamiltonian aso involve the condensates (3.29), this implies that it may be
possible to determine the coupling congants in the effective LF hamiltonian
self-consistently.

Similar results may be derived for Y ukawa theories. In Section 4.2 we will
relate the effective coupling constants in the LF hamiltonian to the spectral
densities (4.16), which are also accessible in a LF calculation.

Extracting vacuum condensates from a canonical LF calculation via
sum rules has, for example, been done in Ref. 73 for the m, — 0 quark
condensate in QCD,(Nc — o0). The numerical result for v was con-
firmed later in Ref. 23 in an equa time framework. A finite quark mass
calculation, based on LF wave functions and sum rule techniques, was
first conducted in Refs. 47 and 74. Again the result agreed with that
from equal time quantization.™

4. PERTURBATIVE RENORMALIZATION

In practical applications of LF quantization, such as calculating par-
ton distributions, nonperturbative effects play a major role. Nevertheless,
it makes sense to study renormalization of LF field theories first from a
perturbative point of view because this allows one to resolve some issues
which would also appear in a nonperturbative bound state equation.

Most terms in the perturbation series generated by the LF hamiltonian
of QED or QCD are UV-divergent. This is not very surprising. After
all, we have become used to the fact that most quantum field theories
contain divergences. However, as we will see in the following, the struc-
ture of the divergences in light front perturbation theory (LFPTh) is dif-
ferent from the divergences in covariant perturbation theory (CPTh). Be
cause LF quantization is a noncovariant formulation of field theory, dif-
ferent Lorentz components of a divergent expression are not necessarily
related to each other. In addition, in many examples the degree of diver-
gence in LFPTh is worse than in CPTh.

On the one hand this is caused by the choice of regulators. On a for-
mal level, LFPTh and CPTh are equivalent.*” However, the “equivalence
proof” involves steps which are ill defined in the presence of divergences
and singularities. In practice, if one wants to demonstrate the equivalence
between LFPTh and CPTh, it is very helpful to completely regularize the
theory at the level of the Lagrangian — before quantizing. One possibil-
ity to do this is Pauli-Villars regularization, where one can introduce as
many regulators as are necessary to render the theory free of divergences
and light-cone singularities. > Obviously, it is then not difficult to es-
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tablish the equivalence between LFPTh and CPTh. However, for practica
applications, Pauli—Villars regularization is not very useful. On the one
hand, the hamiltonian for a Pauli-Villars regularized theory is either non-
hermitian or unbounded from below or both.* On the other hand, Pauli—
Villars regulators are not very useful for nonabelian gauge theories, be-
cause there one would have to introduce massive vector fields, which will
in general destroy the renormalizability of nonabelian gauge theories. For
these reasons, one is not interested in employing these regulators in the
context of LF quantization.

For practical applications, it is very useful to use regulators that are
compatible with the kinematic symmetries’ of the LF.* In the literature
one finds, for example, the Brodsky-Lepage regulator

B2 +m?
Z R, +mi < A%, 4.1
i s

where the sum extends over al particles and z, = k; /P € (0;1) ae
LF momentum fractions. Other regulators are a transverse momentum cut-
off

k< A? (4.2)

or dimensiona regularization in the transverse direction®’”

/ Pk, / 20-9g, 43)

Very often it is also necessary to introduce a cutoff for small longitudinal
momenta, such as

O(z; - §) (4.4)

and/or a cutoff in the number of particles (Tamm-Dancoff approximation).
What all these regulators have in common is that they are in general not
compatible with Lorentz transformations that are not kinematic symmetries
of the LF (like rotations around any axis other than the zaxis). Thus
when using one of these regulators, one should not be surprised if matrix

*The Pauli-Villars ghosts must be quantized with the “wrong” commutation relations in
order to contribute with opposite signs in loops, which is necessary to cancel the diver-
gences. The properties of the hamiltonian then follow from the spin statistics theorem.

"These are all Poincaré transformations, which leave the 2+ = 0 initial surfaceinvariant,
such as trandations, rotations around the z-axis or longitudinal boosts.

*This excludes, eg., Euclidean lattices.
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elements do not exhibit the full Lorentz invariance — unless one com-
pensates for this effect by means of a more genera counterterm structure.
This last point will be the main subject of the rest of this chapter. The
Tamm-Dancoff approximation will be discussed in more detail in Section
5.4.

41. Scalar Fields

The following observation is very helpful in analyzing the perturbative
equivalence between CPTh and LFPTh: hamiltonian (with z° or z* as time)
perturbation theory can be obtained from covariant perturbation theory after
integrating the energies (i.e, the momentum variable which is canonically
conjugate to the “time”) first. Thus from the mathematical point of view,
the question about equivalence between LFPTh and CPTh has been reduced
to the question whether the order of integration plays a role in a Feynman
integral.

As an example, let us consider the 1-loop self-energy ¥ in ¢3-theory in
1+ 1 dimensions (Figure 4.1)

;2
g dk_dky 1 1
U= 2 12 _ 24 N2 24 (4.5)
2 (2m)2 k2 —m2+ic (p—k)? —m? +ic
_ /dk ok_)O(p_—k_) 1 4.6)
2 2k_ 2p_—k )p+—2'zi——(—2p1"_2k_)

First, without going into the details, it is easy to convince oneself that
Eq. (4.6) is exactly what one obtains in LF-hamiltonian perturbation the-
oy: py — (m?/2k_) — [m?/2(p_ — k_)] is the energy denominator and
the ©-functions ensure that all momenta are positive. The other factors
arise from a vertex factor proportiona to [k_ (p_ —k_)]""/? a each ver-
tex. It is aso easy to see that Eq. (4.6) agrees with the covariant cacula-
tion with symmetric integration. After substituting k— = zp_ in Eq. (4.6)
one finds

1

g dr 1
y=2f = - 4.7
2 Jy drplz(l—z)— A2 7
In the covariant calculation one first combines the two denominators in Eq.
(4.5) with a Feynman parameter integral and then one integrates symmetrically
over d2k. This reproduces Eq. (4.7) where the x-integration corresponds to
the parameter integral.
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k

LQ__
p-k

Fig. 4.1. 1-Loop self-energy diagram in ¢’1’ +1°

Our next example will be one where the order of integration does matter,
namely, the so-called simple tadpole diagram in ¢* (for simplicity again in
1+ 1 dimensions)

ig [ d%k 1 1
n=4 - .
2 /(27r)2 (kQ—mQ-H'e kz—A2+is> (4.8)

We have aready performed a subtraction because the unregularized inte-
gral diverges logarithmically. Symmetric integration over d?k yields ¥ =
(g/87)log A2/m?. In LFPTh (unsymmetric integration; k. -integral first)
one obtains zero: for k_ # 0 one can always close a contour integral in the
complex k4 plane such that no poles are enclosed. The surface term vanishes
because of the subtraction term. The point &_ = 0 is usualy omitted in LF
quantization without zero modes. The mathematical reason for the difference
between the LFPTh result and the CPTh result is a term o 6(k_), which is
omitted if one (as is usually, either explicitly or implicitly done) has a small
k_ cutoff,like ©(k_ —¢) a each line — even in the limit ¢ — 0.6

This result is very typical for pathologies of LFPTh with scdar fields.
Compared to CPTh, one omits certain diagrams which are nonzero in CPTh,
i.e, LFPTh yields a priori wrong results!  Fortunately (later we will see
that there is a good reason for this) the “mistake” does not depend on the
external momenta. Thus one can make up for the mistake by means of a local
counterterm in the Lagrangian.

Other diagrams which suffer from the same problem are the generalized
tadpole diagrams, i.e., diagrams where part of the diagram is connected with
the rest of the diagram only a one single point (examples are shown in
Figs. 42 and 4.3). As discussed in Ref. 33, they are al zero in LFPTh.
However, because the generdized tadpoles in these diagrams are connected
to the rest of the diagram only at one point, the covariant calculation yields a
momentum-independent result for the tadpole part (just a number), which can
thus always be replaced by alocal insertion into the diagram. In practice, this
means that the fact that all generalized tadpoles are (wrongfully) zero on the
LF can be easily compensated by appropriate redefinitions of bare coupling
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o &

(a) (b)

Fig. 4.2. Typical generalized tadpole diagrams for ¢4.

congtants!  Furthermore, tadpole diagrams are the only diagrams which are
treated incorrectly in naive LFPTh.

A very interesting result is the relation between the tadpole counterterms
and vacuum condensates® For example, each tadpole correction to the
propagator in Fig. 4.2a can be written as a mass insertion times the free field
vacuum expectation value (VEV) of (0|#?|0). The generdized tadpole in Fig.
4.2b corresponds to a mass insertion times a higher-order correction (0{¢?|0).
The higher-order tadpoles in Fig. 4.3 correspond to mass (8) and vertex (b)
insertions times a term that contributes to (0|¢*|0). Suppose the interaction
term in the original Lagrangian is

An in
Liw=—) 20 (4.9)

Then al the “missing tadpoles’ are automatically taken into account if one
uses

~ ¢"F (0]¢*|0)

Lim,eff = - zﬂ: )\n kz_o m &l (410)
In other words, Liner With naive LFPTh yields the same results as L, (4.9)
(4.20) with CPTh to all orders in perturbation theory, if the VEVs in Eq.

(4.10) are also given as a perturbative expansion (calculated in CPTh).®®
First of al, this result is very useful in practice, because, given the orig-
ina interaction, it allows one immediately to write down an ansatz for the
effective LF interaction — even if the VEV's cannot, in general, be calculated
from the LF hamiltonian. Second, although derived perturbatively, Eq. (4.10)
formally agrees with Eq. (3.29), which was derived nonperturbatively using
g-coordinates. Of course, while Eq. (4.10) was derived only for cases where
the VEVs can be calculated perturbatively, Eqg. (3.29) is vaid in genera.
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(a) (b)

Fig. 4.3. Typical tadpole diagrams arising for scalar ficlds with more general polynomial
self-interactions.

However, the formal agreement between the two results gives us confidence
to approach other zero-mode problems using perturbation theory as well.

As it stands, Eq. (4.10) is valid only for superrenormalizable theories
because we have only addressed longitudina divergences in the above dis-
cussion. For renormalizable theories one must first cut off the transverse
divergences, eg., by using a transverse lattice (see Section 5.3) or dimen-
siona regularization in the transverse direction.®*”? However, with such a
transverse cutoff in place, Eqg. (4.10) is valid for field theories in more than
one spatia dimension as well.

4.2. Fermions

For the applications of LF quantization to DIS, we are of course not
interested in self-interacting scalar fields but rather in theories with fermions
and gauge fields. Asafirst step toward this direction, let us consider fermions
interacting with pseudo-scalar mesons via a Y ukawa coupling (see also Section
2.3.2)

Lin = gp¥ivs¥x (4.11)

within the framework of LFPTh. First one may be tempted to expect that
the above-mentioned perturbative zero-mode problem does not occur here,
because a priori there are no tadpoles in Y ukawa theory with ~;-coupling.
However, after eliminating the nondynamical component of the fermion field
(1¢—y) from the theory, the canonical LF hamiltonian (2.28) does contain
terms which are fourth order in the fields — giving rise to so-called “seagull”-
diagrams (Fig. 4.4).

It is thus not very surprising that the perturbative zero-mode problem
arises in diagrams which have the topology of a seagull with one vacuum
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|
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|

Fig. 4.4. Seagull diagram in 7+ ordered perturbation theory, representing four-point
interactions induced by eliminating 1(_). The dashed lines are bosons and the full lines
represent fermions. The “slashed” fermion line corresponds to instantaneous (with respect to LF
time) fermion exchange.

contraction (Fig. 4.5), because this is the topology one obtains if one replaces
either z/)g+)8jlz/;(+) or ¢2 by their VEVs,

In practice, this works out as follows!®®"®: Consider, for example, the
dressed one loop self-energy diagram for a fermion*

dPk [ p(u?)
Z _ 2 2
w) = b [ <2vr)D/o A Py
* o kpi(m?) + pa(m?)
dmZirys
X/O ST T2 e

s (4.12)

where the spectral functions (p, p1, p2) parameterize the (unspecified) self-
energy insertions. They satisfy (it follows from the canonical commutation
relations) fi° du?p(u?) = [ dm?pi(m?) = 1. As far asthe k. integral is
concerned, the most singular term in 3 is the one proportional to v+, . We
thus consider

tr(Xy7)

)L Gl .
i (4.13)

. dPk oo ,0(,u2) 00 , kyp (m2)
e . T / dm? PN
gr / (2m)P A a (p—Fk)2 —pu2 41 Jy m k2 —m? + e

* Here we assume self-consistently that all sub-loop counterterms have been added to the LF
result, such that the full fermion propagator is covariant.
TA more detailed study shows that the other components are free of trouble.

(60,66)
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Fig. 4.5. Typical self-energy diagrams in Yukawa theory, which have the same topology as
a seagull with one contraction. The blob stands for arbitrary self-energy insertions.

To identify the troublemaker we eliminate k4 in the numerator using the
algebraicidentity
ky B
(k2 —m?2 +ie) ((p— k)2 — p2 +1ie)

1 [2(1)— —k_)py — P4 +2P1 kL +m?— uz}
2p_ (k2 —m2+ie)((p— k)% — pu? + i)
1 1
_ b - 4.1
% [((,,_ T )

The important point here is that the last two terms in Eq. (4.14) give 6-
functionsin p_ — k_ and k_, respectively, after the k, integration. These
§-functions are missed in the naive LF hamiltonian without zero modes (this
is very similar to the tadpoles in self-interacting scalar fields). One finds [we
subtract here the one-loop result because this dlows us to drop the surface
term in the complex k_ plane; p¢(u?) = 6(u? — ud), pf™(m?) = §(m? —
m3)]

+ _ ot = T
(Z El le)COVariant - (2 El Ioop) canonical LF
L9 [ dPk /°°d 200) — 0

k

20_ J (2m)P 2 —p?+ie
2 D free
gp [ 47k / 2Pl(m ) — p™(m?)
— 4.1
2p_ J (2m)D dm - m2 + 1€ (4.13)

Since the other components of ¥ have no problems from zero modes, this
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immediately implies
(): - z:]'IOOP)covanam (E . l‘3'°P)canonical LF
gprt / dPk / d;ﬂ”(“ ) — p™(u?)
2p (2m)¢ k2 ;L +1e
de free(mZ)
m2 + ie

(4.16)

This result is very interesting for the following reasons.
» Canonical LF quantization disagrees with covariant perturbation theory.

* The mistake of canonical LF quantization can be compensated by a
counterterm to the mass term in the kinetic energy (but not the mass
term appearing in the vertex).

« |f one adds the wrong counterterm, rotational invariance and parity in-
variance for physical observables are broken. This can be used as a
renormalization condition to “fine-tune” the coefficient of the counter-
term.

» The counterterm is related in a smple way to the spectral function of
fermions and bosons which are numerically calculable in a canonical
LF caculation!

* The boson contribution in Eq. (4.16) can even be expressed in terms
of aloca VEV: b0 = (0| : 2 : |0)g~T /2p_. Unfortunately, this
is not possible for the term containing the fermionic spectra density,
which would read §Efermion — (0] : X0 : (0)g2y"/2p._.

Note that in order to obtain the full counterterm necessary to establish agree-
ment between a covariant calculation and a canonical LF caculation, one
still has to add the one-loop counterterm — but this should be obvious and
can be easily done. Similar statements hold for fermion loops in the boson
sdf-energy. The only difference to the above example is that the difference
between a covariant calculation and a canonical LF calculation results in a
difference in the bare boson mass; i.e., no space-time symmetries can be used
to fine-tune the counterterm. However, the difference can still be related to
the spectral density of the fermions. Besides the “contracted seagulls,” only
disconnected vacuum diagrams — which are irrelevant for the dynamics of
physical states — suffer from the zero-mode problem. It is thus dso suffi-
cient to tune the vertex mass and the kinetic mass independently and those
masses and the boson mass independently from the corresponding coefficients
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in the covariant Lagrangian in order to recover equiva ence between covariant
calculations and canonical LF calculations. Note, however, that (like in the
self-interacting scalar theory) all this holds only after rendering the transverse
momentum integrals finite [eg., by means of dimensional regularization®®’"
or atransverse lattice (Section 5.3)].

It should also be noted that perturbative zero modes also play a role in
higher-twist parton distributions. There they can lead to violations of naive
sum rules as discussed in Refs. 53, 54 and 79.

4.3. Gauge Theories

In gauge theories the situation is much less clear than in scalar field
theories or Yukawa theories, because of notorious infrared singularities in
the LF gauge At = 0. Certain attempts have been made to perturbatively
renormalize LF QED®""™® and QCD.®

In the context of calculations of the electron’s anomalous magnetic mo-
ment in QED it has been shown (up to three loops in Feynman gauge and
up to two loops in LF gauge) thatall k- — 0 singularities in LFPTh cancel
— provided one adds up all diagrams that contribute to a given order in the
coupling constant.™ The regulators used were Pauli-Villars regulators or
dimensional regularization in the transverse direction. Furthermore, only two
extra* counterterms are necessary to render the theory UV-finite: a kinetic
mass counterterm for the electron (similar to the one discussed in Section
4.2) and a mass term for the transverse photon field. The numerica result for
(g—2) thus obtained agrees with the known result from covariant calculations.

Perturbative LF caculations of vertex functions, which employ a Tamm-—
Dancoff truncation, were conducted in Ref. 77 for QED and in Ref. 80 for
QCD. Due to incomplete cancellations of k_ — 0 singularities in the Tamm—
Dancoff approximation, infrared singular counterterm functions were already
in lowest nontrivial order necessary to render the results finite.

The first calculation, relevant for asymptotic freedom, was performed in
Ref. 81 (four gluon vertex) and Ref. 82 (quark—gluon vertex). Further discus-
sions on renormalization on QCD in LF gauge (but not LF guantization) can
be found in Ref. 39. For demonstrations of asymptotic freedom, employing
both LF gauge and LF gquantization, see Ref. 83 (and references cited therein).

In both types of calculation (LFPTh and LFTD) even perturbatively the
structure of the renormalized LF hatniltonian is not known to higher orders.
Perhaps the cleanest way to address the problem would be to start from the
axia gauge in e-coordinates in a finite box***? and to approach the LF by

*That is, beyond those counterterms which are required in a covariant calculation.
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carefully taking the limit e — 0 (as in Section 3.3). While it is conceivable
that this is feasible in QED, the axia gauge hamiltonian for QCD3.4; in a
finite box* is perhaps too complicated to allow one to study this limit with
appropriate care.

4.4. Summary

In the renormalization of LF field theory, one can distinguish three kinds
of counterterms. First the usual renormalizations, which can be handled by
making the bare coupling constants in the Lagrangian cutoff-dependent. In
the following these will be referred to as canonical counterterms.  Second,
counterterms that have to be added when one is employing a Tamm-Dancoff
cutoff. Thesewill be discussed in Section 5.4. Typically, one needs an infinite
number of counterterms! Third, effects caused by an improper treatment of
zero modes in the canonical approach. In those cases, where these effects are
now understood the renormalization of zero-mode effects can be accomplished
by adding afinite number of counterterms that have the structure of tadpole
and seagull diagrams with some lines “ending in the vacuum.” In general, the
zero-mode counterterms are aready included in the list of “ Tamm-Dancoff
approximation counterterms.” This means zero-mode effects become irrele-
vant when one uses a Tamm-Dancoff approximation. However, in the absence
of a Tamm-Dancoff approximation, i.e., in calculations without or with negli-
gible restrictions on the Fock space (see Section 5.3) or in perturbation theory
if one adds all diagrams to a given order in the coupling, above-mentioned
tadpole or seagull counterterms are quite relevant because they are the only
counterterms needed besides the canonical counterterms.

5. NONPERTURBATIVE CALCULATIONS

5.1. Discrete Light-Cone Quantization

The most straightforward method for solving bound state problems in the
context of LF quantization is discrete light-cone quantization* (DLCQ).®®
For extensve reviews and more references see Refs. 84-86.

The basic idea in DLCQ is as follows (for simplicity we illustrate the
method using the example of ¢1, ;). One puts the system into an z~-box of

*Like the canonical quantization discussed in Section 2, the quantization surface in DLCQ is the
plane zt+ = 0, i.e, afront or plane — and not a cone. Thus discrete light front quantization
(DLFQ) would be a more appropriate terminology. However, because of historical reasons, the
method has been named DLCQ in the literature.
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length L with periodic or antiperiodic boundary conditions®
¢(.’Zt_+L,1,‘+) :ﬂ:¢($—,$+) (5.1

In the following, antiperiodic boundary conditions will be used, which implies
for the mode expansion

ik - L k=
oo [ake tp_zx +aLe'LP_5’3 :I
olz™) =

(5.2)

where

v 27 1
h=T (k - 5) (5.3)
The main reason for choosing antiperiodic boundary conditions is that
one does not have to worry about the mode with p_ = 0. Another reason
is that many numerical problems converge faster when antiperiodic boundary
conditions are used (compared to periodic boundary conditions with the p_ =
0 mode left out). This can be understood in perturbation theory because there
are often nonnegligible contributions to Feynman integrals from the region
near p_ = 0. Let f be some typical function that appears as the argument
of some Feynman integral. Thene Y . f((n = 1)e) is usualy a better
approximationto [*°_ f(z) than €Zn——oo (ne)+¢e or, f (ne) because
in the latter expression the p0| nt n = 0 is missing compared to the trapezoidal
quadrature formula.
In order for ¢(z) to satisfy the canonica commutation relations (see Section
2),

77.——00

i -
[0-6(2), ¢(¥)],+—yr = —50(2™ = y7) (5.4)
we impose the usual commutation relations for the coefficients ay,
[ak, al] = 6kq (5.5
The above expansion is then inserted into the momentum operator
L
P_ = / dz™ : 0_¢d_¢
0
2T 1
= T dla (k - 5) (5.6)
k=1

*In the presence of interactions which contain odd powers of ¢ one has no choice and one
must use periodic boundary conditions — otherwise momentum conservation is violated at the
boundary!
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and the hamiltonian

L 2
P+=/ d:c_m—:¢)2:+i':<,b4
0

2 4!
L
= 9 (T+V) 5.7
where
2
m a,ag
T = - Z p i (5.8)
k=172
is the kinetic term and
Adp;p,
T 8r4! (5-9)
o0 : (aL + ak‘) (alz + akg) (aL3 + aka) (a;fc4 + ak4) :

x 2,
1 1 1
ki,ka ks ka=1 \/kl -3 \/kg -3 \/k3 -3 ks — %

is the interaction term; ép, p, is @ momentum conserving Kronecker §. Since
the length of the box completely factorizes, it is useful to work with the
rescaled operators

K = P_£ (5.10)
2w
27

H = P+T (5.11)

Since the momenta of all excitations are discrete and positive, the Fock space
is finite dimensional for al K. Thus, a least in principle, one can now
proceed as follows. for fixed K (K and H commute) one diagonaizes H
(which is afinite matrix for finite K). From the eigenvaues E; one computes
the invariant masses M? = 2K E; and from the eigenstates one can compute
other physical observables (like parton distributions). In genera, physica

observables thus computed will of course depend on the “resolution” K. The
continuum limit is obtained by extrapolatingto K — oo. The diagonalization
is generally done using brute force matrix diagonaization or, if one is only
interested in the lowest states, using the Lanczos algorithm®”

At this point one encounters a problem that is inherent to hamiltonian
systems. the dimension of multiparticle states in the Fock space expansion
grows exponentially with the number of particles. The number of particles,
as well as the number of states for a single particle are both limited by the
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longitudinal momentum K, i.e., the dimension of the Fock space basis shows
factorial growth with K. Fortunately, in 1 + 1 dimensional examples, the
factorial growth sets in only rather slowly and numerical convergence for
typical observables can be obtained before the size of the matrices becomes a
problem. DLCQ was enormously successful inmany 1+ 1 dimensional field
theories 234988) | 3| cases, where results from other approaches to
field theories were available, agreement could be shown within numerical
uncertainties (QED,, ,: Refs. 90 vs. Refs. 44 and45* QCD, ,: Ref. 94 vs.
Refs. 46 and 47 sine-Gordon model: Ref. 95 vs. Ref. 33). Beyond repro-
ducing known results, DLCQ has been used to calculate new and interesting
results in QCD, , ,: the most notable results are the existence of a nucleon-
nucleon bound state and the analysis of the nuclear quark distribution in
comparison with the nucleon quark distribution. Not only does the 1 + 1
dimensiona “deuteron” exhibit an EMC-effect, but it can also be understood
analytically due to the simplified dynamicsin 1 + 1 dimensions.*® Typical
Euclidean lattice calculations are too “noisy” to even demonstrate binding
of hadrons. Another remarkable result from DLCQ calculations in QCD
dimensions is “Anti-Pauli-Blocking” “®®9: contrary to the naive expectation,
sea quarks in nucleons in QCD, , ; tend to have the same flavor as the ma-
jority flavor among the valence quarks (i.e., more @ than 4 in a nucleon
Yvalence = uud).

In2+ 1 or 3+ 1 dimensions the situation changes drastically, because
there the exponential growth is much more rapid. The basic reason is that
there are now transverse degrees of freedom besides the longitudinal degrees
of freedom. Suppose that each particle can occupy N dates for each spa
tial dimension. Then the Fock space basis size grows like N3Nm with the
number of particles in 3 + 1 dimensions, while the corresponding growth
would be only N in 1+ 1 dimensions. For a concrete example (¢* with
antiperiodic boundary conditions in the longitudinal direction) this works out
as follows. For a longitudinal momentum K = 1% (8 longitudinal momen-
tum dates accessible) the Fock space basis size is 27. If one has just two
transverse degrees of freedom (e.g., two points in the transverse direction) the
basis size grows to 426. For 8 x 8 = 64 degrees of freedom in the trans-
verse direction, that number grows to 6 - 10'®. These astronomical numbers
clearly demonstrate that any direct matrix diagonalization approach or even
a Lanczostype algorithm is doomed to fail because one is not even able to
store the wave function in a computer.®?

*However, there is still a 1% difference in the fundamental meson mass for the term linear
in m. in QED,,, as calculated from bosonization®™ and in LF quantization.®” It is not
clear whether this deviation is due to the finite Fock space truncation or whether this is a red
problem.®2%)
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The most simple (and perhaps most drastic) way out of this dilemmais to
impose additiona cutoffs, like restricting the number of particles. Typicaly,
this means restricting the Fock space to 3 (perhaps 4) particles or less. ™
In QED, since the coupling is small, this is a good approximation. However,
to the same order in o within which the 3-particle truncation is a good ap-
proximation one can calculate the parton distributions analytically.®® That is,
even in QED there is not much point in doing numerical DLCQ calculations
with Fock space truncations to the lowest nontrivial order! In QCD, where
one faces an intrinsically strong coupling problem, restricting the Fock space
to the lowest nontrivial component seems entirely useless. For example, even
if one allows up to 4 particles (which is about the maximum that can be
handled numerically using the Lanczos agorithm), this means one allows at
most one gluon in addition to the three valence quarks in a proton. That
is, there is no chance one can “seg’ any effects from nonlinear gluon—gluon
couplings.*

It should be emphasized that this problem is not specific for LF field
theories, but occurs in many hamiltonian approaches to field theory — and in
many cases could be solved. Thus there are many numerical methods available
which can potentially be useful in overcoming the difficulties associated with
exponential basis size growth.

5.2. Functional Integration on a Longitudinal Lattice

Functiona integrals on Euclidean lattices have been very successful in
solving ground state properties of QCD (eg., vacuum properties, hadron
masses, and ground state matrix elements). However, since two points on
a Euclidean lattice are aways separated by a space-like distance, it is only
very indirectly possible to extract information about light-cone correlation
functions from these calculations. Of course, this is because in conventional
Euclidean field theory exp(—@Pg) is used to project on the ground state
wave function of PY at equal time. Thus as a caveat one might be tempted to
consider a similar formalism for LF hamiltonians. Suppose one discretizes the
«~ direction’ and uses a functional integral to project on the ground State
of P,.®"¥® This results in an immediate problem because the LF energy
decreases with increasing momentum [P, = M2%/2P_ in the continuum, on
a lattice there is a minimum for P_ = O(1/a)]. Due to Bragg reflections,
momentum is not conserved and the particles tend to accumulate near the
minimum. However, since the momentum near that minimum is of the order
of the inverse lattice spacing, the particles always “seg’ the lattice and no

*A caveat to this pessimistic point of view will be discussed in Section 5.4.
"The transverse coordinates are irrelevant in this argument.
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Fig. 5.1. Space—time view of a transverse lattice.

meaningful continuum limit is obtained. It is conceivable that this problem
can be cured by adding a Lagrange multiplier proportiona to the total LF
momentum to the lattice action (in the continuum limit this amounts to min-
imizing P, = P, + AP_ ingead of P,). However, this idea will not be
investigated here any further. Another difficulty of the longitudinal LF lattice
is species doubling for bosons®!

5.3. Hamiltonian Monte Carlo on a Transverse Lattice

While Monte Carlo caculations for longitudina LF lattices seem to be
plagued with difficulties, this is not the case for the transverse lattice.®”
On a transverse lattice one keeps the longitudinal directions (z* and z7)
continuous, while discretizing the transverse coordinate (Fig. 5.1).*

For simplicity, let us consider self-interacting scalar fieldsin 2 + 1 dimen-
sions on such a transverse lattice characterized by the action

2. 0,00 m?
cont. __ 3 _ 2 _ p
A = /d T LE:O a4 2 7 ¢° — Lim(®) (5.12)

Upon discretizing the transverse direction (spacing @) one thus obtains

ALl _ aZ/d2z (5.13)

x [i 3/;¢n6“¢n _ (¢n+l - ¢n)2

2
9 20,2 - m?‘ﬁ?y - ['int(¢n):!

p=0

Up to a factor of a (which can be absorbed into a redefinition of the field ¢,,),
Eq. (5.14) looks like the action for a multiflavor theory in 1 + 1 dimensions



Light Front Quantization 55

(where the site index n corresponds to the “flavor” index). In the next step
one congtructs the DLCQ hamiltonian for this “multiflavor” 1+ 1 dimensional
theory. The important point here is that the action is locd in the transverse
direction, i.e, there are only nearest neighbor interactions. Since the DLCQ
hamiltonian is thus dso locd,

Hpreg = Z (Hn + Vonst1] (5.14)

one can apply many Monte Carlo techniques which have been developed for
other hamiltonian systems (see eg., Ref. 100). One technique which turns
out to be particularly useful for LF hamiltonians on a transverse lattice is
the ensemble projector Monte Carlo technique™® based on the o called
checkerboard decomposition of the hamiltonian.’® Using locality of the
hamiltonian one can write

Hprcq = Ho + Hp (5.15)
where
H,
H, = Z 7+ Z Vn,n+1:H1,2+H3,4+...
n=1,2,3,... n=1,35,...
H,
Hy = Z TJF Z Vﬂ,n+1 =Hoz+Hys+... (5.16)
n=123,... n=2,46,...

In other words, the DLCQ hamiltonian can be written as a sum of two terms,
each of which can be written as a direct sum of two-site hamiltonians. The
point to &l this is that while the dimension of the space on which Hppcq acts
is astronomical, the two-site hamiltonians act only on a very small Hilbert
space [for our above example with K = 12~5 and say 16 transverse sites:
dim(Hprcq) = 7.8 - 108 but dim(H,, n+1) = 426]. The method is called
checkerboard algorithm because one approximates the time evolution operator
of the system by alternating infinitesimal time evolution operators generated
by H, and H, respectively,

e*EHDLCQ — e—%Hae—EHbe_%Hﬂ + 0(53) (5.17)

If one axis of the checkerboard is the discretized space direction and the other
the time, Eqg. (5.16) can be interpreted as if interactions between sites occur
only across the black squares.™*

Before we explain how the infinitesimal time evolution operators are mul-
tiplied together, let us pause here for a moment and understand the advantage
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of the transverse lattice with DLCQ over the longitudinal lattice discussed in
the previous section. The main cause of the problem in the previous section
was lack of longitudinal momentum conservation. In DLCQ P_, the longitu-
dinal momentum, is manifestly conserved. Furthermore, P_ isjust the sum
of momenta at each site

=> pr (5.18)

and the checkerboard algorithm is compatible with longitudinal momentum
conservation ([H,, P_] = [Hy, P-] = 0). In cother words, with DLCQ on
a transverse lattice, longitudinal momentum is conserved at each step of the
calculation. Hence, one can minimize P, while keeping P_ manifestly fixed
and there are no “runaway solutions.”

In the actual calculations one uses Monte Carlo techniques to calculate
(e —EH) |v;(K)) by dternate application of e~5He, e~¢Hy g—eHa
e~ 2Ha 1o |op; (K)). Here |4;(K)) isaninitial guessfor the ground statewave
function with longitudinal momentum K. For N — oo one thus obtains an
approximation (because ¢ is finite, the result is not exact) to the ground state
hadron with the same good* quantum numbers as |; (K')). One very useful
technique is the ensemble projector Monte Carlo method,***? which works
as follows for these systems:

(1) Let |n) be a complete set of states
(here product basis of Fock state bases at each site).

(2) Make a good guess for |¢;(K)) (here a valence state with P, = 0:
W)’(K)) = ZnL a’;(,nl |0>)

(3) Start from ensemble |2(0)> of states (from set |n)).
(4) For each i) select a new state [i$") with probability

(G je= 1)

WM, i) =
¥, [nfe=5Ha i)

and calcul ate the score
(1 _ £ -(0
G(10) — M
! W(z,(,l) i )

*Of course, only those quantum numbers which are associated with exact symmetries of DLCQ
on a transverse lattice (like C parity or baryon number in QCD) are relevant here.




Light

Front Quantization 57

note: W(zf,l) iy ) factorizes into two-site probabilities
— local (one pair of Sites a a time) “updating” possible.

Replicate states with multiplicity:
J ['—Su——)—' + random number € (0; 1)]
(S: av. score).

Thus paths with large scores contribute with multiple weight, while
paths with small scores get eliminated.

Repeat while aternating H, and H,
(3 in exponent only in first and last step!).

Observables from ensemble average, eg., energy of ground state hadron:
B = fim = by (K)HJiS) sign [0 500
o = 1lm _
Now %, <1/)f(K)|Zu )sign [Sl(,N’N‘l) o 551'0)]

other observables (eg., an observable diagonal in the basis):
(0 (K)|Olgo(K)) =
Z(d)f(K)|z(N+M))sign [SSN+M'N+M‘” . -s,(,"o’] @01y

lim
NIE DT sien [srEreaeM=n s

In this Monte Carlo procedure, one only has to store the ensemble of states
at one “timeslice” plus the result of the measurement of the observable after

main

N dices. Thus, at least in principle, one can handle vs(%/ large lattices. The

advantages of the transverse lattice are as follow

Longitudinal momentum is manifestly conserved — no runaway solu-
tions.

Parton distributions are diagona in the DLCQ-basis.

LF vacuum is trivial — no datistical fluctuations from updating the
vacuum far away from physical states on huge lattices.

Species doubling for fermions occurs only for the lattici zed transverse
dimensions — can be easily compensated by staggering.*®

Excited states are suppressed by the square of their masses.
exp(—NePy) =Y., |n) exp(—NeMZ2/2P_)(n| instead of
exp(—NeP%) = 3" |n) exp(—NeM,)(n| which one encounters in a
conventional hamiltonian formulation.
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It is interesting to see how confinement emerges on the transverse lattice in
the limit of large lattice spacing: In this limit, the coupling between the sheets
is weak and the energy scale associated with link field excitations is high.
Therefore, when one separates two test charges in the longitudinal direction,
the transverse lattice behaves similar to QCD; 4y and linear confinement re-
sults trivialy. For transverse separations between the charges, a different
mechanism is at work. Gauge invariance demands that the two charges are
connected by a string of link fields. In the limit of large spacing the link fields
fluctuate only little, and the energy of such a configuration can be estimated
by counting the number of link fields needed to connect the charges, which
again yields linear confinement.

Some of the disadvantages of the transverse lattice are; Since zt+ — iz tis
not aWick rotation (it isjust amathematical trick to project on the ground state
of P, ), themetric is not Euclidean and thus propagators oscillate. Hence, nega-
tive scores occur aready for bosons which leads to an increase in the statistical
fluctuations. However, these negative scoresturn out to have only asmall statis-
tical weight and the resulting “sign-problem” is not serious. Very ofteninLF cal-
culations, large cancellations occur between different terms in the hamiltonian.
For example, the instantaneous photon exchange hasa 1/¢% singularity which
is canceled by vertex factors in photon exchange. In general, it is difficult to ob-
tain such cancellations fromaMonte Carlo calculation. Another difficulty isthat
gaugeinvariance on alattice can only be maintained if oneintroduces link fields.
On atransverse lattice this amounts to introducing 1 + 1-dimensiond gauged
nonlinear sigma model fields on each link.®® Constructing a Fock space basis
out of these nonlinear degrees of freedom and cal cul ating appropriate matrix el-
ements is a nontrivial task.*'%®

The sign problem associated with fermions is a notorious difficulty for
Monte Carlo algorithms: due to the minus sign in exchange terms, the in-
finitesimal time evolution operator tends to contain many negative matrix
elements. This very generd problem is aso expected to afflict Mont Carlo
calculations on transverse lattices. However, since the LF vacuum is trivial,
there are no sign fluctuations from Z-graphs and vacuum diagrams. Thus one
expects that the sign problem on the LF is less severe than usual. Whether this
improvement is sufficient to render fermions tractable on transverse lattices
has not yet been investigated.

Obvioudy, the transverse lattice lacks manifest rotationa invariance,
which must be restored in the process of renormalization. Recently, a tech-
nique has been described that allows easy computation of the potential be-
tween infinitely heavy quarks in a LF framework.’® Demanding rotational
invariance for this observable may prove to be a powerful tool in such a
procedure.
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5.4. Light-Front Tamm-Dancoff

As we have discussed aready in Section 5.1, the dimensionaity of
the Fock space grows dramatically as one includes higher Fock compo-
nents. Clearly, since ag is fairly large a a low momentum scade, a nu-
merical solution of bound state problems in QCD (which includes all
scales) necessarily involves many Fock components. In this section we
will discuss the light-front Tamm-Dancoff (LFTD) approach to LF prob-
lems (for a comprehensive review see Ref. 107). The basic idea is very
simple®®1%): Hadrons are complicated objects only if one tries to build
them in terms of bare quarks and gluons whose masses and couplings are
renormalized at a scale of 1 GeV or higher. In terms of collective excita-
tions (congtituent quarks) ground state hadrons are rather simple. One of
the problems with the constituent quark model is that a priori the inter-
actions among the quarks are ad hoc.

The goa of LFTD field theory is to systematically eliminate higher Fock
components and high energy degrees of freedom.* As one goes to lower and
lower scales the interaction between the (dressed) constituents thus becomes
more and more complicated. If the whole program is successful, constituent
quarks will emerge as the quasiparticles of QCD at intermediate energies. A
major virtue of using LF quantization in this approach is that it stays close
both to physical intuition (which may prove very helpful when it comes to
developing variational methods to analyze the hamiltonian) as well asto exper-
imental observables at large momentum transfer (useful for phenomenologica
applications).

A systematic Fock space expansion, based on a hamiltonian formula-
tion, for field theory was originaly developed by Tamm™? and indepen-
dently by Dancoff.™? It turns out that such an approach is doomed to
fail if the perturbative ground state (the starting point of the expansion) is
too far from the actual ground state. In such a situation one needs very
(or infinitely) complicated Fock states just to build the ground state. LF
quantization is advantageous at this point, because the vacuum of a LF
hamiltonian is trivial.

In fact, because of the vacuum, LF quantization is probably the only
framework where such a program can possibly work.

In practice, even within LF quantization, it is of course not possible to
integrate out high energy states and higher Fock states exactly. Instead one
writes down a catalog of all interaction terms that are alowed by power

*This procedure is explicitly demonstrated for the simple example of ¢§+1 in the two-particle
sector in Ref. 110.
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counting™®*: on the LF there are two length scdes z— and z,. The

engineering dimensions of the various operators and terms that enter the LF
hamiltonian in 3+1 dimensions can be easily derived from free field theory™*
(¢ stands for ascalar field or for A} — the transverse gauge field components
which have the same engineering dimension as scalar fields; (*) is the
dynamical component of a fermion field):

-] o) [

] P B e I
The hamiltonian and the hamiltonian density have dimensions
H= [Q] . H= H] (5.20)
. Ty

Thus all allowed terms without fermion fields aret*'4
m3¢, m?¢?, 9% ¢%, me’, ¢* (521

Including fermion fields one obtains™*

1 .
=9 {08, m 7,81, me, ¢ } ¢+ (5:22)

1
6—21/)(+)TF11/)(+)1/)(+)TF21/’(+> (5.23)

(T, Ty, and I'; are some Dirac matrices). Unfortunately, this is not the
whole story. Already free LF-field theory is nonloca in the longitudina

direction {eg., for scaar fields because of the fundamental commutator
[¢(z=,z%),d(y~,zT)] = —Le(x~—y~) and for fermions because an inverse
derivative of 9_ appears in the kinetic energy term (2.28)}. Thus longitudinal
locality is no longer a restriction on the functional form of the possible terms
in the hamiltonian. As a result, any of the operators in the above catalog
may be multiplied by arbitrary functions of ratios of longitudinal momental

In fact, there are examples known where complicated functions of ratios of

incoming and outgoing momenta, multiplying a four-fermion counterterm, are
necessary to cancel UV divergences™

*See the discussion in Ref. 114 why terms with negative powers of m are excluded.
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As a result of this infinitely complicated counterterm structure, it seems
one loses predictive power and one thus might be forced to abandon LFTD as
afundamental theory of hadrons. It should be emphasized that, even if one
does have to abandon LFTD as a fundamental theory, it might still have many
virtues in parton phenomenology. However, there has been recent progress
toward understanding how to apply renormalization group techniquesto LFTD
that may help restore its predictive power™ (for an excellent pedagogical
review, see Ref. 83).

Unless one works with the full hamiltonian, nonperturbative bound state
caculations in QCD amost inevitably violate gauge invariance.* Therefore,
if one wants to derive a constituent picture from QCD, one is forced to allow
that explicit gauge invariance is violated: gauge invariance becomes a hid-
den symmetry. 1) |n LFTD one introduces cutoffs that violate symmetries
which normally prevent a congtituent picture from arising (gauge invariance
and full Lorentz invariance). In a sense, the counterterm functions that com-
plicate renormalization offer a possible resolution of apparent contradictions
between the constituent picture and QCD.®

The technique to remove cutoff dependence from physical results is renor-
malization: for example, the functions of momentum fractions that appear in
the relevant and marginal operators can be fixed by demanding covariance
and gauge invariance in physical observables. An alternative way to fix the
margina and relevant counterterms is coupling constant coherence (CCC):
one ingists that functions appearing in noncanonica relevant and margina op-
erators are not independent functions of the cutoff, but depend on the cutoff
implicitly through their dependence on canonical couplings.®*® This auto-
matically fixed the way in which new variables evolve with the cutoff, and
it also fixes their value at al cutoffs if one insists that the new counterterms
vanish when the canonical couplings are turned of.®® Remarkably, in the
examples studied in Ref. 116, 117, this procedure provided the precise values
for the noncanonical terms that were required to restore Lorentz covariance
for physical observables. For an explicit example for CCC, the reader is
referred to Ref. 83.

Even without assuming CCC, one can employ renormalization group
techniques™® to help determine the counterterm functions: using the pow-
erful tool of trial and error, one makes an ansatz for these functions, which
one can improve by repeatedly applying renormalization group transforma-
tions to the effective LF hamiltonians with these functions included. The fact
that the QCD hamiltonian should be an ultraviolet stable fixed point under
these transformations can be exploited to improve the origind ansatz for the

* | attice gauge theory being the only exception.
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counterterm functions."”” Probably, such transformations aone are not suf-
ficient to completely determine the renormalized LF hamiltonian for QCD,
but one can improve this approach considerably by using perturbation theory,
CCC, and perhaps phenomenology to guide the ansatz functions used in the
renormalization group approach to LF hamiltonians.

Another promising idea in the context of LFTD is the similarity
transformation.**¥ Whenever one derives an effective hamiltonian by elim-
inating stetes above a certain cutoff perturbatively, one faces small energy
denominators, and thus large and uncertain corrections, for states that are
close to (and below) the cutoff. This feature makes it very difficult to repeat-
edly apply renormdlization group transformations because matrix eements of
states near the cutoff are large. To resolve this problem, Glazek and Wilson
have suggested applying a cutoff to energy differences instead of to single
particle energies. By construction, this resolves the problem of small energy
denominators, but it also provides a band diagona hamiltonian. The simi-
larity transformation exploits this type of cutoff and thus provides a way to
apply renormalization group techniques to LF hamiltonians (and other many
body problems).**?

6. SUMMARY, CONCLUSIONS, AND OUTLOOK

LF field theory is a very promising approach toward calculating correla-
tion functions along a light-like direction. Such correlation functions appear
in the theoretical analysis of a variety of hard scattering processes, such as
deep inelastic lepton-hadron scattering and asymptotic form factors. Proba
bly the most intriguing and controversial property of LF hamiltonians is the
triviality of the ground state. Recent developments indicate that LF hamil-
tonians must be regarded as effective hamiltonians in the sense that some
of the interactions acquire nonperturbative renormalizations with coefficients
proportional to vacuum condensates. So far one understands the LF vacuum
and is able to construct the effective LF hamiltonian only in a few toy models.
However, in these examples only a finite number of condensates are necessary
to completely specify the hamiltonian. It would be extremely useful if one
could construct and approximately solve such an effective LF hamiltonian for
QCD, not only for the analysis of hard processes, but also for our understand-
ing of low energy QCD: due to the triviality of the LF vacuum, a constituent
picture makes sense and an effective LF hamiltonian for QCD would offer
the opportunity for deriving a constituent picture as an approximation to the
QCD bound state problem.

Three mainstream directions can be distinguished in the endeavor toward
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congtructing a LF hamiltonian for QCD: Firgt, a fundamental approach where
all zero modes are included as dynamical degrees of freedom. Second, an
effective approach where one attempts to absorb al zero modes and associ-
ated vacuum effects into effective interactions and coupling constants. Third,
the LF Tamm-Dancoff approach, where not only vacuum effects but also ef-
fects from high energy and high Fock components are “integrated out” and
absorbed into effective interaction terms. In the fundamental approach (this
includes all formulations of LF field theory where explicit zero-mode degrees
of freedom are included) the vacuum as well as the physical particle Sates are
complicated and one partly loses the dynamical advantages of the LF frame-
work. While it seems easier to construct the hamiltonian than in the other two
approaches, the main difficulty of the fundamental approach lies in the fact
that the equations of motion are extremely complicated. It is not clear whether
such an approach provides any computational advantage over a conventional

hamiltonian approach. Nevertheless, it is very useful to pursue this approach
further in order to provide a solid theoreticd basis for other, more practical,
approaches to LF field theory. For example, studies that include zero modes
can be useful for deriving an ansatz for the effective LF hamiltonian in the
large volume limit.

The LF Tamm-Dancoff approach corresponds to the other extreme. The
vacuum is trivial and the physical particle states are very simple — by con-
struction they contain only the low energy effective degrees of freedom. A
major virtue of this approach is that it stays close to physical intuition and thus
potentially offers a connection between the constituent picture and QCD.®
While the LF Tamm-Dancoff approach is thus very appeding from the in-
tuitive point of view its main disadvantage is the enormous complexity of
the effective Tamm-Dancoff hamiltonian. In principle, an infinite number
of counterterms are possible. These counterterm functions are heavily con-
strained by imposing Lorentz covariance on physical observables or by de-
manding cancellation of unphysical divergences. However, so far it is not
clear to what extent one can employ renormalization group techniques to
constrain the possible interactions to the point where only a few (instead of
infinitely many) free parameters enter the LF Tamm—Dancoff hamiltonian of
QCD. The second (effective, in the sense of zero-mode free) approach toward
constructing the LF hamiltonian for QCD stands in between the other two in
severd respects. The vacuum is trivial but physical particles will in genera
have a complicated wave function. Some of the interactions in the effective
LF hamiltonian have coefficients proportiona to vacuum condensates. Those
can either be regarded as free parameters or (in some cases) they can be de-
termined from self-consistency conditions. Surprisingly, in those cases where
the construction of such an effective hamiltonian has been accomplished, al-
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ready a finite number of condensates is sufficient to specify the hamiltonian.*
This is a very encouraging result. Perturbative calculations up to two loops
indicate a similar result for QED, where the two loop calculations do not
require any counterterms which are not aready present at the one loop level.
LF perturbation theory in QCD has so far only been performed up to one
loop.

Although there has been considerable progress recently, so far none of
these three approaches has been successful to the point where it was possible
to construct a useful LF hamiltonian for QCD. The initial optimism about LF
quantization, spurred by the very successful application to 1 + 1 dimensiona
field theories, was premature. Much work remains to be done before LF
quantization can be applied to QCD.

For example, it is still not completely understood to what extent LF hamil-
tonians, with a trivial vacuum, can account for the phenomenon of sponta-
neous symmetry breaking. The only examples where this subject seems to
be mostly understood are ¢* theory in 1 + 1 dimensions and field theories in
the mean field approximation. It would be interesting to study cases where
the order parameter for the symmetry breaking does not enter the hamiltonian
— which is, for example, the case in the spontaneous breakdown of chiral
symmetry in QCD.

A possibly related issue, which requires further study, concerns the nonco-
variant counterterms. In the context of perturbation theory it has been shown
that afinite number of such counterterms are necessary in the bare hamiltonianto
recover full Lorentz covariance for physical observables. However, so far it has
not been demonstrated that the proposed counterterms are sufficient to restore
Lorentz covariance for physical observables in a nonperturbative cal culation.

Within the context of LF Tamm-Dancoff it is still necessary to demon-
strate that the renormalization group, combined with constraints from Lorentz
invariance, is sufficient to fix the infinite number of counterterms which are
possible on general grounds.

For the transverse lattice gpproach to be useful, it must be shown that the
fermion sign problem, which usually limits hamiltonian Monte Carlo calcu-
lations with fermions considerably, is tractable. Since vacuum fluctuations
are suppressed in LF quantization, any sign problems arising from vacuum
diagrams are trivially absent. While this is a very encouraging observation,
it resolves only part of the problem — sign problems arising from exchange
diagrams within a hadronic state are of course still there. Another difficulty

*This approach should not be confused with the standard QCD-sum rules approach to the strong
interactions,"® where one does not solve a hamiltonian and where practically al the dynamics
is buried in the condensates. Hence it is not surprising that less condensates are necessary as
an input in the LF effective hamiltonian agpproach than in the sum rule approach.
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for transverse lattice calculations occurs because gauge invariance on such a
lattice requires the introduction of 1 + 1-dimensiona link fields. One must
learn to work with these “nonlinear sgma model” degrees of freedom in the
context of LF quantization before one can apply the transverse lattice to QCD.

Besides QCD oriented applications of the LF formalism, it may turn out
to be very useful to consider phenomenological and/or more nuclear physics
oriented applications as well. For example, it may be interesting to reconsider
the pion contribution to nuclear structure functions™® from the point of view
of LF quantization. On the one hand, this could be helpful in clarifying the
role of binding effects in such caculations. On the other hand, such works
may help to demonstrate the usefulness of LF quantization to people who are
not directly involved in the field.

LF quantization is very closely related to the infinite momentum frame
formulation of field theory. Intuitively one would thus expect that the LF
formulation of QCD offers a new theoretical approach to relativistic h

ion collisions. So far, this connection has been exploited only very little.®?
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7. APPENDIX: THE DIRAC-BERGMANN FORMALISM

In this appendix, a brief introduction to the Dirac-Bergmann quantization
procedure’®?#) is given. Quite generaly, it replaces the canonical quanti-
zation procedure in the presence of constraints. However, it can dso be used
to derive the correct fundamental commutation relations for theories where
the Lagrangian contains at most linear terms in the time derivative.*

This is, for example, the case for many field theories when expressed in
terms of LF variables.™" For example, for a noninteracting massive scalar
field in 1 + 1 dimensions one obtains

2
L=0,00_¢— mTzﬂ (7.1)

*|t should be noted that, in the latter case, alternate treatments are possible as well.**
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which contains no terms quadratic in 8/dz*. Naive canonical quantization,
i.e,

T = 5gf i =0_¢ (7.2)
[”(w)a¢(y)]1+:y+ = —id(z” —y7) (7.3)
with
P, = /dm‘T+_ = /dm‘m;q? (74)
yields
—0,0'¢p = —20,0_¢ = —i[Py,0_¢] = 2m?¢ (1.5)

Clearly, Eg. (7.5) differs from the (correct) Euler—Lagrange equation
—20,0_¢ = m2¢ by a factor of two.*> This mistake arises because the
kinetic term in Eq. (7.1) is only linear in the time derivative 8. Thus the
equation relating the canonica momenta to the fields (7.2) is a constraint
equation since it contains no time derivative and therefore the phase space
variables w(x) and ¢(z) for a given time are not independent.

Quantizing a system with constraints is a nontrivial task. Fortunately, the
Dirac-Bergmann algorithm provides a step by step prescription for the proper
guantization procedure. The basic steps of this procedure will be illustrated
in an example below. To keep the discusson simple, zero modes will be
deliberately left out in the discussion. A complete discussion, which includes
zero modes, can be found in Refs. 128-131. Furthermore, the discussion
here will be restricted to a system with a finite number of degrees of freedom
[which can, for example, be obtained from Eq. (7.1) by discretizing the =~
direction]

L(gi, ¢:) = Z Aqjbid; - ZV $:) (7.6)

i,j=1

with 4,; = —A;; (the symmetric part of A;; corresponds to a total time
derivative and can be subtracted) The canonical momenta are given by

T o= = A; 7.7
8 ¢2 Z i9;
with Poisson brackets

{¢i,7m;} = &y
{¢i,;} = {mi,m;} =0 (7.8)
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Equation (7.7) does not contain any time derivative, i.e, it should be consid-
ered as a congtraint

Xi =7 — ZAij¢j =0 (7.9)
J

i = 1,...,N. Here ~ 0 means weakly vanishing, i.e., a congraint on the
physical phase space. The canonical hamiltonian is constructed as usua

Ho=) ¢mi—L=Y V() (7.10)
The congtraints (7.9) have nonvanishing Poisson brackets with H,
{xi, Hc} = =V'(¢s) (7.11)
as well as among themselves
{xis x5} = Aij — Aji = 24,5 (7.12)

Thus if the time evolution would be generated by Poisson brackets with H.,
the theory would be inconsistent because the constraints would not be satisfied
at all times. To remedy the situation one adds Lagrangian multipliersto H,,
yielding the primary hamiltonian

Hp=H.+Y lixi (7.13)

and demands strong vanishing of the Poisson bracket of H, with the con-
sraints

0={xi, Hp} = {xs, Hc} + Z Ak Bii (7.14)
k
where By; = 2Ag;. To simplify the discussion, let us suppose that B!
exists* Then one can satisfy Eq. (7.14) by choosing
Me = (B ki {xi, He} (7.15)

The primary hamiltonian thus reads

Hy=H, - xi(B™)ij {xj, He} (7.16)
i,J

*For the LF Lagrangian this is actually not the case There is one zero eigenvalue — the
infamous zero mode — which has to be treated separately. The resulting procedure is known
as the modified Dirac-Bergmann algorithm.
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Let us now introduce the Dirac brackets between X and Y
{X,Y}p ={X,Y} =) {X,x:}(B™")i; {x;,Y} (7.17)
i
By construction one has
X ={X,H}p={X, Hp} (7.18)
Actualy, the Dirac bracket of any operator with any of the constraints vanishes
identically
{(Xxw}p = {Xxk} = DX} (B x50 xx)
i
= {X,xe} - Y {X,x:} (BB =0 (7.19)
i\j

i.e, in particular {x:,x;} = 0. In a sensg, the Dirac brackets take all
the phase space redtrictions from the constraint equations automatically into
account. Thisisin sharp contrast to the Poisson brackets, which are cal culated
as if al the m;’s and ¢;’s were independent

80X 9Y 9Y 80X
XY}=2 56, 0m ~ 99 9m,

It thus seems natural to use Dirac brackets, instead of Poisson brackets, when
identifying classical brackets with quantum commutators

{X,Y}, »i[X,Y] (7.20)

in the quantization process. A more thorough discussion on this subject
can, for example, be found in Ref. 127. Here we are more interested in the
consequences of Eq. (7.20). For this purpose, let us evaluate the fundamental
Dirac brackets

{bismitp = {$imi} = D _{dixe} (B~ m {xa, i}
kL
=6;; — Z(Sik(B—l)klA[j = %51"]' (7.21)
Py

Roughly speaking, the reduction in the number of independent degrees of
freedom by a factor of two manifests itself in a factor 1/2 in the Dirac
bracket, and after applying Eqg. (7.20) the factor 1/2 also appears in the
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quantum commutator between ; and ¢;. For the LF quantization of scalar
fields this implies

(1) 0]y = —50(e™ — ") 722)

instead of Eq. (7.3). Clearly, this remedies the above-mentioned problem (7.5)
with the extra factor of 2 in the LF equation of motion generated by P, (7.5).

From the physics point of view,*® the whole difficulty in quantization
with constraints could be avoided if it were possible to choose degrees of
freedom which are compatible with the constraints. For the above example
this is actually possible, since the constraint (7.9) is linear in the fields. Let
us thus make the ansatz

¢P =« [d’i + Zﬁijﬂj:l (7.23)
J

where « is a constant and the 3;; are determined by requiring a vanishing
Poisson bracket between ¢ and the constraints

0={¢".x;} =a [51']' + ZﬁikAk;] (7.24)
%

e, Bi; = (A7"),,. The normalization a is fixed by demanding that ¢ ~
b, 1.8,

o0 =algi+y (A7), m
J

[
o ¢i+Z(A41)ijZAjk7rk:i
i J k

= 2a¢; (7.25)

yieldinga = 1. By construction, ¢” does not “se’ the constraint and one
can apply canonical quantization rules directly

[mi,07] = —idy; (7.26)

and thus

25, (1.27)

[mi, ;) = —iady; = —5
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In the continuum limit this results in Eq. (7.22).

As aready indicated above, there are more points that need to be discussed
before the Dirac-Bergmann procedure for constructing the LF hamiltonian is
complete. In particular, one has to address the issue of zero modes. Inthe LF
example, the analog of the matrix A;; is the differential operator 9_. Fields
which are independent of z~ are annihilated by @_ and thus correspond to
elgenvectors with eigenvalue zero (on afinite interval, with periodic boundary
conditions, these zero modes have to be considered for a complete formulation
of the theory). In such a Stuation one first has to project on the Hilbert
space orthogonal to the zero modes before the simplified procedure above
can be applied. The resulting modified Dirac-Bergmann procedure is quite
involved and has been discussed extensively in the literature. "3 The basic
difficulty arises because the constraint equation for the zero mode is nonlinear.
For example, in ¢* theory in a “box” with periodic boundary conditions
in the z—-direction, integrating the Euler-Lagrange equation —28_98,¢ =
m?¢ + 2¢° over z~ yields®>*>)

mz/dm'qH— %/dm—& =0 (7.28)

In the first term in Eq. (7.28) only the zero mode is projected out but in
the second term higher modes contribute as well. Because the constraint
equation (7.28) is nonlinear, the resulting quantum theory is as complicated
as the formulation in usua coordinates. So far, it is not clear whether any
dynamica simplifications (like “freezing out” of the zero mode) arise in the
infinitevolumelimit.
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1. INTRODUCTION

Nucleon knockout by electron scattering provides a powerful probe of the
electromagnetic properties of nucleons and of the momentum distributions in
nuclei. Since the nucleus is transparent with respect to the electromagnetic
interaction, the entire nuclear volume can be probed uniformly. The weakness
of the electromagnetic interaction alows one to separate the soft Coulomb
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distortion of the electron scattering process from the hard-scattering event in
which, to a very good approximation, a single virtual photon transfers its
energy and momentum to the nuclear electromagnetic current. The kinematic
flexibility of electron scattering permits the momentum and energy transfers
to be varied independently, with various kinematical conditions emphasizing
different aspects of the reaction mechanism. For example, under conditions
in which a single high-energy nucleon receives most of the energy transfer,
the quasifree electron—nucleon scattering process is emphasized.

Quasifree nucleon knockout from few-nucleon systems can be used to
measure the nucleon dectromagnetic form factors, especially for the neutron
which is not available as an edlementary target. The neutron can be isolated
further either by using a polarized 3He target, in which the target polarization
is dominated by the neutron contribution, or by detecting the recoil neutron
explicitly in quasifree kinematics. Measurements of neutron form factors
made with several different reactions, such as 3He(é,e'n) or d(€,e'r), are
being compared to test the models used to extract the desired information
and to verify its accuracy. Additional constraints are also provided by proton
knockout reactions on the same targets. Variation of the kinematics near
quasifree conditions, described as the quasidastic ridge, allows the momentum
distribution within the target to be studied for comparison with the nearly exact
structure calculations that are possible for few-body systems. Measurements
further from the quasielagtic ridge emphasize the role of meson-exchange and
isobar currents.

Similarly, nucleon knockout from heavier systems can be used to probe the
single-nucleon spectral function in complex nuclei. Exclusive measurements
for gates of the residua nucleus at low excitation energy are senstive to
guasiparticle properties, such as occupation probabilities, spectroscopic fac-
tors, binding energies, spreading widths, and momentum distributions. The
kinematic flexibility of the knockout reaction can be usad to test the models
used to extract this structure information, for example, by comparing paral-
lel with nonparallel kinematics or by varying the gectile energy. The spa
tial localization of specific orbitals aso provides some sensitivity to possible
density-dependent modifications of the electromagnetic properties of bound
nucleons. Measurements of the azimuthal dependence of the cross section and
the recoil polarization of the gjectile can provide detailed tests of the reaction
mechanism, which may be useful in delineating the role of two-body currents
or in testing off-shell models of the current operator. Measurements at larger
missing energy can provide information on the deep-hole spectral function
or on multinucleon currents. Measurements at large missng momentum are
sensitive to short-range and tensor correlations.

The first systematic survey of single-particle properties of nuclel using the
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(e,e'p) reaction was performed at Saclay during the 1970s and was reviewed
in 1984 by Frullani and Mougey in Vol. 14 of this series) Since that time,
improvements in accelerator and detector technology have permitted an ever
broader kinematic range to be investigated with greater resolution and preci-
sion. At Saclay, experiments on few-body systems were performed with larger
momentum transfer and larger missing momentum. At MIT-Bates, the reac-
tion mechanism in light nuclel was studied across the quasifree peak, through
the dip region, and onto the delta resonance. At NIKHEF, the achievement of
100-keV resolution in missing energy made an extensive survey of spectro-
scopic factors and momentum distributions possible for many states of many
nuclei across the periodic table. The quality and quantity of these data, in

particular, have been very stimulating to nuclear many-body theory. More re-
cently polarized beams, polarized targets, and recoil polarimetry have become
available at severa laboratories and neutron knockout from few-body systems
has been observed.

With the advent of continuous duty-cycle electron accelerators, a much
greater range of phenomena is becoming accessible. In addition to con-
tinued expansion of the kinematic range made available by the reduction
of accidental coincidences, we can expect to see qualitatively new phe-
nomena made available to invegtigation using polarimetry, neutron knock-
out, multinucleon detection, and out-of-plane measurements. The high
duty-factor extracted beam from the NIKHEF pulse stretcher has permit-
ted single-nucleon knockout measurements to be extended to much larger
missing momentum and has made triple coincidence measurements possi-
ble. Furthermore, a polarized internal target facility is under development.
At Mainz, the continuous 855-MeV microtron beam combined with three
large acceptance spectrometers provides access to a much larger fraction
of the phase space for reaction products. Polarized beam is available and
recoil polarimetry soon will be. At CEBAF high intensity 4-GeV polar-
ized beams delivered to three complementary detector stations will soon
provide unprecedented kinematic flexibility and precision to electronuclear
physics.

The purpose of this chapter is to review recent experimenta and
theoretical developments in nucleon knockout reactions initiated by in-
termediate energy electrons (roughly 400 MeV-1 GeV) and to preview
some of the investigations planned for the new facilities. Severa re-
lated review articles have also appeared recently. Dieperink and de Witt
Huberts® have reviewed the results of high-resolution (e,e'p) measure-
ments of spectroscopic factors and momentum distributions. The response
of complex nuclel to electromagnetic interactions has been reviewed by
Boffi, Giusti, and Pacati.®) The role of nucleon structure has been re-
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viewed by Mulders® Parity violation in electron scattering has been re-
viewed by Musolf et al.® A valuable collection of articles on many re-
lated topics may also be found in a book edited by Frois and Sick.©®
And, of course, the semina review by Frullani and Mougey remains an
invaluable resource.

In Section 2 we review the formalism of the one-photon-exchange ap-
proximation, with particular emphasis on polarization observables. In Sec-
tion 3 we review the data on the electromagnetic form factors of the nu-
cleon, with particular emphasis on neutron form factors. In Section 4
we discuss briefly some of the recent measurements for few-body systems
(A < 4), emphasizing structure and reaction model issues not directly re-
lated to nucleon form factor measurements using those targets. In Sec-
tion 5 we provide a detailed, critica review of the distorted wave ap-
proximation for (&, e'N) reactions. In Section 6 we review the data on
single-hole spectral functions for complex nuclei, with particular empha
sis on the high-resolution experiments performed a NIKHEF. In Section
7 we review experiments which seek to test various aspects of the elec-
tronuclear reaction mechanism. Finally, a summary of our conclusions is
presented in Section 8.

2. ONE-PHOTON-EXCHANGE APPROXIMATION

In this section we examine the generd structure of electromagnetic reac-
tions in the one-photon-exchange approximation, including polarization ob-
servables. The formalism for polarization in inclusive and coincident elec-
tron scattering from nuclei was originally developed elsewhere"™ The
most comprehensive discussions are given by Donnelly and Raskin.®*** The
derivations are sketched here 0 that the nomenclature can be introduced. We
generally conform to the conventions of Bjorken and Drell*® and consider
only the extreme relativistic limit (m. — 0). We adso condder the specific
results for elagtic scattering from the nucleon and, for the sake of later use in
the elementary off-shell cross section, scattering from a moving nucleon.

2.1. Definition of the Response Tensors for A(e,e'x)B

Consider the reaction A(e,e'X)B diagrammed in Fig. 2.1, wherek; =
(e:, ki) and ky = (e, ky) are the initial and final electron momenta, pa =
(ea,pa) and pg = (eg,pp) aetheinitial and final target momenta, p, =
(€2, Pz ) isthe gjectile momentum, and ¢ = k; —ks = (w, q) is the momentum
transfer carried by the virtual photon. The invariant cross section has the
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general form®

d3k;
(2m)?

do = v NINAY 3 IMIE2A
i f

3
((;;))]3) (271')4(54(17]‘ L’ pA) 2.1

X HA/]
i=1
where the relative velocity for collinear collisions

[(ki - pa)? — (mema)?]

1/2

Vyp =

is practically unity and where the normalization of plane waves is given by
Nilpilpi) = (20)°8 (pi — p})

Note that for the covariant normalization used by Bjorken and Drdll, A =
m/e for hadrons or N = 1/2¢ for masdess dectrons, but when the nuclear
physics is treated nonrelativistically, the noncovariant normalization A& = 1
is usually employed. Averaging over initial states is indicated by 5, and
summation over undetected final states by 3. In the one-photon-exchange
approximation, the invariant matrix element AM/* becomes

, 4dra .
M = T2k Aqljulkidi)(Brpal J* | A2) @2

where o = 1/137 is the fine structure congtant, Q* = —g,q¢* = q% — w?
is the space-like invariant mass of the virtual photon, A; and Ay are initial
and fina helicities for the electron, while A; and By are the initial and final
nuclear sates including spin variables.

The momenta required to specify the phase space of the final hadronic
system are indicated by the s&t {p;,j = 1,n}, where n is equal to one plus
the number of detected hadrons and where p; = 3>~7 p;. No hadrons are
detected for inclusive electron scattering, in which case n= 1 and pyisthe
total momentum of a hadronic system with invariant mass

m? =m% — Q* +2mav

where v = pg - g/m4 is an invariant which equals the energy transfer in
the laboratory frame. For semi-inclusive reactions one or more hadrons is
detected in coincidence with the scattered electron, leaving a residual system
with invariant mass

my = (pa+q—ps)’
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Fig. 2.1. One-photon exchange for the A(e, e’x)B reaction.

where p, is the net four momentum of the detected hadrons. For exclusive
reactions the momenta of the detected particles is sufficient to uniquely specify
the state of the residud nucleus.

The unpolarized electron current is given by

(kgApld*lkihe) = apy*u, (2.3)

where y; and u are the initial and final electron spinors normalized according
to the convention

w(p, Au(p, \') = 6x,» 2.4)

If the electron helicities are not observed, the dectron portion of |M|? be-
comes

1 ) , 1 _ _
5 > (kA pldulkii) (Ridil g s Ap) = 5 Trace Y Ayt
Aihg Aikg (2.5)
The helicity sums are performed using the spinor identity

_ kt+me
- 2me

> ulk, Ak, A)

A

(2.6)

Hence, it is convenient to define an electron response tensor 7,,,, such that

ki +me7 ]Cf + me
2m, 7 2me.

T = 2m2 Tracey, Q.7
or

Nuw = 2 (kipks + kgpkiy — ky - kpgu) (2.8)
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where the electron mass has been neglected.

Similarly, we can define nuclear response tensors W that are bilinear in
matrix elements of the nuclear current and which contain most of the phase
space factors relevant to each application.

For semi-inclusive reactions it is convenient to define the nuclear response
tensor as

W = NaNekio 3 3 [ b (Byosl 2,1 A AL} Br.)

A; By

x6%(pz + ps — 4 — pa) 2.9)
The invariant cross section then becomes

3? g Ny WH de 1o d®p, (2.10)

do = (27)~
where d), is the solid angle for the electron momentum in the laboratory.
Hence, using
dspz = Ezpzdsxdgx

where d$},, is the solid angle for the gectile momentum in the laboratory, we
obtain

dbo _ P2tz Ef o?
depdQede, d, (271') € Q

M WP @.11)

as the sixfold differential cross section.
For exclusive reactions in which only a single discrete state or narrow
resonance of the target is excited, we use

Ex p:E pB
€B Pz ' Pz

R:/al;sz 6(£z+63—w~m,4)='1— (2.12)

to integrate over the peak in missing energy and thus to obtain a fivefold
differential cross section of the form

d%c Dr€x Ef a?
de;dQ,dQ, - (2m)3 & QF M

Wh (2.13)

where R isarecoil factor which adjusts the nuclear phase space.*”
For inclusive electron scattering, we use

d3
/ —6%%4(1)3 —q—pa) =5((pa+q)* —mp)
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and

o 1 2 . o0\ !
/ d€f5((pA+q)2—m2B)=——<1+ %% gin? —)
0

2m4 ma 2

to remove the momentum-conserving delta function from the definition of the
nuclear response tensor. Thus, it is convenient to define the nuclear response
tensor for inclusive reactions as

Wiw = o 222 BypalJulANALIS|Brp)  (214)
A; By

Hence, we obtain the simple formula

do ef a?
—= = free=" L Q4T]”,,W‘“' (2.15)

2; -
Jree = (1 + ——E—l—sin2 0—e>
ma 2

is the recail factor and m 4 is the target mass. Note that

where

where
m2B = mi — Q%+ 2maw
is the invariant mass of the final hadronic system and that
5]/51' — frec

for dastic scattering.

2.2. Basic Response Functions for Electron Scattering

The nuclear response tensor describes the electromagnetic structure of
the target and contains all of the dynamics of interest. Recognizing that the
response tensors are bilinear in matrix elements of the current operator, it is
useful to establish the schematic notation

Wow = (I J])

where the angle brackets denote products of matrix elements appropriately
averaged over initial states and summed over fina states with whatever phase
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space factors are relevant to the gpplication at hand. We aso note that the
electron tensor can be expressed in the aternative form

Nuv = K}LKU —quqy — QQQ;UJ

where K = k; + ky. Thus, since conservation of the nuclear electromagnetic
current requires

g = WHq, =0
the contraction of electron and nuclear response tensors reduces to the form
MW" = (K - JK - Jt = Q*J - J1)

It is convenient to define a right-handed coordinate system with

2=q (2.16a)
N k; ® ky
= 2 2.16b
Y= ok, (2.16b)
F=9®2 (2.16¢)
The continuity equation
W
J = — 2.17
fal”

can now be used to diminate the longitudina component of the current in
favor of the charge, such that

2
K-JK-Jt-Q*J.Jt = [Ko K —Q2< |“’|2)]ppT
K2+Q2)JJf+Q2JJT

_Ka: (KO - HKZ) (le + szT)

Upon evaluation of the components of K in this basis, some tedious but
straightforward agebra reveds

4
K-JK - J —Q%J - J' = 4eie5 cos? 3
X [Voopp! + Vaw JoJf + Viy JyJ§ = Voo (pJ1 + Jop')]
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where 6 is the electron scattering angle and where the coefficients

Q4
Voo = —-
00 q4
Q? 4
Ver = ? + tan 3
Vyy = tan? —
Q2 2 20 1/2
VOI = ? ? + tan 5

depend only upon electron kinematics. The appearance of terms of the type
Q?%/q? in these coupling coefficients is associated with retardation effects
involved in the transformation from the Lorentz gauge to the Coulomb gauge
during the elimination of the longitudina current in favor of the charge.*®
Therefore, whatever the dynamics of the hadronic component of the system,
gauge invariance and the one-photon-exchange approximation require the un-
polarized cross section to have the general structure

9
NuWH = 4deie cos® 3 (2.18)

X [VOOWOO + Ve Wer + VyyWyy — Voo (WOZ‘ + W.TO)]

The structure of the nuclear response tensor can be analyzed further by
expressing it as a linear combination of the tensors based upon the available
vectors.™® Since current conservation requires g, WH* = Whvgq, =0, it is
convenient to orthogonalize the basis with respect to g, using

- r * q
pr = zm”Q2 g (2.19)
- ba-q
Pa =pa+t 222 q (2.20)

Without loss of generality, we can evauate the structure of W+ in the lab
frame and later boost to another frame if desired. In the lab frame, the
momenta can be expressed as

pPa = (mA,0,0,0)

P = (€z, |Px|sinbpg cos @, |Pz|sinbOpg sin ¢, [Pz | cos Opy)

where 8, is the polar angle between p, and g and where ¢is the azimuthal
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angle defining the reaction plane. Hence, the vectors orthogona to g become

2
. q w
A=MATS 1,0,0,_>
P Q? ( q
Pz = P | Sin By (0, cos ¢, sin ,0)

It is convenient to remove the extraneous kinematic factors and to use basis
Vectors

Vi = (1,0,0, “E’) (2.21a)

V2 = (0,cos ¢,sin ¢, 0) (2.21b)
which remain well-defined in the limit 8,,, — 0. Finally, we define the photon
projection operator as

yTpnYy
g = g™ + ——qQ% (2.22)

which is orthogonal to q and is related to the virtual photon polarization basis
vectors

e, = F27%(0,1,+4,0) (2.23a)
lql w )
eh = —=,0,0, = (2.23b)
- (Goog
by
3" = (=) b (2.24)
A
Therefore, we expand the symmetric part of the nuclear response tensor
&
WEY = Wigh” + WoV' VY + WsVEVY + Wu[VIVY]s  (2.25)
where

[A*B¥]s 4 = (A*BY + B*A¥)/2 (2.26)

represent symmetric and antisymmetric tensor products. Note that the anti-
symmetric part, W4", does not contribute to unpolarized electron scattering
because n,,,, is symmetric. Each of the four independent response functions,
W5, depends only on Lorentz scalars involving the momentum transfer and
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the hadron momenta. Thus, the kinematic and dynamic dependencies are
isolated in the general form

6
NuWH = 4deie5 cos? 3 2.27)
X (VLRL + VrRr + VprRpr cos ¢ + Vrr Ryr cos 2(}5)
where
4
v, = Q—4 (2.282)
q
Q7 2 0
Vr = 2 + tan 3 (2.28b)
Qr @ L0 1/2
Vir = q2 q2 + tan —2— (2.28¢)
_ @
Vrr = 2 (2.28d)

are the dectron coupling coefficients and where

R, = woe EliW %4
L= 0? 1+ Wa

Rr = W +WW = 22W,+W;
Rircos¢p = —W0 —W=0 = _W,cos ¢
Ryrcos2¢p = W™ — WY = Wj5cos2¢

are the four independent response functions which describe the eectromag-
netic properties of the hadronic system. These response functions contain all
of the dynamical information concerning the electromagnetic structure of the
target that is available from this reaction.

Severd characteristics of these results bear further discusson. First, the
derivation was quite general and can be applied to eastic or inelastic scattering,
quasifree scattering, or knockout using the appropriate definition of the hadronic
response tensor. Second, additional response functions become available when
the polarizations of either the electron or the gjectile are observed and can be
readily analyzed by extending the derivation above to include antisymmetric ten-
sorsand asuitable pseudovector. Third, the structure of the cross section simpli-
fies considerably for parallel kinematics in which the gjectile momentum is par-
allel to the momentum transfer. Under these conditions the cross section must be
independent of the undefined azimuthal angle ¢, such that both Ry and R
vanish in thelimit 8,4 — 0, 7. Thus, only two independent response functions
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survivefor quasifree scatteringin parallel kinematics,namely, Ry and Ry. Sim-
ilarly, becausethe momentum of theresidual systemis necessarily parallel to the
momentum transfer in the laboratory, only two response functions are relevant
to inclusive electron scattering.

Finally, combining the helicity projection cos? (8/2) with the photon prop-
agator, we obtain the semi-inclusive unpolarized cross section in the form

do _ Pes

de ;dQde,dty,  (2n)3 M
x (VLR + VrRr + VorRrr cos ¢ + Vrr Rpr cos 2¢)

(2.29)

where the Mott cross section

_ a?cos?(9/2)
oM = 4¢2 5in*(0/2) (230)

represents the elementary cross section for electron scattering from a heavy
structureless target. In general, the response functions for a particular re-
action, specified by the invariant masses {m 4, m,, mpg}, depend upon the
four remaining independent Lorentz scars {Q?,q - pa,q - pz,pz - pa}, Ut
it is usually more convenient to employ the more familiar laboratory variables

{Q?,w,ps,0,,}. Similarly, the inclusive electron scattering cross section
reduces to

da_

70 frecom (VLR + VrRy) (231

where the response functions now depend only upon @2 and w.

Thus, we find that in the one-photon-exchange approximation, the unpo-
larized electron scattering cross section depends upon at most four independent
response functions. Having isolated the explicit dependence on azimuthal an-
gle, the current matrix elements can be evaluated for any convenient ¢. Hence
the response functions can be expressed in the dternative forms

R =Woo = (pp')
Ry = (Wap + W) = (J] + JLJ1)
Rprcosp = —(Wo, + W) = —<PJJ + Jyoh)
Rrrcos2¢ = (Wae — Wyy) = (J)J] = JoJ])

where J; lies in the scattering plane, and J is orthogonal to that plane and
both are orthogonal to g. The longitudina response function R is due to
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the charge and the longitudinal component of the current. The transverse
reponse function Ry is the incoherent sum of contributions from the two
components of the current orthogona to the direction of the virtua photon.
The longitudinal-transverse interference response function Ry is due to the
interference of the longitudinal current with the transverse component of the
current that lies in the reaction plane. The transverse-transverse interference
response function Rpr is due to the interference between the two transverse
components of the current.

2.3. Electron Polarization
In the extreme relativistic limit, only the longitudina component of the

electron polarization is relevant. Thus, the eectron response tensor can be
separated into two contributions of the form®

1 u
M = 5[50 + hnlk,] (2.32)

where 7, presently adorned with the superscript u, is the unpolarized tensor
developed previoudly and where ﬂﬁ., is the helicity-dependent response tensor.
The helicity dependence can be explicated by inserting the projection operator

I, = %(l + hys) (2.33)
into the current matrix elements
¥ = apyPIlpu,
such that
Moy = %Tracevws kv K
in the limit of vanishing electron mass. Thus, we find
My, = —2i€uvapk{ k]

where e,.qp IS the completely antisymmetric tensor. Finaly, using K =
ki + kg and g = k; — ky, we obtain a form,

n;’:u = _iEuuaﬂQiaK? (2.34)

with which current conservation is readily enforced.
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The same methods used in Section 2.2 to contract the spin-independent
tensors can now be used to evauate their helicity dependence, with the
result(9102)

0
nh, WY = deqe g cos® 3 [iVLr (WO — W) — iV (WY — W)

(2.35)
where
Q2
Vip = ?tan(0/2) (2.36a)
Vig = | + tan®(0 :
T = | @ an“(6/2)| tan(8/2) (2.36b)

The response functions can be evaluated by generaizing the expansion de-
veloped in Eq. (2.25) to include an antisymmetric contribution

WL = Wr VIV ]a (2.37)

[Note: the subscript on W, was based upon the more general expansion
employed in Section 24 Thus, we find that

i(W%% — W¥0) = sin R} - (2.38)

where R} = —iWy, but that W*¥ —W¥*= = Owithout polarization of either
the target or the gectile.

Therefore, if the electron beam is longitudinally polarized, the differential
cross section can be expressed in the form

dah 1

m = 0'05(1 + hA) (2.39)
where gy is the unpolarized cross section, h is the electron helicity, and A is
the beam analyzing power. The beam anayzing power involves a single new
response function, sometimes known as thefifth response function,"” aris-
ing from the interference between the longitudinal current and the transverse
current that is norma to the scattering plane. Being proportional to sin ¢,
this fifth response function and the corresponding analyzing power vanish in
coplanar kinematics. Furthermore, if R}, iS expressed in terms of matrix
elements of the nuclear current, such that

R} rsing = —2Im(pJ}) (2.40)

we find that it vanishes in the plane wave limit where both matrix elements are
real.” Thus, the beam analyzing power depends upon the presence of final-state
interactions. Further elaboration of this point is given in Section 2.4.
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Fig. 2.2. Kinematic definitions for A(E, e’ N)B reactions.

2.4. Response Functions for Recoil Polarization

Next we consider the properties of the nuclear response tensor for nucleon
knockout reactions of the type A(€, ¢’ N)B initiated by a polarized beam and
for which the gjectile polarization is detected. The formalism for describing
these reactions was developed elsewhere."**® A diagram of the reaction
may be found in Fig. 2.2. The detected nucleon emerges with momentum
p. & an angle 6, with respect to g, leaving the residua nucleus with recoil
momentum pp = q — p,. The polarization of the outgoing nucleon is
expressed in the (S, N, L) basis defined with L in the direction of the nucleon
momentum p, and N along the normal to the reaction plane, which makes a
dihedral angle ¢ with respect to the (electron) scattering plane.

2.4.1. Spin Structure of the Nuclear Response Tensor

Recognizing that n;%, is symmetric with respect to exchange of the indices
uv while n* is antisymmetric, the contraction of the lepton and hadron
tensors can be written in the form

Mu W = 1, WE” + 1, Wi*

The genera form exhibited by the contraction of the symmetric tensors was
evaluated in Section 2.2. The same methods can also be used to evaluate the
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contraction of the antisymmetric tensors, with the result

n W5 = deie g cos? g [VIW® + Vp(W== + Ww)
—Vir(W + W*) + Vpp (W™ — WW)]  (2.41a)
ne W = 4deieg cos® g [(VLp (W — Ww¥0)
VAR (WEY — W) (2.41b)

where the kinematic factors were specified above. Note that because W*¥ is
hermitian, each term of W4” must be purely real, while each term of WA4*
must be purely imaginary, such that every contribution to the contraction of
N WHY S redl.

If the gjectile polarization is detected, the hadron tensor can be expanded
in terms of the four independent four-vectors g, p., pa, and s,. Alterna
tively, to avoid problems that might occur when the gjectile spin and al three
momentum vectors lie in the same plane, it is more convenient to employ

£ =g, ViaVap

where e#>8 s the completely antisymmetric tensor and where Vyand Vi are
vectors related to p4 and p,; that were defined in Eq. (2.21). With this choice,
£ is automaticaly orthogonal to the other three basis vectors. As before, it is
convenient to extract common kinematic factors from the definitions of the
basis vectors in the lab frame. Therefore, to simplify the algebra, we choose

A = (0,—sin¢,cos¢,0) (2.42)

to be the pseudovector member of the expansion basis. Recognizing that
terms involving q do not contribute and that

2
AMAY = VIV - VIV - g
is not independent of the other tensors, the symmetric and antisymmetric parts
of W+¥can be expanded in the form

WE = Wigh* + WaVEVY + WaVEVE + WilVEVY)s
FWs[VEAY)s + We[VEAY)s (2.43a)
Wﬁu = W7[V1#V2V]A + WS[VI“AV]A + Wy [V2“AV]A (2.43b)

Given that the electromagnetic current is conserved, these 3% = 9 independent
tensors are sufficient to fully characterize W+,
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The coefficients W; depend upon the independent scaars and are at most
linear in the gectile spin. Assuming that parity is conserved, terms linear in
A, which is a pseudovector, must be multiplied by pseudoscaar coefficients,
while terms independent of A must be multiplied by scaar coefficients. Thus,
the coefficients can be expressed in the form

W, = Wr+WNG-N (i=1-4,7)
Wi WEG-L+W?53-§ (i=5,6,8,9)

where the superscript u, indicating an unpolarized response, is often omit-
ted. Therefore, nucleon knockout by a polarized electron beam in which the
gjectile polarization is detected is described by 18 independent response func-
tions. However, if parity is not conserved, 36 response functions are required.
These arise from the 9 independent tensors that can be congtructed for the
unpolarized case and for each of the 3 possible polarization states.

It is now a simple, abeit tedious, exercise to evauate the response func-
tions and to extract their dependencies on the azimuthal angle ¢. These
azimuthal dependencies are given in the following defining relations:

R+ RY§ - N =W (2.44a)
Ry +RYG-N = W™ + Ww (2.44b)
(Rrr + RYp3 - N)cosé
+(REpG - L+ R346 - 8)sing = —(W% + W) (2.44c)
(Rrr + RY6 - N) cos2¢
+(RL,& - L+ RS,6 - §)sin2¢ = W™ — Wwv (2.44d)
(R + R'l%c’r‘ . N)sinqﬁ
+(Rfp& - L+ R - S)cosg = i(W™ —W¥)  (2.44c)
Rifg6 - L+ Rippd - 8 = —i(W™ — W¥*)  (2.44f)

where

mo_ Loom, wm

7 =§W1 + W (m=u,N)
RP = —2W+ WP (m=u,N)
Rir = —W;" (m=u,N)
Ry = Wg (m=L,5)
Rfp = —Wy" (m =u,N)
R, = W (m=1L,S)
RS = —iWpE (m=u,N)
RIM = W (m=1L,S)
R = iWg (m=L,S5)
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Obvioudly, terms proportional to sin ¢ or sin 2¢ cannot contribute in coplanar
kinematics. Terms proportional to cos ¢ can be isolated in coplanar kinematics
by comparing measurements for ¢ = 0, .

The dependence of the nuclear response functions upon recoil polariza:
tion can be extracted from the defining relationships, Eq. (2.44), by the intro-
duction of appropriate projection operators into the nuclear response tensor.
Recognizing that the conceptud definition

W = (JuJf)

where the angle brackets denote products of matrix elements appropriately
averaged over initial states and summed over final states with appropriate
phase-space factors, includes summation over both target and gectile spins,
we can isolate the desired nucleon polarization component & using the gen-
eralization

W (8) = (JuJlo - a) (2.45)

where the Pauli matrix refers to the gjectile spin. If the gectile spin is not
detected, the spin-operator simply reverts to a unit matrix and the previous
results are recovered.

2.4.2. Parallel Kinematics

The requirement that the observables for parallel kinematics, in which the
orientation of the reaction plane becomes undefined, be independent of the
azimuthal angle ¢ leads to condraints among the response functions in the
limit ,, — 0. Consider the limiting process in which 8,, — 0 with constant
¢. The gjectile helicity basis (S, N, L) is then related to the laboratory basis
(2,9, 2) by aright-handed rotation about the common L = 2 = § axis by the
angle ¢. The requirement that the contributions of the transverse polarization,

RY;G-N+R3pG-8 =& -2(—RNp + Rip)singcosg
+6 - §(RYp cos® ¢ + Ripsin® ¢)
be independent of ¢ impliesthat Ry, = R}, in paralel kinematics. Apply-
ing similar conditions to the polarization transfer and to antiparallel kinematics
(8pq — m) then gives
Ry, = £R7, (2.46)
Ry = TR @47
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where the upper sign refers to parallel and the lower to antiparallel kinematics.
All other response functions whose contributions to the observables retain
explicit dependencies on the undefined azimuthal angle must vanishin parallel
kinematics. Therefore, only five independent response functions survive in
parallel or antiparallel kinematics.

2.4.3. Plane-Wave Limit

In the plane-wave (PWIA) limit, the symmetries of the operators and the
states with respect to the combined symmetry operation ® = PT, where
P represents parity inversion and 7 represents time reversal, gives rise to
important constraints upon the properties of W#*. Here we give a slightly
simplified derivation; more rigorous considerations may be found in Refs.
7, 11 and 14, for example. InPWIA, both theinitial state of the target and the
fina date, consisting of the gjectile and the residua nucleus, are represented
as products of plane wave functions for a nucleon and the residual nucleus,
one of which absorbs a virtual photon while the other is a spectator. Each of
these states has the following transformation property:

© | pi,mi) = ni | Pi, —mi)*

where m; is the magnetic quantum number and #; is a phase factor of unit
magnitude. Similarly, the electromagnetic current is represented by a one-
body operator which is invariant with respect to ©, such that

eJre~! = g+
Hence, current matrix elements have the symmetry property
(Pamsz, Pemp | ©710J*O7IO | fama)
= menpnalPa, ~ma | J* | Po, ~maz, Pp, —mp)

Ignoring phase space and normalization factors, the unpolarized nuclear re-
sponse tensor

W = N (Fama, Pemp | J* | Pama)
MzMBM 4
x(ﬁ'AmA | JU |ﬁxmx,ﬁgm3) (2.48)
becomes
Wuu = Z <ﬁz, _mz1ﬁB, —mp I JU | ﬁAa _mA>
MLMBM A

X(Pa,—ma | J* | Pz, —mg, PB, —MB) (2.49)
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under the action of ©. Note that the phase factors drop out because W
is bilinear in the matrix elements. Simply changing the signs of dummy
summation indices, we find that the unpolarized response tensor must be
symmetric in the plane wave limit:

PWIA = WH = W"* (2.50)

Combining this result with the hermiticity of W, we conclude that the unpo-
larized response tensor is purely red in the plane-wave limit.
On the other hand, the Pauli spin matrix is odd with respect to ©,

0507 = &
%0 that the response tensor for recoil polarization

Wlw(d) = Z <ﬁzmz»ﬁBmB | J# IﬁAmA>

Mzmimpm4

x(ﬁAmA | JY |ﬁzm’z,ﬁBm3)(m; |5-d | m,,) (2.51)

becomes
Wl“, = Z (ﬁxa_mgvﬁBy_mB !JV 'ﬁAa_mA>
Mmgmimpma
X <ﬁA7 —ma | J# I ﬁxa —mzaﬁBa “mB)
X{—my | =F-a | -m)) (2.52)
such that
WH (@) = —WH(a) = W' (—d) (2.53)

is symmetric with respect to exchange of its indices combined with inversion
of spins. If the spins are not inverted, contributions to W which are linear in
one of the spins are antisymmetric, and thus must be purely imaginary since
W is hermitian.

Therefore, we conclude that W£* does not contribute to the recoil polar-
ization in PWIA. Similarly, W#4" does not contribute in PWIA to the part of
the cross section that is independent of nucleon spin.

24.4. Classification of the Response Functions

It is useful to classify the 18 response functions required to describe fully
the A(¢€, e’ N)B reaction according to their dependencies upon opening angle
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TABLE 2.1

Properties of the Response Functions for the A(€, e’ N') B Reaction

The constraints among response functions for parallel/antiparallel kine-
matics are indicated by the upper/lower choices of signs.

Response Helicity Survives Azimuthal

function dependence  in plane  parallel PWIA  dependence

Ry, X v v v 1

Rr X v v v 1

Ryt X Vv X 4 cos ¢

Ryr X V4 X v cos 2¢

R, Vv X X X sin ¢
N

i x v X x
T

RgT X Vv v X cos ¢

gw X Vv X,S X cos 2¢
i Vv X TR, Vv sin ¢

RL. X X X X sin ¢
/L

Rl XX x X e

R v v v 1
TT

R;LS:S'T X X +RY, X sin ¢

R S T

2;1? v v X Vv 1
TT

0,4, OUL-Of-planeangle ¢, and final-state interactions.™ These characteristics
are summarized in Table 2.1.

Although, strictly speaking, the plane-wave limit does not apply to knock-
out reactions, it does help to distinguish between those response functions that
are governed primarily by the elementary eectron-nucleon vertex and those
which would vanish in the absence of final-state interactions (FSI). The for-
mer tend to be relatively insengitive to details of FSI, while the latter depend
strongly upon FSI and tend to be more sengitive to their details. To the ex-
tent that one-photon exchange is valid, electron scattering from free nucleons
involves only those response functions alowed in PWIA. Similarly, quasifree
knockout for few-body systems is dominated by the same responses.

It is important to recognize that none of these devel opments depends upon
the characterigtics of the undetected system. Therefore, electroproduction re-
actions of the type A(€, e’ N)X, where X = B + = might include a pion or
other meson, for example, are aso described by the same formalism. The
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formalism of pion eectroproduction with recoil polarization has been con-
sidered by Raskin and Donnelly,™ Nozawa, Blankleider, and Lee,* and
Drechsel and Tiator,® among others. Although the plane-wave limit does not
apply to the pion eectroproduction reaction, similar selection rules can be de-
veloped for the case of an isolated resonance. According to the Fermi—Watson
theorem®® all scattering amplitudes for an isolated resonance are character-
ized by a common phase. Under those circumstances the imaginary part of the
interference between two components of the current, Im(JiJ;*) = 0, vanishes
identically. Consequently, the same set of response functions shown to vanish
in Table 2.1 for PWIA knockout also vanish for any electroproduction dom-
inated by an isolated resonance. Therefore, these response functions require
interference between resonant and nonresonant (background) amplitudes or
between two different resonances.

2.5. Recoil Polarization Observables

Nucleon knockout reactions of the type (&,¢'N) initiated by a polarized
beam and for which the gjectile polarization is detected may be described by
a differential cross section of the generd form*>*

dﬁohs

1
L S § . ’. .
0L oo [L+P -0 +h(A+P o)) (2.54)

where oy is the unpolarized cross section, h is the electron helicity, s indicates
the nucleon spin projection upon o, P is the induced polarization, A is the
beam analyzing power, and P’ is the polarization transfer coefficient. Thus,
the net polarization of the recoil nucleon IT has two contributions of the form

II =P+ hP’ (2.55)

where | A |< 1 is interpreted as the longitudinal beam polarization. Reca-
pitulating the results of preceding sections, each of the observables may be
described in terms of kinematical factors Vas and response functions R..g,
according to

o9 = Koy (VLRL + Ve Ry + VierRpr cos ¢ + Vrr Ry cos 2(1))
00A = Koy Vi pRypsing

ooPn = Koy (VLRY + VrRY + VirRYy cos ¢ + Vor Ry cos 2¢)
o0Pm = Kopy (Vo Ry sin ¢ + Vpr Rpr sin 2¢) (m=1L,S)
o0oPy = Koy VipR{psing

ooP), = Koy (Vi R{% cos¢ + Vi Ry (m=1L,S)
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where the kinematical factors

K = =P oy = 2 052(0/2)
(21)3 M 462 sin*(8/2)
Vi = % Vr = éQ—quan?(%)
Q2 2 2 Q2
VLT=? q—+tan() VTT:E 1
2
Vip = 22 tan(%) Vir = [2—+tan2( )] tan($)

are expressed in terms of the electron scattering angle 6, the angle ¢ between
the reaction and scattering planes, and the four-momentum transfer Q? =
—-qu¢* = q? — w? The detected nucleon emerges with momentum py
a an angle 6, with respect to g, leaving the resdua nucleus with recoil
momentum p, = q — px. In the planewave impulse approximation, the
struck nucleon is found with initid or missng momentum p,, = —p,. A
diagram of the reaction may be found in Fig. 2.2. The polarization of the
outgoing nucleon is expressed in the (S, N, L) basis defined with L in the
direction of the nucleon momentum p and N aong the normal to the reaction
plane.

Considerable simplification of the spin structure of the reaction is ob-
tained for parallel kinematics. Azimuthal symmetry around q eliminates
those response functions whose contributions to the observables depend upon
the orlentatlon of the reaction plane and aso requires Ry, = RZ, ad
R = —R/%.. Hence, there remain at most five independent response func-
tionsin parallel kinematics. The expressions relating observables to response
functions then reduce to

oo/Koy = VLR + VrRy (2.56a)
Myoo/Koy = VirRYr (2.56b)
Msoo/Koy = hVipREr (2.56¢)
Mpo0/Koy = hVip R (2.56d)

Thus, polarization measurements permit certain individual response functions
to be isolated. Measurement of the induced polarization Py for paralel
kinematics yields R}y at 6, = 0° or 180° directly, while measurement of
Pf or P} yields R, or Rifp, respectively.

Further simplifications are obtained when either the target or the residua
nucleus has spin- and the other is spinless. Examples include pion electro-
production on the nucleon or p,/, knockout from a spin-zero nucleus. The
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current matrix elements can then be expressed in terms of six independent
complex helicity amplitudes, but since only two of these helicity amplitudes
survive in parallel kinematics only four independent response functions can
contribute to the observables for parallel or antiparallel kinematics.™ Under
these conditions, the additional constraint R’%. = Ry then applies. There-
fore, measurements of the two transverse polarization components combined
with Rosenbluth separation of the cross section suffice to completely deter-
mine the two relevant helicity amplitudes. Also note that different helicity
amplitudes are obtained for 6, = 0° and 6,, = 180°. On the other hand,
Rosenbluth separation of the cross section is often difficult and plagued by
systematic errors in the subtraction of two nearly equa cross sections with
rapid kinematic dependencies. Hence it may be advantageous to exploit the
relationship between longitudina polarization and Ry to ether replace or
supplement Rosenbluth separation.

2.6. Target Polarization

2.6.7. Spin-3

The scattering of polarized electrons from polarized spin-3 targets without
detection of fina-state polarizations can be analyzed in exactly the same
manner as employed in Sections 24 and 2.5. Thus, the cross section is
expressed as”?

dGO’hS

1
_Fons L BT AT L a4+ PT AT @57
depdndean, =03 LY Th(A+ o @sn

2

where PT' is the target polarization vector, AT is the target analyzing power,
A is the beam analyzing power, and A'7 is the correlation vector. Although
the correlation between beam and target polarizations is normally described
by a matrix,?” often known as the efficiency correlation matrix,®® the fact

that only the helicity of the electron beam is relevant a high energies permits
the correlation matrix to be reduced to vector form.

The new observables AT and A'T are analogous to the recoil polarization
observables P and P’ and can be expanded in terms of the same st of
response functions adorned by a superscript T to indicate their role in target,
rather than recoil, polarization. These response functions are projected from
the polarization tensor in precisely the same manner specified by Eq. (2.45)
except that the Pauli matrix refers to the target spin rather than the gectile
spin. In principle, these response functions are independent of those for
recoil polarization, although in some special cases, such as simplified models
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of pion eectroproduction, some of the target and recoil polarization response
functions coincide.

Polarized *He targets are the most important example of this type. To
the extent that the spin is carried entirely by the neutron, and that final-state
interactions and other complications can be calculated accurately, polarized
*He provides a good polarized neutron target. Hence, the polarization observ-
ables can be used to isolate the neutron and to determine its electromagnetic
properties. Work along these lines will be reviewed in Sections 3.3.2 and
333

262. A& @B

The nuclear response tensor for the genera case in which the target,
an gectile, and the residua nucleus are al polarized can be represented
schematically as®

W =SS Y ST (mema | JE | mah(mly | I | mlmip)*

if memi mam’, mpmpy

X Dt Pty P g, (B — Ey) (2.58)

where p?, p*, and p? are polarization density matrices for the target, the
gectile, and the residual nucleus, respectively. The summation over final
and average over initial states implicitly includes al relevant phase space
factors. The mrindices label magnetic substrates, but other quantum numbers
are suppressed for brevity. The density matrices can be expressed in terms of
irreducible statistical tensors ¢4 according to Ref. 28, 30

m -m

pmm,:(2s+1)-12(—)s—’"< 50 ’;>tkq (2.59)
kq

where s is the intrinsic spin of the particle.

The combinatorics of the general case can produce a daunting number of
response functions. For example, the 9 x 18 = 162 independent response
functions required to fully describe the 2H (€, ¢’'p)n reaction have been de-
veloped in some detail by Dmitrasinovic and Gross.®® A complete catalogue
of polarization observables for electrodisintegration of polarized deuterons by
longitudinally polarized electrons in which the recoil polarization is also an-
ayzed has been prepared by Arenhovel et al.®® However, it remains to be
seen which of these many observables might yield valuable information.
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2.7. Basic PWIA for A(e,e’z)B

In nonrelativistic PWIA, the knockout cross section factorizes in the form

do

e dSudends, ~ [oexS(Em, Pm) (2.60)
where
ExPx
K = .
(2m)® (2.61)

is a kinematical factor which adjusts the phase space, o, is the half off-
shell cross section for scattering of an electron by constituent x, and S is
the spectral function relating the ground state of the target A to the final
state of the residual nucleus B. The kinematics of the process are indicated
in Fig. 2.1. The gectile is usualy a nucleon, but similar results pertain to
more complex clusters. In PWIA we assume that the virtual photon (w,q) is
absorbed by a preformed but off-shell constituent x with initial momentum p
and energy E before knockout. These quantities are determined by applying
energy and momentum conservation at the v + x vertex, whereby

E=¢c,—w=ms—FEn—-Tp+Ty (2.62a)
P=pP:—q (2.62b)

The kinetic energies of the target and the residual nuclei are denoted here by
T4 and Tg, respectively. Henceforth we assume T4 = 0, i.e, the lab frame.
The missing energy*

E,=m,+mgp—ma=w-T,—-Tg (2.63)

represents the separation energy for a particular final configuration of the
hadronic system and is related to the excitation energy 3 of the residual
nucleus by

En=Es+¢% (2.64)

where E5 is minimum separation energy for the ground state. Similarly, we
define the missing momentum as

Pm =P — 4= —Ps»B (265)

* Although the present definition of missing energy is more properly called missing mass, withw—
T: being the missing energy, we have decided to conform with the more prevalent nomenclature
despite its minor inconsistency.
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Obvioudly p,» is simply the inverse of the recoil momentum and in PWIA may
be interpreted as the momentum the ejectile must have had prior to knockout.
The spectral function

Z|Bf|a AN 26(E — Em) (2.66)

represents the probability that a nucleon with initial momentum p and binding
energy E can be removed from initiad state A; of target A and leave the
residual target B in any final state By that has missing energy E.,. Clearly,
the initial energy and momentum the gjectile must have had before knockout
are identified with the missing energy and momentum for the reaction

PWIA = (E,p) — (En,Pm) (2.67)

The spectral function plays a centrd role in many-body theory and in the
description of single-nucleon removal processes, but is not a true observable
since it is not actually possible to cause a nucleon to suddenly disappear
from the system. Nucleon knockout by electron scattering, under kinematical
conditions which emphasize the direct single-nucleon mechanism in which a
single virtual photon delivers a large momentum transfer to a single nucleon,
comes about as close to this ideal as possible, but in analyzing experiments
we mugt still account for final-state interactions and more complicated mech-
anisms for sharing the energy transfer.

2.8. Kinematical Conventions

Most experiments have been performed using either of two types of kine-
matical conventions, which are illustrated in Fig. 2.3. In parallel kinematics
the gectile momentum is parald to the momentum transfer such that the
missing momentum p,,, = p, — ¢ is pogtive if p, > ¢ or negative if p, < g.
Since the gjectile momentum is usually held constant or nearly constant, the
missing momentum is varied by changing the momentum transfer, which is
larger for negative p,, and smaller for positive p,,,. To minimize variations
of final-state interactions (FSl), one usualy prefers to hold the ejectile mo-
mentum p;, constant in the x + B center of mass, although many experiments
have chosen to maintain constant laboratory momentum instead.

Alternatively, one can keep both the four-momentum transfer {(w,q) and
p, constant and vary p,, by changing the angle 6, between them. Since
both q and p, are usualy large enough for the relevant range of p.,, to be
covered with relaively small angles, p., is nearly perpendicular to q (and to
pz). Hence, these conditions are often called quasiperpendicular kinematics.
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Fig. 2.3. Arrangements for parallel (left) and quasiperpendicular (right) kinematics.

So that p,, = 0 is obtained a 6, = 0, it is customary to choose g = p, for
quasiperpendicular kinematics.

Although the literature exhibits little uniformity regarding these conven-
tions, based upon Fig. 2.2 it is natural in quasiperpendicular kinematics to
identify gjectile momenta between the beam and momentum transfer directions
with positive 6,4, positive p,, and ¢ = 0 and to identify gjectile momenta
at angles larger than ¢, either with negetive p,,, or with negative 8,, or with
¢ = . Furthermore, treating parallel kinematics as the limit 8,, — 01, we
define the  direction in paralld kinematics to point toward smaller gjectile
angles.

Note that the literature contains two different definitions of missing mo-
mentum for parallel kinematics. The Saclay group defines the missing mo-
mentum to be the recoil momentum carried by the residua nucleus,** while
the NIKHEF group usually defines the missing momentum to be the undis-
torted initial momentum according to Eq. (2.65). Hence, these two conven-
tions are opposite in sign. We have chosen to adopt the NIKHEF convention
for paralel kinematics. Furthermore, we arbitrarily assign N for parallel
kinematics to the direction of k; ® ky for parallel kinematics. Similarly, the
Saclay group assigns positive recoil momentato 6, < 6,, while most NIKHEF
papers assign positive missing momentato 8, > 6, because those conditions
tend to be easer experimentally and hence are more common. Since large
missing momenta are more accessible at ¢ = x, we have again chosen to
adopt the NIKHEF convention and assigh p,, > O for coplanar nonparallle
kinematics with ¢ = = and 6, > 6,. With these choices, N is directed
downward (upward) for positive (negative) p.

Finaly, we define antiparallel kinematics to be when the gjectile momen-
tum is parallel to the momentum transfer, but in the opposite direction. It has
been suggested®” that these conditions can be used to observe short-range
correlations in which a pair of nucleons have large momenta relative to each
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other, but the pair has a small momentum relaive to the residua nucleus. A
virtual photon is absorbed by the partner whose initial momentum is parallel
to g, and hence is gected from the nucleus with relatively small momentum
transferred and correspondingly large probability, while the correlated partner,
which is a spectator to the scattering event, emerges with large momentum
antiparale to g.

2.9. Electron Scattering from a Moving Nucleon

The unpolarized nucleon response tensor is defined as

1
Wi = 5 > (prssldulpisi)(pisi| I Ipsss) (2.68)

8i8f

where p; and py are the momenta while s; and sy are the spin four-vectors
for the initid and final states. Matrix eements of the nucleon current can be
expressed in the form

(prss|J¥|piss) = UsT(py, pi)Us (2.69)

where T'# is the electromagnetic vertex function for the nucleon and where the
spinors are denoted by U; and Uy. The vertex function for a Dirac particle
with internal structure has the generad form

T% = v Fy(Q2) + ia"";—j'\'/[an(Q2) (2.70)

where Fy is sometimes called the Dirac form factor and F; the Pauli form
factor and where k is the anomalous part of the magnetic moment. Alter-
natively, the Gordon identity™® can be used to express this current in the
form

I% = v* (F1(Q%) + kF2(Q%)) - P—KFQ(Q% 2.71)

where P = p; + py and where p; and py ae the initial and final nucleon
momenta. Although these forms are equivalent on-shell, they need not be
equivalent off-shell. Moreover, as discussed in Section 5.5.3, the structure of
the vertex function can be considerably more complicated off-shell.
Anticipating that we will require the cross section for scattering from a
quasifree nucleon that is moving inits initial state (within the nucleus), it will
be helpful to anadyze the genera structure of the cross section without the
simplifying assumption of a stationary target. To evaluate the cross section
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for a moving but free nucleon, it is Smpler to use the T'; form of the current.
Upon evaluation of the traces, the nucleon response tensor becomes

2
am Wy = [F 4 L (eBy 2| PPy = (B4 RED) Q%5

where

- yme

Guv = Guv + _Q_z—
Thus(, 8t)he electron-nucleon cross section involves response functions of the
form®

(Ei + Ey)? q°
RL = —4Tr_l2_Wl - WWZ (2728)
2

sin” @
Ry = 2rW, + pf—mQ—”" : (2.72b)
Ry = - & +Ef1)rll‘2’f‘sme”" Wi (2.72¢)

2 sin2 6
Rep = 2120 Py, (2.72d)
m
where

W, = F? 4 7(kF2)? (2.73a)
Wy = (Fi + kFy)? (2.73b)

are the two independent form factors and where

2
L@
4m?

The simplest approximation to nucleon knockout stipulates quasifree scat-
tering from a nucleon that is moving in the mean field of the residua nucleus
but is otherwise free. We dso assume that the nucleon that is observed is
the same as the nucleon that absorbed the virtual photon. If this nucleon
were initially at rest, then the R and Rpr response functions would van-
ish. Thus, in the absence of final-state interactions, these response functions
depend upon the Fermi mation in the target and hence can be considered to
be recoil corrections due to the initial velocity of the struck nucleon. Such
effects are expected to be sensitive to ambiguities in the off-shell extrapola
tion of the nucleon current. However, fina-state interactions also contribute
to these form factors.
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3. NUCLEON FORM FACTORS

Accurate knowledge of the electromagnetic properties of nucleons is es-
sential to the evaluation of models of nucleon structure.” For example, Gari
and Kriimpelmann®3) have suggested that strange quark coupling to the
nucleon, via the ¢-meson, could have a large effect on the neutron elec-
tric form factor without significantly affecting other nucleon electromagnetic
form factors for moderate Q2 Unfortunately, Gg,, is very poorly known and
the present experimenta precision of proton form factors and of Gz, dso
leaves much to be desired. Furthermore, uncertainties in the nucleon elec-
tromagnetic form factors sometimes dominate the theoretical uncertainties in
electronuclear calculations. For example, Schiavillaand Riska® identify nu-
cleon form factors as the largest source of theoretical uncertainty for threshold
electrodisintegration of the deuteron at large momentum transfer.

3.1. Sachs Form Factors

Proton form factors can be readily determined from measurements of das-
tic electron scattering from hydrogen. In the absence of free-neutron targets,
measurements of neutron form factors rely on experiments upon few-body
systems under conditions that optimize the accuracy of the impulse approx-
imation. Quasifree scattering requires that the recoil momentum, and hence
the initial nucleon momentum, be negligible. Furthermore, detection of a re-
coil neutron in quasifree kinematics minimizes the unwanted contributions of
protons.

For free eN eadtic scattering, one ordinarily works in the lab frame, for
which Ry = Rpr = 0. It is then more convenient to work with the Sachs
form factors,®® defined as

Ge(Q?) = F1(Q?) — 1xF2(Q?%) (3.1a)
Cm(Q?) = Fi(QY) + kF2(Q%) (3.1b)
such that
_ G% +1G%,
W, = BT (3.2a)
W, = G}, (3.2b)

For eladtic scattering from a stationary nucleon, the kinematic and angular
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factors can be simplified considerably using

2 E
w:—QQm=2mT, ———-—-—m;_mf=1+7'
2 2
R

such that )
VLR + VrRy = W1 + 271 tan® 5W2

Thus, the familiar Rosenbluth formula is obtained in the form™“”

do G% + 1G2 6
7o = freom (—EH—TM +27G3%, tan® 5) (33)
or, aternatively,
do _ 2 2 20
0= frecOM [A(Q )+ B(Q*) tan 5} (3.4)

In this way the interference between the nucleon form factors is eliminated,
greatly simplifying their extraction from cross-section data. A Rosenbluth
separation is performed using measurements a the same @2 but different
angles to determine both A(Q?) and B(Q?) independently, and from them
the Sachs form factors. However, for large @2 the magnetic contribution
dominates both A and B and it becomes difficult to isolate the electric form
factor using only cross-section measurements.

Similarly, the nucleon polarization produced by a longitudinally polarized
electron beam,

;2 211+ 7)V2[1 4 (14 7)tan?(0/2)]Y/? tan(6/2)
P =Gl G% + [t +27(1 + 7) tan?(0/2)]G3, (3.52)
Pl = —GrGa 2(r(1+ 7)]*/? tan(6/2) (3.5b)

G% + [t + 27(1 + ) tan?(6/2)]G%,

has two nonvanishing components ™ In the one-photon-exchange approxi-
mation there is no recoil polarization unless the beam is polarized and there
is no beam analyzing power. It is aso useful to observe that the ratio

P_i__GM [T <1+(1+T)tan 5 (3.6)

provides a means of measuring Gg/G ) that is relaively insengtive to sys-
tematic errors in the beam polarization and in the analyzing power of the
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polarimeter. Since G can be determined with good accuracy from cross-
section measurements, G g can then be obtained by combining the polarization
ratio with the cross-section information.

For low @2, it has been found (see Section 3.2) that the nucleon form
factors can be represented qualitatively by the dipole parametrizations

Gup(Q%)  Gmn(@%) _

2\ o 2
Gep(Q%) = e o Gp(Q7) (3.7)
where the dipole form factor is
2
Go(@) = (144 ) @9

and where the scale parameter is A% = 0.71 (GeV/c)?. Itisactually surprising

that such a simple ansatz should be so successful, since there appears to

be no fundamenta resson for it. Similarly, a simple and commonly used

parametrization of the neutron electric form factor due to Galster et d.“? is
T

Cen(@®) = ~1nCp (@) [

where b = 5.6 gives the begt, albeit poorly determined, fit to their elastic
€lectron—deuteron scattering data.

A more fundamental representation of the nucleon form factors can be
obtained from the vector meson dominance (VMD) model of Sakurai® in
which the virtual photon couples either to a core with only a Dirac form factor
F, or via conversion to a neutral vector meson with both vector and tensor
coupling to the photon. It is convenient to separate the Dirac and Pauli form
factors, F; and Fs, into isoscalar and isovector contributions, such that

(3.9)

1

F = 5 (Fis + 13F1v) (3.10a)
1

kFy = - (RSF1S + T3ky Fov) (3.10b)

where 3 = +1(—1) for the proton (neutron) A simple parametrization, sug-
gested by lachello, Jackson, and Lande*? which incorporates the necessary
constraints upon charges and magnetic moments, can then be expressed as

F3(Q%) = Fo(@%) [(1 — B — Bs) + BuFu(Q2) + BoFs(Q)] (3.11a)

FY(Q%) = Fo(@%) [(1 - B,) + BoF,(Q%)] (3.11b)
KsFy Q%) = Fo(@) [(ss —%)F (@) + apFy (@) (3.110)
sy FY (Q%) = Fo(Q%) [sv Fo(Q%)) (3.11d)
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where Fy is a common intrinsic form factor and where each form factor is
normalized such that F;(0) = 1. Each meson contributes a monopole form
factor

@\

Fi(Q2) = (1+E2'> (i=p7wa¢) (312)
with a pole a Q? = —m? for time-like momentum transfer. Modifications
of the p form factor are often included to correct for its width and other
extensions and variations have also been proposed. Each of the coefficients
(B;, ;) represents a combination of meson—photon(Vy) and VNN coupling
congtants.  Although the VMD mode provides congraints among the vari-
ous coupling congtants, and should also describe VNN and V& couplings
in other contexts consistently, phenomenological analyses of nucleon form
factors usually fit the strengths independently.

Probably the most accurate parametrization of the proton form factor data
for @2 < 2 (GeV/c)? is the four-pole fit performed by Simon et al.“® Al-
though loosely based upon the vector meson dominance model, the masses
were chosen to fit the data without regard to their identification with known
mesons and neutron form factors were not considered. Alternatively, the
dispersion-theory analysis of Hohler et al.“® also provides fits to the neutron
form factors. Disperson theory was used to deduce F;, from spectral infor-
mation obtained from datafor 7N and == scattering and for F,(Q?). The w
contribution and a set of “effective” mesons with adjustable masses m; were
included as simple poles with adjustable residues.

In this form, the VMD model begins to bresk down for large Q? be-
cause its superposition of monopoles is neither able to reproduce the dipole
form factor nor to conform with the asymptotic behavior predicted by per-
turbative QCD (PQCD). At large @2, helicity conservation by the photon—
quark interaction requires Q?F,/F to approach a constant. Furthermore, for
Q2 > Adcp, quark counting rules combined with the evolution of the strong
coupling congtant, a,(Q?), require

a3(@?)

F1 X Q4

(3.13a)

B 127
~ (33 —2Ny)log Q% /A%

where Ny is the number of flavors active for QCD renormalization scale
Agep 478 Additional logarithmic corrections and higher twist contributions
have aso been evaluated.®* Thus, aside from logarithmic corrections, we
expect F; o« @ ~* and F, oc Q6. Accordingly, Fy should dominate G s for

a,(Q%)

(3.13b)
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large Q?, but Gg = F) — 7xF; receives comparable contributions from both
F, and F, such that G g, in particular may be susceptible to cancellations
which could accentuate differences between models.®:

Also note that the VMD universality condition would suggest 8., =~ 8,
and the OZI rule would suggest 84 = 0, such that Fis = Fyy. Hence, it is
commonly assumed that

Fln%()::"GEn%—'TGMn (3.14)

Thus, if Fy,, isnegligible, F2, would determine the asymptotic behavior of
the neutron magnetic form factor, leading to Gpn o< Q6. Under those
circumstances the absolute value of Gg,, would eventudly exceed that of
G mn (provided that F,, remains negligible). However, if one also assumes
tha Gpn = kG p, the mode G@) = —7k,Gp does not agree with the
expected Q—* asymptotic behavior.

Gari and Kriimpelmann®-*? have proposed a synthesis of the VMD model
with perturbative QCD, denoted VMD-PQCD, in which the intrinsic form
factors are modified to interpolate between monopole form at low Q2 and
PQCD at high @2. Their originad model was limited to p and w coupling,
but they have extended the model to include coupling to the ¢ via a two-step
process.®5*) The coupling congtants, an intrinsic form factor, and two scale
parameters which govern the onset of PQCD behavior are fitted to nucleon
elastic form factor data. The most important difference between the earlier
and later models appears to be the strong effect that ¢ coupling has upon
GEn. We denote these two models, labelled models 1 and 3 in Ref. 37, as
GK1 and GK3, respectively.

3.2. Unpolarized Measurements of Nucleon Form Factors

Most measurements of proton form factors have been made using eastic
scattering of unpolarized electrons from hydrogen, while most determinations
of the neutron form factors depend upon either elastic or quasielastic scattering
from deuterium. Although subtraction of the proton contribution to inclusive
quasielastic scattering from deuterium can be used to measure neutron form
factors, more accurate measurements can be obtained by detecting the neu-
tron in coincidence. Hofstadter®™ first suggested that G'ar, be obtained from
quasifree electron scattering by the neutron in deuterium via the d(e, e'n)p
reaction. The mgjor difficulty with that technique is accurate measurement of
the neutron efficiency. Alternatively, severa anticoincidence measurements
have also been performed in which the requirement that a coincident proton
not be present is imposed. In principle that method is equivalent to the coin-
cident detection of a neutron, but requires exquisite knowledge of detection
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efficiencies to be successful. Finaly, it has been suggested that uncertainties
in the deuteron wave function and final state interactions are minimized by
measuring the ratio of (e,e'n)/(e,e’p) cross sections for eectrodistintegra-
tion of deuterium®* and a few experiments have been performed using this
ratio technique.

The available unpolarized data are summarized in Table 3.1. Daes are
included to distinguish between classical and modern experiments. We have
not attempted to be truly exhaustive in the citation of older experiments,
but have included severa representative examples of each technique, where
available, in several kinematic regimes. Selected data for the nucleon Sachs
form factors are compared with representative models in Figs. 3.1 and 3.2.
For each quantity we display the most precise data sets that are available in
each range of Q2

3.2.1. Proton Form Factors

The proton electric form factor is known to a few percent for Q% < 1
(GeV/e)?, but for large Q? the dominance of G », makes accurate determina
tion of the electric form factor difficult and only Gwp is known with good
precision for @2 > 2 (GeV/c)?. Recent high-precision measurements made at
SLAC(63-6466-69) extend G, to about 7 (GeV/e)? with ~ £20% uncertainties
and remain consistent with G g, /G p = 1. The magnetic form factor is now
known to a few percent for Q% < 20 (GeV/c)? and to about +10% at 31
(GeVl/c)?, but it should be noted that the assumption Ggp, = G arp/pp WaS
used to subtract the small contribution of G, in the analysis of the E136
data covering 2.9 < Q? < 31.3 (GeV/c)? .85

The asymptotic behavior of proton form factors is compared in Fig. 3.3
with the PQCD predictions of Brodsky and Lepage,® wherein

Q? m2\1™
Gump X [Cf log (A2—> (1 + Q—;’)} 3.15)
QCD

The factor involving m, was applied somewhat arbitrarily to account for
the VMD behavior expected at low @2. Normalizing this model to the
high Q% data, we find good agreement with the G, data for Q2 > 10
(GeV/c)?. Similarly, the ratio Q2 F,/F, may be approaching asymptopia for
Q? > 5 (GeV/c)2,6Y but the data do not extend to large enough @2 and are
not yet precise enough to reach that conclusion with confidence.

Severd representative models are aso compared with the proton form
factor data in Figs. 3.1 and 3.3. The four-pole fit of Simon et al.*® gives
a somewhat more accurate fit to the data than does the dispersion model of
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TABLE 3.1
Summary of *H(e, ) and 2H(e, e’) Experiments
Target Type Q2 (GeV/c)®2  Deduced Date  Reference
quantities
'H elastic  0.004-0.014 Ggp/Gup 1974 56
'H elastic  0.006-0.032 Ggp, Gup 1974 57
H elastic  0.007-0.056 Ggp, Gump 1980 45
1Y elastic  0.005-0.19 GEp, Gmp 1975 58
1H elastic  0.24-1.2 GEep, Gmp 1966 59
'H clastic  0.49-1.75 [eyen 1990 60
Iy elastic  0.4-2.0 GEp, Gump 1971 61
IH elastic  0.67-3.0 GEp, Gump 1973 62
1H elastic  1.0-3.0 GEp. Gmp 1989 63, 64
1H elastic  1.0-3.75 GEp/Gump 1970 65
H elastic  1.75-8.83 GEp, Grp 1992 66, 67
'H elastic  2.9-31.3 Gumyp 1986 68, 69
2H elastic  0.004-0.032 Gg, 1970 70
2H elastic  0.002-0.16 Ggn 1981 71
2H ratio  0.11 GMn 1994 72
2H ratio  0.125-0.605 G 1995 73
2H quasielastic  0.11-0.16 GEn, Grrn 1966 74
2H coincidence  0.109-0.255 Garn 1993 75
2H quasielastic  0.06-0.3 Ggn, Grpn 1966 76
2H elastic  0.2-0.56 Cen 1971 42
2H ratio  0.22-0.58 GEn, Gun 1966 77
2H elastic  0.04-0.72 GEn 1990 78
2H ratio  0.39-0.78 Ggn, Gmn 1969 79
2H quasielastic  0.48-0.83 GuMn 1987 80
2H quasielastic  0.04-1.2 GEgn, Grn 1965 81, 82
2H quasielastic  0.39-1.5 Ggn, Gpn 1973 62
2H ratioc  1.0-1.53 GEn, Gun 1972 83
2H  anticoincidence  0.28-1.8 GEn, GMn 1973 84
“H quasielastic  0.75-2.57 GMn 1988 85
2H quasielastic  1.75-4.0 GEn, Gpun 1993 86
2H  anticoincidence  0.27-4.47 Gen, Gmn 1968 87
’H quasielastic  2.5-10.0 Gun 1982 88
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Fig. 3.1. Sachs form factors for the proton. Data open diamonds,“® open circles,®®
open squares,® filled squares,®8 filled circles,® Modes: short dashes, Mainz four-pole
fit,*® solid line, dispersion-theoretical fit 8.2;¢® long dashes and dash-dot curves, VMD-
PQCD models 1 and 3,537

Hohler et al.,“® but both models clearly fail for Q2 > 10 (GeV/c)?. The
more redlistic asymptotic behavior of the VMD-PQCD model makes it more
successful at large Q2. Although there is little difference in G s, between
VMD-PQCD models 1 (GK1)®Y and 3 (GK3),3%3”) the more recent GK3
mode! seems to give a better description of the G g, datafor Q2 > 2 (GeV/c)2
However, because the various experiments do not agree with each other very
well for large @2, despite their large error bars, the experimental situation
remains unresolved. Yet, the vicinity of Q2 ~ 10 (GeV/c)? is where these
models exhibit their largest differences. It is important to realize that since
GEp = F1p—TrpFap With Q2F, o Fy forlarge Q?, G g, may be susceptible
to severe cancellations which would accentuate differences between models.
In this case the most important difference between these models seems to be
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Fig. 3.2. Sachs form factors for the neutron. Coincidence measurements: filled circles,™
Ratio measurements: filled squares™ open circles,™® open stars.™ Elastic measurements:
filled triangles.(™® Quasielastic measurements: crosses.® open squares,® open triangles,
open diamonds,® filled stars® small filled circles™ small filled diamonds.®? Anticoin-
cidence measurements: filled diamonds,®¥ asterisks.®” Note that for the inclusive quasielastic
data of ® (crosses), the sign of G%, wes arbitrarily assignedto Ggn. Models: short dashes,
Platchkov fit based on Paris potential;™® medium dashes, Galster model;“? widely-spaced
dashes, Ggn = —Tkn G p; 0lid line, dispersion-theoretical fit 8.2;*® long dashes and dash-
dot curves, VMD-PQCD models 1 and 3.¢%6=7

the scale parameter that governs suppression of the helicity-flip form factor.
Figure 3.3 shows that Q?F»,/ Fy, is quite sensitive to the difference between
these models of helicity-flip suppresson, with the data suggesting that an
intermediate scale would be more appropriate. Therefore, it will be important
to obtain accurate G, datafor Q% ~ 10 (GeV/c)?. AsRosenbluth separation
becomes impractical, polarization measurements that exploit Eq. (3.6) will be
needed.



Nucleon Knockout by Intermediate Energy Electrons 115

0.5

o
N
T

[(Gev/c)*]

Q‘GMD/;Ap

o ©

- Ko
-

1 |

i

15 |

((Gev/c)?]

o

©
w

2
Q F2p/F\p
—a—

o
o

20 30 40
Q* [(Gev/c)?)

Fig. 33. Asymptotic behavior of proton form factors. Data: open diamonds“® open
squares,® filled triangles,®® open circles® filled squares® filled circles® Models:
Brodsky-L epage, solid line; VMD-PQCD model 1, dashed lines; VMD-PQCD model 3, dash-dot
lines.

322. Magnetic Form Factor of the Neutron

The data collected in Fig. 3.2 show that the magnetic form factor of the
neutron remains very poorly determined. Most measurements of G sy, have
been made using inclusive electron scattering from deuterium and subtract-
ing the proton contribution. However, that method requires a longitudinal-
transverse separation and accurate knowledge of the deuteron wave function.
As discussed by Markowitz et al.,"™® most previous anayses omitted or un-
derestimated their systematic and mode uncertainties, consequently, the error
bars plotted for those experiments are unduly optimistic. Indeed, most data
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sts shown in Fig. 3.2 exhibit more internal scatter than expected from their
error bars and some exhibit unexpectedly large dependences on @2, suggesting
that systematic errors are larger than reported, while the differences between
Sets suggest that model dependencies are not under adequate control. There-
fore, the uncertainties in previous generations of Gas,, Measurements are at
least +10% for Q% < 6 (GeV/c)®. At that present level of precision, Gy,
remains consistent with the dipole parametrization for Q* < 2 (GeV/c)? and
appears to fall more rapidly at larger Q, as expected from PQCD. &

Despite the limitations of the available data, it is clear that the Hohler
parametrization fails for @Q? > 2 (GeV/c)®>. The data do not reach large
enough Q? to test the asymptotic behavior of the VMD-PQCD models, but
it does appear that those models underestimate Gz, for @* near enough to
the scaling regime to indicate the normalization of the Q—* fall-off. The data
for moderate @2 are also not sufficiently precise to distinguish between these
two versions of the VMD-PQCD model. Furthermore, the low @Q? region
remains interesting because several quark models of nucleon structure predict
significant deviations with respect to the dipole parametrization.

A recent measurement of Gar, USING d(e, €'n)p that was performed at the
MIT-Bates laboratory by Markowitz et al.™ employed the associated particle
reaction d(vy, pn) to measure the efficiency of the neutron detector. In that
kinematically complete calibration reaction, a proton detected in a magnetic
spectrometer must be accompanied by a neutron in the neutron time-of-flight
detector. Consequently, the neutron efficiency could be determined accurately
and the tota systematic uncertainty was less than +3%. Furthermore, the
uncertainty in G s, due to variations of the wave function with the choice of
NN potential, contributions of two-body currents, and uncertaintiesin Gg,,
istypically less than +2% for quasifree kinematics.®®? Measurements were
made for @? = 0.109, 0.176, and 0.255 (GeV/c)? and are compared with the
dipole parametrization and with previous datain Fig. 3.2. The older data had
suggested that for @2 near 0.1 (GeV/c)? there might be an enhancement of
G prn With respect to the dipole form factor, and the results of Markowitz et
al. are consistent with that suggestion.

Experiments using the ratio technique have aso been performed recently
at NIKHEF" and Bonn.™® The results from NIKHEF for Q2 = 011
(GeVic)* give Gy /unGp = 0.957 £ 0016 which, being dlightly smaller
than unity, disagrees with the result of Markowitz et al. by severd standard
deviations. In the ratio method, both neutrons and protons are detected s-
multaneoudly, thereby eliminating systematic errors due to luminosity. The
efficiency for neutron detection was measured at PSl using the associated
particle method based upon the 'H(n, np) reaction. Careful pulse height cal-
ibration is needed to use cdibrations performed at another laboratory and
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to remove dependence upon threshold. Although the ratio method tends to
minimize uncertainties due to target structure, radiative corrections are till

different for the two reactions. More importantly, the multiple scattering and
edge corrections are different for protons and neutrons, and must be modelled

quite carefully.>%®) The multiple scattering corrections for protons are large
and contribute to the systematic uncertainties, but the authors claim to have
evaluated those corrections precisely. The Bonn experiment™ also employed

the ratio technique and a similar arrangement of nucleon detectors, but the
efficiency calibration was based upon the 'H(vy,n*+)n reaction in situ. The
results for 0% =~ 0.1 (GeV/c)? agree with the NIKHEF experiment and dis-
agree with MIT. At larger Q2 both MIT and Bonn obtain comparable resullts,

but the Bonn experiment extends to large Q2.

The recent data for G ., are compared with representative models in Fig.
3.4. The data obtained prior to 1980 are omitted, as are the data of Esaulov et
al®which display an implausibly rapid dependence on @Q2.The new data
uggest that the ratio Gasy /1, G'p POSSESES a broad enhancement near 0.6
(GeV/c)? that is qualitatively similar to a parallel structure in G arp/ppGp.
None of the models presently available reproduces the structure suggested by
the recent datafor G pn /pnGp.

Therefore, much work remains to be done to obtain accurate and definitive
measurements of the neutron magnetic form factor. The coincidence and ratio
techniques appear to be the most promising, and both should be employed
over awide range of Q2 using the new generation of high duty factor electron
accelerators. More care should be given to the control of systematic errors
and model dependencies. The present uncertainties in Gy, Serioudly limit
the accuracy of many theoretical calculations for few-body sysems. More-
over, unless improved, the uncertainty in Gas,, will limit the accuracy of
anticipated G g, measurements which rely upon polarization measurements
of GEn/GMn-

323. Neutron Mean-Square Charge Radius

The mean-square charge radius of the neutron (r2)..;, is related to the slope
of Ggn for Q% — 0 and can be obtained from the scattering length b, for
low-energy neutrons scattered by atomic electrons via the relationships™ %

dGg 3hc
2y = — il =—"p 3.16
<T‘n> h 6 sz 0150 amnc2 ne ( )

However, the results extracted from measurements of the energy dependence
of the total cross section for neutron atomic scattering by two groups disagree



118 James J. Kelly

10 0 10°
Q* [(Gev/c)?]

Fig. 34. Recent measurements of Gy, are compared with representative models. Coinci-
dence measurements: filled circles.™ Ratio messurements: filled squares. open circles.”™
Quasielastic measurements; crosses,®® open squares.® Models: solid line, dispersion-
theoretical fit 8.2(); long dashes and dash-dot curves, VMD-PQCD models 1 and 3.36-37)

by about 20% even though the data themselves are consstent. Koester et
al.®"*® obtain p,,, = (~1.32+0.04) x 10-3 fm while Alexandrov et al.*
obtain by, = (—1.55+0.11) x 10-3 fm Leeb and Teichtmeister™@ have
andyzed the methods employed by both groups and trace the discrepancy
to the treatment of resonance corrections. The extracted scattering length
is strongly correlated with the resonance correction, which is not unambigu-
oudly determined by the data. Leeb and Teichtmeister argue that the correction
deduced by Alexandrov et al. reguires large contributions from negative en-
ergy levels that they believe are unlikely. On the other hand, Alexandrov™®”
argues that the energy-independent resonance correction should be fitted to
the data and that in the absence of definitive theoretical knowledge a nega
tive contribution cannot be excluded. Alexandrov dso emphasizes that neu-
tron diffraction from single crystals"® provides a larger signal and a result,
bne = (—1.60 £ 0.05) x 1072 fin, that is consistent with their analysis of
the total cross-section data. Unfortunately, we cannot resolve this dispute
here. Therefore, we must conclude that the uncertainty in the neutron charge
radius remains uncomfortably large, about 20%, and that development of an
unambiguous method for extracting this important quantity should have ahigh
priority.

324. Gg, from Electron-Deuteron Elastic Scattering

The data for A(Q?) for elastic scattering from deuterium in the range
0.4 < Q? < 18 fm~2 has recently been improved by Platchkov et al. such
that the estimated accuracy varies from about 2% for @? < 10 fm~2 to
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Fig. 3.5. Neutron electric form factor extracted from elastic electron—-deuteron scattering
by Platchkov etal.”™® The symbols and the solid line represent the results of an analysis based
upon the Paris potential, where squares, circles, triangles, and diamonds correspond to beam
energies of 200, 300, 500, and 650 MeV, respectively. The dashed, dash-dotted, dotted lines
represent fits based upon the RSC, Argonne V14, and Nijmegen potentials, respectively.

about 6% at the largest @2.7® However, the extraction of G, from these
data is complicated and there are many sources of possible error. An effec-
tive A74(Q?) that is intended to represent the impulse approximation was
deduced by subtraction of calculated corrections for relativistic effects and
meson-exchange currents. It is aso necessary to subtract the magnetic dipole
contribution using fitted experimental information, yielding a quantity labelled
" 4(@%). Next, deuteron S and D-state wave functions based upon vari-
ous nonrelativistic potentials were used to unfold the nuclear structure from
A} ,(Q?) to obtain the electric isoscalar form factor Gy 4(Q?). Finally, the
proton form factor is subtracted leaving G g, (Q?) to be parametrized in the
form
aTt

Gen(Q%) = —uaGp(Q?) o

where Gy is the standard dipole form factor. The fit to the neutron electric
form factor extracted using the Paris potential ‘®'® with a = 1.25 +0.13
and b = 18.3 &+ 3.4, is shown as the salid line in Fig. 35. Also shown
are results based on the Reid soft core (RSC),"® Argonne V14, and
Nijmegen” potentials.*

Despite the excellent statistical precision of the 4(Q?) data, the uncer-
tainties in the extracted neutron electric form factor remain quite large. The
uncertainty in the corrections to Ay 4(Q?) for relativistic effects and meson-
exchange currents was estimated by Platchkov et al. to be +5%, but this

* Note that there is an error in Table 2 of Ref. 78 where the Argonne V 14 result should have had
b= 19.7 &+ 2.7 instead of 11.2 £ 2.7.01%®

(3.17)
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modest uncertainty is amplified for Gg, to about +20%. The uncertainties
due to subtraction of the magnetic dipole and proton form factors were claimed
to be negligible. An estimate of the possible model dependence of Gg,, due
to variations of the nucleon—nucleon potentia is aso given in Fig. 3.5. The
form factors deduced using the Paris or RSC potentials give dopes at Q% — 0
in good agreement with the data of Koester et al.“"*® for the scattering of
low-energy neutrons by atomic eectrons, but the form factors deduced using
the Argonne V14 or Nijmegen potentias give dopes which are about 50%
larger. However, the Platchkov data themselves do not determine this slope
very well — the value deduced for the dope is determined by the parameter a
in Eq. (3.17) and hence is clearly model dependent. Furthermore, as discussed
in Section 3.2.3, there remains considerable ambiguity in the extraction of the
neutron charge radius from measurements of the neutron—electron scattering
length"®'®" Therefore, it is not clear that the form factors deduced using
the V14 or Nijmegen potentias should be rejected upon the basis of the a
parameter alone. If one limits consideration to the Paris and RSC potentials
the estimated model dependence would be about +10% at @* ~ 15 fm~2,
but this estimate rises to about +40% if all four potentials are considered.
Therefore, even an optimistic assessment of the uncertainties in G g, (Q?)
still gives a net uncertainty of at least +50%.

The uncertainties due to corrections for relativistic effects and meson-
exchange currents and the model dependence due to uncertainties in the
nucleon-nucleon potential grow with Q2 such that for Q% > 1 (GeV/c)?
it becomes very difficult to extract G g, (Q?)from A(Q?)regardiess of the
accuracy of the data.

3.3. Polarized Measurements of Nucleon Form Factors

Despite its obvious importance to the evaluation of models of nucleon
structure, G'g,, remains the least known of the nucleon electromagnetic form
factors. Substantial improvement of our present limited knowledge of the
neutron electric form factor and extenson to higher momentum transfer will
require new techniques. Exploitation of the polarization of the neutron de-
tected in quasifree scattering from deuterium or of the spin of a polarized *He
target is expected to yield more precise and less model-dependent measure-
ments of the neutron electric form factor. These polarization observables are
expected to distinguish between neutron and proton contributions so that the
neutron form factors may be isolated. Severa pioneering measurements of
recoil and target polarizations have been performed recently and will be re-
viewed in this section. Although these experiments do not yet offer adequate
precision, they do demonstrate the experimental feasibility of their techniques
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Fig. 36. Recent determinations of Ggy, from polarization measurements are compared
with sdected models. The data are from quasidagtic 2H(&, ') H (filled circles),®® in-

clusive 3He(&, ¢') (open squares), ™ and exclusive 3He(g, e'n) (filled ™  The
parametrizations are. Platchkov et &.® (solid), Galster® (dotted), Fin, = 0 (long dashes),
and Gari-Kriimpelmann®®" VMD-PQCD models 1 (dash-dot) and 3 (short dashe).

and will soon be improved a new and upgraded high duty-factor facilities.

The recent data using polarization measurements are summarized in Fig.
3.6 and the various techniques are reviewed below. Unfortunately, these low-
Q@? data are not yet sufficiently accurate to clearly distinguish among the
models shown. The unpolarized data for Gg, ae shown in Fig. 3.2. Note
that for the data of Lung et al.® covering  1.75 < Q% < 4.0 (GeV/c)?, we
have arbitrarily assigned the sign of G%,, to Ggy,. These data are consistent
with zero, or with the Hohler, Galster, or Platchkov parametrizations, but
clearly exclude the popular ansatz. Fy,, = 0 = Ggn = —7G pn.

For Ggn, the most important difference between VMD-PQCD modds
1 and 3 is coupling to the @ meson in model 3, which is related to the
strangeness content of the nucleon. Accurate data for Q2 > 0.5 (GeV/c)?
could easily distinguish between these models, both of which adequately fit
the other nucleon form factors. Thus, G g,, appears to be uniquely sensitive
to the ¢ coupling and thereby to strangeness.

3.3.1. Gg, from d(€ eq)p

Arnold, Carlson, and Gross®? have suggested that G g, might be deter-
mined more precisely from the recoil polarization of a neutron from quasifree
scattering. For a free neutron at rest, the sideways component of the polar-
ization transfer is given by

,  —2GEnGua[T(1+ 7)]*/? tan(6./2)
5T GL + G2, 7|1+ 2(1+7)tan2(6./2)]

(3.18)
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Since G g, is quite small, this quantity is approximately equal to the ratio of
the electric and magnetic form factors times a kinematic factor of the form

_ Ggn —2[r(141)]"/*tan(8./2)
" Gun (14 2(1 4 1) tan2(6./2)]

Pg

Arenhovel @ has demonstrated that the dependence of P upon variations
of the deuteron wave function due to reasonable choices of NN potentia
is negligible in quasifree kinematics. Similarly, contributions due to meson-
exchange currents and intermediate isobar excitation may aso be neglected
for 6,, < 20°, where 6,, is the center-of-mass angle between g and the
neutron—proton relative momentum. Therefore, P forthed(ée, ¢'f)p reaction
in quasifree kinematics appears to provide a nearly model-independent signal
for Gen/GMmn.

The first measurement of neutron polarization for d(€, ¢'7i)p was made at
Q* = 0.255 (GeV/c)? by Eden et al."® using a polarimeter™ based upon
neutron scattering by the hydrogen in minera-oil scintillators. The neutron
energy was determined from time of flight. The result is Gg, = 0.066 +
0.036+0.009, where the uncertainties are separated into statistical followed by
systematic contributions. Although the relative precision of this measurement
was only about 60%, limited primarily by statistics and the signal/noise ratio
that could be achieved with the 0.8% duty factor beam that was then available
at the MIT-Bates laboratory, it demonstrates the feasibility of the technique,
which will be used to make much higher precision measurements with high
duty-factor beams at MIT-Bates and CEBAF in the near future. A similar
experiment has also been performed at Mainz, but the analyzing power of
their polarimeter had not yet been calibrated a the time of this writing.¥

The systematic errors in this technique can be reduced by measuring the
ratio of the sideways and longitudinal polarizations, where the latter is ob-
tained by using a magnet to precess the longitudina spin into the sideways
direction. Uncertainties due to the analyzing power of the detector and the
beam polarization then cancel to first order, with only small residua un-
certainties due to differences between the angular distributions of the two
polarization components remaining. Systematic uncertainties due to varia-
tions of the precession angle with neutron momentum and angle are expected
to be very small.

332. Neutron Form Factors from 3He(é, ¢')

Inclusive measurements on polarized targets offer two new response func-
tions. Recognizing that inclusive measurements are necessarily restricted to
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pardld kinematics, we infer from Table 2.1 that
A=AT=AT=4T=0

where, in the notation of Section 2.6, A is the beam analyzing power, AT
is the target analyzing power, and A'T is the polarization correlation vector.
Furthermore, in PWIA we find that A;P = 0. Thus, the inclusive PWIA cross
section reduces to™?

1
= 0o [1+hPT(cos,AT +sinb,cos ¢, AT)] (3.19)

where
PT = PT(%sinf, cos ¢, + ¥ sin 8, sin ¢, + Zcosd,)

is the target polarization and where

Uo/KG'M = ViLRy + VrRr (3.20a)
AToo/Kon = ViR (%) (3.20b)
AToy/Koy = VipRE(2) (3.20c)

To reduce clutter among the superscripts, the spin-projection used in evau-
ating the polarized-target response functions has been given as an argument
instead of a superscript. Note that our notation and the normalization of the re-
sponse functions differs somewhat from that used by Donnelly and Raskin,©
but the results are eguivalent.

Clearly, two polarized-target response functions can be isolated using mea-
surements with 8, = 0 for R(2) or with 8, = 90° for RZ.(%). Optimal
sensitivity is obtained when the target polarization lies in the scattering plane

(¢?H§ 0, ). For a polarized nucleon target, the response functions are given
by

R (%) = 2[r(1+ 7)Y GpGy (3.21a)
R (2) = 21G%, (3.21b)

Thus, since Gg,, is small, the transverse target asymmetry AT for polarized
neutrons is proportiona to0 Gen /G pn.

Although polarized neutron targets are not available, the next best source
of polarized neutrons is found in polarized 3He whose spin is carried pri-
marily by the unpaired neutron while the protons are preferentially paired to
spin zero. The ground state wave function for *He is dominated by the spa-
tially symmetric S-state (=~ 88%) with small admixtures of D-state (~ 8%),
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mixed symmetry S’-state (=~ 1.5%), and more complicated configurations.
Recognizing that the depolarizing contributions predicted by a wide variet%/
of nuclear models are strongly correlated with binding enerqy, Friar et al.**®

estimated the nucleon polarizations in *He to be P, = 0.87 £ 0.02 for the
neutron and P, = —0.0270.004 for protons, with the remainder of the spin
residing in orbital motions. This estimate is based upon fits to the correlation
between depolarization and binding energy and includes a subjective estimate
of theoretical uncertainty.

Blankleider and Woloshynt**® calculated spin-dependent momentum dis-
tributions using the closure approximation and a Faddeev wave function based
upon a separable expansion of the Reid soft-core potential.™*” In quasifree
kinematics, they predicted that the neutron contribution dominates the asym-
metry for 6, = 0, but that the proton and neutron contributions for 8, = 90°
are similar. Furthermore, the proton contribution for 8, = 90° dso depends
strongly on w, complicating the extraction of Gg,. They aso noted that the
target asymmetry passes through zero at an angle for which the uncertainty
due to G pry, IS Minimized. Since that angle depends primarily upon Ggx, it
provides another technique for measuring the neutron electric form factor.

Degli Atti, Pace, and Salmé™*® have calculated the spin-dependent spec-
tral functions and evaluated the accuracy of the closure approximation and
the dependence of the target asymmetries on nucleon form factors. Closure is
accurate to about 15% near the quasifree peak (¥ = 0) for Q% =~ 0.2 (GeV/c)?
and improves as 2 increases, but is quite poor for |y| > 50 MeV/c. (See Sec-
tion 7.1.1 for the definition and a discussion of the y-scaling variable.) The
proton contribution can be quite large and is underestimated by the closure
approximation, but can be minimized by judicious choice of target orientation.

The more detailed calculations of Schulze and Sauer™ lead to similar
conclusions, dthough the authors appear to underappreciate the experimental
uncertainties. Furthermore, they compared severa methods for evauating the
nuclear response tensor which differ in their treatment of violations of current
conservation that inevitably attend the impulse approximation and find that the
ambiguities are significant. The method used by Blankleider and Woloshyn
was least favored. Consequently, since the proton contributions are larger and
less certain than originaly thought, Schulze and Sauer are pessimistic about
the use of 3He(é, ¢') for measurement ofGg,,. Although it might appear that
a3H(¢, e') calibration measurement of G, could help to resolve some of the
ambiguities, the fact that the neutron contamination of the latter is so much
smaller than the proton contamination of the former vitiates the usefulness of
the comparison.®'?

The origin of the differences between the caculations of Refs. 119 and 118
has been clarified by degli Atti et al.,***'®) who find that the procedure
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TABLE 32
Summary of 3He(€, e') Experiments
Experimental measurements are given in the form: value + statistical uncertainty +
systematic uncertainty. When given, the third uncertainty for deduced quantities is a
theoretical estimate of model dependence

85 Q2 w range AT Deduced quantity Reference
(deg) (GeV/c)*  (MeV) (%)
3 0.20 70-160 -26+09+0.5 110
8 0.20 90-138 -38+14+0.7 122, 111
9 0.19 95-145 —102% 11406 (Gumn/(nGp))? 123
=1.0010.12
+0.06 £ 0.03
102 0.16 58-161 +24+13+04 Ggn, = +0.070 124, 111
+0.100 £ 0.035
90 0.20 70-160 +18+1.24+0.3 Ggn = +0.044 110
+0.074
87 0.14 72-99 +1.5+0.6+0.2 125

used by Blankleider and Woloshyn, which they aso used in their own pre-
vious paper,™® to extract the polarization response functions is inconsistent
in its application of current conservation and consequently lacks a significant
longitudinal contribution. When that contribution is included consistently,
they obtain very good agreement with Schulze and Sauer,™® using the same
preferred method of extraction.

A series of inclusive measurements of the polarized-target asymmetries
made at the MIT—Bates laboratory is summarized in Table 3.2. The values
given for 8, generally represent approximate averages over several similar
values. Each data set includes a reversa of the target polarization.

The set of measurements with small 6, can either be interpreted as testing
the reaction models and the *He wave function™* or as measurements of
Gun 13 At the present level of precision, these results are consistent with
both the impulse approximation and with the dipole parametrization of G arx,
but the improved precision anticipated for future experiments will be needed
to make more incisive comparisons.

It was hoped originally that the measurements with the target polarization
nearly orthogond to the momentum transfer would be sensitiveto Gg,,. How-
ever, a low @Q? the size of the proton contribution and the uncertainties due to
the choice of NN potential, nucleon form factors, and off-shell prescriptions
severdy limit sengitivity to Gg,,. A representative example is shown in Fig.
3.7, where the relative contributions of neutrons and protons, as estimated by
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Fig. 3.7. The target asymmetry datal*® for inclusive quasielastic scattering by polarized
°*He for E; = 870 MeV and 8. = 70.1° are compared with calculations by Schulze and
Sauer ) The full calculation is shown by the solid curve, while the dotted and dashed curves
show the separate contributions of protons and neutrons, respectively.

Schulze and Sauer et al. ™ are compared with the data of Hansen et al.(%®
The proton contribution is clearly dominant at low Q2. These caculations
use 18-channe Faddeev wave functions based on the Paris potential, Galster
form factors, and the ccl off-shell prescription, but do not include FSI or
MEC. Variations of these choices give integrated quasielastic asymmetries in
the range 2.1-2.9%, compared with 15 + 0.6 experimentally. The residual
discrepancy may be due to FSI or MEC effects presently omitted from the
model.

Although these experiments demonstrate the feasibility of a technique
which should be more successful in future experiments with higher duty-factor
beams, their statistical significance is not yet useful. More importantly, the
proton contribution and model uncertainties remain too large to permit reliable
extraction of G g, from the inclusive measurements at low Q2 that have been
performed so far. The relative contribution due to neutrons is expected to
increase at larger @2 and may become favorable for @2 > 0.6 (GeV/c)?.On
the other hand, degli Atti et al.**Y emphasized that the proton contribution
can be minimized and the sensitivity to G g, optimized by choosing a target
orientation not quite orthogonal to ¢. They find that for a wide range of
electron kinematics and form factor models, a target polarization angle of
about 105° with respect to the beam direction, rather than orthogona to
¢, optimizes the sensitivity of quasifree 3He(é,¢’) to Gg,. Neverthdess,
exclusive measurements appear to be more promising.
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333. Neutron Form Factors from 3He(€,e'n)

Extraction of Gg, from inclusive measurements of the 3He target asym-
metry is complicated by the size of the proton contribution and uncertainties
in its form factors. Exclusive measurements of the type 3He(€, e'n) are more
promising for @2 > 0.3 (GeV/c)? because the proton contributions are sup-
pressed by detection of the coincident neutron. Laget™ has studied the
corrections to PWIA for this reaction due to fina sate interactions and me-
son exchange currents and finds these effects to significantly affect the target
asymmetries for small Q2. Similar conclusions were reached for d(€, e'7)p at
nonzero recoil momentum. Fortunately, these effects are calculated to become
negligible for Q2 > 0.3 (GeV/c)?.

Additional support for this proposition is available from 3He(5, pN) re-
actions. Miller et al.*?” find that for small py, the target analyzing power is
suppressed unless the momentum transfer is large enough, ¢ > 500 MéV/c,
but that the PWIA prediction is recovered for large gjectile momenta. Fur-
thermore, the beam and target analyzing powers for 3He(g, pn) should be
equal in PWIA and are for ¢ > 500 MeV/c. These results are interpreted as
evidence that spin-dependent final-state interactions are important for small
@2, but may be negligible for @2 > 0.3 (GeV/c)?. However, a more detailed
theoretical anaysis of the proton-induced knockout reaction is still required.

The first measurement of target asymmetries for exclusive 3He(€,e'n)
reaction has been made a Mainz by Meyerhoff et al.*? At @2 = 0.31
(GeV/c)?, they find AT = (=7.40 £ 0.73)% and AT = (40.89 % 0.30)%.
Using the PWIA ratio

GEn
GMn

to minimize systematic errors and the dipole parametrization for Gas., they
find Gg, = 0.0354+0.012+0.005, where the remaining systematic uncertainty
is dominated by G ps,,. The result agrees with the Platchkov analysis™ based
upon either the Paris, Reid soft-core, or Argonne V14 potentials, and seems
to exclude the result based upon the Nijmegen potential. However, their
acceptances were quite large and it will be important to average theoretical
models that include FSI effects over the experimental acceptances properly
before their result can be considered definitive.

4, 1/2 AT
2] AT

= T+T(1+T)tan2 (323)

334. Other Methods for Measuring Gg,

Severa improved measurements using d(€, e'it), 3He(é, e'), and *He(€,
e’'n) which exploit the higher duty-factor beams now available at MIT-Bates



128 James J. Kelly

and Mainz are either in progress or planned. These new data should have
smaller statistical and systematic uncertainties and will cover more extensive
kinematic ranges. Similar experiments are dso planned at CEBAF with con-
tinuous beams of higher energy. Experiments with polarized beams and polar-
ized internal targets are being developed a NIKHEF. Studies of 3He(é, ¢’ N)
for both neutron and proton knockout can be used to test details of the wave
functions and the reaction model.%®

Experiments using polarized deuterated-ammonia targets to study the

-

d(€,e'N) reaction are dso being planned. The sensitivity to Gg, of the
deuteron-pol arization observables in the d{é, e'n)p reaction has been studied
by Arenhovel et al.,®) who suggest that the helicity-dependent target vector-
polarization asymmetry with the spin orthogond to g is the most promising
observable of that type. An experiment of that type has been proposed by
Day.!® Alternatively, Rekalo et al.™® have suggested that the d(&,e’'p)n
reaction could be used in antiparallel kinematics, in which the proton is de-
tected in the direction opposite to g, is dso sengitiveto Gg,,. In that case
the target asymmetry due to a vector polarization orthogonal to q offers the
best signal.

Donnelly et al.*" have also suggested that the parity-violating asymmetry
in 'H(€, e)'H is senditive through isospin symmetry to G'g,,, provided that the
contribution due to strange quarks is neglected. However, these contributions
are expected to be of the same order.®

3.4. Summary

The nucleon eectromagnetic form factors are fundamental quantities re-
quired for evauating models of nucleon structure. However, the dominance
of the magnetic form factor at large Q% makes extraction of the electric form
factor from cross-section measurements difficult and vulnerable to large sys
tematic errors. The proton magnetic form factor is known with good precision
for @2 < 30 (GeV/c)? and is described well by models which combine vector
meson dominance at low @2 with perturbative QCD at high Q2. However,
the proton electric form factor is essentialy unknown for @2 > 1 (GeV/c)?.

Despite significant improvements achieved recently for neutron detection
in d(e,e'n) reactions, the data for neutron form factors remains relatively
poor. High-quality coincidence data for the magnetic form factor are limited
to 0.1 < Q? < 0.6 (GeV/c)? and for 1.0 < Q? < 6.0 (GeV/e)® we must
rely on inclusive quasielastic measurements with subtraction of the proton
contribution. These data for Gpr /G p display a broad enhancement for
Q? ~ 0.6 (GeV/c)? that is not well described by the available models. Al-
though G, has been extracted from very precise data for elastic scattering
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by deuterium, the analysis is quite model dependent. Alternatively, the ratio
of Gg/G s Can be obtained from polarization measurements involving either
the recail neutron or a polarized target in conjunction with a polarized elec-
tron beam. The feasibility of these techniques has been demongtrated and
systematic high-precision measurements of the electric form factors of both
protons and neutrons are expected in the near future using the new high duty-
factor facilities with high intensity polarized beams that are now becoming
available.

4. PROTON KNOCKOUT EXPERIMENTS ON FEW-BODY
SYSTEMS

Electromagnetic reactions upon the few-body systems, thosewith 4 < 4,
continue to provide a fertile laboratory for exploration of fundamental properties
of nucleons and NN interactions, three-body forces, and subnucleonic degrees of
freedom. Exact calculations can be performed for the deuteron, whose low den-
sity limitspossible medium modifications of the el ectromagnetic propertiesof nu-
cleons. Neverthel ess subnucleoni ¢ degrees of freedom, represented as meson ex-
changecurrents(MEC), play avital rolein many of the electromagnetic processes
involving the deuteron. Perhaps the most striking exampleis found in threshold
electrodisintegration of the deuteron®™? for which adeep interferenceminimum
inthe PWIA prediction is completely obliterated by strong MEC effects.

Given a modd of the NN interaction, the ground-state wave functions
for trinucleon systems would be solvable exactly if there were no explicit
three-body interactions. However, with the exception of the Bonn potential,
most modern NN interactions underbind the triton by about 1 MeV.*® This
deficit is generally attributed to three-body forces which are then adjusted
empirically because there is no unambiguous theory of three-body forces.
Nor do fits to NN and =N scattering data uniquely determine al of the
parameters needed to calculate meson-exchange currents in nuclei. These
two-body currents are closely related to, and perhaps indistinguishable from,
possible medium modifications of the electromagnetic properties of bound
nucleons. Furthermore, athough final-state interactions (FSI) are in principle
caculable exactly, at least in nonrelativistic Faddeev approaches, practical
caculations have not yet included complete NN interactions and generaly
omit MEC effects. Similarly, nearly exact caculations of the ground-state
wave functions for A = 4 systems can be performed with Green function®
or variationa > Monte Carlo methods, but FSI and MEC are more difficult
to treat exactly. Alternatively, diagrammatic expansions™**? can include
MEC, but the convergence of the rescattering series is questionable. With
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TABLE 4.1
Summary of (e, e’p) Experiments on Few-Body Systems
Target Observables E* Pm
(MeV) (MeV/c)
2H(e,e'p)  Ryr, Rrr 179+ 1.7
2H(e,e'p)  pP 0-180
150-340
2H(e,e'p)  pP 295-500
2H(e,e'p)  Rr, Rr 39-110
Rr/Ry
2H(e, €'p) Ry, Rr, Rrr 36-170
’H(e,e'p) Ay 8-95
2H(e, ¢'p) Ry, Rr 20
100
-100
~20,—50,—100,— 150
150
Ry, Rr, Rpr 50,100,150
3He(e,e'p) pP 0-70 0-200
3He(e,e'p) pP 0-70 150-310
SHe(e,e'p)  p? 225-370
3He(e,e'd) pP 370-500
3He(e,e'p) pP 0-90 300-600
*He(e,e'p) pP (10,210)
(110,350)
FSI +100 + 15
FSI 100 & 15
iHe(e,e'p) Rpr, Rr 30
90
190
‘He(e,e'p) Rr., Rr 265
Rpr 265
‘He(e,e'p) pP 0-140 250-380
440600

density and binding energy typica of complex nuclei, but with structure sim-
ple enough to calculate exactly, the A = 4 system provides a transition to the
€electromagnetic response of complex nuclei.

Therefore, there remain fundamental issues which can be addressed with
(e, e’ N) reactions on few-body targets and the relative simplicity of these tar-
gets suggests that the results might be interpretable with relatively little ambi-
guity, at least as compared with complex nuclel with.A > 4. The recent proton
knockout data for electron scatteringon A < 4 systemsis summarized in Table
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TABLE 4.1
(Continued)
Ty (w,q) Type Refs.
(MeV)  (MeV, MeV/c)
30 < 6, < 120° 153
(105,450) L 133
(147,350) 133
(200, 279) L 134
(75,299) I 135
0.05 < Q2 < 0.27 (GeV/c)?
(95.4, 463) L 136
(79,388) 1 137
q = 300,400, 500,600,670 || 138
g = 400, 500,600,670
q = 200,300,400, 500,920
g =825
g = 650
q = 400 1
(330-470, 430) i 139
(300-430, 300) L
(113,250) 1 140
(113,250) L
(200,279) L 141
97 (116,431) L 142-144
97 (100, 250) L
(75-141,262-538) I 143, 144
(73-148, 400) L
(98,421) I 145
(65-277,299-829)
(147,682)
(200,324) I 146
(200, 360) i
(159,261) L 147
(199,278)

4.1. Thetabulated kinematic variables are intended for general guidance only—
more precise values can be obtained from the original sources.

4.1. The D(e,e’'p) Reaction

Electromagnetic reactions upon the deuteron play a central role in eval-
uating models of the NN interaction and of meson-exchange currents.*>”
In the quasielastic regime, interaction effects and two-body currents are rel-
atively unimportant so that nucleon form factors, particularly neutron form
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factors, become accessible to investigation subject to relatively little model
dependence. Away from the quasielastic ridge, subnucleonic degrees of free-
dom become more important and can again be investigated with relatively
little complication due to uncertainties in the ground-state wave function.

A series of measurements has been performed at Saclay using kinemat-
ics which emphasize the longitudina response, minimizing the corrections to
the impulse approximation due to meson-exchange currents. >33 After the
small MEC effects are included, the deduced experimental momentum distri-
bution for p,, < 500 MeV/c agrees very well with predictions based upon
the Paris potential.*>'>® However, somewhat surprisingly, the experimental
momentum density for p,, — 0 is suppressed by about 15% relative to the-
ory, perhaps reflecting a small suppression of the longitudinal response **
More detailed investigation of the nuclear current for bound nucleons reguires
separation of the nuclear response function into its various components. For
example, in nonrelativistic (NR) calculations Ry is expected to be partic-
ularly sensitive to relativistic corrections of the current operator,™® while
Rpr 1S expected to be particularly sensitive to meson-exchange and isobar
contributions (NR+MEC+C)."*™® Thefirst (e, ¢'p) experiment to use out-
of-plane detection of the ejectile was made using the pulse-stretcher ring at
Sendai by Tamae et al.™®® for the d(e, ¢'p) reaction using 129 MeV electrons
scattered by 6, = 30°. Protons emerging a polar angles 0 < 6, < 120° with
respect to g, in 30° steps, were detected for azimuthal angles of ¢ = 45, 90,
and 135°, alowing measurements to be made of the ratios o 1(0pq)/00 and
arr(0pe) /00, Where oq refers to the coincidence cross section for parallel
kinematics. The measurements were made for a very low excitation energy,
E,, = 18 MeV, and agree very well with nonrdativistic (NR) calculations
made by Fabian and Arenhovel™” based upon the Paris potential, but were
not sufficiently precise to clearly establish the role of subnucleonic degrees of
freedom. Furthermore, the normalization of the interference response func-
tions was not measured. More precise data for larger excitation energies are
needed to make more discriminating tests.

Separated response functions have been measured for larger momentum
transfers by van der Schaar et al.®® at NIKHEF. In pardld kinemat-
ics, measurements of the ratio Ry, /Ry for 0.05 < Q? < 0.27 (GeV/c)?
are consistent with PWIA or with a small suppression. Calculations based
upon either nonrelativistic or relativistic models, which are practicaly in-
distinguishable, describe the small deviations of this ratio from the PWIA
limit equally well. However, there remains asmall (20) discrepancy, which
cancels in the ratio, between theory and experiment for both response func-
tions. Measurements were also made in nonparallel kinematics with constant
(w,q) = (95 MeV, 463 MeV/c),™*® alowing Rr and Rz to be separated
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for 50 < p, < 175 MeV/e, but the systematic uncertainty in Ry, which
arises from the subtraction of similar cross sections with strong energy and
angular dependencies, varies between about 59% at small p,, to 27% at high
p despite the 1 mrad accuracy with which the spectrometer angles were
known. Hence, these data are presented in Fig. 4.1 in the form of a left—right
asymmetry>”

_o(¢=0)-o(g=1)
o(@=0)+o(@=m)

where o(¢) here refers to the differential cross section in the scattering plane
with ¢ = 0 referring to an gectile momentum between g and the beam
direction. This ratio is proportional to Ryz, but is less vulnerable to sys
tematic uncertainties, here amounting to 64, = £0.05. The daa for A,
are compared with severd theoretical calculations. The relativistic (R) cal-
culations of Hummel and Tjon™® appear to give a slightly better descrip-
tion of Ry than the nonrelativistic NR or NR+MEC+IC calculations due
to Arenhével,** but appear to be definitely superior when presented as the
left—right asymmetry A, .The relativistic calculations do not include meson-
exchange or isobar currents, but the NR+MEC+IC calculation suggests that
their effect is small for these nearly quasifree kinematics; to investigate those
effects one must move further from the quasielagtic ridge. On the other hand,
the NR calculations were truncated at first order in ¢/m, while Mosconi
and Ricci®® have demonstrated that higher-order contributions, primarily
the Darwin—Foldy term, significantly enhance Rt and suppress R/, for
these kinematics. The measurements of 4, made at Bonn by Frommberger
et al.™ for 8 < p,, < 73 MeV/c are consistent with those of NIKHEF
where they overlap and are also described better when relativistic corrections
to the NR+MEC+IC model are applied.™

Recently, measurements were made at Saclay by Ducret et al.**® of R
and Ry for 20 < p,, < 150 MeV/c and 200 < q < 825 MeV/c and of
Ryr for 50 < p.. < 150 MeV/c & g = 400 MeV/c. The Saclay data for
R./Ry are consistent with those of NIKHEF where they overlap, but sug-
gest that the longitudinal response is suppressed for ¢ < 500 MeV/c. This
suppression appears to be smaller than found for complex nuclei but may
explain the suppression of the deuteron momentum density for small p.,. For
q > 500 MeV/c, R, /Ry is consistent with unity for deuterium but remains
suppressed for A > 4. For Ry Systematic errors better than +11% were
claimed, and the data for both R, and A, are qualitatively consistent with
those of NIKHEF. These response functions were compared with four non-
relativistic calculations,®**#*%1%) which all use the same deuteron wave
function based upon the Paris potential but which differ primarily in their

Ay
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Fig. 4.1. Left-right asymmetry, Ay for d(e, e’p). The NIHKEF data of van der Schaar et
al.**® are compared with NR (dotted) and NR+MEC+IC (dashed) calculations by Fabian and
Arenhovel %19 calculations by Mosconi and Ricci (dot—dash)®™® which include relativistic
corrections, and fully relativistic calculations by Hummel and Tjon (solid).%16%

prescriptions for inclusion of relativistic corrections. These calculations dif-
fer amongst themselves by 10-25% and from the data by similar amounts,
with none being systematically superior to another. Unfortunately, the rel-
ativistic caculations of Humme and Tjon™ fare little better, reproducing
some of the response functions for some kinematics, but not others. Contrary
to the NIKHEF findings, these Ry data appear to be described better by the
Arenhove calculation, with the Hummel and Tjon caculation being about
20% too large.

The apparent disagreement between the Saclay and NIKHEF interpreta:
tions of the role of relativistic corrections in reproducing the Ry data has
been discussed by van der Steenhoven®” in terms of the effects that errors in
Ry, or Ry could have upon A,. The persistence of differences of up to 20%
between various recent measurements of these separated response functions
makes unambiguous conclusions difficult.

Therefore, athough the experimenta deuteron momentum density is ac-
curately reproduced, the available data for separated response functions are
only explained at the 10-15% level by sandard NN + MEC modes which
appear to suffer from substantial ambiguities in their relativistic corrections.
Experimentally, further progress requires either dramatic reduction of the sys-
tematic errors for interference response functions or extenson to polarization
observables. Theoreticaly, further progress requires either resolution of the
present ambiguitiesin the application of relativistic correctionsor afully rela-
tivistic calcul ation that incorporates a consistent treatment of meson exchange
currents.
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42. The 3He(e, e’p) Reaction

Calculations of inclusive and exclusive electron scattering on*He were per-
formed in PWIA using Faddeev wave functions based upon either the Paris or
the RSC potentials by Meier—Hadjuk et al.**Y who interpreted the significant
disagreement with data as evidence for the need of final-state interactions and
proper antisymmetrization of the final state. Alternatively, momentum distribu-
tions have been computed using the variational Monte Carlo method™™ with the
Urbana or Argonne NN interactions in conjunction with a phenomenological
model of the three-nucleon interaction. The three-nucleon interaction is needed
to reproduce experimental binding energies and radii for the three-nucleon sys-
tem. Thesecalculationsproviderelatively good descriptions of the experimental
momentum distributions for boththe 3He(e, ¢'p)*H and 3He(e, ¢'p)np . channels
for pr, < 600 MeV/e (139141

Final stateinteractions(FSI) forthe *He(e, e’ p) can beeval uated either using
a diagrammatic expansion**+%2 or by solving the Feddeev equations."®*
The diagrammatic expansion has the advantage that meson-exchange currents
(MEC) can dso be included to the same order, but has the disadvantage that
convergence of FSI is not guaranteed. In principle, the Faddeev approach per-
mits the FSI to evaluated completely, but most practica calculations performed
to date have used truncated forms of the NN interaction and have not included
MEC.

Faddeev calculations for 3He(e, e’p) were performed by van Meijgaard and
Tjon(621%3) ysing a separable unitary pole expansion (UPE) based upon aloca
spin-dependent swave potential containing both attractive and repulsive con-
tributions. This model provides a good fit to the Nd phase shifts. The lowest-
order calculationfor the direct deuteron knockout, seeneitherin 3He(e, e'd)por
in 3He(e, e'p)d for antiparallel kinematics, was shown to be a poor approxima-
tion, while the Faddeev cal culation gives a good account of the data. However,
swave FSl are not sufficient to describe the3He(e, ¢'p)dl datafor large missing
momenta. The method has been extended to three-body el ectrodisintegration**”
and compared withtheinclusive dataof Dow et a."**® Van Meijgaard and Tjon
find that proper treatment of FSI significantly affects the inclusive longitudinal
response functions, giving a good account of the data, and that the prescription
for connecting rel ativistic kinematicswith nonrelativistic dynamics plays anim-
portant role. However, lacking MEC, that calculation underpredicts the trans-
Verse response.

Morerealistic NN interactionswereemployed by Ishikawaetal.,**® who
evaluated the convergence of the multiple scattering series for the two-body
breakup channel using a nonrelativistic Faddeev approach. The 34-channel
ground-state wave function was evaluated with either Paris or Bonn potentials,
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Fig. 42. Data for the pd electrodisintegration of 3He(1® are compared with complete
FSI calculations by Golak et &/.*¢? using the Paris (dashed) or Bonn B (solid) potentials.
Calculations based upon the UPE model of van Meijgaard and Tjon®*'%® are aso shown as
the dotted line. Here @ y is the nucleon angle with respect to the beam.

but NN interactions in the continuum were limited to the 1Sy and 35; —2 D,
gtates and the Coulomb interaction was neglected. Although meson-exchange
currents and rel ativistic corrections were omitted, the rescattering contributions
could be compared order by order with the exact solution for that model. They
find that, except in the immediate vicinity of the quasielastic peak, the multiple
scattering series convergesquite dowly, if atall. Therefore, caution must be ex-
ercised in interpreting finite-order diagrammatic expansions of fina-state inter-
actions, as employed by Laget, particularly for large angles with respect to g.
Furthermore, the tensor interaction, neglected by van Meijgaard and Tjon, was
aso found to be important for large missing momentain nonparallel kinematics.
These calculations have been extended by Golak et al.®” to include com-
plete representations of the NN interaction and enough partial waves to ob-
tain convergence of FSl for redigtic interactions. Representative calculations
for the pd two-body channel are compared in Figs. 4.2 and 4.3 with data
from Keizer et a.* The data were obtained for constant (w,q) = (113
MeV, 250 MeV/c) with protons being detected for 32° < @, < 63° and
deuterons for 55° < —f4, < 120°, corresponding to missing momenta in
the range 225 < p,, < 500 MeV/e. In order to enhance the cross section
for large recoil momenta, the momentum transfer q for these kinematics was
chosen to be relatively small and w to be substantially above the quasifree
peak. The calculations in Fig. 4.3 show that, even in the peak, FSI effects
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Fig. 4.3. The convergence of the multiple scattering seriesfor the pd electrodisintegration of
®Heis compared with full FSI calculations and with ordinary (PVVIA) and antisymmetrized
(PWIAYS) plane-wave impulse approximation. The data are from Ref. 140 and the calculations
are from Ref. 167. Here © y is the nucleon angle with respect to the beam.

remain quite important for these large-w kinematics and that the antisym-
metrized plane-wave impulse approximation (PWIAS) is not useful. There is
little variation among the complete FSI calculations based upon realistic NN
interactions, such as Paris versus Bonn B, and those calculations reproduce
the data quite well. However, the smpler UPE model fails for large recoil
momenta. Furthermore, away from the peak cross section the multiple scat-
tering series converges quite sowly, with large differences remaining between
fourth and fifth orders. Therefore, low-order diagrammatic calculations can-
not be trusted except in the immediate vicinity of the peak. Similarly, for
three-body breakup it is equally important to perform complete FSl calcula-
tions with redlistic interactions — PWIAS and/or diagrammatic approaches
are not adequate. On the other hand, the diagrammatic caculations indicate
that meson exchange and isobar currents can become important away from
quasifree kinematics and these contributions have not yet been included in
the Faddeev calculations.

4.3. The *He(e,e’p) Reaction

The momentum distribution for the ground-state transition in the
4He(e, ¢/p) reaction has been studied by van den Brand et al.**™* for
pm < 350 MeV/c using two kinematical conditions. The first, with con-
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gant (w,q) = (116 MeV, 431 MeV/c) and 6. = 70°, tends to empha-
size the transverse response, while the second, with (w,g) = (100 MeV,
250 MeV/e) and 6. = 36°, tends to emphasize the longitudinal response.
In both cases the center-of-mass kinetic energy of 75 MeV, correspond-
ing to a laboratory kinetic energy of 97 MeV for proton scattering in the
res frame of the resdud nucleus, was held constant to minimize varia-
tions in the fina-state interactions. The role of charge-exchange contri-
butions of the type (e,e'n)(n,p) and (e, e'p)(p,n) was investigated using
the Lane model with phenomenological optica potentials. Those calcula
tions demonstrate that charge-exchange effects are important, but do not
reproduce the data very well.

The Saclay group™® have studied the g-dependence of Ry /Ry for
“He(e,e'p)®H a severa values of p, and find that ratio is reduced with
respect to PWIA (unity) and decreases as q increases. Charge exchange con-
tributions to “He(e, e’ N) reactions have been studied by Buballa et al.!®
using a random-phase approximation based upon a meson-exchange model
to develop a G-matrix residua interaction. The charge exchange contribu-
tion to *He(e, e’p) reduces the longitudinal contribution with respect to the
transverse, in good agreement with the Saclay data. Similar results, although
not quite enough suppression, were obtained by Warmann and Langanke!%?
using a resonating group method to calculate both the bound states and the
scattering dates from the same interaction with antisymmetrization and or-
thogonality enforced exactly. For p,, > 300 MeV/c, the Buballa calculation
suggests that the longitudinal cross section for “He(e, e'n) is as large or larger
than the longitudinal cross section for He(e, €'p); obvioudy, it would be in-
teresting to test that prediction.

Momentum distributions for *He(e, 'p)*H have been caculated by Schi-
avillaet al.™ using the variational Monte Carlo method with the Urbana or
Argonne NN interactions in conjunction with the model VII three-nucleon
interaction. Those wave functions were used by Laget in diagrammatic cal-
culations which include rescattering, charge exchange, and meson-exchange
currents. These microscopic reproduce the data for kinematics | very well and
both charge exchange and meson-exchange currents are found to be important.
However, the calculations for kinematics Il fall below the data for p,,, < 300
MeV/c by up to 20%, while for larger p.,, the calculated momentum distri-
bution flattens out more than the data. Since these conditions are far from
the quasielastic peak, higher-order final-state interactions may be important.
Also note that recoil contributions, where the virtual photon is absorbed by
the residual nucleus rather than the gjected nucleon, become important under
these conditions and may be overestimated by the calculation.
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5. DISTORTED WAVE ANALYSIS OF (€, e'ﬁ) REACTIONS

In this section we provide a critical review of the assumptions and am-
biguities involved in the distorted wave approximation (DWA) for (¢&,e'N)
reactions on complex nuclei. For the present purposes we assume that one
hard virtual photon is absorbed by a single nucleon and postpone considera
tion of multinucleon currents to Section 7. Most such calculations for finite
nuclei that have been performed to date employ nonrelativistic wave func-
tions for the target nucleus and distorted waves obtained as solutions to the
Schrédinger equation. The effects of optical-model ambiguities upon knock-
out caculations are reviewed in considerable detail, and recommendations
for minimizing such ambiguities are made. The nonrelativistic models aso
require reduction of the current operator to a nonrelativistic form, and we
review the atendant ambiguities as well. Furthermore, most nonrelativistic
calculations evaluate eectron distortion using an eikona expansion which
is quite accurate for light- and medium-weight nuclei, but which converges
sowly a best and is not sufficiently accurate for heavy nuclei, such as the
lead region. More recently, relativistic calculations have been performed in
which electron distortion is evaluated essentially exactly. Such calculations do
improve the shape of missing momentum distributions for heavy nuclei, due
to improvements in the accuracy of Coulomb distortion, but ambiguities due
to the choice of optical potential and approximations to the off-shell current
operator remain unabated.

Data analyzed using the distorted wave approximation will be reviewed
in Section 6. Experiments designed to test the reaction model and various
refinements of the DWA are reviewed in Section 7.

5.1. Distorted Wave Amplitude

A conceptua diagram of the distorted wave approximation (DWA) for the
single-nucleon knockout reaction, A(e,éN)B, is given in Fig. 5.1. The one-
photon exchange amplitude for this process can be expressed in the form®?

d3 !
M= [ G55 7@ ga @) G.1)
where the electron and nuclear currents are
Ji(d) = / d*r €79 TP 0y, 5 () (5.2a)

TN¥(q / & &4 TGN ()00 (1) (5.2b)
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Fig. 5.1. Conceptual diagram for the distorted wave approximation to single-nucleon
knockout reactions.

and where T', is the vertex operator for the nucleon current. In these ex-
pressions the electron wave functions relative to the target of mass m4 are
denoted by the spinors ¢ and $ for the initial and final states, respectively.
Since it is more convenient to express the ejectile wave functions ¢V relative
to the residual nucleus of mass mB, the radid scale is adjusted by means of
the reduced momentum transfer'™ §' = q'mg /ma.

If we assume that a virtual photon with momentum q' is absorbed by a
single nucleon with initial momentum p, the nuclear current a position r
becomes

T = [ B A e BT R (5)
» (2m)3 (2m)3 ’ pE

where the single-nucleon wave function is the amplitude for removing a nu-

cleon from the initial state of target A and reaching the final state of residua

nucleus B, such that

¢(p) = (Bla(p)|4) (54)

The distorted wave x{=)*(p’, p”) is the amplitude that an gjectile with initial
momentum p” = p+q’emerges from the nuclear field with fina momentum
p’. Inclusion of inglastic processes within the final-state interactions can be
accomplished using a coupled-channels model of the distorted waves, as dis-

cussed in Section 7.5. In coordinate space these wave functions are expressed
as

/ o P é(p) (5.52)

3//
a°p

(2m)3

x(p',r) = e® T x(p',p") (5.5b)
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Thus, the nuclear current becomes

jN( l)_/ d3p A =)* (! AN / 7 5.6
w ()= | G X (Pp+d)Tu(p+d,p)o(p) (5.6)

where ¢’ is the local momentum transfer supplied by the electron.

In the absence of Coulomb distortion, the electron current would be pro-
portional to 4*(q’ — q), o that the nuclear current could be evaluated for a
unique value of the momentum transfer obtained from asymptotic kinematics.
Fortunately, even in the presence of Coulomb distortion, the electron current
tends to be sharply peaked about a loca or effective momentum transfer,
q’ ~ qesr, 0 that for light nuclei it remains a good approximation to evaluate
the vertex function in the effective momentum approximation (EMA),

Fu(p”,p) ~ Fu(p,apm,eff) 5.7

where the effective missing momentum, pme = P’ — Qesr, includes the
effect of Coulomb distortion. Further details of the effective momentum
approximation for Coulomb distortion are given in Section 5.6.

Therefore, we obtain

IN ) ~ / d3r e Ty (I (p! )T, (D', Prn et O (T) (5.8)

where the vertex function has now been reduced to a matrix, acting on nucleon
spins, whose elements are evaluated using effective kinematics. This approach
greatly simplifies the numerical evaluation of the transition amplitude and is
a suitable starting point for nonrelativistic models that use nonrelativistic
wave functions x and ¢ and a nonrelativistic reduction of I'. It also has
the advantage of preserving the response function structure of the one-photon
exchange approximation.

Severa other processes may contribute to the transition amplitude. Dis-
persion corrections involving electromagnetic excitation of either the initial
or the residual nucleus reguire exchange of two or more hard photons and
hence are inhibited by o2 relative to the lowest-order DWA amplitude. Co-
herent (elastic or inelastic) electron scattering by the residual nucleus may
also permit an energetic nucleon to emerge. Recoil contributions of this type
are important in some kinematical situations for very light nuclei, but are ex-
pected to be negligible for complex nuclei. Similarly, exchange contributions
in which a nucleon emerges other than that which absorbs the virtual photon
are expected to be minimized when the gjectile momentum is large and the
missing momentum small. However, these effects may become important for
(e, e'p) experiments at large missing momentawhich seek to study short-range
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correlaions. These and severd additional processes have been discussed in
Ref. 1 but, since redlistic caculations are not yet practical, no further discus-
sion of those issues will be given here. Two-body currents involving meson
exchange and/or isobar excitation are discussed in Section 7.4.

5.2. Distorted Momentum Distributions

The distorted momentum distribution o (p.., p’) is obtained by divid-
ing the unpolarized differential cross section o by the elementary electron—
nucleon cross section o for initial (final) nucleon momenta p.,, (p), such
that

Jo

D n o
p” (Pm,p’) = Koum (5.9)

where

oon = (VLRGN + VrREY + VirREY cos ¢ + Vrr R cos 2¢)
(5.10)

does not include the phase-space factor K. To be consistent, the eN response

functions must be computed from the same current operator used to evalu-
ate the nuclear response functions. The normalization is determined by the
requirement that in the plane-wave approximation the momentum distribu-

tion, p;(pm), for a fully occupied orbital with total angular momentum j be
normalized to its occupancy, such that

47T/dpm P pi(Pm) =25 +1 (5.11)

for the independent-particle shell model.

Similarly, the experimental momentum distribution is aso obtained using
Eq. (5.9), but the off-shell electron—nucleon cross section, o..1, developed
by de Forest™® is normally used for o.n. Further details may be found in
Section 5.5.3.

5.3. Bound State Wave Functions

The radial overlap function for removing a nucleon from the ground state
of an A-body system, lIl((,A), and leaving the residual (A — 1)-body system in

a specific final state, TS, can be expanded in the form

@A) = capplr) (5.12)
B8
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where ¢, is aparentage or pickup coefficient and where the labels « and 3
stand for al required quantum numbers. We assume that the basis functions
closely resemble single-particle orbitals in the Hartree-Fock mean field. Thus,
we assume that

h2
[_%w + vm] b5 = s (5.13)

where the separation-energy prescription for the single-particle energies stip-
ulates that

ep =BV — BESY —my (5.14)
The single-particle potential is usually parametrized in the Woods-Saxon form
V() =V () +Ve(r)+ VL o (5.15)

where VZ(r) is the Coulomb potential for a uniformly charged sphere of
radius Rz and where

V() = -Vof(r) (5.16a)
VE(r) = Vi 2 D () (5.16b)

with
f(r)=[1+exp({r — R)/a)] " (5.17)

The radius of the Coulomb potentia for residual charge (Z — 1) is
parametrized as R; = rz(A — 1)}/3 where rz is typicaly 12 fm. The
radius of the nuclear potential is parametrized as R = ro(4 — 1)/3 and the
radius parameter rq is adjusted to fit the shape of the momentum distribution
for each dtate separately. The diffuseness parameter a is usualy held con-
stant, where typically a = 0.65 fm is assumed. The central and spin—orbit
potentials are usually assigned the same geometrical parameters. Either the
srength Vi“° or the ratio Vi#S/V,€ is aso held constant. Typically, one
chooses Vi ~ 6 MeV or uses the Thomas form™®"®

1/ h \?
VLS = 5 (2m c) AVy = 0.00553\V; (5.18)
D

with X = 25. The depth of the central potentia is then adjusted to reproduce
the experimental separation energy.
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Many analysm aso include a Perey nonlocality correction of the radial
wave function™>* in the form of a multiplicative factor

=iy L i

P(r) = 1+ 55820 f ()]

where ;1 = my(A — 1)/A is the reduced mass. The nonlocdlity parameter
is typically chosen as 8 = 0.85 fm. The wave function must be renormal-
ized and the quoted rms radius includes the change due to the nonlocdity
correction.

(5.19)

5.4. Ejectile Distortion

The gjectile distorted wave is assumed to satisfy a Schrodinger equation
of the form

(V2 + k2 ~2u (U + UL - a)]x =0 (5.20)

where the central and spin—orhit optical potentialsare U¢ and ULS. Relativis-
tic kinematics are incorporated by using the exact relativistic wave number k
and by replacing the reduced mass with the reduced energy

EnEs_y

= """ 5.21
En+Es, (>21)

7]
where Ey and E4_; are the relativistic total energies of the gjectile and the
residual nucleus. The optical potentials may be obtained from fits to elas-
tic scattering data, performed either with the Schrédinger or with the Dirac
equation followed by transformation to an equivalent Schrédinger equation,
or from folding model calculations using density-dependent effective interac-
tions. These methods are reviewed below.

5.4.1. Woods—-Saxon Parametrizations

Most analyses are performed using optical potentials fitted to proton elagtic
scattering data using simple Woods-Saxon (WS) shapes of the form

UC(T) = VZ(T) + VCf(CEv) + iWCf(a:w) + 4ia5WSg(a:5) (5.22a)
UtS(r)y = % [VESg(zvis) + iW S g(zwis)) (5.22b)

where .
fle) = [1+e™]7",  glzi) = —0f(x:)/0r
€Tr; = (7‘ — Ri)/ai, R, = 7‘,;141/3
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The factor —4ag is included to normalize the surface-absorption form factor
to unity a its pesk. The Coulomb potentiadl V'Z is usualy obtained for a
uniformly charged sphere of radius Rz = rz A3 with 5 a 1.25fm, but
is sometimes obtained, more consistently, by folding the Coulomb interac-
tion over the nuclear charge dengity. For low energies, typicaly 7, < 100
MeV, surface absorption is parametrized by W, usudly with rg = ry
and as = aw. The rea and imaginary spin-orbit potentials are usu-
ally assigned common geometrical parameters, rwrs = rvrs = rps ad
AWLS = avLs = aLS-

The parameters may be obtained either from single-energy fits made to the
data for each ejectile energy independently or from energy-dependent analyses
which consider a broad range of proton energies. The former usually produce
superior fits to the elagtic scattering data, but the parameters may vary errati-
cally with energy due to uncontrollable correlations among the parameters or
to defects in the reaction mechanism. Energy-dependent optical models im-
pose a smooth energy dependence upon the potentials, usualy at the expense
of local fit quality. Furthermore, globa optical potentials also impose smooth
functions upon the mass dependence of the geometrical parameters. How-
ever, one must be careful not to employ such potentias significantly beyond
the ranges of either mass or energy originaly fitted — they usually do not
extrapolate well.

The potential fitted by Schwandt et al.*’? to cross section and analyzing
power for proton elastic scattering for A > 40and 80 < T, < 180 MeVis
commonly employed for knockout analyses. It may be used for either proton
or neutron scattering since it contains a parametrization of the symmetry po-
tential. Although the Schwandt potential does not bear extrapolation in either
mass or energy well, it is nevertheless often used for lighter nuclei, sometimes
even for mass 12. A potential developed by Abdul-Jalil and Jackson®™ 7
for A~ 12 and 50 < T, < 160 MeV has sometimes been used for knockout
studies, but in our opinion its description of proton scattering data is unsat-
isfactory. Alternatively, the p+'2C potential of Comfort and Karp™™ for
T, < 185 MeV is preferred. Unfortunately, a global nonrelativistic optical
potential for A > 12 and a broad range of energy does not appear to exist.
For that we must appeal to Dirac phenomenology (DP).

5.4.2. Dirac Phenomenology

Suppose that a four-component Dirac spinor

W= 0)
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where ¢, and »_ are two-component Pauli spinors for postive and negetive
energy components, satisfies a Dirac equation of the form

[ p+B(m+8S)V=(E-V -V (5.23)

with scalar and vector potentials S and V. Upon elimination of the lower
components, an equivalent Schrodinger equation of the form

(V2+ k20 (U2 +U° + UYL 0)] ¢ =0 (5.24)
can be obtained, where v is related to ¢ by the Darwin transformation
¥y = BY?¢ (5.25a)
S-vV-v?
B=1+ —FTm (5.25b)

The equivalent Schrédinger potentials are then
E

S e (5.26a)
v
E S2-V? V&VZ42v

UCZZ[V+%+ 55 ( 2E+ )}+UD (5.26b)
1 1 d 3 /B"\?

p_ 2t |__~ %oephyy (2 5.26
U= " wmB e )+4<B> (5-26¢)
1 B
Uts = “5urB (5.26d)

where UP is the Darwin potential. The Schrodinger solutions are phase-
equivalent to the Dirac solutions in the sense that the asymptotic phase shifts,
and hence observables for elastic scattering, are the same. However, the
Dirac wave function is modified in the interior by a nonlocality factor similar
in form to the Perey—Buck nonlocality factor, except that it depends upon
S — V, which is closely related to the spin—orbit potential, rather than upon
the central potential. Hence, Cry can aso be deduced from the spin—orbit
potential directly.“® When used in nonrelativistic calculations, the positive
energy spinor ., including the Darwin factor, is identified with the distorted
wave x.

H;Cma et al.*™ produced global Dirac optical potentials for A > 40 and
65 < T, < 1040 MeV. The scalar and vector potentials were parametrized
by symmetrized Woods-Saxon functions, of the form

f@) = [1+e®)1+e”)] ! (5.27)
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where x = (r — R)/a for each component, as before. In addition, surface
absorption proportional to f'(x) was included. Two fits were made, here
designated DP1 and DP2. The strengths and shape parameters for DP1 were
expanded in the form

3
Vi=Ri) V4B~
=0

2 5
R, = AY3 ( Ry;A™ +ZR,-J-E2—J')
3=0

. i=3

2 5
a; = E aijA_7+ E a,;]'Ez_]
=0 =3

where the subscript i refers to real and imaginary parts of the scalar and vector
potentials. A dlightly different parametrization was employed for DP2. DP1
has 77 parameters, compared with 84 for DP2, but both give approximately
the same reduced x2 = 8.3 for more than 4500 degrees of freedom.

The global Dirac optical potential was then extended to the ranges A > 12
and 20 < T,, < 1040 MeV, including more than 8700 data points, by Cooper
et al.’® The parametrizations are more complicated and several essentially
equivaent variations of the globa potential were provided. In addition, best-
fit energy-dependent potentials were produced for everyone's favorite targets.
12C, 160’ ‘“’Ca, 9021‘, and 208Pb.

Although the scalar+vector (SV) model of Dirac phenomenolgy is not
unique, and relatively simple but arbitrary shapes are employed for the poten-
tials, this work represents the most extensive and systematic analyses of proton
optical potentials available. The data are described very well by potentials
whose properties vary smoothly with both mass and energy.

54.3. Microscopic Optical Models

Further guidance may be sought in microscopic models of the nucleon
optical potential based upon the local density approximation (LDA). In re-
cent years it has become clear that the nucleon-nucleon effective interaction
depends strongly upon the density in the interaction region. Severd cal-
culations of the effective interaction in nuclear matter have been made fol-
lowing the seminal work of Hifner and Mahaux.'®) Jeukenne, Lejeune,
and Mahaux®%) computed the self-energy and the optical potential for
0 < E, < 160 MeV using the Reid soft-core potential.'® Brieva, Rook,
and von Geramb™**®) ysed the Hamada-Johnston potential ™ and later
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von Geramb and collaborators™® **¥ used the Paris potentia™® to calculate
the pair wave function and then to deduce a loca pseudopotential using a
generdization of the Siemens averaging procedure.™” Similar calculations
using the Hamada—Johnston potential have aso been performed by Yam-
aguchi, Nagata, and Michiyama (YNM),"® ® who parametrized their results
in Gaussian rather than Y ukawa form. Nakayamaand Love™ used the Bonn
potentid® to calculate a local pseudopotential that reproduces on-shell ma-
trix elements of the G-matrix. These theories are all based upon the Bethe-
Goldstone equation and include Pauli blocking and self-energy corrections
self-consistently.  Finally, Ray™® used a coupled channels nucleon-isobar
model and Watson multiple scattering theory to calculate a density-dependent
t-matrix applicable to nucleon energies above 200 MeV that includes some
of the effects of pion production. All of these calculations predict strong den-
sity dependence of the nucleon—nucleon effective interaction. In fact, Ray’s
caculations predict that surprisingly strong density dependence persists even
to energies as high as 800 MeV.

Although the qualitative features of the medium modifications are essen-
tially the same, the quantitative differences among the various theories are
surprisingly large, much larger than would be expected from the variations
among the underlying nucleon—nucleon potentials that are employed, suggest-
ing that the approximations required to evaluate the effective interaction are
not yet under good control. The effect of these differences upon dastic and
inelastic scattering calculations has been surveyed in a series of papers by
Kelly and collaborators in which transition densities measured by €l ectroexci-
tation are used to minimize uncertainties due to nuclear structure and to isolate
the effective interaction for detailed examination. ™) Transition densities
which are strong in the interior provide information about the high-density
properties of the effective interaction, while surface-pesked transition den-
sities reveal the low-density properties. The systematic comparison of such
cases demonstrates quite clearly that the effective interaction depends upon
loca density and that estimates based upon nuclear matter theory have qual-
itatively correct characteristics, but that none of the theories presently avail-
able is sufficiently accurate for quantitative applications to nuclear structure.
Therefore, an empirical model of the effective interaction has been developed
in which medium modifications similar to those predicted by nuclear mat-
ter theory are parametrized in a form suitable to phenomenological anaysis
of data. The parameters are adjusted to reproduce inelastic scattering data
for several states in one or more targets simultaneoudly. Empirical effective
interactions have been extracted from data for severd energies in the range
100 < E, < 650 MeV. For each energy we find that a unique effective inter-
action describes data for severd inglastic transitions in a single nucleus and
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that the fitted interaction is essentially independent of target. These findings
confirm the basic hypothesis of the local density approximation, namely, that
the interaction depends primarily upon locd density and is independent of the
detailed structure of any particular target or transition. The fitted parameters
aso exhibit arelatively smooth energy dependence.

Although dlightly better fits to some of the data sets may be found in
the original analyses, for the present purposes we choose to employ the em-
pirical effective interactions (EEI) tabulated by Kelly and Wallace.®® For
this set of interactions, the medium modifications are applied to the Franey—
Love (FL)®® parametrization of the free t-matrix, which is available for all
relevant energies, and common fitting strategies and constraints were used to
help smooth the energy dependence of the fitted parameters. These choices are
made primarily for aesthetic reasons and have very little effect upon knockout
calculations.

The potentials which emerge from all microscopic models exhibit much
more complicated radial shapes than posited by the Woods-Saxon model of
the optical potential. The detailed shapes depend upon the density dependence
and range of the effective interaction and upon the nuclear density, which es-
pecially for light targets is not well approximated by the Fermi shape. For
energies between about 100 and 300 MeV, for example, the real central po-
tential exhibits a characteristic “wine-bottle” shape. Similar shapes also arise
from the nonrelativistic reduction of either Dirac phenomenolgy or the rela-
tivistic impulse approximation. Although good fits to elastic scattering data
may be achieved with simplistic models of the potential, artificially simple
geometries cannot be justified on more fundamental grounds.

Basing the phenomenology of the effective interaction primarily upon in-
elastic scattering actually offers two advantages over the determination of
the optical potential via elastic scattering. First, the various radial shapes of
transition densities provide differential sensitivity to the density dependence
of the effective interaction, while the elastic optica potential requires only
a global average over density. Second, since the distorted waves are deter-
mined sdf-consistently using optical potentials constructed from the same
interaction that drives the inelagtic trangitions, the inelastic observables de-
pend upon overlap integrals and are sengtive to the wave functions in the
nuclear interior, thereby helping to determine the interior optical potential.
Elastic scattering, on the other hand, depends on asymptotic phase shifts and
al potentials which share the same asymptotic wave functions predict the
same elastic scattering despite differences in the interior. Therefore, provided
that a consistent description of both elastic and inelastic scattering emerges
from the phenomenological analysis of the effective interaction, the resultant
optica potential should represent a more realistic description of the nuclear



150 James J. Kelly

interior than models restricted to simple geometries, even if the latter yield
better x? fits to the elastic scattering data aone.

A disadvantage of this procedure is that it depends upon the relationship
between elastic and inelastic t-matrices

tinet(q, p) = {1 + 0/0p)tei(g, )

first derived for proton scattering by Cheon et al.%"?® The rearrangement
factor (1+0/0p) arises quite naturally in the collective model for which the
effective interaction is interpreted as a functional derivative of the optical po-
tential with respect to the local dendity. Cheon et al. then argue that this result
also represents an approximation to the hole-line expansion of the transition
potential, but the additional approximations required to perform a practical
calculation render their numerical demonstration of its accuracy somewhat
unconvincing. Nevertheless, this factor has been found to be a crucid ingre-
dient in the self-consistent analysis of the empirica effective interaction.”®”
If the interaction depends linearly upon density, the effect of the rearrange-
ment factor is to double the density dependence for inelastic scattering relative
to the elastic interaction. Also note that it is the elastic interaction that is pre-
dicted by nuclear matter theory. However, for low energies the rearrangement
contribution is o large that it can even change the sign of Im t© at saturation
density. Thus, it islikely that higher-order contributions become important in
this regime. In fact, the phenomenology encounters severe difficulties which
have so far stymied efforts to extract a satisfactory empirical effective inter-
action applicable to nucleon energies below 100 MeV. Unfortunately, most
of the high-resolution (e, ¢’p) data presently available is confined to proton
energies below 100 MeV.

544. Comparison of Optical Potentials

Optical potentials for p+*°Ca a T, = 135 MeV are compared for sev-
eral models in Fig. 5.2. The suppression of t§; in the surface region makes
Re U¢ smaller for the EEI than for the PH model at large radii. Otherwise,
the EEl Re U potential is similar to PH and is intermediate between the DP
and Schwandt models, though with a more complicated radia shape. Sim-
ilarly, for Re UL the EEI potential is slightly smaller than PH, but both
have larger radii and more complicated radial shapes than the Woods-Saxon
parametrizations, either relativistic or nonrelativistic. Perhaps the most impor-
tant differences between these models are found in the absorptive potential,
Im UC. At this energy the Schwandt model is less absorptive and the DP
model more absorptive than the EElI model. The PH model is considerably
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Fig. 5.2. Several models of the optical potential for p+49Ca at T, = 135 MeV.

more absorptive than any of the others. As we shall see in the next sec-
tion, these absorptive properties are directly correlated with the spectroscopic
factors deduced from knockout data using these potentials.

A convenient means of comparing various models of the optical potential
is provided by the volumeintegrals

J[U;) = 47 / dr r*U;(r) (5.28)

where Ui is either the real or imaginary part of either the central or spin—orbit
potential. It is found that J/A for central potentials and J/A'/3 for spin-
orbit potentials depend only weakly on A.%% The r2weighting makes these
quantities most sensitive to the surface properties of the potentials. We will
see later that spectroscopic factors are dso sensitive to the interior properties
of the potentials.

The energy dependence of the volume integrals of the optical potentials
for p+49Ca are compared for severa models in Fig. 5.3. The solid curve
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Fig. 5.3. Volume integrals for several models of the optical potential for p+4°Ca are
compared as functions of proton kinetic energy.

portrays “fit 2" global Dirac phenomenology,*™ designated (DP2), which
provides good fits to elastic scattering data covering the broadest ranges of
mass and energy available in phenomenologica potentials; other versions of
Dirac phenomenology give similar results. The empirica effective interaction
(EEI) fitted to both elastic and inelastic scattering data gives results that are
similar to DP in their range of overlap.

The energy dependence of the Schwandt potentials is quite different from
the DP and EEI results. The Schwandt spin—orhit potentials depend much
more strongly on energy than do any of the other models, phenomenological
or theoretical. Although the imaginary spin—orbit potential is fairly weak, that
component of the Schwandt model is unrealistically strong above 100 MeV.
The energy dependence of the imaginary central potential also becomes quite
steep for T, > 150 MeV. Since the DP model provides an equally good fit to
the data analyzed by Schwandt et al., it is clear that these properties of the
Schwandt model are not dictated by the data. The Schwandt model is less
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(more) absorptive than the EEI model below (above) by about 150 MeV.

Predicted proton absorption cross sections are compared with data in
Fig. 54. Unfortunately, the available proton data are scarce and of uneven
quality.”® Nevertheless, the EEl model provides accurate predictions for
these data, athough the 200 MeV interaction appears to give results which
are systematicaly low compared to the trends for other energies. It is im-
portant to remember that the EEl model is dominated by inelastic data, but
gives good fits to elastic data whether or not they are included in the analysis.
Furthermore, neither absorption nor total cross-section data were included in
the analysis, but are nevertheless predicted accurately. Dirac phenomenology
also provides good predictions for proton absorption cross sections, but its
caculations for both 2C and “°Ca gppear to be dightly too large. Below
about 150 MeV the Schwandt model aso agrees with the data, but its energy
dependence appears to be unreasonable and it begins to diverge from the data
for higher energies. The earlier version of that model due to Nadasen®®
gives a better description of the energy dependence of the absorption cross
section.

Finaly, we compare in Fig. 5.5 predictions for neutron total cross sec-
tions with the high-quality neutron total cross-section data recently obtained
at LAMPF.®™ Neutron total cross sections computed from the Schwandt po-
tential are substantialy larger than the data. For self-conjugate targets Dirac
phenomenology provides good predictions over broad ranges of mass and en-
ergy, but, lacking a parametrization of the symmetry potential, the DP model
fails to reproduce o, for N > Z.2'2 As for the proton absorption cross
section, DP predictions for the 12C neutron total cross sections appear to be
dightly too large in the energy range relevant to existing proton knockout data.
The EEI model aso provides good predictions for self-conjugate targets and
appears to be more accurate than DP for light nuclei, such as 12C. The result
at 200 MeV appears to be slightly too small, as also observed in the proton
absorption cross sections. Below about below 300 MeV, the EEI calculations
for heavier targets with significant neutron excesses also appear to be more
accurate than DP, but tend to be too high a higher energies, particularly for
208pb, For these EEI calculations the symmetry potential is obtained by fold-
ing the isovector density with the density-independent isovector interaction
from the FL t-matrix. Although the isovector interaction has not been cali-
brated to nucleon-nucleus scattering data with the same care as the isoscaar
interaction, its contribution is small enough that residual errors in theoret-
icd models of that term should not be too serious. Similarly, calculations
using the relativistic impulse approximation, with®® or without®® density
dependence, also reproduce the neutron total cross-section datafor 2°%Pb.

Each of the theoretical effective interactions available in the 100-200
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Fig. 5.4. Proton absorption cross sections for several optical models are compared with
data. Note that for 12C and 0Ca the 1A2 and EEI calculations sometimes almost coincide and
the EEI calculations sometimes obscure data points.
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MeV regime produce neutron total cross sections that are too large. Since
the JLM model does not provide shapes for its interaction components and is
mainly intended for use at lower energies, it will not be considered further.
The other models give larger volume integrals for the real parts of the centra
and spin—orbit potentials than obtained from either the DP or the EEl models.
Although the PH interaction generaly gives the most accurate elagtic scatter-
ing predictions among the LDA models, its absorption is clearly too strong.
Except for the NL interaction, which has an unusually strong density depen-
dence for that component, the LDA aso gives stronger volume integrals for
the imaginary central potential. The most important difference between these
components of the empirical and theoretica effective interactions is reduction
of the low-density interaction strength in the EElI model, which is needed to
fit inelastic scattering data for surface-peaked transition densities. This result
has been interpreted as an effect for finite nuclei that is not described by
the local density interaction: the density dependence for large (small) radii is
stronger (weaker) than for infinite nuclear matter with the corresponding local
density. However, since the EEl model was fitted to data for self-conjugate
targets with A < 40, the fact that it begins to deviate from the totd cross
section data for heavier nuclei may indicate either that it lacks a dependence
on neutron excess or that the finite-nucleus corrections to the LDA must be
reduced for larger nuclel.

54.5. Sensitivity of Knockout to Optical Model Ambiguities

Due to the transparency of the nucleus to the el ectromagnetic interaction,
the knockout reaction may be initiated anywhere within the nuclear volume.
Hence the distortion of the emergent nucleon wave function can be sensitive to
the details of the optical potentia in the interior. Since knockout samples the
radia dependence of the optical potentia rather differently than does proton
elastic scattering, it is not a priori clear that the phenomenologica optical
potentia which provides the most accurate fit to proton scattering data will
aso provide the most accurate description of knockout.

Several studies of the sensitivity of (e, €p) distortion to variations of the
optical potential have been performed. Blok et al.”*¥ compared the sensi-
tivity of (p, p) and (e, €p) reactions in theA =~ 90 region to the interior of
the optical potential. For 88Sr(p,p’) to the second 2+ date, a state whose
transition density peaks in the nuclear interior, they found that the data at
E, = 200 MeV favors an absorptive potential that is stronger in the interior
than the global optical potential of Schwandt et al.,*™ but that is similar to
the microscopic potential based upon the Paris-Hamburg G-matrix.*® Sim-
ilarly, the interior lobe of the 2p;,, wave function provides the %°Zr(e, ¢’p)
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reaction with interior sengtivity. It was found that the data for 70 and 100
MeV protons could not be adequately described by standard optical poten-
tias, but that a consstent description of the data for both energies using the
same bound-state wave function could be obtained by increasing the strength
of the interior optical potential. Den Herder et al.**® studied the sensitiv-
ity of the distorted momentum distribution to the lower integration limit and
found that for missing momenta p,, ~ 160 MeV/c a substantial contribu-
tion is obtained from the interior lobe of the 2p;,, wave function. Although
(e, €p) is obvioudy not the reaction of choice for determination of the pro-
ton optical potentia, it can be used to test the consistency of assumptions
made in the analysis of proton elastic scattering that are based upon simple
phenomenological models of the optical potential.

These studies of the sensitivity of spectroscopic factors to uncertainties in
the optical potential usually conclude that this source of systematic error is
typically about 5-7%, of which about 3% is attributed to the optical potential
and the rest to uncertainties in Coulomb distortion and other variations of the
model.®® However, Weinstein et al.*® report much larger optical-model
dependence of spectroscopic factors for 1p knockout from '2C, amounting
to uncertainties as large as 20%. Furthermore, most such studies are limited
to optical potentials of simple Woods-Saxon geometry, while microscopic
models of the proton optical potential almost aways predict potentials with
more complicated shapes.

The sengtivity of electromagnetic knockout of protons to models of the
optical potential isillustrated in Fig. 5.6, in which distorted momentum distri-
butions for the 25, /, and 1d3, orbitals calculated using several representative
optical models are compared with the data of Raben et al.**” Data for both
parallel and quasiperpendicular kinematics were acquired with electron beam
energies near 500 MeV. The gjectile energy was chosen to be equivalent to
proton scattering at 135 MeV in the lab, an energy for which both theoret-
ical and empirical effective interactions are available. For the purposes of
this study, we use the same overlap functions for each choice of potentia
and kinematics, these wave functions were obtained from a Skyrme—-Hartree—
Fock calculation using the interaction designated Z, by Refs. 218 and 219
and are similar to those fitted by Kramer et al.*®? to (e, €p) data. No attempt
has been made here to fit either the shape or the normalization of the over-
lap function to the data, which are shown merely to indicate the qualitative
agreement between NRDWIA calculations and the data. The dashed curves
use the global optical model of Schwandt et al.,"™ the dash-dotted curves
use folded optical potentials based upon the Paris-Hamburg (PH) effective
interaction,™***¥ and the solid curves use the empirical effective interaction
(EEI) fitted to proton inelagtic scattering by 60.2%) These potentials were
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compared in Fig. 5.2. To isolate the dependence upon optical potential, all
other aspects of the calculations were the same for al cases. In particular,
nonlocality corrections were not applied to any of the nonrelativistic models.
The Darwin factor is applied for Dirac phenomenology, of course.

The sensitivity of spectroscopie factors for (e, €p) to differences between
various opticd models is illustrated in Table 5.1 for 4°Ca and T, = 135
MeV. The relative spectroscopie factors, S/Sggr, are compared to the EEI
model by scaling the positive p,, peak of the distorted momentum density
to match the EEI calculation. Among the effective interactions considered,
the NL model is least absorptive and the PH model most absorptive, and
consequently the spectroscopie factor for 1ds,, knockout is larger for PH
than NL, with EEI in between. However, for 2s;,, knockout, which peaks
a larger radius, Sy /Segr > 1 shows that the potential shapes also matter.
At this energy the Schwandt potential is slightly less absorptive and hence
its spectroscopie factors are slightly smaller than for the EEI model, with
the difference tending to decrease a larger radius. The absorptive potential
remains stronger and hence the spectroscopie factors remain larger a large
radii for the PH model than for the EEl model.

The comparison between the EEI and DP models is a little more compli-
cated than the results of Section 5.4.4 might suggest. Although the EDAD1
absorptive potential shown in Fig. 5.2 is only a little larger than for EEI and
is significantly smaller than for PH, the 1ds,, spectroscopie factor for the
EDAD1 modd is about 15% greater than for EEI and is amost as large as
for PH. However, it is the interior wave function that matters, not the equiva
lent Schrodinger absorptive potentia itself, and the wave function is smaller
by the Darwin factor than would be obtained in a local model using the same
potential. Since the Darwin factor is closer to unity the difference from EEI
decreases at larger radius. The role of the Darwin factor in suppressing the
interior wave function, and thus enhancing spectroscopie factors deduced us-
ing DP potentials, was first studied by Boffi et al. Y However, as shown in
Section 5.4.7, there is evidence that the DP potentias are too absorptive and
hence that its spectroscopie factors are too large.

Therefore, these results suggest that there is considerably more model
dependence in the extraction of spectroscopie factors than commonly quoted.
Near the pesks of the distorted momentum distributions, we find spreads
of about £7% for the 2s orbital or £15% for the Id orbital. The spread
among the calculations for the 2s orbital is much larger at the second peak of
the momentum distribution, beyond 150 MeV/c, because that feature arises
from the interior lobe of the bound-state wave function where differences
between the various models of the g ectile wave function are most pronounced.
These features of the missing momentum distributions are clearly correlated
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TABLE 5.1
Sensitivity of Spectroscopic Factors for *°Ca(e,e’'p) to the Choice of
Optical Model, with £; = 500 MeV and T, = 135 MeV
For each potential, spectroscopic factors for parallel (||) and for quasiperpen-
dicular (1) kinematics are compared with the EEI potential

1d3/2 231/2
Potential (8/See1)) (S/SeenL (S/Sgen)y (S/Seer)L
EEI 1.0 1.0 1.0 1.0
PH 1.18 1.17 1.13 1.12
NL 0.90 1.01 1.05 1.03
Schwandt 0.95 0.98 1.00 0.97
EDADI 1.16 1.12 1.04 1.03

with the interior wave function and thus with the depth of the absorptive
potential for each model. Nonlocality and/or Darwin factors dso affect the
interior wave function and the deduced spectroscopic factor. Inasmuch as the
empirical effective interaction is sensitive to the attenuation of the distorted
waves through the inelastic scattering data to which it was fitted, we expect
that model to produce the most reliable estimates of the interior wave functions
for knockout.

54.6. Nonlocality Corrections

Most nonrelativistic analyses of (e, €p) reactions include a Perey factor
of the form(!217

2 —1/2
Cp(r) = |1 - %’%Re Uc(r)} (5.29)

whereRe U (r) isthereal part of the central optical potential and typically one
assumes that 3 = 0.85 fm. If ¢, is the solution of a Schrddinger equation
based upon alocal optical potentia that is supposed to be phase equivalent to a
more fundamental nonlocal potential, the phase-equivalent solution to the origi-
nal nonlocal Schrodinger equation is then supposed tobe ¥y, ~ Cpir. Since
the Perey factor for an attractive potential is less than unity in the interior, the
amplitude of the nonlocal wave function is reduced relative to the local wave
function and thus the spectroscopic factor deduced by scaling the calculation to
knockout data is increased by use of the Perey factor.

However, the justification for this procedure is fairly weak. Although
there are many sources of nonlocality in the final-state interaction, there is
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no rigorous derivation of any genera relationship between wave functions in
nonloca and equivalent local potentials. For example, Fiedeldey et al.*?
have shown that the Perey factors for potentials whose nonlocalities are due to
channel coupling can be very different from those due to exchange, with the
former being much closer to unity. The appropriate Perey factor also depends
upon the prescription used to construct the equivalent local potential, such
that different prescriptions applied to the same nonlocal interaction can lead
to different Perey factors. Despite its intuitive apped, the Perey prescription
is only an ansatz which must bejustified by many-body theory, preferably for
finite sysems.

The optica potentid U = V + iW is closdly related to the proper self-
energy U(k, E) = V(k, E) + iW(k, E) vial!83:233-225

k2

E(k) = 5~ +U(k, E) (5.30)

Assuming that E is real and substituting k = kg + ik, we find

kg = 2m(E V) (531a)
= —— W= —— 5.

kr kRW kRW (5.31b)

mg m OV

= [1+ . 8k] (5.31¢)

where the potentials on shell are

V(E) = V(kr(E), E) (5.32a)
W(E) = %W(kR(E),E) (5.32b)

The totd effective mass

m*(E) V. mymg
T ClYTE T m (5.33)

is the product of the k-mass, my, and an E-mass, mg, defined by

mg _ OV(k, E)
TE -T2 (5.34)

on shell. For large kg, it is found®® that mg ~ m, 0 that m* ~ my.
Thus, to the extent that the energy dependence of the optical potential is dom-
inated by the exchange contribution to a Brueckner—Hartree—Fock potential,
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the nonlocality correction can be associated with the quasiparticle effective
mass (k-mass) via

Cni = Vmp/m =~ /m* [m (5.35)
The traditional parametrization is based upon the ansatz
V(k, E) = Vo(E)eBk/2? (5.36)

where 3 = 0.85 fm was derived for low-energy neutron scattering data,
FE, <20 MeV.

In Fig. 5.7 we show the Perey factor for p+4°Ca at E, = 135 MeV
obtained from the local density approximation using the parametrization of
my, provided by Jeukenne, Lejeune, and Mahaux (JLM).*® Alternatively, the
effective mass can be derived from a density-dependent effective interaction
t(q,k, kr) using the local density approximation (LDA)

mg

¢ ke)] ™!
Tk 1+Ta(qaka F)
m

kP ok

where p, k, and kg are the local density, wave number, and Fermi momentum
and where the g-dependence is attributed to the direct contribution and the
k-dependence to the exchange contribution. The Perey factor that results from
the Paris-Hamburg (PH) effective interaction!?* is aso shown in Fig. 5.7;
other effective interactions, such as NL{*? or YNM,("?® give similar results.
Finally, the traditional Perey factor with 5 = 0.85 fmis aso shown. This
choice is seen in Fig. 5.7 to lie between the PH and JLM estimates, and
to be closer to PH. However, a higher energies the nonlocality range may
change and other sources of nonlocality may give rise to different corrections.
Note that Bpg = 0.7 fin gives a good approximation to the PH nonlocality
correction in the interior, but that the Perey factor remains below unity for
larger radii because of the difference between the radial extents of U and p.

Although severd authors have remarked upon its omission, LDA calcula-
tions based upon the PH or NL interactions, including those performed by their
progenitors, rarely include the my nonlocality corrections either to the absorp-
tive potential or to the wave function. The nonlocality corrections to those mod-
els would be small: the reduction of the absorptive potential leads to a larger
wave function, but is partially compensated by the Perey-factor reduction of the
wave function so that inelastic scattering is largely unaffected, provided that ei-
ther both or neither of the corrections are employed consistently. Calculations
based on the YNM interaction usually employ both corrections, following the
example of its authors.™®® The nonlocality corrections to the JLM interaction
appear to be more important and are usually included.

(5.37)
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Fig. 5.7. Comparison between nonlocality corrections for p+49Ca at E, = 135 MeV
based upon the the JLM (short-dashed), PH (long-dashed), and Perey models (solid).

Dirac-Brueckner—Hartree-Fock calculations (e.g., Refs. 226 and 227) also
produce an explicit momentum dependencein the optical potential and hencere-
duction to local form aso involves a k-mass correction. Inclusion of the scalar
potential, which contributes to a L orentz effective mass, and energy dependence
of the optical potential requires a generalization of Eqg. (5.33) for Dirac mod-
els, but Eq. (5.31) remains valid.®® Unlike nonrelativistic many-body theory,
my,/m for relativistic models is slightly greater than unity.?®

Jin and Onley™™® haveargued that Perey and/or Darwin factors should be
applied to the EEI model to bring its spectroscopie factors into agreement with
Dirac phenomenology. However, we have shown that nonlocality corrections
cannot be applied to the EEI model a posteriori without destroying the fit to
proton inelastic scattering.®*® Inelastic scattering and knockout are similar in
that both are sensitive to the interior wave function. A conventional Perey fac-
tor would reduce the 1O(p, p’) cross section by about 18%; the reduction for a
Darwin factor would be about 33% and the reduction for both factors simultane-
oudly is even larger. Obviously, proton inelastic scattering cal culations cannot
tolerate these modifications of the interior wave function. On the other hand, if
nonlocality corrections are made a priori as part of the model, the fitting proce-
dure modifies the interaction so that the inelastic scattering is fitted as well as
before. However, the spectroscopie factor for the modified model is practically
unchanged.® Therefore, the discrepancy between the EEI and DP models can-
not be eliminated by applying nonlocality corrections to the EEl model.

The sensitivity of (e, €p) spectroscopie factors to nonlocality corrections
is examined in Table 5.2 using “’Ca(e,e’p) in paralel kinematics, with
e, = 500 MeV and T, = 135 MeV, as before. Application of a conven-
tional Perey factor, with 3 = 0.85 fm, to the Schwandt model increases its
spectroscopie factors by 5-8%, with larger effects for more interior wave
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TABLE 5.2
Effect of Nonlocality Corrections on Deduced Spectroscopic
Factors for “°Ca(e, e'p) in Parallel Kinematics, with ¢; =
500 MeV and T, = 135 MeV
The second (third) column gives the correction to the absorptive
potential (wave function). An entry of m;/m in the second col-
umn indicates that the k-mass was obtained from the exchange
contribution to the effective interaction. An entry of C% indi-
cates that the k-mass was inferred from a Perey factor.

- P
Potential me/m C S/SEEI S/SEEI
for 1dgso  for 25y
EEl 1.0 1.0 1.0 1.0
EEINL Cc% B8 =0.85 fm 1.02 1.06
Schwandt 1.0 0.95 1.00
Schwandt B = 0.85 fm 1.03 1.05
PH 1.0 1.0 1.18 1.14
PH mg/m \/mE/m 1.19 1.14
NL 1.0 1.0 0.90 1.05
NL mg/m mg/m 0.90 1.06

functions. For the effective interactions based upon nuclear matter theory, the
my /m corrections to the absorptive potentials and to the wave functions tend
to compensate each other: smaller absorption leads to larger wave functions,
but Perey damping reduces the wave function again so mat there is little
change in cross sections for either knockout or inelastic scattering. Similarly,
an empirical effective interaction fitted using a priori nonlocality corrections
to both absorption and wave functions, designated EEINL,?* gives practi-
cally the same spectroscopie factors as the origina EEI without nonlocality
corrections. These effects are essentially independent of kinematical arrange-
ment — for each potential similar calculations for quasiperpendicular kine-
matics give practically identical ratios between corresponding spectroscopie
factors that include or omit nonlocality corrections.

5.4.7. Nuclear Transparency

Due to the distribution of initial momenta, the quasifree single-nucleon
knockout strength is spread over a Fermi cone whose opening angle is approx-
imately 6 = tan~! kr/q and over a range of missing energies that includes
the binding energy for the deepest orbital. However, final-state interactions
broaden these distributions and transfer some of the flux into more compli-
cated final states. Optical models describe this loss of flux from the initial
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single-nucleon channels as absorption. Hence, nuclear transparency can be
loosely defined as the ratio between the coincident (e, €p) cross section and
the inclusive quasifree electron scattering cross section, where the coincidence
cross section is integrated over the Fermi cone and over the range of missing
energy populated by direct knockout.

The appropriate weighting factors depend upon the kinematics of the ex-
periment. The simplest situation arises when (w,q) are held constant, for
which the nuclear transparency 7, may be defined as

% [ d05in0 4P (p, Eu)
B Za fngine pPW(pm,Ea)

where E,, is the missing energy for orbita a, and p? and p”" are distorted
and plane-wave momentum distributions for each orbital. Since the distorted
momentum must be evaluated for the appropriate kinematical conditions, its
dependence upon varidbles other than p,, remains implicit. Also note that
the weight factor should be expressed in terms of the center-of-mass system,
where the gjectile momentum is congtant, but for large g the laboratory mo-
mentum changes little over the Fermi cone so that the distinction between
the lab and cm angles matters little. Since experimenta results are usually
quoted in terms of laboratory momenta and angles, we use the lab angle in
the weighting factor. Alternatively, for parallel kinematics we define

T = Yo fdpmpgn pD(PmaEa)
” Z(x fdp‘m p?n PPW(Pm, Eoz)
but must recognize that the ejectile energy is correlated with p,,, and again
that the electron scattering kinematics remain implicit.

The first measurements of nuclear transparency for (e€p) with 150 <
T, < 210 MeV were made by Garino et al.“*%Y using a 780 MeV electron
beam, w = 215 + 20 MeV, and q =~ 610 MeV/c. Measurements were made
for four in-plane opening angles between about 0° and 23° with ¢ = 180°,
which sample a dice through the Fermi cone for this . The ratios

_ [dE,, d°c(e,€'p)/dEndS.dSY,
- d2o(e,e’)/dQ.

integrated over a wide range of missing energy (up to about 100 MeV) were
measured for 12C, 27 Al, %8Ni, and *81Ta. Several methods were used to relate
the measured ratios R(#) to the nuclear transparency, but the variations were
less than 5%, which can be viewed as an estimate of the systematic error.
From our point of view, the experimenta realization of Eq. (5.38) would be
_ [dfsind RPY(9)
[ dfsin@ RFPW(9)

n (5.38)

(5.39)

R(0) (5.40)

n (5.41)
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Fig. 5.8. Nuclear transparency data for (e, e’p) are compared with calculations using sev-
eral optical models. The data (solid points) were obtained using a 780 MeV electron beam,
w = 215 + 20 MeV, and ¢ =~ 610 MeV/c, Calculations were performed for selected closed
sub-shell nuclei with mass numbers indicated by crosses. The solid line employs the EEI, dashes
the EDADI, dots the Schwandt, and dash-dots the Comfort and Karp (CK) potential.

The datafor E,,, < 80 MeV are showninFig. 5.8. Note that for large E.,, there
is evidence, discussed in Section 7.6, that multinucleon knockout contributes to
the transverse response and hence may unduly increase the experimental trans-
parency if the range of missing energy istoo large. Garino etal. find that increas-
ing the maximum £,,, from 60 to 100 MeV increases the transparency by about
5-10% (relative).

We have studied the sensitivity of nuclear transparency to the optical model,
comparing the EEl model with Dirac phenomenology, version EDAD1. Al-
though the data extend in both energy and mass beyond their ranges of appli-
cability, we aso show calculations based upon the Schwandt and the Comfort
and Karp (CK) optica potentials for comparison with other authors who have
used those models. Ejectile wave functions for the Schwandt and CK poten-
tials include Perey factors, Eq. (5.29), with 3 = 0.85 fm, while wave func-
tions based upon Schradinger-equivalent potentials from Dirac phenomenol ogy
include the Darwin factor, Eq. (5.25). Nonlocality corrections are not needed
for the EEl model because both elastic and inelastic scattering are fitted self-
consistently in that model. Bound-state wave functions were obtained using the
Skyrme-Hartree-Fock model based uponthe interaction designated Z,, (218219
The single-particle energy spectrafor each target were shifted to obtain the cor-
rect separation energies. For each orbitd the final-state interactions were eva-
uated using gjectile energies based upon w and the shifted Hartree—Fock sep-
aration energies. Note that the results are rather insensitive to the details of
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the bound-state wave functions, but are quite sensitive to the choice of optical
model. These calculations are compared with the datain Fig. 5.8. We find that
the EEI model provides a good description of nuclear transparency, while con-
siderably smaller transparencies are obtained with either the Schwandt or the
EDADLI potentids. Theseresults are consigtent with the observationin Section
5.4.4 that the EEl model provides more accurate predictions for proton absorp-
tion and neutron total cross sections also. It is clear that the EDAD1 mode is
too absorptive at these energies, so that spectroscopie factors using it will be ar-
tificially large to compensate for excessive attenuation.

Similar calculations have been performed by Ireland et al.®? using the
Schwandt potential and they obtained larger transparencies which agree better
with the data than do our ostensibly similar calculations with the same poten-
tial. However, that analysis suffers from severa defects. First, the kinematics
were artificially atered so that knockout from every orbital was assigned the
samegjectileenergy, 180 MeV, despitethewide range of energies covered by the
experiment. Thus, they used the Schwandt potential at 180 MeV even though,
for the same electron kinematics, protons ejected from less bound orbitals ac-
tually emerged with energies beyond the range of that optical model. Second,
their calculations used a scattered electron energy that is 30 MeV higher than
the center of the experimental acceptance. Third, the DWIA cross section was
computed using the NR2 current operator, but the distorted momentum distribu-
tion was obtained by dividing the cross sectionby o...;, the cross section for the
ccl current operator. (These current operators are compared in Section 5.5.) The
inconsi stency between the numerator and the denominator in their application of
Eq. (5.9) leads to a spurious enhancement of the transparency above unity for a
plane-wave calculation. However, none of these defects appears to be sufficient
to explain the discrepancy between the two calculations. Nevertheless, we con-
sider the apparent agreement between the dataand the Schwandt cal culations of
Ref. 232 to be a fortuitous result of an incorrect calculation.

Alternatively, Pandharipande and Pieper®® studied nuclear transparency
using a correlated Glauber model in which

T= / dr' py(r') Pr(r') (5.422)
PT(I‘I) = exp {— // dz" [gpn(r,ar”)&pn(CL p(r”))pﬂ(r/’)

+ gpp(r’, 1" )G (g, p(r”))pp(r”)]} (5.42b)

where Pr(r') represents the probability that a proton struck at position r* will
emerge without rescattering, &,~ (g, p(r")) represents the effective pN cross
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section evaduated in local density approximation, and

9on (t',t") & gpn (o, It' — 1))

represents the pair distribution function evaluated at centra density. Al-
though the validity of the Glauber approximation is questionable a these
energies, it is important to recognize that the EEI model includes essentialy
the same physics. Recall that the EEI parametrization was originally based
upon Brueckner—Hartree—Fock calculations of the effective interaction in nu-
clear matter which include both short-range correlations and Pauli blocking,
but that the parameters were adjusted to improve the fit to experimental data.
The Glauber model includes Pauli blocking in its effective cross section, while
the EElI model includes it as a density-dependent damping of its imaginary
central interaction. Similarly, the anticorrelation between identical nucleonsis
represented by the pair distribution function in the correlated Glauber model
or by the density-dependent short-ranged repulsion in the real central EEI in-
teraction. Pandharipande and Pieper find that Pauli blocking, effective mass,
and correlation effects all play important roles in their transparency calcula
tions.

Phenomenological optical models, nonrelativistic or relativistic, which are
fitted only to elastic scattering datamay fit that datawell but till fail to predict
nuclear transparency correctly because such anayses are not sensitive to the
interior wave function. The EEl moddl is much more sensitive to the interior
wave function because in fitting inelastic scattering data it requires consistency
between distorted waves and indlagtic transition amplitudes. Therefore, the
EEI model provides a more accurate prediction of nuclear transparency and
should also provide more accurate spectroscopie factors. Clearly it will be
of interest to obtain transparency data for a wider range of energies and
such studies are planned for CEBAF. It would also be of interest to obtain
comparable data at lower energies where NIKHEF has performed its extensive
survey of spectroscopie factors for complex nuclei, but it appears that the
lower-energy regime will soon be abandoned.

5.4.8. Ejectile Polarization

In principle, ejectile polarization can provide additional sensitivity to both
the reaction mechanism of nucleon knockout and to the electromagnetic cur-
rent in the medium. Although no (e, €N) data are presently available for
complex targets, we present calculations which illustrate some of the basic
characterigtics of ejectile polarization observables and their expected sens-
tivities to various aspects of the optical potential. The sensitivity of these
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observables to other agpects of the reaction mode will be considered in sub-
seguent sections.

The role of various components of the nucleon optical potential is ex-
amined in Fig. 5.9, which shows the ejectile polarization components for
160(&,¢’p) in coplanar kinematics with constant (w,q) = (148 MeV, 521
MeV/c) and a beam energy of 500 MeV. The EEI optical potential is used,
eectron digtortion is trested in EMA, and the NR4 current is used. In the
absence of digtortion, the normal component Py vanishes while the coplanar
polarization transfer coefficients P; and P¢ have sizable values determined
by the (off-shell) electron—nucleon coupling. Note that the abrupt changes in
PL at p,, = 0 result from inversion of the $ besis vector & p' moves from
one side of g to the other and that we have arbitrarily identified positive p,,
with p' on the large-angle side of g with respect to the beam axis. Also note
that when electrons are detected to the left of the beam, our conventions give
N upward (downward) for negative (positive) missing momenta.

Inclusion of the central potentials has very little effect on Py or P&, which
remain practically indistinguishable from the plane-wave results, nor does the
rea centrad component have much effect on P for modest p,,, but the
imaginary central potential does have an important effect on Px. In hadronic
reactions, such as (p, 2p), the induced polarization due to the correlation
between absorption and spin is known as the Newns polarization®***® or
Maris effect.®® The same effect is also present in (e, e’ N) (or any reaction
involving an outgoing nucleon). Suppose that the proton is detected on the
large-angle side of g. For initial momenta directed toward the large-angle
side of g, spin-up protons correspond to j = | — 1/2 on the near side or
toj = | + 12 on the far side. Since nucleons originating from the near
side of the nucleus will be attenuated less than those from the far side, we
should expect Py < 0 forj — /- U2 and Py > 0 forj = | + V2
(Remember that N points down here)) Furthermore, since the net polarization
summed over subshells would vanish for a closed-shell nucleus if the subshell
momentum digtributions were identical, we expect the Newns polarization to
be approximately twice as large for 1p;/, asfor 1ps/, and opposite in sign.
These expectations are redized in the Py curves in Fig. 5.9 obtained by
elimination of the spin—orbit optical potentials, for which much of the induced
polarization is then due to the absorptive potential. Finally, we note that the
difference between the phase shifts accumulated by nucleons originating from
the near versus far sides of the real central potential aso contributes to the
Newns polarization, but that this effect is relatively small for modest initial
momenta.

The real part of the spin—orbit potentia also has a large effect upon the
gectile polarization, including both normal and coplanar components. How-
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Fig. 5.9. Contributions of various components of the nucleon optical potential to ejectile
polarization for 180(&, e’'p) for (w,q) = (148 MeV, 521 MeV/c) and &; = 500 MeV.
Plane-wave calculations (PW) are shown as dotted curves, inciusion of the real central potential
(V) as long dashes, inclusion of both real and imaginary central potentials (NOLS) as short
dashes, and the full potential (EEI) as solid curves. The V and NOLS curves for Pg and Pj
are practically indistinguishable from PW and are omitted.

ever, the imaginary spin—orbit potential appears to be too smal |l to measurably
affect these polarization observables. In the absence of spin—orbit distortion,
the polarization transfer coefficients P; and Pg are practically indistinguish-
able from the plane-wave results, hence, those curves are omitted from Fig.
59. We also note that the contribution of spin—orbit distortion to the polar-
ization transfer coefficients is very similar for both spin-orbit partners, 1p;/,
and 1p3/2.

It is also of interest to investigate the sensitivity of ejectile polariza-
tion to differences between optical models. Several models are compared
in Fig. 5.10 for 60(¢, e’ N), where N indicates a polarized nucleon, with
proton knockout shown in the left and neutron knockout in the right half
of the figure. The induced polarization Py is very similar for both neu-
trons and protons because it is determined by distortion effects which are
similar for both, while the polarization transfer coefficients are quite dif-
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ferent because they are determined by the electron—nucleon coupling. The
differences between various opticadl models are larger for Py, which van
ishes in the absence of final-state interactions, than for P; or Pg, which
are finite and appreciable even without FSI. However, the sensitivity of
nucleon knockout to details of the opticad model is relatively small for
modest initial momenta, p,, < 300 MeV/c. Although Py for large miss-
ing momenta appears to be sendtive to the optical model, more com-
plicated reaction mechanisms can aso be important. Channel coupling
within the final-state interactions has been shown to strongly affect the
giectile polarization for large p,,**” and will be discussed in more de-
tail in Section 7.5. Two-body currents, discussed in Section 7.4, are dso
expected to be important. Furthermore, the single-particle momentum den-
sities may not be adequately described by mean-field wave functions of
the type used here. We note that the rapid variaions for p,, near 400
MeV/c are associated with nodes in the Woods-Saxon ¢(p.,) for which
there is as yet no experimental evidence and which might be masked by
short-range correlations. Therefore, measurements of ejectile polarization
do not appear to offer much sensitivity to the optical potential but are ex-
pected to be sensitive to other aspects of the reaction mechanism, such as
two-body currents.

54.9. State Dependence of the Optical Potential

Severd other unresolved issues in the proper treatment of optical model
distortion merit mention. First, most (e, e’p) experiments have been performed
upon even-even targets leaving the residual odd-even nucleus with spin in its
ground state. However, optical potentials are usually fitted to elastic scatter-
ing data for the even-even target rather than for the odd-even residual nucleus
since data for such targets are scarce. Furthermore, for spins greater than 1/2
the optical potential should contain terms beyond the standard central and
spin—orhit potentials. Although the effect of such terms on elastic scattering
of intermediate-energy nucleons has not been thoroughly delimited, it is ex-
pected to be small for the cross section and analyzing power. Larger effects
could be expected for depolarization or spin-transfer coefficients. Similarly,
for knockout reactions we might expect effects upon the nucleon polarization
response functions.®*” Second, the optical potential should in principle de-
pend upon the state of the residual nucleus and such state dependence could
be important for deep-hole states. Perhaps one could estimate the impor-
tance of differences between optical potentials for various hole states using
a folding model in which the effective interaction is folded with a density
for the residual nucleus that is constructed by subtracting the contribution



172 James J. Kelly

L

W6 300 300 0 300 600 0 300 =300 o
p, (MeV/c)  p. (Mev/c) P, (MeV/c)  p_ (Mev/c)

300 600

Fig. 5.10. Sensitivity of ejectile polarization for 160(¢, e’ IN) to differences between optical
models. Calculations with the PH (dotted), DP (dashed), and EEI (solid) models are shown for
(w,q) = (148 MeV, 521 MeV/c) and ¢; = 500 MeV. Proton (neutron) knockout is shown in
the left (right) half.

of the relevant hole, represented by a Hartree—Fock orbita, from the target
density. However, a more rigorous theory would be required to include the
ground-state correlations.

5.5. Nonrelativistic Models of the Nuclear Current

In principle the electromagnetic current for a many-body system is rep-
resented by an extremely complicated operator, such that practical cacu-
lations require rather drastic approximations. Most distorted-wave calcula
tions for finite nuclei employ nonrelativistic wave functions for the target nu-
cleus and hence it becomes necessary to reduce the nuclear current to anonrela-
tivistic form. Themost common procedure is based uponthe Fol dy—Wouthuysen
transformation,®® which provides an expansion in powers of g/M. Alterna-
tively, the effective momentum approximation can be used to evduate a current
operator based upon an appropriate off-shell extrapolation of the free current. In
this section we compare these techniques and discusstheir inherent ambiguities.
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55.1. Nonrelativistic Reduction of the One-Body Current

The nonrelativistic reduction of the nucleon current was carried to second
order in the nucleon recoil velocity g/M by McVoy and van Hove®™ and
applied to '2C(e, e’p) by Boffi, Giugdti, and Pacati.*® The procedure was
then extended to fourth order by Giusti and Pacati.®*? Formulas for the
half off-shell eectron—nucleon cross sections appropriate to these forms of
the current operator may be found in Ref. 1. These nonrelativistic current
operators may be designated NRn where n = 14,

The intrinsic accuracy of the nonrelativistic reduction can be assessed by
comparison with the relativistic formulas for electron scattering from a free
nucleon. Although there are only two independent Lorentz scalars for elastic
scattering, for the present purposes it is more convenient to express the results
in terms of thevirtuality, @2, and the beam energy, Eo, for electron scattering
from a nucleon initially at rest. The N(e€)N observables for kinematics
typical of extant A(e,€p)B experiments are shown in Figs. 5.11 and 5.12.
Note that GK3 form factors® were used. Figure 5.11 compares nonrelativis-
tic approximations to the exact calculations for constant @2 = 0.2 (GeV/c)?
as a function of beam energy. For energies above 400 MeV the second-order
nonrelativistic formula gives results for o, that are accurate to a few percent
for protons or about 5% for neutrons, but the accuracy deteriorates rapidly
for lower energies and can be recovered below 300 MeV only by carrying the
expansion through third or higher order. At Q? = 0.2 (GeV/c)? the polariza-
tion converges quite quickly, already by second order, but as Q? increases the
convergence with respect to order becomes less rapid, particularly for cross
sections. This behavior is illustrated in Fig. 5.12, which shows similar calcu-
lations as functions of Q2 for constant beam energies of Ey = 0.5 GeV (left
half) and Eq = 1.0 GeV (right half). Note that when measurements of miss-
ing momentum distributions are made in parallel kinematics with constant
Ey, Q% is smal for large positive p,, and increases as p,, becomes increas-
ingly negative. Thus, Fig. 5.12 demonstrates that for parallel kinematics the
nonrelativistic expansion converges quite slowly for negative p,, and that the
commonly used second-order formula may not be sufficiently accurate. Fur-
thermore, although the cross section converges to within a few percent of the
correct result by fourth order, significant differences remain for polarizations
at large Q2.

55.2. Off-Shell Kinematics

The elementary cross section for knockout reactions is off-shell because
the apparent or effective mass of the constituent is not equal to its invariant
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Fig. 5.11. N(e,e’)IN observables at constant Q? = 0.2 (GeV/c)? as functions of the
beam energy Eo for nonrelativistic expansion of the current operator through fourth
order (NR1-NR4) are compared with the relativistic formula (CCl).
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Fig. 5.12. N (e, e’) N observables at constant beam energy as functions of Q2 for nonrel-
ativistic expansion of the current operator through fourth order (NR1-NR4) are compared
with the relativistic formula (CC1). The left half shows calculations for Eg = 0.5 GeV
and the right Eg = 1.0 GeV as functions of Q2.

rest mass due to its Fermi motion and the separation energy with respect
to the residual nucleus. Let W represent the effective mass of the off-shell
constituent and E represent the on-shell energy for a particle of mass m,, and
momentum p, such that

2

W? = (ez —w)* - (P- —q)
E? = E? + m2 —-W?

A useful measure of the distance off shell is provided by the quantity
Av=w-w=E—E (5.43)
where
D=¢y—E=¢, — (p? +m2)V/? (5.44)

would have been the energy transfer on shell. Alternatively, we define the
mass defect as

Am=m, - W (5.45)
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and note that the ratio B
Am E+ FE

Aw - me+ W
is close to unity. Upon substitution for E we find

Avw=E+ep—my (5.46)
Hence, since £ > m, and €g > mpg, we find that
Aw>E, >0

for sable states of the target. Therefore, the initia energy and effective mass
for a bound constituent are aways less than their on-shell values. Further-
more, the greater the initidl momentum or the larger the separation energy,
the further off-shell is the PWIA vertex.

For modest momenta and heavy targets, we may approximate Aw and
Am by

2
Aw = Am ~

+E,, (547)
My
and interpret the first term as the initial kinetic energy and the second as
the average potential energy.* Hence, for knockout from a valence orbital a
the peak of its momentum distribution with p,,, =~ 100 MeV/e and E,,, ~ 15
MeV, wefind Aw = 20 MeV. Thus, off-shell ambiguities will probably not be
too important for such casss. By contredt, for a high-momentum component
pm 7= 2kp With binding energy £, =~ 50 MeV, we find Aw ~ 200 MeV and
might expect the details of off-shell extrapolation to become more critical.
The analysis above is based upon asymptotic kinematics for the projectile
and gjectiles. However, interaction of these particles with the mean field of
the nucleus alters these kinematics. The influence of the attractive Coulomb
interaction with the electron can be described by an effective local momentum
transfer that is greater than the asymptotic momentum transfer. Similarly, the
gected nucleon experiences a net attraction which increases its momentum
in the interaction region. A quantitative description of these effects requires
a distorted-wave analysis, including both nucleon and electron distortions,
but for nonrelativistic models we may describe the effects qualitatively as
an averaging over a relatively narrow range of momenta and a shift of the

*Note that for light targets we must retain the kinetic energy of the residua nucleus aso,
such that

2
p° ma
2m, mp

Aw=Am=x E, +
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kinematics from asymptotic to local values. The shift should be averaged
over the nuclear volume using a local-energy prescription, but the net effect
is to move the photon—nucleon vertex even further off-shell. These effects
are much more important for relativistic models in which the strong Dirac
scalar and vector potentials dter the effective mass and distort the spinors in
the nuclear medium.

5.5.3.  Off-Shell Extrapolation of the Nucleon Current

The ambiguities inherent in applying to knockout reactions free nucleon
cross sections, which at best are only known on shell, become evident upon
consideration of the three kinematic invariants which may be conveniently
chosnass=p-k, t = Q2 and v = p - ¥, where k and k' are initial
and final eectron four-momenta while p and p' are initial and final nucleon
four-momenta. For elastic scattering the mass-shell constraint requires s = u,
but for quasidastic scattering this relationship no longer pertains. Hence, the
free current can be described in terms of two independent invariants but the
current for bound nucleons requires three. In the absence of a dynamical
model, the reduction of the number of invariants can only be made on the
basis of more or less ad hoc assumptions concerning the N vertex.

A variety of off-shell extrapolations has been made by atering one of
the kinematic invariants within otherwise free forms of the nucleon current
operator. Since the gjectile kinematics are not observed prior to knockout, it
is customary to modify the s invariant. Initial-state prescriptions are obtained
from the replacement s — p - & where p = (E, p) with p2 = m? chosen 0
mat the nucleon is on-shell for its modified energy. Final-state prescriptions
are obtained from the replacement s — w. Intermediate prescriptions are
obtained by the replacement s — (p- k + p’ - k')/2. Alternatively, effective
mass prescriptions can be obtained by replacing the Dirac spinor for the initial
nucleon with the spinor appropriate to a Dirac particle with effective mass W
while maintaining the original F; and F, form factors.®? A similar effective
mass prescription has also been proposed by Mulders.”) Within each of
these strategies severd different variations can be constructed depending upon
which form of the nucleon current is employed and whether the continuity
equation is enforced.

The ambiguities among the aforementioned prescriptions have been re-
viewed by de Forest®™® and by Frullani and Mougey.?) It is found that the
initial- and final-state prescriptions produce off-shell cross sections which are
considerably different both from the on-shell results and from each other,
while the intermediate and effective mass prescriptions produce smaller off-
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shell variations and agree with each other to within a few percent for quasidlas-
tic kinematics in the kinematic regime relevant to experimental studies of the
spectral function. However, these prescriptions give divergent results in the
vicinity of the photon point because current conservation is not enforced prop-
erly.

Severa prescriptions which enforce current conservation at the one-body
level were proposed by de Forest™® and are denoted by ccl or cc2. These
prescriptions are based upon representations of the free current operator, Eq.
(2.71) for the ccl or Eq. (2.70) for the cc2 prescription, which are equivalent
on-shell by virtue of the Gordon identity. A third variation, aso Gordon-
equivalent on shell, was suggested by Chinn and Picklesimer.®® Thus, each
of the following vertex operators

. . pr
I} = 7"Gu(Q) = pnFa(@) (5.482)
DY = y*F1(Q%) +io™ S kFa(QY) (5.48b)
pPH . q
no_ 2 uv dv 2
Iy = ——2MF1(Q ) +io ——QMGM(Q ) (5.48c)

gives identical results for elastic scattering from a moving but free nucleon.
The de Forest prescription for extrapolation of these operators off-shell etn-
ploys free spinors for momentum p and mass m, but replaces the energy
E used within the vertex function by the value E it would have had if the
nucleon were on-shell in the initial state. Thus, the off-shell extrapolation is
obtained by replacing the energy transfer and the momenta by

q= (w,q) — q: ("D)Q)
P=p+p— P=(E'+Ep +p)
in the nucleon current operator. However, the form factors are still evaluated

a the asymptotic momentum transfer, @? rather than Q2. Therefore, we
obtain the aternative prescriptions

. ) pr
I = ¥Gu(Q*) - m'ij(Q% (5.492)
Ty = y*F1(Q%) +io“”2—q]f7an(Q2) (5.49b)
_ 208 =

wo_ - 2 s v qu 2
Iy = 2MF1(Q ) +io 2MGM(Q ) (5.49¢)

Finally, since none of these models explicitly conserves the eectromagnetic
current, current conservation is restored in an ad hoc marmer by eliminating
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the longitudinal current in favor of the charge using the Siegert theorem

w
Jg — 7 p
Thus, the ccl, cc2, and cc3 current operators are obtained from the T'y, Ty,
and T'3 vertex functions by elimination of their longitudinal parts.

It is instructive to examine the in-plane response functions produced by
these vertex functions. Since both ccl and cc2 give virtually identical results
within the relevant range of kinematics, and because its formulas are simpler,
the ccl prescription has become the most commonly used for the analysis of
experimental data. Thus, it suffices to consider the ccl prescription in which
the unpolarized in-plane response functions from Eq. (2.72) now become'®

(E+E)? .
RL = ——4m2 Wl - —4m2 W2 (5 <Oa’)
sin“ 6, _
Ry = 2iW, + 2L — (5.50b)
E+ E)Nyp'sing,, -
Rup = -EF nl’; 0 by, (5.50¢)
/2 3 20 B
Rrr = ’l—s’%m (5.50d)

when the initial energy is placed on-shell. These expressions involve modified
forms of the basic nucleon response functions

W1 = Flz +f(liF2)2 and W, = (F1 + RF2)2
where
Q_2
4m?

is evaluated with modified kinematics. We can express W and W in terms
of the on-shell Sachs form factors

0 (GM — Gk

7=

o GL+TGY, . 2
le——E1—+T—M+(T— ) and WQZG?W
where the difference between on- and off-shell response functions is isolated
in the contribution to W that is proportiond to the difference between on-
and off-shell values of =. This term evidently represente a convection current

associated with the initia velocity of the struck particle. Therefore, we can
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separate 0§} into apart o.n due to an on-shell nucleon and apat Accs}
due to the off shell kinematics as follows:

5%1 = OeN -{-AO’CCl
2

OeN = UMW [ViW1 + VoW,
m2
Aoy = 2EE" [VIAW1 + W2AV2]
Wi = G2E +7'G%,,
1+7
AW] = (7—'—T)(KF2)2
2
VQ = Q~tan2g
m2 2
2
AVy = 2(7 — T)%

5.5.4. Comparison between Nonrelativistic and Relativistic
Current Operators

To asss the sengitivity of nucleon knockout caculations to differences
between relativistic and nonrelativistic models of the current operator, the el-
ementary electron-nucleon cross sections, o.n, and response functions, REN,
can be compared using the kinematics of quasifree knockout. Elementary
cross sections are compared using the kinematics of 4°Ca(e, e/ N )251‘/12 with
g; = 500 MeV and Ty = 135 MeV in Fig. 5.13. For quasiperpendicular
kinematics, (w,q) ~ (145 MeV, 521 MeV/c) with —28° < §,5 < 28° for
—250 < pm < 250 MeV/c, while for parallel kinematics 584 > Q2% > 49
(MeV/c)? over the same range of initial momenta. The nonrelativistic ex-
pansion, designated NRn with n = 14, is compared with the de Forest cc1
prescription. Note that the longitudinal current was eiminated in favor of the
charge for the NRn calculations also. First-order calculations (NR1) are obvi-
oudly inadequate, but by second order NR2 differs from ccl by less than 5%
for small initial momenta. For parallel kinematics with p, near —250 MeV/c,
where Q% is relatively large, deviations approach 15% in second order, but are
reduced to about 5% by fourth order. However, for neutron knockout signif-
icant differences between the relativistic and nonrelativistic models are also
observed in parallel kinematics for large positive initial momenta where Q?
is small. For proton knockout in quasiperpendicular kinematics, the fourth-
order formula gives good agreement with ccl over this range of angles, but
for neutron knockout residual differences of up to 8% remain.
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Fig. 5.13. Comparison between o, from nonrelativistic expansion of the current opera-
tor through fourth order (NR4) with the de Forest ccl prescription using kinematics for
40Ca(e, e'N)2sI/12 with &; = 500 MeV and Ty = 135 MeV.

Response functions for parallel kinematics are compared in Fig. 5.14.
Good agreement is obtained for (e, €'p), dthough Ry /Ry is dightly larger
for NR4 than for ccl. Larger differences are obtained for (e, €'n), where
R for NR4 is appreciably smaler, particularly for small @2. A similar
discrepancy is obtained for (e, €'p), but there Ry is dlightly larger so that the
two moddls give practically the same cross sections. However, for (e, € n)R,
is aso substantially smadler for NR4 than for ccl and would be too small to
compensate the cross section anyway.

Response functions for quasiperpendicular kinematics are compared in
Fig. 5.15. (Note the suppressed zeros for Ry, and Rr.) The relationship
between the two models of R;, and Ry for these conditions is essentiadly the
same as for parallel kinematicswith p,,, = 0. For Rz we find that the second
order NR calculations are aready in good agreement with ccl, but for Ry it
is necessary to go to at least third order to obtain good agreement for (e, €'n).
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Fig. 5.14. Comparison between the elementary response functions, RZN , from nonrela-
tivistic expansion of the current operator through fourth order (NR4) with the de Forest
ccl prescription using parallel kinematics for 40Ca(e, e’N)ZsI/l2 with £; = 500 MeV

and Ty = 135 MeV.

Similar comparisons between ccl and cc2 are shown in Fig. 5.16. We note
that the two models are identical for Ry and Ry in paralel kinematics, but
for Ry in quasiperpendicular kinematics there is a small difference which
increases with opening angle. Substantia differences between ccl and cc2
are obtained for Rrr, but cc1 remains close to NR4.

The sensitivity of unpolarized coplanar response functions for 60(e, e’ V)
to differences between relativistic and nonrelativistic vertex functions is ex-
amined in Fig. 5.17. Calculations comparing the fourth-order nonrelativistic
operator (NR4) with the ccl, cc2, and cc3 prescriptions are shown for con-
sant (w, ¢) = (148 MeV, 521 MeV/c) and a beam energy of 500 MeV. The
EEl optical potential is used and electron distortion is treated in EMA. The
relativistic models give the same results for Ry, and Ry and very nearly the
same results for Ry 7, but differences begin to become apparent for Rpp.
Although these models are identical for a moving but free nucleon, off-shell
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Fig. 5.16. Comparison between elementary response functions, RgN , for the de For-
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Fig. 5.17. Sensitivity of unpolarized coplanar response functions for *40(e, e’ N) to vari-
ations of the current operator. Calculations are shown for (w,q) = (148 MeV, 521 MeV/c)
and e; = 500 MeV. Proton (neutron) knockout is shown in the left (right) half. The fourth-order
nonrelativistic operator NR4 is shown by dotted lines, ccl by solid lines, cc2 by dashed lines,
and cc3 by dash—dotted lines.

differences in their spin—orbit couplings produce opposite effects in Ry for
the two spin—orbit partners. These effects are similar for both neutron and
proton knockout, but will be very difficult to observe for either reaction.
Thus, the differences between the elementary response functions seen in Fig.
5.16 are muted when embedded in a nucleus. Similarly, the differences in
Rrr between NR4 and these relativistic models also involve spin—orhit cou-
pling but are relatively small. The NR4 model for neutron knockout gives
significantly smaller Ry, but that effect will be masked by charge exchange
contributions in the final date. Finally we note that eectile polarizations
measurable in coplanar kinematics with modest missing momenta do not dis-
tinguish between these models either.

Chinn and Picklesimei®® aso investigated the sensitivity of RDWIA
calculations to the choice of current operator, comparing T'y, T'3, and T';. Al-
though the standard restoration of current conservation was employed, their
implementation differed from the de Forest prescription in that the spinors
were digtorted in the medium. For inclusive quasielastic scattering, rather
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large variations were obtained for both the longitudinal and transverse re-
sponse functions, although there was relatively little change in the Coulomb
sum rule. For (e, e’p), T'z and I'; gave similar results for most response func-
tions, but I's was often quite different. The variations were generally smaller
for (e, €'p) than for quasielastic (e,€"), but remain considerably larger than
obtained in comparable nonrelativistic calculations. Due to the largeness of
the Dirac scalar and vector potentias, relativistic calculations are usualy
more sensitive to ambiguities of the DWIA model than similar nonrelativistic
calculations.

555. The Off-Shell Vertex

The apparent agreement between various off-shell prescriptions at the
level of a few percent in cross section does not ensure that ambiguities in the
current operator have been brought under control — we must consider the
choice of vertex function more carefully. The most general covariant form of
the electromagnetic vertex operator,

T (p',p) = Ap(p') [Py + BTt + Fif Y }A+
+ A+ (p) [Ffr_"/" + Fonk 4 By ‘] A_
+ A_(p') [FT T4 + Fy TS + Fy ] A+(p)
+ A_(p) [Ff*'y" +Fy 8+ Fy T ] A_(p) (551
where Wi p
w =it 2 and =
by i0 i A (p) S

can be expressed in terms of 12 linearly independent functions, Ff’i(QQ, w
W), of the photon virtuality, @*, and the off-shell invariant masses in the ini-
tia and final states, W and W, respectively. Although the Ward-Takahashi
identity, representing gauge invariance, imposes severd constraints among the
form factors, Naus et al.“*? demonstrated that the half off-shell vertex func-
tion still contains six operators with four independent form factors, each of
which depends upon two Lorentz scalars. Therefore, limitation of the vertex
function to only two form factors depending upon only a single kinematic
variable represents a rather severe truncation which can only be justified on
the basis of a theory of the underlying dynamics of the off-shell vN vertex.

In the absence of definitive contrary information, most calculations assume
that Ft+ = F*~ = F7+ = F;7~ and omit the F* terms. Unfortunately,
there does not yet exist a calculable microscopic model of nucleon structure
which predicts the genera off-shell behavior of the form factors and which
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fits the free nucleon data. Naus et al. used a smple one-pion loop mode
to estimate the relative importance of off-shell ambiguities by rescaling the
nucleon form factors according to the ratio of model form factors off-shell
versus on-shell. The results indicate that substantial ambiguities could ex-
ist, but more realistic models are needed. The one-meson loop model was
extended by Song et al.*® to include kaons and an expansion of the form
factors in terms of the relative deviation of the effective mass W from the
free mass was developed. The expansion was expressed in terms of Dirac
scalar and vector potentials and the model was applied to inclusive quasidlas
tic scattering. Substantial off-shell effects were predicted by the model, but
limited improvement of the agreement with experiment was achieved.

Using vector meson dominance (VMD) models, Tiemeijer and Tjon®®
find much smaller ambiguities in the relevant kinematical regime. However
their applications were to the deuteron, where distortion of the spinors is rel-
atively mild. In alarge system, the Dirac scalar and vector potentials produce
strong medium modifications of the spinors which strongly affect matrix el-
ements of the current operator (see Section 5.7). Therefore, calculations for
the deuteron probably understate the off-shell ambiguities that would be en-
countered in larger systems.

5.5.6. Current Conservation

There is little a priori justification for eliminating J,, rather than p. If
current were conserved by the impulse approximation, then either procedure
would give the same results. In fact, there is no fundamental justification for
enforcing current conservation in the impulse approximation on the level of
the one-body current alone. Current conservation must include many-body
currents. For example, with the T', form of the vertex function, the violation
of the continuity equation becomes®*

q-J =F(Q%) (@ — w)iyoui (5.52)

and hence by itself the one-body current fails to satisfy current conservation
by an amount that is proportional to the off-shell energy difference. The re-
mainder is contributed by many-body currents associated with the interactions
which establish the mean field and the binding energy and which are respon-
sible for the difference between the effective mass and the rest mass of the
struck particle. The mean field restores energy conservation but is subverted
by the de Forest prescription.

To assess the ambiguities associated with various prescriptions for restor-
ing current conservation, Fig. 5.18 compares cross sections for 160(e, ¢/ N)



188 James J. Kelly

1pi Js j2 & Tp = 135 MeV obtained without enforcing current conservation
(dashed), elimination of J, (dotted), with the standard ccl prescription for
elimination of J, (solid). The I'; current operator was used in the effec-
tive momentum approximation. NRDWIA calculations based upon the EEI
potential were performed without electron distortion; a similar anaysis for
RDWIA calculations of (e, € p) |n quasiperpendicular kinematics has been
presented by Picklesimer et al.”) For paralel kinematics we find that varia
tions of R, for (e, €'p) can produce substantial ambiguities for large positive
pm, Which correspond to forward electron scattering angles emphasizing Ry,
and to small momentum transfers emphasizing orthogonality defects. Elim-
ination of Jo instead of J, reduces the cross section under these conditions
by as much as 50%, while failure to enforce current conservation at al en-
hances the cross section by about 25% for the same kinematics. The effects
upon (e, €n) for paralel kinematics are much smaller because Ry is amost
negligible. For quasiperpendicular kinematics, elimination of J, instead of
J, again |leads to a substantial reduction of the (e, €'p) cross section with a
much smaller difference between the standard ccl prescription and omission
of current conservation. However, elimination of Jy instead of J, produces
dramatic changesin R+ and hence in the cross section for (e, €'n). Note
that for each of these reactions, the variations in recoil polarization are non-
negligible but less dramatic.

5.6. Electron Distortion

The dominant effects of Coulomb distortion upon the electron wave func-
tions are most simply described using the local momentum or ¢-effective
approximation.? In this approximation, the asymptotic momenta k are re-
placed by loca momenta & accelerated by the mean electrostatic potential,
such that

k=k+fz ﬁk (5.53)

where f; = 1.5 corresponds to the electrostatic potential a the center of a
uniformly charged sphere of radius Rz. The local or effective momentum
transfer

=K -k =a+2Z(q-wky) (5.54)
is thus increased in magnitude and atered slightly in direction. The flux is
also increased in the interaction zone by the focussing of the electron wave
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Fig. 5.18. Sensitivity of 1%0(e,e'N )lpI/l2 to prescriptions for current conservation.
Calculations are shown for parallel kinematics with T, = 135 MeV in the left column and for
quasiperpendicular kinematics with (w, q) = (148 MeV, 521 MeV/c) in the right column. The
beam energy is &; = 500 MeV, but electron distortion is omitted. The T’y current operator is
used and the cross sections are compared with the ccl prescription. Dashed lines do not enforce
current conservation, while dotted lines arise from elimination of Jg instead of J,.
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0 that the plane wave becomes

eikr K i (5.55)
k

In parallel kinematics the term in Eq. (5.54) that is proportiond to w is
usually small and we find that Coulomb distortion shifts the apparent mo-
mentum distribution toward positive missing momentum p.,, by an amount
proportional to . (Note that g decreases in the direction of positive p,,.) In
quasiperpendicular kinematics, the term proportional to w dominates and the
Coulomb shift is smaller.

These effects can be described more systematically using a high-energy
approximation due Lenz and Rosenfelder.*®® Two expansions are involved,
one in powers of [V/kl <« 1 and another in powers of Za. An expansion
valid to first order in Za was derived by Knoll®*® and applied to knockout by
Giusti and Pacati.® The incoming (=) and outgoing (+) distorted electron
waves are approximated by

Xi ~ ejt‘sl/zge“"r {1+ar*(1+ik-r)
+ ib{(k ® 1) + 2ik - r — 0-k®r]} up (5.56)

where u;, is the Pauli spinor for helicity A and where the parameters are

4
51/2 = ZCY(§ - ankRz) +b (5573)
o= 28 (5.57b)
ORI,
3Za
b= — 229 5.57
AR RS, (5.57¢)

The dominant focussing effect is found to be due to the term ib(k ® r)?,
which gives an energy-independent contribution that prevents the DWIA from
approaching PWIA even in the high-energy limit.

For lead, Zco is not smal and the focussing effect can be quite large.
It then becomes necessary to carry the expansion to higher order in Za.
However, since the higher-order terms become cumbersome and because the
ib(k ®r)? term tends to dominate, Giusti and Pacati® investigated the con-
vergence of the eikonal approximation using a schematic expansion of the

form m
Z ('Lb) (l_( ® r)Zn

n!

n
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to perform sample calculations for knockout of a 3s; /5 hole from 2%8pb using
E; =410 MeV and T, = 100 MeV. In parallel kinematics the Coulomb shift
is large and is aready well described in first order, while the shift is much
smaller in perpendicular kinematics. The focussing effect, however, is more
problematical. The first-order effect gives a very large enhancement of the
cross section, much of which is then lost in second order. The g-effective
approximation without focussing is closer to the second-order result than the
first-order calculation, suggesting that the focussing effect is overestimated.
This aternating behavior continues to higher order, but since the approxi-
mation itself was truncated it is difficult to claim convergence even a this
level. The second-order calculation has clearly not converged. Ambiguities
in Coulomb distortion are amplified further when attempting to separate the
response functions for heavy targets.

Jin et al.”) have compared the effective momentum approximation with
relativistic calculations which treat electron distortion exactly. Using effective
kinematical variables and a modified off-shell cross section,

T 2
U?;%m et (%) Jccl(kiakfaplaE) (558)
where p is the asymptotic gectile momentum and E is the asymptotic missing
energy. Note that the nucleon form factors are aso evaluated at the effective
momentum transfer. The distorted momentum distribution is then
D/ ’ ag

P (Pm,p’) = Kot (5.59)
where p,, = p’ — q is the effective missing momentum. Jin et al.**)
demonstrated that this prescription produces distorted momentum distribu-
tions for 208Pb(e, e'p) in parallel kinematics that are very nearly independent
of electron energy, a least over the range 300-525 MeV, while omission of
electron distortion results in substantia shifts with respect to electron energy.
However, there remains a residual shift of approximately 0.6aZ/Rz toward
smaller missing momentum when compared with calculations omitting elec-
tron distortion due to the aforementioned effects which do not vanish in the
high-energy limit.

Unfortunately, the intuitively appealing decomposition of (¢, ¢’ N) in terms
of 18 response functions for one-photon exchange is no longer valid when
electron wave functions are distorted. Nevertheless, it is often useful to ex-
tract effective response functions from experimental data or from theoretical
calculations using the same procedures that apply to one-photon exchange.
For example, one could define an effective Ry response function in terms
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of left—right differences between measurements or caculaions according to
the prescription

g _ 2(6=0)—o(¢ =)

2KVLT0'M

where o(¢) describes the azimuthal dependence of the differential cross sec-
tion for fixed w, ¢, and 8,,. In the context of EMA, the angles 6,, and ¢
should be referred to qesr (but usualy aren't). Although the effective mo-
mentum approximation provides an accurate model of Coulomb distortion of
the differential cross section, Jin et al.®®® demonstrated that the subtractions
needed to form effective response functions amplify errors in the approxima
tion. For example, few percent errors in EMA cross sectionsfor 160(e, e'p)
can become ~ 15% errorsin Ryt with opposite effects for the two 1p-shell
spin-orbit partners, reducing B, forthe 1p, . state and enhancing it for the
1p3/2 state.

5.7. Relativistic Distorted Wave Models

Exact trestment of Coulomb distortion for electron scattering requires a
relativistic treatment, which should then be coupled to a relativistic treatment
of the gjectile. However, relativistic distorted wave impulse approximation
(RDWLA) calculations require much more computation time than NRDWIA
models which approximate electron distortion, and hence are not used as
often. The first RDWIA calculations were made by McDermott®® using
a helicity-conservation approximation (HCA) to simplify the calculation of
electron distortion. For 4°Ca he finds that both RDWIA and NRDWIA give
very similar results, with the effective momentum approximation being quite
accurate, but for 3s, /2 proton knockoutfrom 28Pb he obtains a spectroscopic
factor that is about 30% larger with RDWIA and atributes the difference to a
failure of the focussing properties of the second-order elkonal approximation
used for the NRDWIA. More complete cal culations which eliminate the HCA
were then made by Jin et al.,®" who also concluded that RDWIA leads to
substantially larger spectroscopic factors than NRDWIA. However, Jin et al.
obtained somewhat different results for 3s,,, proton knockout from 2%Pb
than McDermott even with plane waves. Udias et al.*®® demonstrated that
the apparent disagreement between relativistic plane-wave calculations is due
to differences between bound-state wave functions and that, when the same
bound-state wave functions and distorting models are employed, the smaller
residua differences are attributable to the helicity-conservation approximation.
However, they aso find that even though the ccl and cc2 current operators
give identical results for free spinors, distortion leads to significant differences
between those current operators and to substantial (~ 15%) ambiguities in
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the spectroscopic factors for RDWIA. This dependence upon the choice of
current operator is much larger for RDWIA than for NRDWIA. Nevertheless,
Udias et al. aso conclude that relativistic models give larger spectroscopic
factors than nonrelativistic models.

Therefore, al three of these groups have concluded that relativistic models
give larger spectroscopic factors than nonrelativistic models and argue that that
is a decisive advantage of RDWIA. They also argue that Dirac phenomenol-
ogy provides a superior description of proton elastic scattering, especialy for
spin observables. However, we believe that their conclusion is incorrect. The
most important difference between RDWIA and NRDWIA, at least for light-
and medium-weight nuclei, is found in the differences between their optical
potentials rather than in the differences between the Dirac and Schrodinger
equation. When equivalent potentials derived from Dirac phenenomology
(DP) are used in NRDWIA calculations, larger spectroscopic factors are oo
tained as well simply because the potentials are more absorptive that most
nonrelaivigtic potentials. However, as shown in Section 54.7, (e €'p) data
for nuclear transparency demonstrate that the DP potentials are too absorp-
tive. The EElI model, on the other hand, reproduces the transparency data,
provides more accurate predictions for proton reaction and neutron total cross
sections, achieves equally good elastic scattering results, including spin ob-
servables, and is designed to fit inelagtic scattering data which are sensitive to
the interior wave functions needed for knockout reactions. Optical potentials
fitted to eastic scattering aone are subject to similar ambiguities whether
within a Dirac or Schrédinger formalism — minimization of such ambigui-
ties requires consistent analysis of data for reactions which are sendtive to
the interior wave function. Therefore, we argue that the EEI spectroscopic
factors are more reliable and those of Dirac phenomenology are too large. Un-
fortunately, empirical effective interactions are not yet available for T,, < 100
MeV where many of the (e, €'p) data are, but it is clear that DP potentials
remain too absorptive at those energies. The primary advantage of RDWIA
is that it permits accurate evaluation of electron distortion for heavy nuclei,
but in the future, the fitting procedures used to produce its optical potentials
should include inelastic data also.

The dynamica differences between Dirac and Schrodinger models of nu-
cleon knockout have been explicated by Hedayati-Poor et al.,**® who find
that when potentias are included in the Pauli reduction of the current operator
for distorted Dirac spinors, the series converges to the fully relativistic result.
For simplicity, electron distortion was omitted. In their calculations both
Dirac and Schrédinger models employ equivaent bound-state wave functions
and distorted waves, with the differences between the models being isolated
in the current operators. Due to the strength of the Dirac scalar and vector
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potentials, spinors in the nuclear medium are substantially atered and these
distortions affect the Pauli reduction of the current operators. However, if
these potentials are included, the expansion in powers of (E + m)~! appears
to converge aready in second order even for relatively large missing momenta
such that both approaches give nearly identical results even for the induced
polarization, which is particularly sensitive to differences between the models.
Therefore, Hedayati-Poor et al. conclude that the most important dynamical
differences between relativistic and nonrelativistic models appear in the cur-
rent operator rather than in the wave functions. Such differences can only
be exacerbated by those matrix elements of the current operator which are
permitted to exist off-shell but which are usually omitted because they vanish
on-shell and are essentialy unknown.

It would be of considerable interest to investigate (e, € N) for discrete
final oates using higher gectile energies. Furnstahl, Wallace, and Kelly
have constructed effective interactions based upon the relativistic IA2 model
which incorporates spinor distortion and Pauli blocking. These interactions
have been shown to give accurate predictions for elastic and inelastic nu-
cleon scattering when Ty > 300 MeV,?%) and Figs. 5.4 and 5.5 show that
accurate predictions are also obtained for proton absorption and neutron to-
tal cross sections. The model is somewhat more transparent than most of
the optical potentials from Dirac phenomenology and will be tested further
in transparency measurements 7 > 300 MeV planned at CEBAF. Thus, it
should be possible to perform RDWIA (e, € N) calculations using folding-
model optical potentials which provide a consistent description of nucleon
scattering and hence have more confidence in the distortion of spinors in
the medium and the resulting medium modifications of the current operator.
Since the IA2 model is ultimately based upon a boson-exchange potential, it
may also be possible to derive the electromagnetic current operator directly
from the hamiltonian. We expect this to be the most promising direction for
further development of relativistic distorted wave models.

5.8. Summary

We have made a critical review of the nonrelativistic distorted wave ap-
proximation, examining possible variations due to ambiguities in the off-shell
current operator. Although these ambiguities appear to be relatively small
for the kinematical conditions usually employed for measurements of missing
momentum distributions, substantial variations are possible for separated re-
sponse functions and polarization observables. Measurements of these quan-
tities should be made for both neutron and proton knockout, which often
display different sensitivities to variations of the current operator.
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The sengitivity of spectroscopic factors for knockout to variations of the
optical potential has been examined and it is found that for many states varia
tions up to +£15% are possible anong commonly used optical potentials fitted
to proton elastic scattering data. These variations are correlated with their
absorptive properties and the resulting interior wave functions, but optical
potentials fitted to elastic scattering data alone are insensitive to the interior
wave function. For energies above about 120 MeV, empirica effective inter-
actions (EEI) fitted to both elastic and inelastic scattering data simultaneously
are sensitive to the interior wave function and should provide more accurate
spectroscogic factors. Our analysis of nuclear transparency data for (e, €'p)
at T, ~ 200 MeV demonstrates that the commonly used global optical poten-
tials are too absorptive at that energy, but that the EEI potentials reproduce
the transparency data and aso provide more accurate predictions for proton
total and neutron absorption cross sections. Clearly it is desirable to measure
missing momentum distributions using higher gjectile energies where the EEI
approach is applicable. Nuclear transparency measurements for higher proton
energies are also planned for CEBAF.

Relativistic distorted wave calculations provide more accurate treatments
of Coulomb distortion, which is important for A > 40, but the potentias
presently available from Dirac phenomenology appear to be too absorptive,
at least for 100 < T, < 200 MeV. Furthermore, the relativistic approach is
more sensitive to ambiguities in the current operator due to the distortion of
Dirac spinors by the strong scalar and vector potentials. On the other hand,
consistent treatments of the distorting potentials and the current operator are
only possible within a relativistic framework. Future developments of the
relativistic approach should emphasize microscopic treatments of the effective
interaction rather than rely on Dirac phenomenology.

6. SPECTRAL FUNCTIONS FROM (e, e'p) ON COMPLEX NUCLEI

The plane-wave impulse approximation for the single nucleon knockout

reaction A(e, €'p)B,
PWIA do = K6epS(pm, E
54 W = KOep (Pm, m)

provides a physicaly appealing picture in which a nucleon with initial mo-
mentum p,, = p’ —q absorbs avirtua photon ‘w,q), and emerges with final
momentum (E”, p”). The cross section for this process is represented by the
product of an elementary cross section, o, ad the probability, S(pm, Em),
that removal of a nucleon with momentum p,, will result in a final date
of the residual system with missing energy E,, = mp + mp —ma. Thus,
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to the extent that this simple picture applies, the knockout cross section is
proportiond to the single-nucleon spectra function for the target, which then
forms the bridge between the experiment and the theory of nuclear structure.
However, the spectral function is not itself an experimental observable, but
rather must be deduced from cross-section measurements using a suitable re-
action moddl. Therefore, to cross this bridge we must refine the picture to
account for electron distortion, final state interactions, and modifications of
the electromagnetic vertex function.

The distorted wave approximation was reviewed in Section 5 and tests of
the reaction model will be reviewed in Section 7. In this section we review
the spectroscopic information that has been deduced from (e, €'p) reactions
on complex nuclei, by which we mean A > 4. We focus here on recent
high-resolution measurements and refer the reader to the review by Frullani
and Mougey™ for earlier work and for comparisons with other single-nucleon
knockout reactions. In Section 6.1 we provide an introduction to the basic con-
cepts of the spectra function and the quasi particle approximation. In Section
6.2 we discuss dispersive optica models which seek to connect quasiparticle
properties to a mean field that applies to both bound states and continuum
states, and in Section 6.3 we discuss arelated quasi particle hamiltonian model
by Ma and Wambach. We define the distorted spectral function in Section 6.4
and discuss its relationship to experimental quantities in Section 6.5. In Sec-
tion 6.6 we review the existing data for missing momentum distributions for
quasihole states and in Section 6.7 we present tests of the independence of the
spectroscopic information from the kinematics of the reaction. In Section 6.8
we review the data for occupation probabilities and quasiparticle strengths.
Findly, in Section 6.9 discuss measurements for large missing momenta.

6.1. Definition of the Spectral Function
In this section we introduce the basic concepts of the spectral function and
the quasiparticle approximation, drawing heavily upon the treatise of Mahaux

and Sartor®” to which the reader is referred for further details, greater depth,
and more complete references.

6.1.1. Nuclear Matter

The spectral function is intimately related to the single-particle propagator
or time-ordered Green's function

G(r,t;,t') = Gp(r, t; ', t') + Ga(r, t;x', t') 6.1
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whose particle and hole contributions are defined by
Gp(r, t;r' ') = —iO(t — t')(Tola(r, t)a’ (v/, )| ¥o) (6.2a)
Gr(r,t;r' t') = +i0(t' — t)(Tolal (r', ¢ )a(r, t)|T) (6.2b)

In infinite nuclear matter, the propagators depend only on the separation s =
|r — r’| and hence their spatial Fourier transforms reduce to

Gp(k,t) = —iO(t)(¥ola(k,t)al (k,0)|T0) (6.32)
Gh(k,t) = iO(—t)(¥ola' (k,0)a(k, t)|To) (6.3b)
Similarly, the spatio-tempora Fourier transforms become

1

mlﬂ(k)m’o)
Gu(k,w) = (Lola' (k) a(k)|¥o) (6.4b)

Gp(k,w) = (Yola(k) (6.4a)

w-—FEn+H

where H is the hamiltonian, Ej is the ground-state energy, and where w* =
w % i§ includes an imaginary infinitesma § — 0t. Finaly, the Lehmann
representation

n(k,w) = / dut Sk (6.52)
w —w
_ ISP(k7w )
Cpk,w) = . dw e (6.5b)
relates the propagators to the spectral functions
Sy(k,w) = (¥ola(k)s(w + Eg ~ H)al (k)| ¥g) (6.6a)
Sh(k,w) = (Yola'(k)d(w — Eo + H)a(k)|¥o) (6.6b)

The mass operator or proper sdf-energy N(k,w) is defined through the
relation

2

-1
Gk,w) = [w - 2k—m —N(k,w)] 6.7)

Both G and A have the same analytic structure in the complex w plane,
namely, branch cuts to the left (right) of Ex above (below) the red axis. It
is more convenient to introduce the retarded Green's function G and mean
field U, which are defined by

S(k,w') _ [w_ K

o -1
CR(k,w) = /m dt 202 - Ll(k,w)] (6.8)
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and which are both analytic in the upper half plane and have branch cuts below
the real axis. For infinite nuclear matter these branch cuts run the entire length
of the real axis, but for finite systems there is a gap between the highest hole
and lowest particle states (with specific values for lj) within which no cut
is required. Thus, the spectral function can be obtained from the imaginary
part of the retarded Green's function for rea w = E or, equivalently, from
the branch-cut discontinuity using

S(k,E) = _% Im GR(k,E) = —Q% (GR(k, E + i) — GE(k,E - icz%]g)

Finally, the retarded Green's function for real w is related to the particle and
hole propagators by

G®(k,w) = Gp(k,w) + Gr(k,w)O(w — Er) + G}, (k,w)O(EF — w)
(6.10)

The mean field
Uk,w) = V(k,w) +iW(k,w) (6.11)

can be interpreted as the single-particle potential for a nucleon with momen-
tum k and energy w. For bound dtates, its real part determines the energy
and its imaginary part the spreading width for quasiparticle excitations. For
continuum gtates, the mean field is interpreted as the optical potential.

6.1.2.  Quasiparticle Approximation

Suppose that a hole with momentum k is created in nuclear matter at
time t = 0 not far below the Fermi energy. The quasiparticle approximation
stipulates that such an excitation will evolve according to

Ghlk;t) = GV (k;t) = iZp (ke EWte=t/27 (6.12)
where
k2
E(k) = 5—+V(k) (6.13a)
= [-2W (k) = [T(k)]! (6.13b)

are the energy and lifetime and Z, (k) is the quasiparticle strength. Thus,
near the quasiparticle pole, the spectral function can then be expressed in the
form

S(k,w) = S (k,w) + SBC (k,w) (6.14)
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where

QP w _ 1 Zn (k)L (k)
S w) = S T ERE + T (R)/27 6.15)

is the quasiparticle contribution and where B¢ (k,w) is a smooth background
contribution which represents the contribution of more complicated states
involving multinucleon emission.

The quasiparticle strength at the Fermi surface is related to the discontinu-
ity in the occupation probability at the Fermi surface by the Migdal—L uttinger
theorem,®8%9 which dtates

Z(kp) =n(kr —0) —n(kr +0) (6.16)

On the other hand, the background contribution to the occupation probabil-
ity is continuous and nonvanishing at the Fermi surface®® It arises from
ground-gate correlations which populate otherwise empty orbitals. For ex-
ample, remova of a nucleon from a 2p2h configuration where both particle
dtates are nominally empty leads to a 1p2h contribution to the continuum.

Near a quasiparticle pole, we assume that the Green’s function can be
approximated by

Z(k)

GOP (k,w) = T (6.17)
where
k2
Ek) = 5~ + UK, E(k)) (6.18)
is the complex energy defining the location of the pole and
-1
2(k) = {1 - W]wd (6.19)

is the residue of the pole with momentum k. Providing that W is small, the
quasiparticle energy is identified with the approximate solution

E(k) = % + V(k, E(k)) (6.20)

for the real part of the pole position. The imaginary part of

E(k) = E(k) 5

(6.21)
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is then obtained by Taylor expansion, whereby

Tk _ Wk E®) 6
2 1 — OV (k,w)/ 0w ,_p ) (6.22)
Thus, it is convenient to define the on-shell potentiads
V(k) = V(k,E(k)) and W(k) = W(k, E(k)) (6.23)
and the quasiparticle strength
6V(k,w)]_1
Zky=|1— ——— 6.24
()= 1- 2 e (624)
such that
1 Z(k)T(k)
Sk) = G G ERP + K2 €23
where
E(Qi) = —Z(k)W (k) (6.26)

Note that we assume OW /0w « 1.

Baldo et al.®” have provided a simple and convenient parametrization
of n(k, kp) for nuclear matter based upon a calculation performed using a
separable representation of the Paris interaction to evaluate the Brueckner—
Hartree-Fock approximation through second order, with some third order
contributions included also. The result for k¢ = 1.36 fm~! is shown in Fig.
6.1; note that the kink at k/kr = 2 is merely an artifact of the parametrization.
It is customary to characterize the depletion of the Fermi sphere in terms
of the wound, «, defined as x = 1 — n(k) for the mean momentum &k =
0.75kr. Baldo et al. obtained a depletion of x = 0.24 and a quasiparticle
strength of Z(krp) = 0.44 from this calculation. Short-range and tensor
correlations deplete the Fermi sphere and populate the tail which extends
to very high momenta. The occupation of high momenta is dominated by
high-energy regions of the spectral function, with appreciable contributions
reaching to excitation energies of several hundred MeV.® These results
are characterigtic of all nuclear matter calculations for redistic interactions,
with smal variationsin « and Z(kr) which depend upon the details of the
interaction.
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Fig. 6.1. Occupation probability for nuclear matter, as parametrized by Baldo ez al 26D
The Fermi gas limit is indicated by dotted lines.

A simple parametrization of the spreading width for quasi particle excitations
near the Fermi surface has been proposed by Brown and Rho,®® for which

(E - Er)*

BR —
O = Ry

(6.27)
where Er isthe Fermi energy. Typica quasihole and quasiparticle spectral func-
tions are plotted in Fig. 6.2. The spectra function is required to vanish at the
Fermi energy. Theindependent particlemode is represented by spikesat theun-
perturbed pesk positions; note that the pesks experience small shifts due to the
energy dependence of thewidth. Theenergieswerechosentobe Er+8MeV, for
which the full width a half maximum is approximately 2.7 MeV. Approximately
7% of the quasihole strength is then found above the Fermi energy and repre-
sents the depletion of the hole strength. Similarly, about 7% of the quasiparticle
strength is found below the Fermi energy and represents population of normally
vacant orbits by ground-state correlations. The range of excitation energy acces-
sible to single-nucleon knockout experiments, typically 20 MeV a NIKHEF, is
represented by the hatched region— approximately 10% of the hole strength lies

deeper.

6.1.3. Finite Nuclei

Single-nucleon removal reactions are described by the partial-wave hole
spectrd functions

S (p, E) ZI\P(" Vlaq(p)[T§)?

x6(E + EA-V — ESO(Er —E)  (6.28)
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Fig. 6.2. Schematic representation of the spectral function for quasihole (solid) and quasi-
particle (dashed) excitations at E = Ep + 8 MeV, based on the Brown-Rho parametriza-
tion with 3 = 12 MeV and p? = 500 MeVZ. The independent particle model is represented
by spikes. The hatched area represents the range accessible with knockout experiments.

which gives the probability that removal of a nucleon with momentum p in

an orbita « from the ground date mgA) of an A-nucleon system will leave
the residual (A — 1)-nucleon system in a state with energy E. Similarly, the
single-particle spectral function

A
SH(p Z| (A+1) 41 (p I\p( )>|

x§(E— EAD 4 EMYo(E— Ep)  (629)

gives the probability that a final (A + I)-nucleon state can be obtained by
adding a nucleon of momentum p in orbital a to the A-nucleon ground state.
For closed-shell nuclei A, the Fermi energy Er = (Ej + Ef)/2 may be
conveniently defined in terms of the average of the separation energies —Ex
and —E} for the A and (A + 1) nucleon systems. The complete spectral
function is then

Sa(p, E) = 8§ (p,E) + S5 (p, E) (6.30)

It is dso useful to define a spectra strength function, S, (E), for orbita «
by integrating the spectral function over momentum, such that

1 o0
Su(B)= 505 | dpr Sulp. ) (631)
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Whenever clarity of context permits, the superscripts (- for removal
(pickup) or (+) for addition (stripping) reactions will be omitted from the
relevant spectral function. The orbita « is specified by its orbital angular
momentum [, total angular momentum j,, and nucleon type. Additional
quantum numbers, such as the principal and magnetic quantum numbers,
usually remain implicit. Mogt theoretical calculations employ a normalization
in which the integrated spectral strength would be unity, as is appropriate
when « specifies a complete set of quantum numbers. On the other hand,
experimental analyses usually employ a normalization in which the integrated
spectra strength would be (24,+1), as is appropriate when magnetic substates
are summed. Hence, it is useful to introduce g, as the degeneracy appropriate
to the context, such that

/ " 4E Su(p, B) = g (632)

The hole spectral function is related by closure to the subshell momentum
density, n.(p), by

Ep
na(p) = / dE Sa(p, E) = (2§ |al (p)aa(p)|T5Y)  (633)

— o0

Thus, the occupancy of orbital « is then

_ L[z
Ny = 27r2/0 dp p* ne(p) (6.34)
and the totd momentum density and particle number are, respectively,
n(p) = Y _ gana(p) (6.35a)
— 1 oo 2 _
N=c3 /0 dp p” n(p) —Egana (6.35b)

where N refers to either the neutron or proton number of the target, as ap-
propriate, and where g, accounts for the degeneracy of the orbital. Thus, the
spectral functions satisfy the sum rules

Efp
it [ dE 5.(5,B) = nalp) (6.362)
0t [ dE Salp, B) = 1 na(p) (6.36b)
Efp
! / dE So(p,E) = 1 (6.36¢)
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where the first line refers to the hole, the second to the particle, and the third
to the total spectral function. Furthermore, in the independent particle shell
model (IPSM), the spectral strength function reduces to

Sa{E) — ganed(E — E,) (6.37a)
S, E) — Y gana(p)(E — Ey) (6.37b)

where
na(p) = |¢a(P)|? (6.38)

is the momentum distribution and =,, is the occupancy for orhitd c.

The quasiparticle approximation to the spectral strength function for or-

bital « in a finite system can now be expressed in the form

Sa(E) = ga [SIT(E) + 87°(E)] (6.39)
1 ZaTo(E)
2r (E — Ea)? + [Ta(E)/2]?
where E,, is the quasiparticle energy and Z,, is its strength. For excitations
not far below the Fermi energy, the width is small enough that the energy de-
pendence of the width function obtained from the imaginary part of the mean
field may be neglected, such that T', ~ T'o(E4), and then Z,, is the integra
of a Lorentzian quasiparticle pesk. Thus, Z, represents the fraction of the
sum rule within the quasiparticle peak and is interpreted as the spectroscopic
factor for removal of a nucleon from orbital «. The occupation n,is some-
what larger due to the background strength found outsde the quasiparticle
peak.

As the quasiparticle energy approaches the Fermi surface, the spreading
width approaches zero. However, since the states below the particle emis-
sion threshold are discrete, the spreading width in finite systems loses its
meaning near the Fermi surface. Furthermore, the gap in the single-particle
excitation spectrum reduces the availability of background configurations and
hence reduces the spreading width for finite systems. Under those circum-
stances the quasiparticle strength for nominally closed-shell nuclei is strongly
concentrated in a single discrete state with some minor fragmentation due to
coupling to low-lying surface modes, often described as long-range correla
tions. This fragmentation is more pronounced for open-shell nuclel. These
finite-size effects can be evaluated using the random phase approximation
(RPA). By this means, Brand et al.**¥ obtained a fairly good quditative de-
scri gion of the fragmentation of hole strength observed for (e,e'p) reactions
on*Caand *zr.

SPP(E) = (6.39b)
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6.1.4. Overlap Functions

The hole spectral function can be related to the overlap integral
B(p) = [ e @ Vla@n) = [dre e
(6.40)

obtained by removing a nucleon from position r leaving the residua nucleus
in state f. The hole spectral function then becomes

S(p,E) = |®5:(p)[*6(E — Ey.) (6.41)
f

where Ey; = ES® — BV~ isthe missing energy for population of state f
in the (A — 1) system by remova of a single nucleon from the ground state
of the parent nucleus. Expanding

(I)fz = Zcfa¢a

in a complete orthonormal st of single-particle orbitals {¢n:;} we find

S(p,E) = chocra0:(p)dp(P)O(E — Epi) = Zsaﬂw ¢5(p)
faB (6 42)

where
Fnii (p) = / dr e~ P T, (r) (6.43)

can be interpreted as a single-particle momentum wave function. If we assume
that an optimal set of orbitals {¢, } exists for which a single term dominates
each &;, then

Sap(E) = cacsab(E — Efi) = Sa(E)bap (6.44)
f
is nearly diagonal. It is reasonable to suppose that this set is similar to the
st of Hartree-Fock orbitals for the ground dtate of the target. With these
assumptions, the spectral function factorizes, such that

Z Sa(E)|¢a(p (6.45)

where S, (E) is the spectral strength of the hole state «. Thus, to the extent
that the factorization approximation is vdid, the Fourier transform of the
overlap function is measured in the knockout reaction and is often referred to
as the bound-state wave function (BSWF).
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6.2. Dispersive Optical Models

The dispersion model of the nuclear mean field has been developed by
Mahaux and collaborators™®?5%52™) and has been reviewed by Mahaux
and Sartor.®” Here we merely summarize some of the salient features.

The mean field for nuclear matter satisfies a subtracted dispersion relation
of the form®@?

V(k,E) = V(k, Er)
1 1

P [ /
+7r/_00dE W(k,E)(E,_E E,_EF) (6.46)

where the first term is basicaly a Hartree-Fock contribution that depends
slowly on energy and the term second is a dispersive correction AV that
depends upon the dynamics of the system. Note that 7 indicates that a
Cauchy principal value is to be taken for the integrals. Thus, the mean field
provides a unified description of both bound states a energies below the Fermi
energy Er and scattering dtates at E > E.

Similarly, we assume that the equivalent local potentia for a finite nucleus
can be separated into Hartree—Fock and dispersive contributions, such that

V(r,E)=Vup(r,E)+ AV(r,E) (6.47)
The Hartree-Fock potential
Vur(r,E) = Vur(E)f(zur) (6.48)

is assumed to have an energy-independent shape

flz) = 1+¢e]! (6.49a)
z; = (r— Ri)/a; (6.49b)

and a depth
Vurp(E)=Vhr(EF) + (1 - %) (E — EF) (6.50)

that depends slowly on energy. This energy dependence arises from the re-
placement of a nonlocal energy-independent potential by an equivalent local
potential. The dispersive contribution is obtained from the absorptive poten-
tial by means of a subtracted dispersion relaion

AV(r, E) = ;’/ dE' W (r, E') (E,l B 1E ) ©6.51)
—o0 - - LF
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This energy-dependent contribution is surface-peaked and is repulsive be-
low and atractive above the Fermi energy. The imaginary potential is also
parametrized in Woods-Saxon form, containing both volume and surface
terms, such that

W(r,E) = Wy(E)f(zw) + Ws(E)g(zw) (6.52a)
g(z) = —M% (6.52b)

It is assumed that the imaginary potential is symmetric with respect to Er
and the depths are usually parametrized using some variation of the following
forms:
(E ~ Ep)*
(E — Ep)* + p3
(E — Ep)? (E - Ep)!
W (E) = -0, - .53b
B = E i T @B O
Note that these parametrizations are generdizations of T'B%, Eq. (6.27).
The effective mass in a finite system,

m*(r, E) 1 dV(r,E)

m dFE

is now defined in terms of the energy dependence of the local mean field.
Generdlizing our analysis of the effective mass for uniform systems, Egs.
(5.31)5.34), it useful to separate the loca effective mass into a k-mass,
m(r, E'), which represents the spatial nonlocality and an E-mass, mg(r, E),
which represents the temporal nonlocality of the mean field. Hence, the k-
mass is determined by the energy dependence of the Hartree—Fock contribution
and the E-mass includes the effect of the dispersive contribution to the net
effective mass, such that

Wo(E) = =% (6.53a)

(6.54)

mi(r,E) _ dVyp(r,E)

e = (6.552)
mg(r,E)  m*(r,E)

m  mg(r, E) (6.550)

Thus, within this model the k-mass has the same radial dependence as the
Hartree—Fock potential while the .E-mass includes a characteristic surface
enhancement originating in coupling to low-lying surface excitations.

Quasiparticle energies, E,, and wave functions, ¢,(r), are obtained from
solutions of a local Schrédinger equation

R _, _
[—%V + V{(r, Ea)] wa(r) = Eqq(r) (6.56)
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upon application of the locality correction

mk(ra E)

1/2
- ] ©a(r) (6.57)

dale) o |

and renormalization to unit norm. Effective masses for particular orbitals are
then defined by expectation values of the effective mass operators, such that

my, = {alm*|a) (6.58a)
Mea = {(o|mgla) (6.58b)
MEa = (a|mE|a> (6.580)

where (r|a) = ¢, (r). Note that

Mgy, Mhka MEa (6.59)
m m m ’

Similarly, the quasiparticle strength and spreading potential become
Zo = (a| =) (6.60a)
mg
Wo(E) = (a|W(r, E)|a) (6.60b)

Hence, the quasiparticle spreading width becomes

To(E,A) = 2 [mk“A - W(,] .
my L m
r, = -2 w, (6.61)
MEx ESE., A0

where A isan averaging width, usually takento be about 0.5 MeV. Findly, the
occupancy of an orbital o with .[E, < Ep is determined from the dispersive
dynamics according to

Na = {a|na(r, B)|a) (6.62a)
— -1 m i > ' W(r’ El)
na(rE) = 1+7 (B dE Jp, dE' 7= (6.62b)

These relationships suffice to completely determine the spectral strength
function for this model. Furthermore, the model aso supplies both the quasi-
particle momentum distributions and the gectile distorting potential. There-
fore, one could obtain not only the spectra function, Sp, E), but also the
distorted spectral function, SP(E,,, pm,p’), for (e, €N) from the same in-
ternally consistent model. On the other hand, the assumption of factorization
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between the strength function and the momentum distribution limits the model
to relatively low-lying quasiparticle excitations because it cannot describe
the enhancement a high momentum expected for large excitation energies.
Although spectral strength functions deduced from dispersive optical model
analyses of nucleon elastic scattering have been compared with the spectral
information deduced from various single-nucleon removal reactions, to our
knowledge no one has applied the dispersive optical model to anayze such
reactions directly. The consistency between bound and continuum wave func-
tions afforded by the dispersive optical model has not yet been fully exploited.
There are two basic dtrategies for determining the parameters of the model.

6.2.1. Variational Moment Approach

The variational moment approach®® is based upon the observation that
while optical model parameters may vary considerably due to correlations
among their parameters, the moments

[P9)n(E) = %/dr r?h(r, E) (6.63)

where h(r, E) is either V(r, E) or W(r, E), are relatively well determined
for 0.5 < ¢ < 4. Therefore, phenomenological optical model analyses can
be employed to optimize the dispersive model using the following procedure.
First, the shape parameters Ry and aw are chosen based on averages for
phenomenological optical model analyses. Second, the parameters of W, (E)
and W,(F) arefitted to theq = 0.8 and q = 2 moments of phenomenological
optical potentials subject to the constraint that the net volume integral

(E - Ep)?
(E - EF)? + p?
has the Brown-Rho form with appropriate 3 and p parameters. Third,
AV(r, E) is computed using the dispersion relation. Fourth, ag g is cho-
sen to be an average phenomenological vaue and a trial value of Rypis
chosen. The value of Vg r(EF)is then chosen to reproduce Er and mj; p IS
fitted to the g = 0.8 moments of V for phenomenological optical potentials.
Fifth, Ry is varied to reproduce the g = 2 moments of V. Finaly, steps
four and five are iterated until self-consistency is achieved. This procedure
is perhaps more accurately called the iterative moment approach (IMA).

rlw = [r’lw, + [r’lw, = -8 (6.64)

6.2.2. Dispersive Optical Model Approach

Dispersive optica-model analysis (DOMA)®*?™ s similar to IMA ex-
cept that the energy dependence of the strengths of the imaginary components
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Fig. 6.3. Typical DOMA results for protons in 20Zr.(274

are fitted to scattering data rather than to moments of fitted potentials from
independent analyses. Firgt, shape parameters are chosen; most analyses con-
stran Rw = Rygp and aw = agyp to reduce the number of parameters.
Second, standard energy-dependent optical model fits are made to the avail-
able elastic scattering data, where the strengths are given simple analytic
forms, using linear forms for the real and forms similar to Eqg. (6.53) for the
imaginary central potential. Third, AV {r, E)is computed using the disper-
sion relation. Fourth, the value of Vg p(EF) is chosen to reproduce Ewand
m’; - is fitted to the energy dependence of Vyr(E) = V(F)—AV,(E) where
AV, is the volume part of the dispersive contribution to the real potential.

A typical DOMA result is shown in Fig. 6.3 for protons in *zr.¢"® By
using smooth curves to extrapolate to the Fermi surface from both below and
above, Wang et al. deduce a quasiparticle strength of Z(kr) = 0.53, which
is in good agreement with theoretical expectations. For vaence holes not far
below the Fermi surface, spectroscopic factors of 0.65-0.70 are calculated
from the dispersive optical model.

6.3. Quasiparticle Hamiltonian Model

Ma and Wambach®”>?™® have proposed a phenomenological quasiparticle
hamiltonian model which seeks to incorporate effects beyond the Hartree—
Fock level and thereby reproduce experimental single-particle properties near
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the Fermi surface. Based upon the Skyrme-Hartree-Fock model, the quasi-
particle hamiltonian density is represented as

H(r) = - V. mv + U (6.65)
where
U(r) ~ m*L(T)E('I‘, kr(r), Er) (6.66)

is the quasiparticle potential determined by the proper self-energy at the Fermi
surface. (Note that a complicated but small correction term has been ne-
glected.) They parametrize the self-energy

L(r,kp(r), Ep) = Ve(r) + %%VLS(T‘)L co + Vz(r) (6.67)

in Woods-Saxon form, where

Ve
1 + exp[(r — Rc)/ac]
_ Vis
T 14 exp[(r — Rrs)/aLs]

Ve(r) =

(6.68a)

Vis(r)

(6.68b)

are central and spin—orbit potentials and for protonsV; is the Coulomb po-
tential. They parametrize the effective mass as

my(r)

— 1 ag(r)

m
mpe(r) dg(r)
= 1+ Bug(r) + Bs I

g(r) = Vo(r,kr(r), EF)/Vo(0,kr(0), Er)

where « is the parameter which governs the spatial nonlocality represented
by the k-mass, 3, and 3, are surface and volume contributions to the tem-
porad nonlocality represented by the E-mass, and g(r) is aradia form factor
obtained from the centrd part of the sdf-energy. The modd is constrained
to produce m*/m = 0.7 in the interior based upon the Perey—Buck analysis.
The geometry of the mean field is adjusted to fit the experimental charge den-
sity. The empirica particle-hole gap and spin—orbit splittings are reproduced
mainly by adjustment of 3,. Findly, the quasiparticle strength for the deepest
hole observed in2®Pb(e, € p) by Quint et al.? is fitted.
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An important difference between this modd and the dispersive optica
model is that Ma and Wambach associate the overlap function with

. 1/2
balr) o [MJ pa(r) (6.69)

m

where the nonlocality correction involves m* instead of my, [cf. Eqg. (6.57)].
The additional factor of v/mg(r, E)/m caries a relatively narrow surface
peak whose Fourier transform enhances an(pm) for p,, > kpr. Note that
this factor is equivalent to the loca quasiparticle amplitude of the dispersive
optical model,

VZ(r,E) = \/m/mg(r, E) (6.70)

such that the difference between the models can be interpreted as a loca
treatment of the quasiparticle strength by Mahaux et al. versus a global spec-
troscopic amplitude for the model by Ma and Wambach. These models are
compared with large-p,,, data for *®Pb(e, €'p) in Section 6.9.

6.4. Distorted Momentum Distribution

Suppose that a knockout reaction initiated upon a target of spin fpmg
populates channel a in a final-state partition a + A consisting of an gectile
with spin I,m, and aresidua nucleus with spin I4m 4. The channd wave
function may be expanded as

To =) Xap(p' )¢ (6.71)
B

where 14 represents the internal state of the residual nucleus and x g repre-
sents the distorted wave containing a plane wave in channel « and spherica
waves in each channel 3. The overlap between 5 and the ground state ¥,
may be expanded as

($plW0) =D caydpy(r) (6.72)
where ¢z, is a coefficient of fractional parentage and where

0 (0) = BN (g e | N (T o] e >Y””(f()673)

is a normalized wave function based upon a radial function Rg(r) which
presumably resembles a bound-state wave function within the mean field of
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the residua nucleus. For simplicity we assume that {Rg,} form a complete
orthonormal basis .
It is useful to define the distorted momentum amplitude as

$o(p,q) = / B 69T (WO (pf 1) [Ty) (6.74)

where q is the effective momentum transfer, p’ is the gjectile momentum, and
p = p’ — q is the initial undistorted momentum of the struck particle. The
distorted wave amplitude can then be expressed in the form

00 (p,q) = ) cayPasy (P, Q) (6.75a)
By
Fapr(Pr) = / dr X (0, 1), (1) (6.75b)

Thus, the distorted momentum distribution for channel « becomes

pR(p.p) = [@nP 2L+ 1)) Y B} (676)

mMmopMagMa

In the plane-wave limit,
Xap(P',T) — € "5, (6.772)
QEQ[’V(p'»q) — /dsr e_ip.rd)a'y(r)(saﬁ (677b)

we find that

/ 1 * 7 7%
pe (P,P') — pa(p) = 2.2 D CayChy bar(P)Pan (P)O1,1,, 64,5,
had (6.78)

is incoherent with respect to I, j,. The normaization of p, isthen

4 / dp p2 Pa (P) = Z ca'yc:xy(sl.,lwl 6]'.,]'.,/ /d'r T2 Ra’y (T)R:x'y’(r)
vy (6.79)

which reduces to

4 / dp5 pa(p) = 3 lear = 3 San (6.80)
Y

~

provided that the basis set of overlap functions is orthonormal, as stipulated.
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The factorization approximation to the knockout cross section for a dis-
crete final date stipulates that

do

— K oeppP (P, D’ 6.81
3, d0.d, Oepp” (Pm,P’) (6.81)

where K is a kinematic factor and o.,, is the off-shell electron-proton cross
section for the appropriate kinematic conditions. Boffi et al.“’% have shown

that the factorization approximation is fairly accurate for parallel kinematics
under the conditions usually employed for measurements of missing momen-
tum distributions, but that significant errors are incurred for quasiperpendicu-
lar kinematics even though distortion appears to be reduced. More generaly,
the reduced cross section for an unfactorized calculation is defined by andogy
to be

1 do
Koy de pdQ.dS2,

Ored = (6.82)
and is then compared with the experimental distorted momentum distribution
that is extracted from data using a relationship based upon the factorization
hypothesis, as described below. Most authors do not distinguish between o eq
and pP, using the terms interchangeably. Note that even though experimental

analyses usually employ the de Forest 055! prescription, consistency requires
calculations of o, to employ the o, that is appropriate to the current operator
used in the DWIA calculation.

6.5. Experimental Definition of Distorted Momentum
Distributions

The distorted spectral function is obtained experimentally by dividing
the differential cross section by the off-shell eectron-proton crass section
according to the ansatz

do

— = K06epSP(Em,Pm, P 6.83
& dtdeydsy, ~ oS (B P, P) (6:83)

Final-state interactions between the gjectile and the residual nucleus make
the distorted spectral function S?(E,., pm,p’) depend upon the gectile mo-
mentum p’, and on the angle between the initial and final nucleon momenta,
while the (undistorted) spectral function would depend only on E,, and pn,.
Thus, the distorted spectral function depends upon the kinematical conditions
and is different for paralel and perpendicular kinematics, for example. Fur-
thermore, the dependence of SP upon the eectron energy that arises from
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Coulomb distortion has been left implicit. Therefore, the hole spectral func-
tion can be deduced only within the context of a model which alows the
effects of Coulomb distortion and final-state interactions to be evaluated for
particular experimental conditions. It then becomes important to perform
measurements for a variety of conditions designed to test the reliability of the
reaction model.

Since the experimental distorted momentum distribution is obtained by
dividing the differential cross section by Ko.p, according to Eq. (6.83), as
if factorization were valid, the theoreticdl momentum distribution must be
obtained from an unfactorized calculation according to the same prescrip-
tion. Although the experimenta S? is generaly based upon the de Forest
ccl prescription for o, consistency requires that calculations of SP should
divide out the o, that corresponds to the model used for the off-shell current
operator.

It is convenient to divide the distorted spectra function into two re-
gions

SD(Eapa p/) = Z l:z Saié(E - Ez) + Sa(E)(—)(E - E2N)

a

x o (p,p’) (6.84)

where o2 (p, p’) is the distorted momentum distribution for orbital anormal-
ized to full occupancy. In this expression, the low-lying discrete states i with
spectroscopic factors S,; are distinguished from the continuum that starts at
the two-nucleon emission threshold Eqp. Hence the occupancies are

Na =Y Sai+ / ¥ B S (E) (6.85)

Ean

Note that this experimental representation of the spectral function is implicitly
based upon a set of orbitals {¢4} for which S,z is diagonal. When this
approximation fails or when more than a single j-transfer is permitted for the
transition, it becomes necessary to employ a more genera representation based
on Eq. (6.42) which permits interference between two or more single-particle
contributions. Furthermore, analyses of continuum data are usually based
upon an incoherent sum of single-particle momentum distributions and often
permit, without firm justification, those distributions to vary with separation
energy.

Since the hole dtate « is not a true eigengtate of the residua nucleus, it is
useful to characterize the location and spreading of the hole strength by the
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mean excitation energy E., and its dispersion o, defined by the moments

E, = / dE S.(E)E (6.86a)

o2 = / dE So(E)(E - E,)* (6.86b)

Assuming that S, {F) is approximately gaussian, the spreading width
T, = 204(2In2)"/2 (6.87)

is the full width at half maximum (FWHM) of the S, (E) distribution.

For a discrete state or an energy bin E it is convenient to define p? =
S (E)eP for partial occupancy by including the spectroscopic strength. Note
that the dependence of the distorted momentum distribution upon missing
energy remains implicit. Thus the experimental definition of the distorted
momentum distribution for a particular bin of missing energy becomes

1 do
- Ko,p de pdQ2.depdy,

This quantity is more properly referred to as the reduced cross section oeq, but
most authorsidentify it as p” based upon the appealing physical interpretation
of the factorization approximation.

A typical multipole decomposition of the spectral strength is shown in
Fig. 6.4 for 160(e,e'p). The data®’® were acquired in parallel kinematics
with T,, 2~ 96 MeV. The missing momentum distributions for each 1 MeV
bin of missing energy were fitted using a sum of three contributions with
[ < 2 according to Eq. (6.84). The rms radii for each | were determined
from independent analyses of the discrete states and were assumed to be
independent of F,,. The anaysis is insensitive to the difference between
spin-orbit partners, but for | = 0 a 2s,/, orbital was used for E,, < 20
MeV while a 1s,, orbital was used for E,, > 20 MeV. Approximately
60% of the Ip IPSM strength is concentrated in two low-lying states with
an additional 12% being distributed among smaller fragments with E,,, < 40
MeV. Similarly, most of the 1d strength for E,, < 40 MeV is found in a
single state. The | = 0 strength is distributed more broadly, with only about
45% being found within E,, < 40 MeV, and is clearly not saturated within
the accessible range of missing energy.

p” (Epy P, P') (6.88)

6.6. Distorted Momentum Distributions for Valence Orbitals

In this section we review some of the specific results of high-resolution
(e, ¢'p) experiments for nuclei with A > 4. Most of these data were acquired
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Fig. 6.4. Multipole decomposition of the spectral strength function for 18Q(e, e’p). The
solid circles represent independent analyses for discrete states.

using the MEA facility a NIKHEF, where the resolution in missing energy
is often 100 keV or better. A typica spectrum for ®O(e,e’p) is shown
inFig. 6.5¢™ for p,, ~ 120 MeV/c. The spectrum is dominated by two
strong peaks corresponding to knockout from the 1p,,2 and 1ps,, orbitals,
with two much weaker 1p3,, fragments appearing at higher excitation energy.
The resolution is adeguate to observe clearly the positive-parity doublet at an
excitation energy of 5.3 MeV in 5N.

A brief summary of the high-resolution (e, ¢’p) data obtained by NIKHEF
is given in Table 6.1. The column labelled observables lists the quantities
of primary interest for each experiment, where p(p,,) indicates the distorted
momentum distribution, R; with i = L, T, LT indicates separated response
functions, S indicates spectroscopic factors or shell-model occupancy, and
R indicates the ratio between transverse and longitudinal response func-
tions described in Section 7.1.3. The third column lists the orbitals for which
data were obtained. Although (e, ’p) has no specific sensitivity to the single-
particle totd angular momentum j, in some cases spectrd information was
used to differentiate between spin—orbit partners. The range of excitation en-
ergy E* is given in the fourth column, where extended ranges indicate that
a multipole analysis of the continuum was performed. The range of miss-
ing momenta is given in the fifth column. Most experiments are performed



218 James J. Kelly

L

180(e,e'p)!°N
80 < p,, < 160 MeV/c
200 - .

3/2°

150 4
L 1/2* 4

100 + 4

S(Em Pm) [MeV]™! [GeV/c]™?

50 :

| 5/2* - 3/2"
L L2 t 3/2
e 1 L L L. M.M ool MM cchadan

12 14 16 18
E. [Mev]

Fig. 6.5. Typical spectrum for 18Q(e, ¢'p).
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with approximately constant kinetic energy in the residual system to minimize
variations of the distortion corrections; T, then indicates the equivalent lab-
oratory kinetic energy for proton scattering by the residua nucleus. Parallel
kinematics are indicated by | and quasiperpendicular kinematics by L inthe
seventh column.

NIKHEF data are usually analyzed using the nonrelativistic distorted wave
code DWEEPY developed by the Pavia group. °® The second-order nonrel-
ativistic reduction of the nucleon current is employed. Overlgp functions are
represented by bound-state wave functions in a Woods-Saxon well whose
depth is congtrained to reproduce the experimental separation energy and
whose geometry s fitted to the shape of the momentum distribution. Nucleon
distorted waves are usually based upon phenomenologica optical potentials
obtained either from globa parametrizations, usually the Schwandt potential
for A > 16 or Comfort and Karp for A ~ 12, or by fitting elastic scatter-
ing for particular targets and energies. Perey nonlocality factors are usually
applied to both bound and scattering wave functions. Electron distortion is
usually treated in either the effective momentum approximation or the method
of Giusti and Pacati 259 Each of these assumptions is critically reviewed in
Section 5. However, atruly systematic evaluation of the data based upon a
consistent model or consistent choices of parameters is not yet available.

Typica fits to distorted momentum distributions for valence orbitals are
shown inFig. 6.6.29%3%) For each target, data are shown for the two highest
occupied orbitals. The data for 160,278 40Cy,(220290) gng 208pH277) were
obtained with T, =~ 100 MeV, while the data for %0Z#2!722 used T, = 70
MeV. We observe that the simple model described above suffices to accu-
rately describe the data for a wide range of targets and orbitals in the range
of missing momenta |p,| < 300 MeV/c that has been accessible to date. The
shapes are reproduced using radial overlap functions whose rms radii are close
to those predicted by Skyrme-Hartree—Fock calculations. The spectroscopic
strength for each transition is then equd to the scale factor required to fit the
distorted momentum distribution to the data for single-particle knockout. The
uncertainties quoted for S,{Ey,) usualy include an estimate of the range of
variation consistent with uncertainties in the optical potential. However, usu-
ally only conventional Woods-Saxon optical potentials are considered. Nor
are ambiguities in the nonlocality corrections considered. Since microscopic
optical potentials often have more complicated shapes and may differ in ab-
sorption, this procedure underestimates the uncertainty in the spectroscopic
amplitude. It is important in this regard to verify that the optical model re-
produces reaction and total cross-section data, when available. A consistent
description of elastic and inelastic scattering also tests the accuracy of the
interior wave functions.



TABLE 6.1
Summary of High-Resolution (e, e’p) Experiments
Target  Observables Orbitals E* Pm Tp Type Refs.
6Lj o(pm) cluster model (0,25) (—100,200) 65 I 279, 280
p(pm). R ls, 1p (0,25) 281
1op olom) 1p, 1s (0,25) (—160,180) 78 |\ 282
1og p(pm) ip, 1s (0,25) (—160,250) 139 Il 282
12c Rg 1ps/2 0.0 (—90,100) 70 I 283
12¢ p(pm) 1p3 /2 (0.0,5.02) (-170,210) 70 I 284
12¢ p(pm) 1s, 2s, 1d, 1f (4.4,12.0) (-170,210) 70 I 285
160 Ry 1p3/2, 1p1 2 (0,6.3) (—200,200) 160 1 286
10 Rp, Rr.Rrr  1psse. lpij» (0,6.3) (—200,200) 84 1 287
180 o(pm) 1p3 /2, 1p1 /2, 1d, 2s (0,28) (—180,270) 96 I 278
160 p(pm) 1pa;2, 1p1 /2 (0,6.3) (120, 700) 196 ILL 288
308i  plpm) lds g, 25172, 1d3/2, 1p (0,24) (—40,240) 90 l 289
3lp p(pm) 1ds/q, 251 /2, 1d30, 1p (0,24) (—40,240) 90 I 289
32g o(pm) Lds 9, 2812, 1da)o, 1p (0,24) (—40,240) 90 I 289
0Ca  p(pm) 1d3)9, 25172, 1f7 /2. 2p32 (0,3.2) (0,270) 100 I 220
(0,22) (-220,270) 100 I 290
(0,22) (—190,340) 100 L 290
40Ca  p(pm), RLT 1ds;2. 28172, 1f7/2, 2p3/2. 1dgs2 (0,6.4) (—225,240) 70 /| 217
(—200, 250) 70 1
(—180, 250) 135 I
(—150, 240) 135 1

0ce

A@) C sawer



40Ca

48Ca
51V

907r

90Zl.

0zr
142}Jd
146Nd
205T]
206pt,
206 Pb
208Pb

208p,
208Pb

Rg

Rp, Br, Rrr
o(pm)

P(Pm)

p(pm)

p(pm)

6p(pm )/an
P(Pm)

p(pm)

p(pm)

S

P(Pm)

S

o(pm)

p(pm)

1d3/2, 2512, 1ds /2
1d3/2,281/2,1d5/2

lds 2, 25172, 1ds /2, 1f7/2, 2p

1d3 /2, 25172, 1f7 /2, 1ps/2
2p1/2, 19972, 2p3/2, 1f5/2

2p1/2, 19972, 2372, 1f5/2
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Fig. 6.6. Representative distorted momentum distributions in parallel kinematics. For each
target, data for the two highest occupied orbitals are compared with fits made by the NIKHEF
group using the DWEEPY code. Data for T, ~ 100 MeV are shown for 16y (278) 40y (290)
and 208pp (277) while T}, =~ 70 MeV for 90Zr.(217%:2%2) Adapted from Lapikds.(**%
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6.7. Ejectile-Energy Dependence of Missing Momentum
Distributions

An important test of the reliability of spectroscopic information deduced
from (e,e'p) data is its degree of independence from ejectile energy and
kinematical arrangement (eg., paralel vs. quasiperpendicular). In Fig. 6.7
we display reduced cross-section data for the lowest two states observed with
the 40Ca(e, ¢’p)3°K reaction for both parallel and quasiperpendicular kine-
matics with T, = 70, 100, and 135 MeV. Some data sets include two beam
energies, typically about 480 MeV (circles) and about 300 MeV (triangles),
and good agreement between reduced cross sections is obtained where they
overlap. The T,, = 100 MeV data were obtained using several beam energies,
but were scaled to a common energy according to the ratio of distorted-wave
calculations. The consistency between the data for different energies and the
closeness between the caculations for those energies suggests that little error
is introduced by that procedure. For each date, every data set is compared
with calculations based upon the same bound-state wave function obtained
from a Skyrme-Hartree—Fock calculation. The Schwandt optical potentia
and standard Perey factors were employed for the gjectile, and electron dis-
tortion was treated in EMA. Spectroscopic factors of 2.90 for the 1d3/, and
135 for the 25, /5 holes, obtained “by eye” were applied independent of the
kinematical conditions. Thus, we avoid masking reaction model deficiencies
by fitting both radii and spectroscopic factors to each set separately, which
is the customary practice. We aso note that fitted spectroscopic factors and
radii are often highly correlated, which can artificially enhance the scatter in
the results.

We find that there is good consistency between the missing momentum
distributions for both parallel and quasiperpendicular kinematics over this
range of gjectile energy. Although it might be possible to obtain slightly
better fits to the data by varying the bound-state wave functions or by another
choice of optical potential, it is not obvious that such improvements would
apply uniformly to each data set. Upon close examination, we also notice
that some of the data retain evidence of bunching in which small groups of
points originating in successive spectrometer settings are slightly digointed,
suggesting that spectrometer acceptances were not always handled accurately
enough. Nevertheless, the general level of consistency is impressive.

Unfortunately, much of the high-resolution data from NIKHEF is limited
to 7, < 100 MeV, where accurate empirical effective interactions are not
yet available and where optical-model ambiguities are relatively large. The
data for 7;, ~ 135 MeV should be more religble, especialy when analyzed
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Fig. 6.7. Missing momentum distributions for ‘“’Ca(e, e’'p). The left (right) columns were
obtained in parallel (quasiperpendicular) kinematics. Data for ejectile energies of 135, 100, and
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beam energies are shown with circles (triangles) for the higher (lower) energy and two curves.
Spectroscopic factors of 2.90 for the 1ds /5 and 1.35 for the 25 /5 holes were applied indepen-
dent of the kinematical conditions to wave functions from a Skyrme—Hartree—Fock calculation.
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using EEI potentias. On the other hand, athough we have criticized some
properties of the Schwandt potential and it does break down at higher energies
or smaller mass, it produces fairly accurate proton absorption and neutron total
cross sections for 70 < Tw < 135 MeV and A > 40. However, to test these
analyses, it is necessary to extend the measurements to gjectile energies of
200 MeV or greater. Measurements at higher gjectile energies will soon be
made at CEBAF, but in the meantime measurementswith T, ~ 200 MeV can
be made at Mainz.

The first such measurements at Mainz were made for 0 by Blomqvist
et a.*®® using an electron beam energy of 855 MeV and an ejectile energy
of 196 MeV. These data are compared in Fig. 6.8 with NRDWIA cacula
tions based upon the mean-field wave functions fitted to the NIKHEF data
of Leuschner et al.?”® The Schwandt potential was used by Blomqvist et al.
even though it is clearly not the best choice for 160. At moderate missing mo-
menta there appears to be a substantia difference between the spectroscopic
factors deduced for gectile energies near 100 and 200 MeV, with the 200
MeV data falling well below the predictions based upon the 100 MeV data.
Since the EEI potential is more transparent at 200 MeV, it would produce
even larger cross sections and hence would exacerbate the problem. Yet we
demongtrated in Section 5.4.7 that near 200 MeV the Schwandt potential is
too absorptive, while the EEI potentid fits the available transparency data.
Data were also taken at Mainz with T;, = 93 MeV where agreement with the
NIKHEF results was obtained. Therefore, if the normalization of the 200-
MeV data is correct, there appears to be a serious problem with the energy
dependence of the reaction model used to analyze the proton knockout data
for T, ~ 200 MeV. It is important to confirm these data and to perform
similar measurements at higher energies and for other targets.

6.8. Occupation Probabilities

Occupation probabilities for 2°8Pb have been deduced by Quint et al.*"”
from (e, e'p) data for parallel kinematics with T, = 100 MeV. Occupation
numbers were obtained by integrating the experimental spectra function for
excitation energies up to 25 MeV, where the continuum was decomposed into
multipole contributions. The spectra functions for the more deeply bound
orbitals were extrapolated beyond the measured range of excitation energy
by fitting their observed portions using a Gaussian parametrization of the
quasihole spectral function,

SC(E) = —=2_exp [—(E_E“)2J (6.89)
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Fig. 6.8. Missing momentum distributions for 180(e, e’p) obtained with Eo = 855 MeV
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distributions fitted to the T, = 96 MeV data by Leuschner ef al. (278) Figure from Blomqvist ef
al (288)

where o, = 0.425T'B%(E,,). Thus, corrections were applied for the approxi-
mately 12% of the total 1g, 2p, and 1f strengths and 50% of the 2s strength
that was assumed to lie beyond the measured range of excitation energy.
These results are compared with theoretical calculations due to Pand-
haripande et al.®® in Fig. 6.9. Occupation probabilities for nuclear matter,
nya(k), were calculated according to the correlated basis function (CBF)
theory of Fantoni et al.®® using the Urbana wv;4+TNI interaction.*® For
deeply bound states they obtain an occupancy of about 0.86. For finite nuclei,
such as 208Pb, coupling to collective surface modes leads to an additiona de-
pletion of states near the Fermi surface. A correction éngpa for this effect
was estimated by Gogny®” using RPA theory and was added to n s to
produce a prediction for np,. Pandharipande et al. argue that double counting
of correlations should be minimal because most of the second-order effects in
the CBF nuclear matter theory arise from tensor interactions which are absent
in Gogny’'s RPA model, while the latter describes long-range correlations ab-
sent in the former. These RPA corrections reduce n(kg) from about 0.8 to
about 0.6 at the Fermi surface. Nevertheless, the (e, e’p) results indicate that
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even more depletion of the valence orhitals is needed: they can be fitted by
ns O75(nnm + 5nRPA)-

To asess the theoretical uncertainty in the nuclear matter calculations,
we note that Baldo et al.®®” obtained a depletion of deeply bound orbitals
that is larger by approximately 0.04 than for the Urbana model, but at the
Fermi surface the difference becomes rather sizable with n(kgr) = 0.62 for
Paris versus 0.79 for Urbana. The corresponding wounds are k = 0.24 for
the Paris versus 0.16 for the Urbana interactions. The stronger depletion
obtained with the Pearis interaction probably arises from its stronger tensor
component.®®”  However, if we were to apply the same RPA correction
suggested by Pandharipande to the occupation probability of Baldo, Z(kr)
would be reduced from 0.44 to about 0.15, which is probably too small.

To asess the experimental uncertainty, we note that more recent analyses
of the same data for the 3s,/, hole give larger spectroscopic factors'™
about 0.65, than obtained by Quint,*”” about 0.49. If we assume that similar
factors should be applied for other orbitals, then good agreement is obtained
with the theoretical predictions shown in Fig. 6.9; in fact the occupancy of
the deepest observed holes would be somewhat larger than expected. The
differences between these analyses arise from the choices of optical potentials
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and various refinements of the NRDWIA calculations, such as improvements
in the treatment of electron distortion, but a systematic reevaluation of the
data is not yet available.

There remains some ambiguity in whether to compare summed spectro-
scopic strengths with occupation probabilities, n(E), or with quasiparticle
strengths, Z(E). Benhar et al.*® argue that since it is unlikely that the
integration of the (e, ¢'p) data with respect to missing energy included much
of the background contribution to the spectral function, which is spread thinly
over a wide range of energy, the summed spectroscopic strength should be
compared to the quasiparticle strength rather than to the occupation probabil-
ity. Their CBF calculation of Zx () for nuclear matter is also shown in
Fig. 6.9, along with an estimate of the quasiparticle strength for lead, Zp,(E),
obtained by modifying the imaginary part of the CBF mean field to better re-
produce experimental spreading widths. This model gives a good account of
the spectroscopic datafor 2°8Pb(e, e’p), although once the data are reanalyzed
with more accurate Coulomb digtortion it is likely that they will fall between
the curves shown for Zp, and Zy .

Quasiparticle strengths have been calculated by van Neck et al.®® for a
wide range of A from an evaluation of the spectra function in finite nuclei
using a local-density approximation (LDA). For valence holes they predict
Z =~ 0.74 with very little dependence upon A. However, since the model
does not include surface effects, they estimated the additional depletion due
to long-range correlations using the model of Ma and Wambach,'*”>#® Eq,
(6.69), and obtained Zp,(Er) = 0.50 for lead, which is somewhat too small.
On the other hand, Ma and Wambach®® obtained quasiparticle strengths
slightly greater than the data shown in Fig. 6.9.

The quasi particle strengths deduced for the orbitals immediately bel ow and
above the Fermi level are shownin Fig. 6.10for A > 4. These data were ob-
tained by summing the spectroscopic factors for fragmented strength observed
for excitation energies up to about 20 MeV, and were divided by the IPSM val-
ues. Thus, approximately 65% of the IPSM strength is found below 20 MeV ex-
citation for orbitals immediately below the Fermi level, while nominally unoc-
cupied orbitals are populated to approximately 7% by ground-state correlations.
Little dependence upon mass number is evident. The schematic representation
of the quasihole spectral function shown in Fig. 6.2 suggests that about 10% of
the quasihole strength for valence orbitals lies at higher excitation energy where
unambiguous extraction becomes difficult. We aso note that there are signif-
icant uncertainties in the fitted spectroscopic factors arising from the reaction
model for T, < 100 MeV. Therefore, we conclude that these results are qualita-
tively consistent with the quasi particle strengths predi cted by many-body theory
or deduced from dispersive optical model analyses.

305)
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Fig. 6.10. Integrated spectroscopic factors for orbitals just below (circles) and just above
(diamonds) the Fermi level compared to IPSM values. Averages for nominally occupied
(unoccupied) orbitals are indicated by dash—dot (dotted) lines. The LDA predictions from van
Neck et al.(393) for closed-shell nuclei are indicated by the solid line.

6.9. High Momentum Components

6.9.1. Continuum Contributions

Short-range and tensor correlations are expected to strongly enhance
momentum distributions for p,, > 300 MeV/e, especialy for the high-
energy continuum. In infinite nuclear matter, such correlations deplete
the occupation numbers and distribute the hole strength over a broad en-
ergy region. These effects are illustrated in Figs. 6.11 and 6.12, which
displa%/ momentum densities for 150 that were calculated by Miither et
al.®%*" from a spectral function, based on a redlistic interaction, that
was congtructed using a self-consistent Green's function approach. Fig.
6.11 shows partial-wave momentum distributions for { < 2 separated into
quasihole and continuum contributions. Miither and Didkhoff % showed
that the valence wave functions are very close to the Hartree-Fock wave
functions. For modest momenta, these quasihole contributions dominate
n(k) for occupied orbitals, but beyond 400 MeV/c the continuum contri-
butions become dominant and decrease relatively slowly as k increases.
Fig. 6.12 shows the spectra function summed over partial waves with
[ < 2 and integrated over several ranges of missing energy, demonstrat-
ing that short-range correlations populate high momentum components that
are distributed over a very broad energy range up to at least 200 MeV.
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Therefore, the short-range and tensor correlations are relatively unimpor-
tant for valence quasihole states, but as the excitation energy increases the
knockout strength is shifted toward greater momenta. The net effect upon
the 1p,/» momentum distribution for p > 400 MeV/c is predicted to be
an enhancement over the mean-field result by about two orders of mag-
nitude that arises from background configurations which contribute only
about 4% to the occupancy of that orbital.

The calculation of Mther et al.* is adso compared in Fig. 6.12 with
a nuclear matter result based upon the Reid soft-core potential.  Although
they used an interaction with a softer core, similar comparisons would be
obtained from more modern potentials, such as Paris or Urbana, aso. For
large k the net momentum density for 60 appears to remain substantially
below the nuclear matter result, in part because the average density is lower
and in part because partial waveswith ¢ > 2 have not been included. Recently
it has become possible to perform variational Monte Carlo calculations for
relatively light complex nuclei, such as 160, and Pieper et al.®® find that the
high momentum tail is close to that of nuclear matter. Sick et al.®* showed
that very similar results for the momentum density can be obtained from the
local-density approximation (LDA) and that, in fact, surprisingly accurate
results are obtained even for “He. Similar results were obtained for heavier
nuclei by van Neck et al.®® using an improved LDA; they aso showed
that within the LDA the high momentum tail is dominated by continuum
contributions extending to very high excitation energy. On the other hand,
none of these models includes coupling to the low-lying collective states
which are presumably responsible for considerable additional fragmentation
of the quasihole strength and which may enhance the distorted momentum
distribution at large p,,, for valence-hole dates.

Severa experiments exploiting the new high-duty factor capabilities of
the NIKHEF and Mainz laboratories have recently measured proton knockout
for missing momenta greater than 300 MeV/c. Missing-energy spectra for
high-momentum components in the *¢O(e, ¢'p) reaction are illutrated in Fig.
6.13. @319 These spectrawere acquired at Mainz using an 855 MeV electron
beam. The data are presented in the form of reduced cross sections and have
not been subjected to radiative unfolding. Each spectrum spans a broad range
of missing momentum, such that the four spectra shown are nearly contiguous.
These data demonstrate that the spectral function for small p,, isdominated
by the low-lying valence hole transitions, but that for large p,, continuum
configurations with much greater missing energy dominate.

A simple interpretation of the high-momentum tail suggests that a large
fraction of the continuum strength arises from single-nucleon knockout that
breaks a correlated pair with large internal momentum. One member of
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the pair is detected in the (e, ¢'p) experiment while the undetected spectator
carries awvay a large kinetic energy, thereby representing a large excitation
energy with respect to the ground state of the A —1 system. Thus, to first
order the missing energy and momentum for this process are related by

A-2\ p2
Em - E2N + <A—_I> 2—% (6.90)
where F,n iS the two-nucleon emission threshold. Measurements for
3.4He(e, e'p) performed at Saclay™'*" have shown that for large momenta
there is a prominent peak in the missing-energy distribution whose centroid
is consistent with this quasideuteron mechanism and that the momentum dis-
tribution for p,, > 200 MeV/c is similar to that of the deuteron. The pesk
is broadened by the momentum distribution of the cluster with respect to the
core, but a similar kinematic signature of nucleon knockout from a correlated
pair is also seen in preliminar%/ data for 160(e, e'p) that extend to missing
energies of about 200 MeV.®™? These findings are qualitatively consistent
with theoretical predictions, such as those of Miither and Dickhoff %) ghown
in Figs. 6.11 and 6.12, but to obtain a more complete understanding of the
hole spectral function for large E,,, it will be necessary to separate the single-
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and (d) quasiperpendicular with (w, g) = (252 Mev, 318 MeV/c).
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nucleon mechanism from direct multinucleon mechanisms (see Section 7.6).

One would like to observe both members of a correlated pair directly and
to reconstruct the initial momentum of the pair relative to the core. One would
aso like to observe more complicated configurations in which the excitation
energy is shared among more than two energetic nucleons. Observation of
such processes should provide insight into the nature of three-nucleon in-
teractions in nuclear matter. Separation of the longitudinal and transverse
response functions should greatly assist in the interpretation of the reaction
mechanisms involved in multinucleon knockout. Investigations of these phe-
nomena are beginning to be made at the new high duty-factor facilities using
large acceptance detectors.

6.9.2. Quasihole Contributions

At NIKHEF, Bobeldijk et al.*®” have measured 208Pb(e, e'p) for 300 <
P < 500 MeVie with (w,q) = (110 Mev, 221 MeV/c) and T,, = 100
MeV. The data for several low-lying transitions are shown in Fig. 6.14. For
smaller p,, the new results, shown as solid circles, agree well with earlier
data from Quint et al.,*”” shown as crosses. At large missing momentum
the data are enhanced with respect to predictions based upon Woods-Saxon
wave functions. To investigate this enhancement, the data are also compared
with calculations based upon overlap functions of the form

ba(r) o G(r)p¥ ) (r) (6.91)

where ¢, is the normalized quasihole function, ¢&" = is awave function for
a local Woods-Saxon potential, and

m*(r)
m

G(r)= (6.92)
is a nonlocality function based upon the local effective mass.

Various models of the nonlocality correction are compared in Fig. 6.15. In
models for which the self-energy lacks substantial energy dependence, such
as that of Pandharipande,®™® the effective mass is governed by m; and the
nonlocality correction is similar to the Perey—Buck model or to the Skyrme-
Hartree—Fock result. Enhancement of mp near the surface introduces a lo-
calized feature at the surface whose Fourier transform contains much stronger
high-momentum structure than is found in mean-field wave functions. Hence,
the model of Ma and Wambach predicts a much grester enhancement of these
high momentum components than does that of Mahaux and Sartor. The data
appear to show a slight preference for the intermediate predictions based upon
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the effective mass deduced from the dispersive optical model of Mahaux and
Sator. However, within the context of that model the proper nonlocality
factor would have been [my (r)/m]*/%, which is closer to the Pandharipande
model, instead of [m*(r)/m]'/?, as proposed by Ma and Wambach and as
applied in Fig. 6.14. As discussed in Section 6.3, these prescriptions differ
in their treatment of the quasiparticle strength, with a local treatment given
by Mahaux and a global treatment by Ma and Wambach.

The missing-momentum distributions for low-lying transitions in the
16Q(e, e'p) reaction, displayed in Fig. 6.8, aso show a significant enhance-
ment over mean-field predictionsfor p,, > 400 MeV/e, particularly for the
state which is more deeply bound. Thus, these results agree qualitatively with
the findings for 2°8Pb and with the expectation that high momentum com-
ponents become more pronounced with increasing binding energy, but the
dominant effect for small E,, and large p., is probably coupling to surface
excitations rather than short-range correlations. However, the failure of cal-
culations based upon wave functions fitted to the data for T, ~ 100 MeV to
reproduce these data, with 7,, ~ 200 MeV, for moderate missing momentum
must be understood before definitive conclusions can be drawn.

In Section 7.5 we show that a large missing momentum the reduced
cross section for valence—hole states can be substantially enhanced by channel
coupling in the final state, particularly for quasiperpendicular kinematics.
These effects have not been included in the analysis of the data for 2°8Pb
or for low-lying statesin 160(e, ¢’p). To the extent that the E-mass factor
represents the average effect of such couplings, the replacement of my by m*
in the nonlocality factor may be an equivalent description, but a more detailed
analysis would be needed to evaluate this speculation.

6.10. Summary

The hole spectral function plays a centra role in the investigation of
single-particle motion in nuclel. A consistent theoretical description of the
spectral functions for both nuclear matter and finite nuclei has emerged. For
nuclear matter, short-range and tensor correlations depl ete the Fermi sphere by
approximately 15-20% and populate nominally empty orbitals, thereby pro-
ducing a long tail on the momentum distribution. The quasihole strength near
the Fermi surface is then about 0.5-0.7 and increases with binding energy. In
finite nuclel, coupling to low-lying surface modes (long-range correlations)
produces additional depletion of the valence hole states, increases the popu-
lation of nominally empty orbitals, and spreads the quasihole strength over
severd fragments. These effects probably enhance the missing momentum
distributionsfor quasihole statesbeyond p,,, > 300 MeV/c also. The momen-
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turn distribution for p,,, < 300 MeV/c is dominated by low-lying quasihole
contributions, but as the missing momentum increases more complicated con-
tinuum configurations at high excitation energy dominate. Short-range and
tensor correlations spread the high momentum strength over several hundred
MeV of excitation energy.

A systematic survey of missing-momentum distributions and spectroscopic
factors for quasihole states in complex nuclei has been made at NIKHEF with
a missing-energy resolution that is often better than 100 keV. For p,,, < 300
MeV, the missing-momentum distributions are generally consistent with mean-
field calculations, with little dependence upon the kinematical conditions of
the experiment. The valence hole strength for A > 4 is typically about 65%
of independent-particle model expectations, while nominally empty orbitals
just above the Fermi level are occupied to typically 5-10%. The quasihole
strengths and spreading widths for low-lying excitations are consistent with
dispersive optical models which provide a consistent semiphenomenological
treatment of the mean field for both positive and negative energies. The re-
sults are also qualitatively consistent with many-body theory, athough further
developments will be needed to incorporate surface effects more consistently.

However, most of the NIKHEF data were acquired with gjectile energies
that are lower than optimal and analyzed with optical potentials that are not
particularly reliable. Furthermore, the quality of distorted wave calculations
has improved significantly during the time the data were acquired, but in most
cases the earlier data have not been reanalyzed with the improved techniques.
Hence, it is desirable to perform a consistent and uniform analysis of the data
within the context of the dispersive optical model, which provides mean-field
potentials for both positive and negative energies in a consistent approach. It
is also important to perform measurements with higher ejectile energies where
empirical effective interactions fitted to both inelastic and elastic scattering
data can be applied. Unlike traditional optical potentials fitted to elastic
scattering data alone, the consistent use of elastic and inelastic scattering
data provides sensitivity to the interior wave function needed for knockout
reactions. The resulting potentials provide accurate predictions for proton
absorption and neutron total cross sections and for nuclear transparency mea
sured in (e, e’p) experiments for 7, ~ 200 MeV. Measurements of nuclear
transparency to higher energy protons are planned for CEBAF. Measurements
of missing momentum distributions for discrete states should aso be made for
comparison with the NIKHEF results and to test the reaction models used to
extract spectroscopic information from the knockout data. More incisive tests
of the reaction mechanism can be made with measurements of interference
and polarization response functions.

For quasihole transitions at small excitation energy there is at larger miss-
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ing momenta a modest enhancement with respect to mean-field calculations,

but for much larger missing momentum preliminary data from Mainz show

that the continuum dominates the spectral function. The data from Mainz and
Saclay for large momenta and excitation energy are quaitatively consistent

with a quasideuteron mechanism in which one member of a correlated pair
is detected while an undetected high-momentum partner carries away most
of the excitation energy. In the future it will be important to explore the
continuum more carefully, defining the momentum and energy dependences
of single nucleon and various multinucleon channels separately.

7. STUDIES OF THE REACTION MECHANISM FOR NUCLEON
KNOCKOUT

Inclusive quasielastic electron scattering datafor A > 4 exhibit severa char-
acteristic deviations with respect to the impulse approximation. Although the
nonrelativistic Fermi gas model ®!? gppeared to provide a satisfactory explana-
tionof the earlyinclusive (e, ') cross-section data®*** for excitation energies
below the dip region, Rosenbluth separations®>*?) showed that the longitu-
dinal response function is strongly suppressed in the quasifree region while the
transverse response remains closer to the impul se approximation, such that the
ratio Ry /Ry, is enhanced with respect to the impulse approximation. Further-
more, although there may be experimental difficulties, the Coulomb sum rule for
A > 4 isnot saturated within the accessible range of excitation energy. How-
ever, some caution must be exercised with respect to these conclusions. Recent
measurements of 4°Ca(e, ') a MIT-Bates by Yates et al.*? exploit a wider
range of electron scattering angles to reduce systemdtic errorsin the separation
procedure and obtain substantially larger longitudinal response functions than
were obtained at Saclay by Meziani et al.****™ They now find good agreement
between the integrated longitudinal strength and predictions of the relativistic
Fermi gasmodel.®® Furthermore, they find that the longitudinal response func-
tion itselfis described fairly well by arelativistic Hartree model ®**** and con-
clude that deviations with respect to the impulse approximation are not as large
as previoudly believed. Therefore, it is important to verify these findings and,
if correct, to remeasure the quasifree longitudinal response functions for other
targets.

There have been innumerable attempts to interpret these and other anoma-
lies in the inclusive response functions, but none has been entirely successful.
The status of inclusive electron scattering is beyond the scope of the present re-
view, but more information and references can be found in several other recent
reviews.*** To obtain further insight into the electronuclear reaction mecha-
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nism and to distinguish between various possible mechanisms, it is necessary to
decompose the inclusive process into its congtituent exclusive channels and to
study the electromagnetic response functions for each. Inthis manner one hopes
to disentangle the roles of correlations, meson-exchange currents, isobar exci-
tation, medium modifications of the electromagnetic properties of the nucleon,
many-body currents, final-state interactions, relativistic corrections, et cetera, et
cetera, et cetera. Since each of these mechanismsmay affect the spin structure of
the nuclear current differently, it isimportant to measure interference response
functions and recoil polarization observables in both coplanar and noncoplanar
kinematics. Furthermore, nucleon knockout from discrete orbitalswith differing
spatial localization and average density can be used to probe the density depen-
dence of nucleon form factors.

In this section we consider studies designed to elucidate various aspects of
the electronucl ear reaction mechanism as manifested by nucleon knockout reac-
tions. Although the exclusive data for one- and two-nucleon knockout that are
presently available cover avery limited fraction of the phase space for inclusive
electron scattering, the results obtained thus far have dready provided much in-
sight and suggest that the more compl ete and more accurate experiments that will
become possible with new high duty-factor accelerators and large acceptance de-
tectors should be most enlightening.

7.1. Enhancement of Ry/Ry,

Inclusive quasiel astic el ectron scattering datafor A > 4 exhibit several char-
acteristic deviationswith respect to theimpul se approximation. For the purposes
of this section it is sufficient to note that near the quasielastic peak the trans-
verse response Ry is generally near the impul se approximation but that a sub-
stantial suppressionisobservedinthe longitudinal response R %% whilein
the dip region much moretransverseyield is observed than can be accounted for
by meson-exchange currents and pion production. 232 Hence, in both regions
theratio R /Ry, is larger for nuclear matter than for the free proton.

7.1.1. y-Scaling

In the simplest version of the impulse approximation for quasielastic scat-
tering, the inclusive cross section

o
dwd(),
fly) = 27r/ dk k n(k) (7.1b)
lyl

X (Z0ep + Noen) f(y) (7.12)
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factors into an elementary electron—nucleon cross section for amoving nucleon
times a structure function f(y) which depends upon the nucleon momentum
distribution parallel to ¢. The variable y is defined to be the minimum value
of the initial nucleon momentum consistent with energy conservation, and
thus is determined from the relationship

w+mA:\ﬂn§,+(y+q)2+\/m2B+y2 (7.2)

where m 4, mp, and my ae the masses of the target, residual system, and
gected nucleon. If we neglect the nuclear binding energy and assume that
ma = mp + my, then

g, mynw [T Q?
y=—5+—— —<1+ )
2 q Q2 4m?,

depends only upon q and w. Thus, the inclusive cross section is said to

exhibit y-scaling behavior to the extent that its dependence upon g and w can

be reduced to a dependence upon the single kinematica variable, y = y(q,w).
In the nonrelativistic limit, the scaling variable reduces to

myw g

Ynr = —— —
J’I“" q 2

In the same limit, the quasielastic peak is defined by

_qqd  7q
2mM mpy

and hence occupies a region with width
Aw = iqkp/m = Ay ~ +0.3mpy

Thus, large negative y, defined to be y/my < —0.3, corresponds to high
momentum components antiparallel to ¢ which populate the low-w side of
the quasielastic peak. Conversely, y/my = 0.3 corresponds to the dip region
and large positive y to large-w processes that permit pion production and
excitation of baryon resonances.

Since the derivation of y-scaling neglects nonnucleonic degrees of free-
dom, it is expected to apply primarily to the negative-y side of the quasielastic
peak and under those conditions one might hope to extract the nucleon mo-
mentum distribution from the scaling function,

n(k) = ——— = (1.3)
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Fig. 7.1. Scaling analysis of separated data for 12C(e, e’). Circles, crosses, squares, triangles,
and diamonds correspond to g = 400, 450, 500, 550, and 600 MeV/c, respectively.

Scaling violations due to binding corrections have been analyzed by degli Atti
et al.*® The data acquired at SLAC®® for 0.5 < ¢ < 2.2 GeV/c do exhibit
y-scaling for negative y.

Similarly, the impulse approximation permits separated response functions
to be factored into elementary nucleon response functions times structure
functions, such as

Rrry = [ZRIL),(T) + NRZ(T)] frmy(y) (7.4)

where the naive impulse approximation would reguire that there be a common
scaling function, f;.(y) = fr(y) = f(y). The results of a scaling analysis®®
of separated data®® for '2C(e, e’) are shown in Fig. 7.1. Although q is not
very large, both of the separated response functions for the quasielastic peak,
ly/mn} < 0.3, individually appear to exhibit y-scaling with convergence be-
ing evident as q increases. However, the data clearly show that the transverse
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response is enhanced with respect to the longitudinal response by a factor
of about 1.7. (The strong transverse response in the dip and delta regions,
ly/mn] > 0.3, is not relevant to the present discussion.) This enhancement
is characteristic of nuclei with A > 4, but is absent for A = 3.

7.1.2. Longitudinal and Transverse Response Functions for
2C(e, ¢'p)

Severd semiexclusive 2C(e,e’p) experiments have been performed at
MIT-Bates in an effort to elucidate various aspects of the electronuclear
reaction mechanism. The kinematics of those experiments are summarized
in Table 7.1. Note tha, unlike the definition used in most of this paper,
the MIT group defines the missing energy to be E,, = w — T}, where the
recoil energy of the residual system is not subtracted. Since the difference
between these definitions is usually small, all figures based upon the data
listed in Table 7.1 employ the MIT convention despite the small inconsistency
with figures employing the other convention. As indicated by the column
labelled max(E,,), most of these experiments span a wide range of missing
energy. Each bin of missing energy integrates a fairly wide range of missing
momenta. Typical ranges for the p-shell and s-shell are indicated. The
MIT experiments did not have the resolution to obtain missing momentum
distributions like those obtained by NIKHEF, but cover a much broader range
of missing energy and @2, and hence the former provide reaction mechanism
information complementary to the structure information of the latter.

The longitudinal and transverse response functions for 2C(e, €'p) in the
quasielagtic region were separated by Ulmer et al.®*? using parallel kinemat-
ics with g ~ 400 MeV/c and w =~ 120 MeV, which is approximately 30 MeV
above the center of the quasielastic peak. These separated response functions
and the difference between the corresponding transverse and longitudinal spec-
tral functions are illustrated in Fig. 7.2. The bins of missing energy are wide
enough to compress the peak corresponding to 1p-shell knockout into a single
bin a about 17 MeV which includes recoil momenta in the range between
about 30 and 110 MeV/c. The broad peak centered near 40 MeV corresponds
to the 1s-shell. The R. and Ry spectra appear similar for E,, < 50 MeV,
but substantial excess strength persigts in the transverse response up to the
highest missing energy observed. The difference (St — ) between the
transverse and longitudinal spectral functions is consistent with zero for the
bound 1p-shell region, becomes positive near the threshold for two-nucleon
emission (E,, = 28 MeV), grows acrossthe 1s pesk, and appearsto reach a
substantial plateau for E,, > 50 MeV.

Thus, the Rosenbluth separations performed at MIT-Bates for quasifree



TABLE 7.1
Summary of MIT-Bates 12C(e, e'p) Experiments
q w Av Eo 6. Q? y/my max(En)  p-shell pm s-shell py,  Refs.
MeV/ie MeV MeV MeV  deg (GeVic)2  MeV MeV/e MeV/e
400 200 52 459 60 0.120 0.29 155 163: 262 129: 232 331
397 122 33 288 120 0.143 0.10 65 6: 108 —-38: 71 332
397 122 64 443 60 0.143 0.10 65 —26: 140 —73: 105
401 275 37 460 60 0.085 0.47 225 312: 367 283: 340 333
473 382 53 647 39.5 0.078 0.56 320 405: 455 380: 431
585 210 59 505 90 0.298 0.05 155 —23: 113 —56: 84 216
775 355 69 698 90 0.475 0.05 290 23: 155 —-3: 130
827 325 72 686 100 0.578 —0.05 135 —~84: 68 —111: 43
990 475 58 796 118.1 0.754 —0.05 400 —17: 102 —40: 79 334
970 330 66 696 129.7 0.832 —0.18 270 —221: —66 —248: -91
913 235 76 781 85.1 0.778 -0.23 200 —-325:—-154 —356:-181 335
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Fig. 7.2. Separated 12C(e, e'p) transverse and longitudinal response functions for parallel
kinematics near the quasielastic peak with ¢ = 400 MeV/c and w = 120 MeV. The
difference between the corresponding transverse and longitudinal spectral functions is shown in
the bottom panel. Radiative corrections have been applied.
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knockout demonstrate that the transverse/longitudinal coupling, Rr/R_, for
the Ip-shell of '2C is essentialy the same as for the free proton, but that
the transverse response function is enhanced in the continuum. The situation
for the Is-shell is somewhat ambiguous because it is difficult to separate the
broad peak for single-nucleon knockout from the underlying continuum that
begins at the nearby threshold for two-nucleon emission. Hence, it would be
of interest to determine explicitly the R/ Ry, ratio for two-nucleon emission.
The contrast between consistency for bound final states and enhancement
of Rr/Ry, for the continuum suggests that the enhancement of fr/fr, for
inclusive quasielastic scattering arises primarily from multinucleon processes.

7.1.3. Enhancement of Rr/R;, from Momentum Distributions in
Parallel Kinematics

The electromagnetic properties of bound nucleons have also been studied
a NIKHEF-K using higher resolution but lower momentum transfer. Possible
variations of the ratio between transverse and longitudinal coupling can be
monitored by the quantity

— 7.5
@ W@ )
obtained as a ratio between the transverse and longitudina response functions

integrated over a quasiparticle peak. In the plane-wave impul se approximation
this quantity would simply be

1/2
RG(Q2) — [4?71% WT(Q2):|

Gu(Q?)
RPWIA 2y — M s 76
but distortion dters Re(Q?). The effect of distortion can be removed by
evauating the ratio

Rexpt
between experimental and DWIA values of Rs. Two methods have been
used to obtain R or i from measurements in parallel kinematics.

First, the ratio between reduced cross sections for backward versus for-
ward electron scattering angles can be determined for the same values of Q2
and py. This method is equivalent to Rosenbluth separation, except that to
first order the ratio is independent of the missing momentum distribution.
Measurements of Rg have been made for 6Li, 336281 12C (283) gng 403337
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using this method. Although the data suggest an enhancement with respect to
the impulse approximation, most of the apparent enhancement for low-lying
states is accounted for simply by spin-orbit proton distortion®***% and, par-
ticularly for heavier targets, electron distortion.®® Effects due to relativistic
dynamics®® and meson exchange and isobar currents®™® have also been
estimated and found to be consigtent with the observations. For missing en-
ergies above the two-nucleon emission threshold, there remains a significant
enhancement with respect to DWIA that is best presented in terms of 7 as
below.

Second, recognizing that for the same magnitude of p,, antiparalel kine-
matics requires a larger electron scattering angle than parallel kinematics, the
asymmetry between missing momentum distributions for antiparallel versus
parallel kinematics can be correlated with the ratio » between the transverse
and longitudinal coupling of the virtual photon to the bound proton. Since (Q?
changes with p,,, for parallel kinematics, analyses of this type generally as
sume that  may depend upon E,, but is independent of Q2 or p,,,. Measure-
ments of n(E,,) using this method have been made for 6Li,(28D 12 (284.285)
and B8 and areillustrated in Fig. 7.3. These data, which are qualitatively
consistent with those of Ulmer et al.,**d show that the transverse/longitudinal
ratio below the threshold for two-nucleon emission is consistent with unity,
but that the ratio is enhanced for larger missing energy. By exploiting differ-
ences between the spatial localization of various orhitals, there aso have been
attempts to correlate the apparent transverse/longitudinal anomaly observed in
knockout for light nuclei with average density,®*#3 but no compelling evi-
dence for density dependence of this effect has been found.

Severd objections can be raised to the aove andyses. The enhance-
ment of the transverse/longitudinal ratio appears to be most prominent
where the least is known about final-state interactions. The analyses em-
ploy optical potentials which are independent of target excitation, but the
validity of that assumption is very difficult to evaluate. Although the dif-
ferences between distorting potentials for vaence versus deep-hole knock-
out have not been investigated, it seems plausible to suppose that such
differences will be greatest for small nuclei and their effects most impor-
tant at low energy. Yet most of the data were acquired for light targets
and small ejectile energies (about 70 MeV for SLiand 2Cor 139 MeV
for 19B) where the fina-state interactions are expected to depend most
strongly upon differences between the structures of the A and A — 1 sys
tems. Moreover, in most cases the optical potentials were based upon pro-
ton scattering for the target rather than for the residua nucleus, were as
sumed to be spherical, and were parametrized using simple Woods-Saxon
shapes which, as discussed in Section 5.4.3, are not readlistic for small tar-
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Fig. 7.3. The dependence of the transverse enhancement factor 7 for (e, e’p) upon the
missing energy above the two-body emission threshold based upon measurements on 12C

(squares), SLi (triangles), and 10B (circles).

gets. It has aso been demonstrated®” that inelastic scattering within the
final-state interaction can appreciably ater the extracted value of ». Addi-
tiona effects due to charge exchange may aso be important but have not

been evauated systematicaly. Finally, it has been shown that the asym-
metry between parallel and antiparallel kinematics is sensitive to the imag-

inary part of the spin—orbit optical potential,**" but that term is difficult
to determine from proton elastic scattering data and is absent from many

of the potentials used to extract Rs . Hence, we conclude that uncertain-

ties due to final-state interactions have surely been underestimated. Never-

theless, the consistency between the NIKHEF measurements of n and the
MIT measurements of Sy — Sy does support an enhancement of Rp/R;
above the two-nucleon emission threshold.

Therefore, the available data suggest that the ratio Rr/Ry is con-
sistent with the free nucleon response functions for small missing ener-
gies but is enhanced above the threshold for two-nucleon emission. Al-
though it is possible that both Gg(Q?) and G (Q?) could change in
the nuclear medium with their ratio remaining unaffected, the observa-
tion that Ry > Ry for E,, > 50 MeV suggests that a new transverse
current is involved rather than a modification of the single-nucleon cur-
rent. Additional evidence for multinucleon absorption of the virtual pho-
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ton is reviewed in Section 7.6, but the various reaction channels have not
been isolated nor have longitudinal/transverse separations been performed.
Hence, given the scarcity of separated response function data for large
E,, and the uncertainties in fina-state interactions for light targets and
low ejectile energies, the present data can hardly be considered conclu-
sive. To obtain more definitive results, more systematic data for separated
response functions are required for heavy targets and high ejectile ener-
gies. It is aso highly desirable to characterize each of the reaction chan-
nels that contribute to the continuum.

7.2. The Swollen Nucleon Hypothesis

There has been much speculation about the role that possible medium
modifications of the electromagnetic properties of nucleons in nuclear matter
might play in explaining the EMC effect or the suppression of the inclusive
longitudinal response function for quasifree electron scattering. Among these
is the hypothesis that the nucleon size increases with nuclear density®*34)
This effect could manifest itself in a @2 dependence of spectroscopic factors
deduced using free nucleon form factors.

The spectroscopic factors for 1p and 1s knockout from 2C has been
deduced from the MIT data for 0.10 < @Q? < 0.75 (GeV/c)?. These data,
illustrated in Fig. 7.4, include estimates of the uncertainties due to final-state
interactions. Note that for this purpose we consider only the data closest to
the quasielastic peak, namely, |y/mn| < 0.15. Despite their relatively large
uncertainties, these data clearly suggest that the spectroscopic factors decrease
as @? increases. The data for both shells are fitted well by the same relative
slope

1 dS.(Q%

RO = —0.5+0.2 (GeVie)™? (7.8)

suggesting that the effect is attributable to the bound nucleon form factors.
However, each of these experiments integrated over different ranges of missing
momenta without obtaining p,, distributions, and some of the data for large
negativey give different results at similar @2, so that it is difficult to assess the
accuracy of the models used to extract the spectroscopic factors. Therefore,
athough these results are qualitatively consistent with a 5% swelling of the
nucleon, higher precision data with complete missing momentum distributions
for a wide range of Q? are needed for severa targets before a definitive
conclusion can be drawn.
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Fig. 7.4. Spectroscopic factors for 12C(e, e'p) deduced from data for parallel kinematics
near the quasielastic peak. The data are restricted to |y/my| < 0.15.

7.3. Interference Response Functions for Complex Nuclei

Only a few measurements of interference response functions have been
reported for complex nuclei.

7.3.1. Rpr Measurements

The longitudinal-transverse interference responsefunction Ry for'®0O(e,
e’p% has been measured for the lowest 1p; /, and 1p3,» hole states by Chinitz et
al.*® for 7, = 160MeV andby Spaltro et d.*" for T, = 84 MeV, which cor-
respond to Q% = 0.30 and 0.20 (GeV/c)?, respectively. These dataare compared
inFig. 7.5 with standard nonrelativistic DWIA cal culations which use overlap
parametersfitted to thedata®® for parallel kinematics. Although the Schwandt
optical potential isnot the best choicefor 60, we used it because the datafor all
three experiments,*8%%%8") \vere originally compared with calculations based
upon that potential and Ry, is relatively insensitive to variations of the opti-
ca potential. With this model we find that the reduced cross sections for par-
allel kinematics arefitted by spectroscopic factors of 140 and 2.35 for the low-
est (1p1/o) =" and (1ps o) ~" States, respectively.* The calculations of Rpp

*euschner et al.*™® obtained spectroscopic factors of 1.22 and 2.13 from the same model. Also
note that contrary to their description, the microscopic optical potential was obtained from the
Paris-Hamburginteractionand wasnot calibrated agai nst proton inel astic scattering data.
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Fig. 7.5. Longitudinal-transverse interference response function for 180(e, e’'p) are com-
pared with standard nonrelativistic DWIA calculations based on fits to data for the dis-
torted momentum distribution in parallel kinematics.(27® Solid circlest*®7) and solid lines
are for T, = 84 MeV; open circles(286) and dashed lines are for Tp = 160 MeV.

shown in Fig. 7.5 are based upon the same model and use the same spec-
troscopic factors. The fit to the data for the ground-state transition could
be improved by an enhancement factor, but that factor is not as large
a the factor of 15 suggested by Spaltro et al. However, for the 1ps,,
hole state it is necessary to increase the calculations by a factor of about
20 a T, = 84 MeV while the corresponding factor is much smaller at
T, = 160 MeV. Spaltro et al. point out that the discrepancy for the 1ps/,
hole state between the two energies is actualy larger than this estimate
because the data of Chinitz et al. include an unresolved contribution, esti-
mated to be about 10%, from a 1d2s doublet. Therefore, there appears to
be a deficiency in the DWIA mode of the Rpr response function which
depends strongly upon nuclear structure and which gppears to decrease
with either increasing @2 or with increasing 7T,. This observation requires
further experimental confirmation and theoretical investigation.

732 .7 Measurements

The first measurements of the so-called fifth response function, R’ p,were
made at MIT-Bates by Mandeville et al.®*® for 2C(€, ¢’p) using the OOPS
(out-of-plane spectrometer) positioned at azimutha angle ¢ = 90° above
the scattering plane to detect protons with about 50 MeV kinetic energy.
The beam analyzing power, A, is proportional to R} . The data for A are
compared in Fig. 7.6 with NRDWIA caculations based upon a Schrédinger-
equivalent optical potentia for p+!2C from Dirac phenomenology™ or the
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Fig. 7.6. The beam analyzing power data for 12C(¢&, e'p) are compared with NRDWIA
calculations using a potential from Dirac phenomenology (dashes) or from Comfort and
Karp (solid).

optica potentia of Comfort and Karp.*””* The caculations of Boffi and
Radici®® indicate that in this observable there is relatively little sendtivity
to MEC+IC.

7.4. Meson Exchange and Isobar Currents

7.4.1. Two-Body Current Operators

Two-body and higher-order contributions to the electromagnetic current
for a many-body system will most likely become apparent in separated re-
sponse functions, especially the interference and polarization response func-
tions, because their spin structure can differ from that of the one-body current.
Two groups, based at Pavia®®=*® and Gent,**=* have made theoretica in-
vestigations of the role of meson-exchange currents (MEC) and isobar currents
(IC) in the nucleon knockout reactions (v, N) and (e,e’N). Both consider
the same set of diagrams, displayed in Fig. 7.7, but differences between their
implementations of the model lead to substantial differences between their
predictions.

The momentum-space representation of the meson-exchange current is
obtained from a nonrelativistic reduction through order m—2 of one-pion ex-
change diagrams using pseudovector coupling. At this level of approxima-
tion, the pair current J? vanishes, while thepion-in-flight, J*, and contact

*Note that the authors of Ref. 345 aso show calculations based upon optical potentids from
Schwandt et al.,!™ which applies neither to the target nor the ejectile energy of their experiment,
and from Abdul-Jalil and Jackson, 2™ which produces an imaginary potential with unphysical
sgn for the relevant energies. Neither is appropriate.
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Fig. 7.7. Feynman diagrams for MEC and 1C contributions to the two-body current oper-
ator. The contact (J,;), pion-in-flight (J), and pair (Jp) contributions to the meson exchange
current (Jar pe) ace shown in the top row and the isobar current (Ja ) is shown in the bottom
row.

(or seagull), J¢, diagrams result in currents of the form

2
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(k2 — k1) (7.92)
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where m,, is the pion mass and f2, /47 = 0.079 is the tNN coupling
constant. The spin, isospin, and momentum transferred to nucleon i are
denoted by &, 7, and k;, respectively. Current conservation a the one-
pion level requires all contributions to the meson exchange current to be
scaled by the same form factor.®?” Hence, the Pavia group uses Fiy,,(Q?) =
Fone(Q%) = FY(Q?) where FYY is the isovector Dirac form factor for the
nucleon. The Gent group, on the other hand, uses the dipole form factor for
F,nr and apion form factor F,,, based upon the vector dominance mode!.

The two-body current that arises from intermediate excitation of the A
isobar has the form of a cross product between the momentum transfer g and
a function of the spins and the momenta transferred to the two interacting
particles. Since a current of this form is divergenceless, form factors can be
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used to regulate both the electromagnetic and strong vertices without disturb-
ing current conservation. Again, the operators employed by the two groups
have similar forms but differ in both the form factors and the relative weights
assigned to the various terms.

The Pavia group uses a model of the two-body current based upon the
chirally invariant lagrangian of Peccei®?*? in which

JA(ky, k) = —i——"0

.k o@ .k

oM, |-k o 1 2 2
®{ I{T*" tmZ Ak P mE kg
+M; [r“) ®r(2>}
3

@ .k M.k
mye 2 _ O 1 (2)
x[(k2®“ )m2+k% m2 + k3 (koo )]}

where 2 + 3 2 +
mMA my ma + My
My=——5— 5~ and M= —5—7~
Ma — My Ma — My

Here h? = 0.290 and x* = 5.0 represent the #NA and yNA coupling
constants in the Peccel lagrangian, respectively.®2*¥ The dectromagnetic
form factor of the isobar is assumed to have the dipole form

Q*\ "~
Fyna(Q?) = (1 + A—2> (7.10)
A
with Ax = 855 MeV/e based upon the datic quark model. However, with
these choices of coupling constants, the strength of J2 is approximately 50%
stronger than predicted by the static quark model.®*®
The Gent group uses

A . 2f\NASrNAFrNN
Tk = s~y — - Ta@)/2)
X Fyna (@) Frna (@Y Fann (@)

M.k @ .
My 7 1 @, 2 2 1 2
® {4 [73 klmﬁ+k% + 73 k2m$,+k§] + [’r( )@ 7l )]
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Wy & 2 1 2)
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3

where f2, /47 = 0.37 and f2, = 0.014. The energy-dependent width
of the delta resonance, I'a(w), is taken from the parametrization of Ose,
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Toki, and Weise.®™ They assume for simplicity that F,ya = F,x, and
apply monaopole form factors (A2 —m2)/(AZ —k?) a both 7NN and 7 NA
vertices. The pion cut-off mass A, is believed to lie between about 650 and
1200 MeV, and various papers used different values with some sensitivity to
A beingevident®

Note that this nonrelativistic approximation to the two-body current is
static — it contains only spatial parts. Since the longitudina part is eliminated
according to Siegert’s theorem, only the transverse part of the two-body cur-
rent remains. Thus, at this level of approximation, only the transverse com-
ponents of the current operator are affected by two-body currents. Also note
that at this level the MEC with pseudovector coupling agrees with the model
of Ref. 355 using pseudoscalar coupling.

74.2. Pavia Implementation of MEC and IC Contributions

A complete evaluation of matrix elements of the two-body current requires
the evaluation of six-fold integrals. To estimate the importance of such con-
tributions, the Pavia group has developed an approximate method in which
an effective one-body current is constructed by integration over the coordi-
nates of the unobserved nucleon, assuming that it remains bound and that the
momentum distribution n(k) can be approximated by the Fermi gas model.
This averaging then takes the schematic form®*

J= /d3pd3p’5(p’ —p-a)x5. (@)
x [J“’(p, p) - / kI (p' — Xk, k - p)n(k) | dra(p)[Sa(E)]?

where J(2) denotes the full two-body current. Note that this procedure limits
the hole contributions to the two-body current to terms which are diagona
except for isospin and is insensitive to nuclear structure. On the other hand,
since the the spin structure of the effective one-body current due to MEC and
IC differs substantially from that of the bare one-body current, the current is
not only renormalized but the response functions are altered significantly.
The MEC and IC effects upon sdected (e, e'p) response functions are
illustrated in Fig. 7.8 for a 1p; /2 hole in 60.446) Quasiperpendicular kine-
maticswith Q2 = 2mw = 0.16 (GeV/c)? were employed; 6,, is the opening
angle between the momentum transfer g and the gjectile momentum p’. Stan-
dard DWIA calculations based upon the bound-state and optical potentials of
Giannini and Ricco®® are shown as dashed curves. Dotted curves include
MEC contributions and solid curves include both MEC and IC. The effect of
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Fig. 7.8. Effect of MEC and IC upon selected response functions for 120(e, e’p) to a
1py/2 hole state. Quasiperpendicular kinematics are employed with Q? = 0.16 (GeV/c)2.
Dashed lines portray DWIA, dotted lines include MEC, and solid lines include IC also. These
response functions are normalized to full occupancy of the orbital.

MEC isto increase the transverse response function and cross section, but the
effect in quasidlastic kinematics is rather small. The effect of IC, on the other
hand, is a destructive interference with the one-body contribution that re-
duces the transverse response function by about 25% at Q* = 0.16 (GeV/c)?.
Thus theratio Rr/Ry, is predicted to be reduced by the intermediate isobar
current and this effect is expected to increase with Q2.549 Although most
of the experimental evidence suggests that Rt/ R, is enhanced with respect
to the impulse approximation, inclusive electron scattering suggests that Ry,
may be reduced by correlations more than Ry is enhanced by 1C.%*") Sim-
ilarly, MEC is predicted to enhance and IC to reduce Ry, but these effects
are not sufficiently strong to account for the observed enhancement of R+
(see Fig. 7.5). Furthermore, the effects calculated for the (1p,/,) ! State are
somewhat larger than for the (1ps/,)~! state, which is contrary to experi-
mental findings. Finally, the IC effects predicted for the helicity-independent
transverse-transverse and helicity-dependent longitudinal—transverse interfer-
ence response functions are also appreciable.

The effects of two-body currents upon distorted momentum distributions
are illustrated in Fig. 7.9 in which calculations®® for 4UCa(e, e'p) to the
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Fig. 7.9. The effects of MEC and IC upon 4°Ca(e, e'p) to the %+ ground state of 3°K
are shown for T, = 100 MeV. Parallel kinematics are used on the left side, with p,,, > 0 for
g < p’. Quasiperpendicular kinematics are shown on the right side, with p,,, > 0 for 8, > 6.
Dashed lines portray DWIA, dotted lines include MEC, and solid lines include IC also.

g-+ ground state of 3K are shown for both parallel and quasiperpendicular
kinematicswith T,, = 100 MeV. The dashed curves portray standard DWIA
calculations based upon a one-body current operator. Electron distortion is
omitted for simplicity. The dotted curves, which are practically indistinguish-
able from the DWIA curves, were obtained by including the MEC contribu-
tions. The solid curves include both MEC and IC contributions. Note that in
parallel kinematics the momentum transfer increases with decreasing p,,, for
constant p’, so that the smallest @2 corresponds to large positive p,,, and the
largest to large negative p,,. Also note that more negative p,, corresponds
to larger electron scattering angles which emphasize the transverse response.
Since both the MEC and IC contributions to the transverse response function
increase approximately linearly with Q2 and interfere destructively with the
one-body current, the two-body currents are predicted to suppress the cross
section for negative p,, in paralel kinematics. A net suppression is also
predicted for quasiperpendicular kinematics, with the left-right asymmetry

reduced.
Similar effects can be expected for both proton and neutron knockout
except that the IC effect should be more important for neutron knockout. In
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that case the absence of a static charge means that the longitudinal response

and the convection current are both very small. Hence, the dominance of

the spin-magnetic contribution to the transverse response emphasizes the 1C
effect, which has a similar structure®”  Furthermore, the absence of an
appreciable longitudinal response implies that the transverse response can be
isolated without the necessity of a Rosenbluth separation, thereby minimizing
systematic errors.

This effect is illustrated in Fig. 7.10 for which the cross section and re-
sponse functions for 17O(e, e'n) to the 60 ground ate are shown in copla-
nar kinematics for which the neutron energy and angle are held constant at
T, = 135 MeV and 6., = 37°, respectively. Both parallel and quasiperpen-
dicular kinematics are shown. These calculations™” use an optical potential
based upon the empirical effective interaction (EEI) fitted to 60(p, p') at the
same energy.®? The cross section is amost entirely due to the transverse
response function, which is slightly enhanced by MEC but strongly reduced
by IC. Since the effect upon the LT interference is expected to be smdler,
the ratio of cross sections o1 /o7 is enhanced by the IC contribution, espe-
cially for large negative missing momenta. This ratio should be insensitive
to ambiguities in the nuclear structure and hence should provide a sensitive
test of this model. Measurement of these quantities is expected to become
practical with high duty-factor machines and a proposal has been submitted
to MIT-Bates. As shown in Ref. 357, the unpolarized response functions are
rather insengtive to ambiguities in the opticd model, with variations much
smaller than the IC effect shown here. Calculations of selected recoil polar-
ization observables for the same coplanar quasiperpendicular kinematics are
shown in Fig. 7.11, where the left column examines the sensitivity to two-
body currents and the right column to variations of the opticall model. We
obsarve that the sideways component of the neutron polarization is predicted
to be quite sensitive to IC effects and relatively insensitive to FSI ambiguities,
while the reverse is expected for the normal component. In genera we find
that those observables which survive without FSl tend to be more sensitive
to two-body currents than to FSI ambiguities, while the reverse applies to
observables which vanish without FSl.

743. Gent Implementation of MEC and IC Contributions

The Gent group employs an approach in which the bound and continuum
single-particle states are eigenfunctions of the same Hartree—Fock (HF) mean
field obtained from a Skyrme interaction (SKE2).®® Thus, orthogonality be-
tween bound and continuum states is maintained. The one-body current operator
is obtained from the HF hamiltonian and hence preserves gauge invariance.®®
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Fig. 7.10. The influence of MEC+IC upon the unpolarized cross section og and the copla-
nar response functions for 1"O(e, e’n) is examined in quasiperpendicular (left) and par-
allel (right) kinematics for which the neutron energy and angle are kept fixed at T, = 135
MeV and 8,, = 37°. Here quasiperpendicular kinematics with p,;, > 0 corresponds to 6, < 8,
(or ¢ = 0). Dotted curves show IA results, dashed curves include MEC, and solid curves include
the full two-body current (IA+MEC+IC).

Thewave function for the gjectile and the residual nucleusis obtained from aran-
dom phase approximation (RPA) formalismthat includes particle-holeand hole-
particle excitations of a correlated ground state.®® Thus, the treatment of final -
stateinteractionsincludesdistortion by theHF mean field, whichisreal, and rep-
resents absorption through coupling to all open single-nucleon emission chan-
nels. However, unlike approaches based upon complex optical models, flux loss
tomorecomplicated configurationsisnotincluded. Finally, the Gent approachin-
cludes essentially exact eval uation of the matrix elements of the two-body current
operator between pairs of orbitals occupied in the initial state and particle-hole
configurationsinthefinal state. By avoiding the Paviareduction of the two-body
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Fig. 7.11. The sensitivities of selected recoil polarization observables for 17O(e,e’ n) to
two-body currents (left) and optical-model ambiguities (right) are examined in coplanar
quasiperpendicular kinematics for which the neutron energy and angle are kept fixed at
T, = 135 MeV and 8,, = 37°. For the left column, dotted curves show 1A results, dashed
curves include MEC, and solid curves include the full two-body current (IA+MEC+IC). For the right
column, dotted curves use a Woods—Saxon optical potential, dashed curves use a folded potential
based on the PH interaction, and solid curves use an empirical effective interaction (EEI).

operator, the nuclear structure is presumably treated much better.

Calculations* of Ry, for *0(e, e’p) are compared with the available data
inFig. 7.12, where dashed curves correspond to DWIA, dotted curves include
MEC, and solid curves include both MEC and IC contributions. Unlike the
Pavia model, the predictions of the Gent model are quite different for the 1p; /-
and 1p,,, hole dtates, indicating strong sensitivity to nuclear structure. For the
(1p3/2)~* State, meson-exchange currents greatly increase Ry rwith most ofthe
effect being attributable to the contact term. Similar enhancement of R+ forthe
(1p1/2) ! stateis obtained also. However, theisobar current has opposite effects
upon R,z for these spin-orbit partners, enhancing R+ forthe (1ps,,)~! and
suppressing it for the (1p, /2) ! state. The net effect is substantially larger for
the (1p3,2) ! thanforthe (1p; o) ! State, but is still not sufficient to reproduce
the observed enhancement at Q2 = 0.3 (GeV/c)2.

*The calculations were obtained from Ref. 351 but have been corrected for differences between the
normalization conventions employed for those calculations and conventions used to analyze the
data; these nontrivial differences were originally overlooked.®" The unfortunate proliferation
of conventions in the literature tends to promote such errors.
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Fig. 7.12. Longitudinal-transverse interference response function for 180(e, e’p). Solid
circles (top row) are for T, = 84 MeV(287) and open circles (bottom row) are for T, = 160
MeV.(286) Dashed lines are DWIA calculations, dotted lines (top row) include MEC contributions,
and solid lines include both MEC and IC contributions within the Gent model.351)

Itis alsoimportant to recognizethat the (3% dependence of the one-body con-
tribution produced by this model differs from the standard DWIA calculations
showninFig. 7.5 in that the peak strength of R;,decreases more rapidly with
increasing Q2. We also note that the spectroscopic factors used in Ref. 351 are
smaller by a factor of 0.8 at the higher gjectile energy than at the lower and that
even at the lower energy they are smaller by a factor of about 0.85 than fitted
to distorted momentum distributions using standard optical models. Thesefind-
ings suggest that treatment of the HF-RPA treatment of final-state interactions
does not adequately represent the energy dependence of absorptive processes.
On the other hand, the relative contributions of one- and two-body currents is
probably not overly sensitive to the final-state interactions.

Similarly,the Ry and R .. response functions for 160(e, e’p) in quasiper-
pendicular kinematicswith Q2 = 0.2 (GeV/c)* are shown in Fig. 7.13. The
spectroscopic factors were fitted to cross-section data and applied to each re-
sponsefunction. The Ry datafor T,, = 84 MeV are from Ref. 287. Althoughthe
scatter in these and the corresponding Ry, dataisrelatively large, probably be-
cause of experimental difficulties for Rosenbluth separations, it appears that the
ratio Ry /R, predicted by the Gent model is significantly larger than needed to
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Fig. 7.13. Rr and R/, response functions for 60(e, e’p) in quasiperpendicular kine-
matics with Q2 = 0.2 (GeV/c)?. The Ry data for T, = 84 MeV are from Ref. 287. Dashed
lines are DWIA calculations and solid lines include both MEC and IC contributions within the
Gent model. 351,

describe these data. On the other hand, there is considerable evidence (see Sec-
tion 7.1) that this ratio is enhanced with respect to the impulse approximation.
Until the data are improved, it is sufficient for our present purposes to note that
in the Gent model two-body currents are predicted to enhance Ry and R/, - for
the (1p;,,) ! state and that the effects upon the (1p, ;) ! state are predicted to
be much smaller. Thus, the contributions due to two-body currents depend fairly
strongly upon nuclear structure.

7.4.4. Comparison of the Pavia and Gent Models

The preceding sections have shown that both the Pavia and Gent models
predict that meson-exchange currents and intermediate isobar excitation play
important roles in quasidastic knockout reactions. However, both models in-
volve different but rather severe approximations that |ead to important qualita-
tive differences between their predictions. The Gent model predicts that meson-
exchange currents substantially enhance the transverse current, but the corre-
sponding effect predicted by the Paviamodel is much smaller. The Paviamodel
predicts that intermediate isobar excitation substantially reduces the transverse
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current, with effects that are not strongly dependent upon nuclear structure and
which are similar for all response functions that depend upon the transverse cur-
rent, while the corresponding effects produced within the Gent model depend
strongly upon nuclear structure, sometimes reducing and sometimes enhancing
the response functions that depend upon the transverse current.

Unfortunately, it is difficult to determine which differences between the
models are most responsible for the differences between their predictions. The
two models employ different one-body current operators, but a systematic com-
parison isnot available. The Paviagroup uses phenomenological optical poten-
tials (though often not the best available), while the Gent group treats final -state
interactions with aHF-RPA approach which has not been tested against nucleon
scattering. Both groups employ static models of the two-body currents based
upon nonrelativistic reductions truncated at second order in g/m, but use dif-
ferent form factors and, for the isobar current, different coupling constants; sys-
tematic comparisons are again lacking. The Pavia group evaluates the contribu-
tion of two-body currents using a relatively simple Fermi averaging procedure,
while the Gent group evaluates matrix elements of the two-body current within
the same nuclear structure model used for the one-body current; however, nei-
ther group has employed the other’ s current operator in an attempt to determine
whether the differences between their results are due primarily to the structure of
the operators or to the approximations made in eval uating their matrix elements.
Neither group considers the role of heavy mesons or N* excitation.

Therefore, it appears that two-body currents, particularly those due to in-
termediate isobar excitation, play animportant role in single-nucleon knockout.
Since these currents have spin structures which are considerably different from
that of the one-body current, systematic study of separated response functions,
especially those which would survive even in the absence of final-state inter-
actions, should provide relatively unambiguous tests of models. Although the
two models presently availabl e provide some theoretical guidance, their detailed
predictions are quite different for reasons that are not yet entirely clear. Thisre-
viewer isnot prepared to decide theseissues, but strongly urgesthetwo groupsto
clarify their differences. Nevertheless, athough further theoretical work is obvi-
ously needed to improve the present models, the results thus far do suggest sev-
eral fruitful avenuesfor experimental studies usingthe new facilities that arejust
now becoming available. Such studies should include recoil polarizationand in-
terference response functions for both proton and neutron knockout.

7.5. Channel Coupling in (e,e’N) Reactions

Although standard DWIA calculations based upon optical potentials fitted
to proton elastic scattering data provide a good description of (e, 'p) datafor
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relatively strong transitions corresponding to knockout from a valence orbital,
the excitation of weak transitions corresponding to knockout from orbitals
above the Fermi level can receive substantial contributions from two-step
processes of the type (e, e'p)(p,p’) or (e,e'n)(n,p). Indadtic scattering in
the outgoing channel would presumably affect the longitudinal and transverse
response functions in similar fashion, but since the coupling to the neutron is
primarily transverse, charge exchange could affect various response functions
quite differently.

The first estimates of two-step contributions to weak transitions were
made by Blok and van der Steenhoven®? using a relatively simple method
based upon the observation that the knockout process, described by a distorted
momentum distribution of the form
2

2o 0) = | [ Erx@exn (147 0 ) gt

is similar to the pickup reaction in which a fictitious particle with a plane
wave function carries away a proton. Thus, they adapted a code for transfer
reactions, namely CHUCK ,®*®*® to this model. The mass and energy of the
light particle and the Q-value of the pickup reaction are chosen to simulate the
kinematics of the knockout reaction. This approach was shown to reproduce
direct calculations with standard DWIA codes for (e, ¢'p). Channel coupling
is then incorporated by replacing the distorted wave x with a coupled-channels
wave function.

We have developed a somewhat more sophisticated coupled-channels
model for A(e, e’ N)B reactions which includes both inelastic excitation and
charge exchange in the final date interactions (FS1). The code is based upon
the nucléon scattering code LEAG®" and uses an extension of the model re-
cently used to analyze coupled-channel effects upon the distorted momentum
distributions for the 1°B(e, ¢’ p)°Be and '°B(y, p)° Be reactions.*®

Matrix elements of the nuclear current 7% for final state « can be repre-
sented in the form

JEP' pm) = / d®r exp (iqeg - r) (27T (To) (7.12)

(7.11)

where ¥ represents the ground state of the target, ¥ represents the wave
function for the final stete of the gectile and the residua nucleus, T* is the
vertex operator for the nucleon current, and Qesr = Qe s/ m 4 iSstheeffective
momentum transfer scaled to the frame of the residual nucleus. For simplicity,

we evaluate the current for asymptotic kinematics represented by the gjectile
momentum, p* , and the missing momentum, p,, = p’ —q.. We usethe fourth-
order expansion of the nonrelativistic current operator developed by Giusti and
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Pacati,®*Y based upon the model of McVoy and van Hove® Furthermore,
we assume that Coulomb distortion for light nuclei can be evaluated in the
effective momentum approximeation.

Channel coupling is included by expanding the wave function for the
residua nucleon-nucleus system as

U= Xap¥s (7.13)
B

where 5 representstheinternal state of the (A — 1) systemand x .z represents
the coupled-channels wave function containing an incoming plane wave in

channel o« and outgoing spherical waves in each channel 3, The overlap
between the initial A-body state ¥, for the target and the (A — 1)-body state
of the residual nucleus is expanded in the form

(¥plTo) = Z CayPpy(r) (7.14)

Y

where ¢, is a parentage coefficient (or pickup amplitude) and ¢g,(r) resem-
bles a bound-state wave function in the potential generated by the residual
nucleus with single-particle quantum numbers labelled by ~. Therefore, the
nuclear current matrix elements can be expanded in the form

j” p pm Z Cay /dgr €xp (iQeff : I‘)

X Xfxﬁ ()T (P, p’ — Qer) Py (r) (7.15)

and can be analyzed further by standard partial-wave and recoupling tech-
niques.

7.5.1.  Weak Transitions in 12C(e, e'p)

The dominance of the direct reaction mechanism has been demonstrated
by the extremely small cross sections for '2C(e,e'p)!'B to the 5~ dtate at

4.45 MeV or the 2~ dtate at 6.74 MeV.%83°%9) Direct knockout from the 1f
orbitals is expected to be very small because those orbitals lie far above the
Fermi level. These states are based upon dominant configurations of the type
2+ ®(1p3,2)~1, which cannot be reached in a single step. Until recently, only
upper limits below the estimated two-step level®? were available for these
transitions. The ™ transition was recently observed®” a p,, = 170 and
200 MeV/c using nonparallel kinematics for which the momentum transfer



Nucleon Knockout by Intermediate Energy Electrons 265

was chosen equal to the outgoing momentum of the ejectile with 7, = 70
MeV, conditions which previoudly had been shown to emphasize the two-step
mechanism.®®? These data are compared in Fig. 7.14 with improved cal-
culations based upon the same direct and coupling amplitudes used by van
der Steenhoven et a/.?%%) Both parallel and quasiperpendicular kinematics

are shown. The dotted curves represent direct excitation where optical-model

digtortion is the only final-state interaction. The dashed curves represent pure
two-step calculations based upon population of the '*B ground state via 1ps,
knockout followed by 2% excitation via a collective-model coupling poten-
tid. Finaly, the solid curves represent coupled-channels caculations which
include both direct and indirect excitation. Although the two-step mechanism
is dominant, interference with the direct mechanism remains important in
most cases. For the g‘ state in quasiperpendicular kinematics, interference
is relatively unimportant and both two-step and coupled-channels calculations
reproduce the available data. It would be of some interest to acquire more
complete data with which to test the coupled channels calculations, which
can easily be extended to include more complete coupling schemes.

75.2. Charge Exchange in 150(e, e’ N) Reactions

To evaluate the role of charge exchange and channel coupling in neutron
knockout, we consider the 16O(e, ¢’ N) reaction at T, = 135 MeV. Wecon-
Sider two statesin eachresidual nucleus formed as pure holes. The overlap func-
tions for 1°N were obtained from the 10(e, ¢'p) measurements of Leuschner
et a/.*™® For 150 we used the same potential shapes and adjusted the central
well depths to reproduce the separation energies for the two states. The cou-
pling potentials which connect these states with each other were computed by
folding a density-dependent effective interaction with transition densities based
upon these independent-particle shell model wave functions. All possible cou-
plings and all relevant terms of the effective interaction, except tensor exchange,
were included. We verified that charge exchange cross sections for 15N(p, )
computed from the coupled-channels wave function accurately reproduce those
obtained in a standard DWIA calculation. The small differences between these
calculations are attributed to the neglect of tensor exchange and are expected
to have anegligible effect upon 60(e, e’ N). Our calculations for >N(p, n) at
T, = 135 MeV agree well with the calculations of Watson et a/.*® and agree
with thedata forthe 2~ ground state, but are approximately twice as strong as
the data for the lowest 3~ state of **O. Thus, this model may overestimate the

effect of coupling between the 3~ and 3~ states. On the other hand, the model
probably represents the net effect of coupling between distributions of (1p, /2) !
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Fig. 7.14. Coupled-channels calculations are compared with data for weak transitions in
12C(e, e'p) at T, = 70O MeV. Direct optical-model calculations are shown as dotted curves,
pure two-step calculations as dashed curves, and coupled-channels calculations as solid curves.

and (1ps2) ~! hole Sates.

Caculaions for paralel kinematics are shown in Figs. 7.15-7.17 and
for quasiperpendicular kinematics in Figs. 7.18-7.20. These calculations
were performed for a fixed eectron energy of 500 MeV and the invari-
ant mass of the recoil sysem was held congtant, equivalent to a proton
with kinetic energy 7, = 135 MeV incident upon the ground state of 1°N.
Five sets of calculations are shown. The dotted curves represent the direct
knockout mechanism using only spherical optical potentials. The short-
dashed curves include the nonspherical (reorientation) potentials for elas
tic scattering but omit coupling to other channels. The long-dashed curves
include charge exchange between analog states. Thus, the two (1p;,2)~*
states, for example, are coupled by the isospin-changing interactions but
are not connected to either of the (1py,2)~! dtates. The dot-dash curves
include all possible isospin-changing interactions, but do not include in-
elastic scattering. Findly, the solid curves represent full coupled-channels
calculations which include both charge exchange and inelastic scattering.
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Fig. 7.15. Distorted momentum densities for 180(e, e’ N') in parallel kinematics with e; =
500 MeV and Ty = 135 MeV. The top set of curves has been multiplied by 10 and is for
1p4 /2 knockout, while the bottom set is for 1py s, knockout. Dotted curves portray direct knockout
with spherical optical potentials, short-dashed curves include elastic reorientation potentials, long-
dashed curves include charge exchange between analog states, dot-dash curves include all possible
isospin-changing interactions, and solid curves represent full coupled-channels calculations which
include both charge exchange and inelastic scattering.

For quasiperpendicular kinematics we find that channel coupling can sig-
nificantly enhance the cross sections to valence quasihole statesfor p,,, 2 300
MeV/c. Significant enhancements are found for (e, € p) aswell asfor (e, € n).
The enhancements tend to be larger for nonparalel than for parallel kinematics
because the coupling potentialswith L > 0 usually dominate. Note that signif-
icantly larger effects were predicte®®® at large p,,, in quasiperpendicular kine-
matics for °B(e, ¢'p)°Be because quadrupole coupling within the rotational
band is quite strong. Thus, the magnitude of these effects depends upon nuclear
structure. Therefore, investigationswhich use (e, € p) to study short-range cor-
relations in nuclear wave functions must carefully consider the enhancements of
single-nucléon knockout at large p,,, produced by channel couplingwithin final -
date interactions.

For (e, €n) response functions we generally find the strongest channel cou-
pling effects for L- and LT-type response functions. The most important cou-
plings are usually those that change both spin and isospin and are driven by the
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Fig. 7.16. Response functions for 180 (e, ¢’ N) in parallel kinematics with €; = 500 MeV
and Ty = 135 MeV. Proton (neutron) knockout from the 1p-sheli is portrayed in the left (right)
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Fig. 7.17. Recoil polarization for 18O(e, ¢’ IN') in parallel kinematics with ; = 500 MeV
and Ty = 135 MeV. Proton (neutron) knockout from the 1p-shell is portrayed in the left (right)
half. See Fig. 7.15 for legend.
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Fig. 7.18. Distorted momentum densities for 180(e, e’ V) in quasiperpendicular kinematics
with €; = 500 MeV and Ty = 135 MeV. The top set of curves has been multiplied by 10
and is for 1p3,, knockout, while the bottom set is for 1p; /, knockout. Dotted curves portray
direct knockout with spherical optical potentials, short-dashed curves include elastic reorientation
potentials, long-dashed curves include charge exchange between analog states, dot-dash curves
include all possible isospin-changing interactions, and solid curves represent full coupled-channels
calculations which include both charge exchange and inelastic scattering,

t-» component of the two-nucleon effective interaction, which is the dominant
isospin-changing interaction for these ejectile energies. Notethat this term does
not contributeto the Lanemode! potentialsusedin earlier cal culations of charge-
exchange between anaog states.*** The largest effects occur for response
functions which would vanish in the absence of final-state interactions (FSI),
but significant effects on those which survive without FSI are sometimes found
also. Similarly, for (e, e p) nonnegligible effects are found most often in those
response functions which would vanish without FSI.

The longitudinal response functions for 160(e, ¢'n) in parallel kinematics
are quite sensitive to both charge exchange and inelastic scattering and the ef-
fects are quite different for the (1p1,2) = and (1py,2) ' states, but the contri-
bution of the longitudinal response to the cross section for neutron knockout is
quite small. The effects upon the transverse response, which dominates the cross
section, are relatively small, but a 10% enhancement of 1p; 2 neutron knock-
out for positive p,,, is predicted. For parallel kinematics, these effects are much
smaller than those predicted for isobar currents. The effects for 16O(e, e'p) are



270 James J. Kelly

BN 1/2° BN 3/2- ®0 1/2- 8g 3/2-

R, (fm?)

4.
} +
o

R, (fm)
4

3
R (fm%)
o 3 3
o T T T T T T — T +
< $ < }P
1 1 1
bt At 1 4 +
\\
\\
1)
Vi
7

t + +
X/‘: I
Raps
F 1 1-10

10.0 2(?‘»0 [ \60 260 300 O 10‘0 260 Q |C;0 ﬂ‘)ﬂ
b, (Mev/<) b, (Mev/c) b, (MeV/c) b, (MeV/c)

R, (fm%)

Fig. 7.19. Response functions for 180 (e, ¢’ N) in quasiperpendicular kinematics with e; =
500 MeV and Ty = 135 MeV. Proton (neutron) knockout from the 1p-shell is portrayed in
the left (right) half. See Fig. 7.18 for legend.

relatively small and need not be discussed further here.

Our calculations for (g, €'n) a modest p,, disagree sharply with those of
van der Steenhoven et al.®** who have published calculationsfor 12C(e, e'n)
which suggest very large charge exchange effects, amounting to as much as an
order of magnitude enhancement of the missing momentum distribution for par-
allel kinematics. On the other hand, Giusti and Pacati®™ have published cal-
culations based upon an ostensibly similar model which predict very small ef-
fects. We have performed calculations for both sets of kinematics using our
model and aso find quite small effects, qualitatively similar to those of Giusti
and Pacati and to the present results for 0(e, e’ N') but quite different than
those of van der Steenhovenet al. Since both of the earlier cal culations used cen-
tral spin-independent Lane potentials based upon global optical models to rep-
resent charge exchange, while we include spin-dependent and noncentral com-
ponents also, we repeated the calculations using Lane potentials and obtained
qualitatively similar results, demonstrating that the choice of coupling potential
is not the primary origin of this disagreement. Therefore, we believe that the cal-
culations of van der Steenhoven et al. are incorrect.
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Fig. 7.20. Recoil polarization for 180(e, e’ N) in coplanar quasiperpendicular kinematics
with £; = 500 MeV and Ty = 135 MeV. Proton (neutron) knockout from the 1p-shell is
portrayed in the left (right) half. See Fig. 7.18 for legend.

Similar conclusions have been reached by Jeschonnek et al.®™ using acon-
tinuum RPA model with phenomenological optical potentialsand either t-matrix
or G-matrix nucleon—nucleon interactions in the final state. They adso find that
the calculations of Ref. 369 exaggerate the enhancement of (e, €n) cross sec-
tions and that ¢, interactions play an important role in charge exchange.

For quasiperpendicular kinematics, we find that the R response function
for 160(e, e’n) may be affected significantly, with the coupling between spin-
orhit partners being very important. Theseeffectsarelargest forthe 1 ~state, for
whichthe Ry response function is suppressed and even changes sign for small
pm When coupling between spin-orbit partnersis included. For the ™ dtate,
channd coupling is predicted to enhance the cross section by a nearly uniform
8 — 10% arising primarily from Ry Although the effects of charge exchange
appear to be comparable in magnitude to those of two-body currents, we note
that the effects upon the two states are predicted to be quite different for charge
exchange but similar for isobar currents, at least in the Pavia model. Thus, we
may be able to distinguish between these mechanisms using measurements of
both response functions. We also note that if two-body currents do substantially
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reduce the transverse response for (e, €'n), the relative importance of channel
coupling in the final-state interaction may be enhanced. Therefore, we expect
that channel coupling in the final state produces effects upon B+ for (e, €n)
which are comparable in magnitude to those predicted by models of meson ex-
change and isobar currents, but the channel coupling effects for (e, €p) do not
appear to be strong enough to explain the problemsin R, r for 160.

Although the effects of charge exchange and inelastic scattering on the cross
sectionsfor (e, €n) arerelatively modest, at lesstfor p,, < 300MeV/c, the ef-
fects on polarization observables can be appreciable. Calculations of the recoil
polarization for 160(¢, ¢’ N') are shownin Fig. 7.17 for parallel kinematics and
inFig. 7.20 for quasiperpendicular kinematics. Thenormal polarization Py for
parallel kinematics predicted for direct knockout of aneutron is quite small, but
charge exchange can significantly enhance this polarization, particularly for the
1p3 2 hole and for positive p,,. Channel coupling effects are much smaller for
Pgand P; . Notethat Py aises from the imaginary part of an interference be-
tween longitudinal and transverse currents, and hence vanishes in the absence
of final-state interactions, while P§ and P; arise from redl parts which do not
require FSI to be nonzero. Hence, Py is more sendtiveto the details of the final -
state interactions such as, in this case, charge exchange. Also note that in par-
allel kinematics the recoil polarization for proton knockout appears to be rather
insengtive to channel coupling.

Similarly, Py for neutron knockout in quasiperpendicular kinematics is also
sengtiveto channel coupling, whilethe polarizationtransfer componentsarerel-
atively insensitiveto channel coupling. Larger effects are predicted for the 1ps /2
hole, with a significant asymmetry with respectto ¢ = 0, 7. However, unlike
parallel kinematics, Py forthe 1p; /2 proton hole is also predicted to be sensi-
tiveto channe coupling, where the dominant contribution appears to comefrom
inelastic scattering.

The effects of channel coupling upon the observables for nucleon knockout
clearly depend upon the details of both nuclear structure and the properties of
the nucleon-nucleon interaction. Therefore, studies of the contributions of two-
body currents to separated response functions must include the effects of both
inelastic scattering and charge exchange in amicroscopic model of the final state
interaction.

7.6. Evidence for Multinucleon Knockout

7.6.1. Continuum Yields at Large Missing Energy for (e, e'p)

The separated response functions near the 2C(e, e’p) quasielatic peak
show that a substantial continuum at large missing energies is populated pri-
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Fig. 7.21. Missing energy spectrum for 22C(e, e’p) in the dip region with ¢ = 400 MeV/c
and w = 200 MeV. Radiative corrections have been applied. The area above the dotted line is
attributed to the 1s; /5 shell. The solid line shows a quasideuteron calculation.

marily by the transverse response. Furthermore, the spectrum shown in Fig.
7.21 that was obtained by Lourie et al.®* for the predominantly transverse
dip region (w = 200 MeV for q = 400 MeV/c) aso shows that the transverse
continuum persists to missing energies at least as large as 150 MéV. In that
figure the area above the dotted line is attributed to 1s knockout, based upon
the spectroscopic factor obtained by Mougey et al.®*? from measurements at
forward electron scattering angles made on the low- w side of the quasielastic
peak, conditions which suppress both the transverse response and the contin-
uum yield. The similarity between the dotted line and the continuum level
suggests that the multinucleon mechanism rises quickly from the two-nucleon
emission threshold to reach a nearly uniform continuum level. The solid curve
arises from a quasideuteron calculation by Laget,*™ which shows that the
quasi deuteron mechanism can contribute to the continuum near 50 MeV but
cannot account for the substantial excess strength beyond about 80 MeV.
Similarly, Weingtein et al.®® measured missing-energy spectra for
12C(e,e'p) in pardle kinematics for q = 585, 775, and 827 MeV/c with
w = 210, 355, and 325 MeV, which with |y/my| = 0.05 al lie near the top
of the quasielastic peak. These data, shown in Fig. 7.22, demonstrate that the
continuum yield at large missing energies increases with momentum transfer
and represents a large fraction of the total cross section. On the other hand,
despite the large energy transfer that is available, the spectrum for @2 = 0.47
(GeV/c)? shows no evidence of appreciable pion production for E,, > 160
MeV; apparently pion production is not very important near the center of the
quasidastic peak (small |y|). If we define the integrated yield for an interval
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of missing energy to be

v ' Bs &
(B Ba) = [ A (7.16)
the ratio between the continuum and quasifree yieds

R(Q7) = o = T ORE) (1.17)

T Yy Y(12,50)

can be assessed by somewnhat arbitrarily defining the quasifree region to be the
interval 12 < E... < 50 MeV, and the "continuum" region to be the interval
50 < E,, < E.. Note that the dependence of R, upon kinematic variables
other than Q2 and the cut-off energy E., has been suppressed. The MIT-Bates
results for the quasidagtic pesk are summarized in Fig. 7.23. We find that
the continuum fractions appear to be relaively constant for 0.4 < @2 < 0.8
(GeV/c)? and not to have been saturated even a  E, = 250 MeV. Thus, more
than 40% of the yield for these kinematics is found in the continuum with
E., > 50 MeV.

The data for negative-y shown in FHg. 7.24 demondrate that for (nearly)
condant q the relative continuum yield decresses rapidly as w decreases on
the low-w Sde of the quasdagtic pesk. & In this casg, for E. = 150
MeV we find R, =~ 48% for y = -005 and R, =~ 21% for y = -0.18
a g ~ 980 MeV/e. Presumably the reduced phase pace for multinucleon
emission accounts for this behavior.

Severd atempts to interpret these data in terms of proton rescattering
have been made. Takaki®™ gudied therole of small-angle indatic scattering
usingamodd cdibrated with respectto (p, p ) dataand found that rescattering
following single-nucleon knockout could only account for roughly 8% of the
yield observed inthedip regionfor E,,, > 50 MeVandis negligiblefor E,, >
100 MeV. He condudes that two-body or more complicated photoabsorption
mechanisms are required. Phase-gpace condderations favor the dominance of
three-body absorption for large missing energies. Using a cascade caculetion,
Weingein et al.® find that a q = 585 MeV/c rescattering accounts for
only 10% of the continuum yield for 50 < E,, < 100 MeVand 20% for
100 < E,, < 160 MeV. However, rescattering accounts for less than 5% of
theyidd for E,, > 50 MeV forq = 775 and 827 MeV/c. They further argue
that two-nucleon correlaions do not provide appreciable continuum yield for
E,, > 80 MeV, and hence atribute mog of the high-energy continuum to
multinucleon absorption in which the virtud photon is aosorbed by a dugter
of three or more nucleons.

It is dso important to recognize that even though a fairly wide range
of missing energies was included in the measurements liged in Table 7.1,
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only avery samdl fraction of the inclusive (e, €") phase gpace has been cov-
ered. Extrgpolaion from (e, €') to (e, €p) typicaly requires factors of 30-
250, while extrapolation of multinucleon mechanisms requires factors of 100~
1500.87 However, despite the large extrapolation, single nucleon knockout
amountsto only 40-60% of theinclusve quasidagtic yied, and lessinthe dip,
with the remainder presumably attributable to various multinucleon emission
channels®™®  Characterizing these mechanisms will require measurements
with large acceptance devices

Finaly, Baghee et al.®*® measured the two missing-energy spectra in
pardle kinematics shown in Fig. 7.25. Kinematics | corresponds to a point
approximately halfway between the dip and the pesk in the inclusive spec-
trum for excitation of the A, while kinematics 11 corresponds to the top
of the A pesk. In both spectra a quasifree A pesk is observed adride a
broader continuum. The ra are qualitatively smilar to the (v, p) data
obtained by Homma et al.®">="® with tagged photons. The latter were fitted
with two Gaussians and the pesk at lower missing energy was attributed to
guasideuteron absorption basad upon its kinematic behavior. The (e, €'p) re-
aults are quditatively congstent with those of (v, p), but cannot distinguish
between two-body and multinucleon absorption mechanisms because the con-
tinuum yield is dso compatible with three-body phase space. However, mult-
inucleon absorption was favored on the basis of the foregoing estimates which
do not produce adequate yield from two-body mechaniams under these kine-
matic conditions. The possbility of a substantiad multinucleon continuum
complicates the extraction of the A peek.

The absence of gppreciable longitudina strength for E,,, > 50 MeV sug-
gests that the Single-nucleon mechanism does not contribute much to the con-
tinuum yield at large missing energy. The failure of rescattering mechanisms
to account for a large fraction of the continuum yied suggests the multin-
ucleon absorption must play a dominant role in the transverse response for
large missing energy. These observations are consgtent with the expectation
that the transverse/longitudind ratio is determined primarily by the absorption
mechanism for the virtual photon and is not substantiadly dtered by fina-state
interactions.  Multinucleon mechanisms involving meson-exchange currents,
isobar excitation, or pion production and resbsorption are al predominantly
transverse in character. At larger missing momenta, short-range correlaions
may aso contribute to the longitudina response in the continuum, but Rosen-
bluth separations are not yet available for the appropriate kinematics.

An obvious consequence of these results is that multipole decompositions
of the continuum which seek to extract the single-particle properties of degp-
hole orbitals may be contaminated by multinucleon contributions. Since these
processes are primarily transverse, it would be useful to obtain separated
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response functions for the degp-hole region of the spectrd function (E, < 50
MeV). Itisdso of vita importance to observe short-range correlations directly
through experiments which detect two or more nucleons in coincidence with
the scattered eectron. Separated response functions should be measured for

eech of the possble isospin channels.

76.2. Contribution of Two-Nucleon Knockoutto (e, e"p)

The (e, €pp) and (e, €pn) contributions to 12C(e, ¢'p) in the dip and A
regions have been studied by Ryckebusch et al.®”” using the Gent modd
described in Section 7.4.3 Assuming that remova of the first nucleon does
not affect remova of a second, the two-hole spectrd function was represented
by a convolution of single-hole spectral functions™

E
Suwe(E) = /0 dE' Su(E')Sw(E — E') (7.18)
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where Sk(E) is parametrized using a quasihole form.©®  After integration
with respect to the undetected nucleon, the two-nucleon contribution to Sngle-
nucléon knockout is found to peak a about 80 MeV of missing energy for
6pq = 0° and to broaden and shift toward larger E,, &s 6,4 incresses. The
(e, €pn) contribution is much stronger and has awider E,,, distribution than
the (e, €pp) contribution, but is not sufficient to explain the continuum yield
a large Er, for parald kinematics. These findings are qualitatively consstent
with the phase-space modd of Takaki.

Datafor 12C(e, ¢'p) have been acquired by Kester et al.™ for E,,, < 180
MeV inthedipregion, {(w,q) =(212 MeV, 270 MeV/c), in the angular ranges
20° < 0, < 80° and 100° < —4,, < 170° corresponding to 250 < py, <
750 MeV/c. The Gent MECH C describes the data fairly well for 8, > 70°,
but does not produce enough strength for smaler angles where the emission of
correlated nucléon pairsis likely to beimportant®"¥" Part of the difficulties
for large Eym and smal 6, in the dip region may aso be due to neglect of
red pion production processes.

76.3. (e, €'NN) and (y, NN) Measurements

There is presently much interest in studies of (e, € NN) reactions, and
severd pioneering experiments have been performed, but since few results
are available it is premature to review that subject here. On the other hand,
much high-quality work has been performed for (v, NN) reactions, a recent
review of the available data has been made by MacGregor.®® For energies
much below the A resonance, the (v, pn) contribution dominates the two-
nucleon mechanism through its eectric dipole moment, while the absence of
electric dipole absorption limits the (v, pp) and (v,nn) channeds to a few
percent of the (v, pn) contribution. Near the A resonance the three channels
are closer in magnitude and angular dependence. Furthermore, it has become
clear that absorption on nucleon pairs makes a large contribution to (v, N)
cross sections, especidly to (vy,n). For ex lple the exclusive 60(v,n)
for 150 < E, < 250 MeV of Base et al.®® can be reproduced within
the Gent model® where it is found that the MEC contribution is dominant
for Ey < 200 MeV with the IC contribution becoming important for larger
E,. However, the modd™® siill underestimates 12C(y,p) cross sections
partlcularlyforforward proton angles, and the 1¢O(y, pN) datafor E, = 281
MeV and 6, = 52°C82) g |ow proton energies.

Boffi et al.®®¥ argue that short-range correlations tend to enhance the
contributions to (vy,pn) made by the one-body current and to reduce the
two-body current. Thus the photon asymmetry becomes a valuable probe of
the reaction mechanism. Uncertainties due to optica-model ambiguities tend
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to divide out in the asymmetry, but dynamica effects which dter the spin
structure of the reaction are emphasized. Of course similar sengtivities are
expected for (e, € NN) reactions, possbly including beam and/or gectile po-
larization, in which the polarization of the virtua photon can be manipulated
with grester flexibility.

It is often argued that suppresson of transverse two-body currents for the
(e, €pp) channd offers the best view of short-range dynamica correlations of
centr spin- and isospin-independent character. Pairs of identica nucleons
are expected to be found preferentidly in 1S, states which have no mag-
netic dipole moment and to which charged meson-exchange currents do not
contribute. Similarly the pA* — pp contributions are suppressed because
coupling to the pp channd requires L = 2. Thus, one expects (e, €'pp) to
have a strong longitudina response, while (e, € pn) is predominantly trans-
verse. For example, Giugi and Pacati®® conclude that the nature of the
two-nucleon corrdation function plays a dominant role in determining the
magnitude of the (e, € pp) cross section for symmetric coplanar kinematics,
while ambiguities in final-state interactions are relatively unimportant.

7.6.4. Multinucleon Pion Absorption

Related evidence for true multinucleon pion absorption, beyond what is
asociated with initid- or fina-state interactions, is available from recent pion
absorption measurements > For pion energies as low as 65 MeV, three-
and four-nucleon emission accounts for about athird of thetotal =+ absorption
cross section on 160.4%9 The ratio between 3p and 2p cross sections grows
sharply with increasing pion energy up to about 200 MeV and then tends to
flatten out for higher energies™ which is qudlitatively consigent with a
prediction of Oset et al.®* for the energy dependence of the fraction of the
total absorption crass section which resultsin direct emission of more than two
nucléons. The three-body and more complex emisson channels dso tend to
populate large missing energy. Although a complete theoretica interpretation
of these data is not yet available, it is likely that red and virtua photon
absorption with comparable energy transfer will aso populate multinucleon
emisson channels through similar mechanisms at similar relative rates.

7.7. Summary

Separated response functions and polarization observables can be used
to make very incisive tests of the eectronuclear reaction mechanism. The
ratio between the transverse and longitudina response functions for inclu-
sive quasidadtic scattering is larger than predicted by the best available the-
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oreticd caculations. Measurements for quasidlastic 12C(e, e'p) show that
Rr/Ry, ~ 1 for smdl excitation energy, but that the ratio increases beyond
the two-nucleon emission threshold. The longitudina response becomes small
beyond the region dominated by single-nucleon knockout, but the transverse
response features a nearly uniform continuum extending to much larger excita-
tions energies. Although strong multinucleon contributions to the continuum
are expected for large missng momenta, the transverse continuum for modest
momenta gppears to be surprisingly large. However, only atiny fraction of
the phase gpace has been examined thus far and separated response func-
tions have been obtained for even less. Further ingght into the nature of
multinucleon currents requires measurement of separated response functions
in which single-nucleon, two-nucleon, and multinucleon contributions to the
continuum are distinguished.

Theoretical caculations suggest that Rz is especidly sengtive to two-
body currents, but the two models presently available disagree sharply over
the relative importance of meson-exchange and isobar currents and over the
sengtivity to nuclear structure. Severd pioneering measurements have been
made, but are not described well by the existing models. Since the spin struc-
ture of various contributions to the two-body eectromagnetic current differ
from each other and are different for neutron versus proton knockout, mea:
surements of interference and polarization response functions for both gectile
types should provide discriminating tests of the models. Since it is expected
that neutron knockout will be particularly senstive to the isobar current, we
have developed a coupled channels model which describes both indlastic scat-
tering and charge exchange in the final state using density-dependent effective
interactions.

Channd coupling in the fina dtate can appreciably enhance the cross
sections for low-lying states reached by proton knockout with p,, 2 300
MeV/c. These effects depend upon details of nuclear structure and gppear
to be srongest for deformed residuad nucle. Therefore, the andyss of ex-
periments desgned to investigate short-range correations in nuclear wave
functions using knockout reactions with large missng momenta must care-
fully consder channel coupling in the fina state using microscopic models
of the coupling potentials. Unfortunately, channel coupling effects gppear to
be mogt important for nonparalel kinematics where, for practica reasons,
mogt of the experiments have been done or are planned. It is unlikely that
unambiguous information about short-range correlations can be obtained from
single-nucleon knockot.

Therefore, athough much has been learned from the existing data, there
remain severd outstanding issues. Fortunately, it soon will be possible to per-
form much more extensve investigations of the eectromagnetic response of
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nuclear matter using the vastly expanded kinematic range made available by
the continuous duty-cycle, high intensity, polarized beams of at least 4 GeV
eectrons deliverable at CEBAF to three halls which feature complementary
detection cagpabilities, including a pair of high-resolution spectrometers and a
recoil polarimeter in Hall A, a large acceptance spectrometer in Hall B, and
aflexible mix of instruments in Hall C. These facilities will make it possible
to perform detailed sudies of the eectronuclear reaction mechanism involv-
ing the detection of two or more gectiles in coincidence with the scattered
electron.

8. CONCLUSIONS

We have reviewed the current status of nucleon knockout by €eectron
scattering. Over the last decade or o, technologica progress has broadened
the range of phenomena accessible to experimentd investigation considerably,
but the capabilities of new facilities, principaly a Mainz and CEBAF, augur
an even brighter future.

The availahility of polarized beams, polarized targets, and recoil polarime-
try for both protons and neutrons now makes it possible to measure nucleon
eectromagnetic form factors with much greater precison. Rather than rely
on dellcate Rosenbluth separations of the cross section, which is dominated
a high Q? by the magnetic form factor, recoil polarization alows the ratio
between the dectric and magnetic form factors to be obtained with much less
sysemadic error. The feasibility of this technique has been demondrated, for
both neutrons and protons, and it will soon be gpplied over a wider range
of Q% with better statistical precision at the new continuous-beam facilities.
Furthermore, polarized ®He targets are now available and can be used to ob-
tain smilar information. Several inclusive 3He(&, e’) experiments have been
performed, but greater Q? is needed to reduce the proton contributions to a
level that permits extraction of neutron form factors. Alternatively, detection
of the recoil neutron in the *He(&, ¢'n) suppresses the proton contribution
and aso provides a sengtive probe of the neutron form factors, feasibility
hes been demongtrated and systematic measurements are expected.  Other
techniques, such as d(€, e’ N) reactions us ng deuterated ammonia targets, are
under development dso. Clearly, by requiring consistency between form fac-
tors extracted from measurements of severd reections, it should be possble
to limit uncertainties due to nuclear structure and reaction mechanisms and
thereby to obtain accurate knowledge of these fundamental quantities.

Away from the quasidagtic ridge, nucleon knockout reections on few-
nucleon sysems can be used to test modes of three-nucleon interactions,
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two-body currents, and off-shell properties of the electromagnetic vertex. Sev-

erd measurements of the unpolarized longitudina—transverse interference re-
sponse function have been madefor d(e, ’p), but the sysemdic errors remain

uncomfortably large — better precison is expected for new measurements
proposed for Mainz and CEBAF. Furthermore, the wider range of separated

response functions and polarization observables accessble at the new facilities
will permit much more incisive tests of these models to be made.

A sysematic survey of the low-lying quasihole states in complex nu-
dé has been made at NIKHEF with a missing-energy resolution that is often
better than 100 keV. For p,,, < 300 MeV/c, the quasihole momentum distribu-
tions are generdly consstent with smple Skyrme—-Hartree—Fock calculations,
with little spurious dependence upon the kinemetica conditions of the exper-
iment. The vaence hole strength is typicaly about 65% of the independent
particle model, amost independent of A. The spreading widths for deeper
hole dates are qudlitatively consstent with dispersve opticad models of the
mean field and the quasiparticle strength tends to increase for deeper hole
dates, athough some extrapolation is needed to account for strength outside
the accessble range of mising energy. The excelent resolution has aso
permitted observation of knockout from nominaly empty orbitas, which, im-
mediately above the Fermi level, are found to be occupied to typically about
5-10%. These findings are in good quditative agreement with both many-
body theory and dispersive opticd models of nucleon scattering. For larger
missing momenta (above 300 MeV/c), recent measurements for low-lying
dates show evidence of a modest enhancement with respect to mean-field
wave functions. However, coupled-channels effects in the finad Sae can
produce similar enhancements without invoking short-range correaions. It
is unlikely that high-momentum components in nuclear wave functions can
be extracted unambiguoudly from single-nucleon knockout measurements for
low-lying quasihole States.

Unfortunately, most of the (e, €'p) data for complex nuclei were acquired
with gectile energies that are lower than optima and were andyzed with
opticdl models that are not very relidble. Opticd potentials fitted to eastic
scattering data done offer no direct senstivity to the interior wave function
needed for knockout calculations. Our analyss of the nuclear transparency
data for 180-200 MeV protons demondtrates that the commonly used globa
optical potentias, both relativigic and nonreaivigtic, are too asorptive at
that energy. For energies above about 120 MeV, empirica effective interac-
tions fitted to both indagtic and eadtic scattering data Smultaneoudy provide
accurate predictions for proton absorption and neutron total cross sections
and for nuclear trangparency in (e, e'p) reactions. Therefore, some of these
measurements should be repeated with higher gectile energies. Trangparency
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measurements for 0.4-1.0 GeV protons are planned for CEBAF and will be
andyzed using potentiads from Dirac phenomenology and from empirica ef-
fective interactions. Missng momentum distributions for discrete gaes in

sverd nuclei should aso be measured for comparison with the NIKHEF

data as a test of the model independence of spectrascopic information.

Measurements of interference and polarization response functions provide
more detailed tests of the eectronuclear reaction mechanism. Severd mea
surements of the longitudina—transverse response function for (e, e'p) have
been made, but are not yet understood. Theoreticd caculations suggest that
R.r should be sengtive to two-body currents, but the two models presently
available disagree sharply about the relative importance of meson-exchange
and isobar currents and about the dependence of these effects upon nuclear
gructure. Since the spin structures of various two-body currents differ from
each other and from the one-body current, measurements of other separated
response functions and polarization obsarvables, especidly those quantities
which would survive even in the absence of fina-state interactions, should
provide much ingight into the roles of meson-exchange and isobar currents.
Furthermore, neutron knockout is expected to be especidly sendtive to the
isobar current. These experiments will adso become possible with the new
facilities.

Preliminary data from large-acceptance measurements at Mainz suggest
that the momentum components below about 300 MeV/c are dominated by
low-lying quasihole configurations but that the tail of the momentum distri-
bution is dominated by a continuum distribution at large excitation energy.
Saclay measurements of the high-momentum continuum for light nuclei dis-
play a kinematic signature of knockout from a correlated pair in which an
undetected high-momentum partner carries away most of the excitation energy
for the A— 1 sysem. Hence these data are qualitatively condgtent with the-
oretica caculations that predict that the high-momentum strength produced
by short-range and tensor correlations is spread over severd hundred MeV
of excitation energy. Clearly it is desrable to separate the sngle-nucleon
continuum from more complicated multinucleon channels and to characterize
each channgl more completely. Measurements of separated response functions
should provide much indght into the reaction mechanisms that contribute to
multinucleon knockout. Indirect evidence for multinucleon knockout has been
obtained from *2C(e, e’p) measurements at MIT-Bates that at modest missing
momenta feature a nearly uniform, predominantly transverse continuum ex-
tending to large missing energy that cannot be ascribed to single-nucleon pro-
ceses. However, only a minuscule fraction of the available phase space has
been examined thus far. The CEBAF large-acceptance spectrometer should
prove invauable to these investigations.
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Therefore, athough much has been learned since the last review of nucleon
knockout reactions by electron scattering appeared in this series, the subject is
certainly not closed. By the time the next review is performed, we can expect
to have precise measurements of the nucleon eectromagnetic form factors, the
gpectra functions of light and complex nucle, and to understand much better
the eectromagnetic current in many-body systems. Pearity-violating asym-
metries should aso provide information about strangeness in nucleons and
nuclei. Although not discussed here, dectroproduction of baryon resonances
and thelr propagation in nuclear matter will dso be an exciting field made
accessble by the emerging experimenta capabilities at new facilities.
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