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Preface

This anthology brings together essays written by philosophers and scientists that ad-
dress conceptual issues that arise in the theory and practice of evolutionary biology.
This third edition differs substantially from the previous two, which were published in
1984 and 1994. Four new sections have been included (on women in the evolutionary
process, evolutionary psychology, the existence of laws in biology, and race) and some
additions and subtractions have been made in chapters present in previous editions.

Each part in this collection contains two or three chapters that develop opposing
views of the problem at hand. Evolutionary biology is a living, growing discipline,
and the same is true of the philosophy of evolutionary biology. One sign that a disci-
pline is growing is that there are open questions, with multiple answers still in compe-
tition. I hope the clash of ideas presented here will be useful to evolutionary biologists
and to philosophers of biology, both in their teaching and in their research.

In the remainder of this preface, I will briefly indicate what some of the major issues
are that animate the chapters that follow.

| Fitness

Darwin accorded a preeminent role to the process of natural selection in his account of
how life has evolved. Central to the concept of natural selection is the idea of fitness: if
the organisms in a population undergo a selection process, they must differ from each
other in terms of their abilities to survive and reproduce. Herbert Spencer coined the
slogan ““survival of the fittest” to describe Darwin’s theory and Darwin adopted this de-
scription phrase, thinking that it might help readers avoid misunderstanding what he
mean by his own term, “natural selection.” Had he realized the confusions that would
ensue, maybe Darwin would have distanced himself from this slogan. For once the
theory is summarized by the phrase “the survival of the fittest,” it invites the following
line of criticism: Who survives? Those who are fit. And who are the fit? Those who sur-
vive. If the theory of natural selection comes to no more than this, then the “theory” is
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no theory at all. It is a piece of circular reasoning, an empty truism, which masquerades
as a substantive explanation of what we observe.

In the first chapter in part I, ““The Propensity Interpretation of Fitness,” Susan Mills
and John Beatty address this criticism by clarifying the probabilistic character of the
concept of fitness. Their goal is to describe how the concept of fitness figures in con-
temporary biology and to show that the charge of circularity is entirely misguided.
They formulate an interpretation of the fitness concept that draws on more general
ideas concerning how the concept of probability might be understood; if fitnesses are
probabilities, perhaps the propensity interpretation of probability (defended by Karl
Popper in his influential book The Logic of Scientific Discovery) will help clarify what fit-
ness is.

In the second chapter, I take up some of the questions that Susan Finsen (née Mills)
and Beatty subsequently raised about their proposal. An organism has an expected
number offspring, an expected number of grandoffspring, and a probability of having
descendants that exist 1000 generations hence. Which of these probabilistic concepts
is the organism’s fitness? And is it always true that an organism’s prospects for repro-
ductive success can be represented as a probabilistic expectation? These questions
must be addressed if the adequacy of the propensity interpretation of fitness is to be
evaluated.

Il Units of Selection

Human beings are organisms, so it may strike us as entirely natural to think that the
parts of organisms exist in order to benefit the organisms that contain them. We have
hearts, so we naturally think that hearts exist in order to help organisms circulate their
blood. And each of our cells contains genes, so we naturally think that genes exist in
order to help organisms transmit traits from parents to offspring.

If we are prepared to think that hearts and genes have the functions of helping
organisms to perform various tasks, why not frameshift this idea up a level and con-
clude that organisms have the function of helping the groups in which they live? If
hearts help organisms survive, why not also say that organisms have hearts to help
the species to which those organisms belong to avoid extinction? Conversely, if parts
can have the function of helping the wholes in which they exist, why can’t the oppo-
site relationship also obtain? Why not think of organisms as devices that have the
function of guaranteeing the survival and reproduction of the genes they contain?

These questions are central to what is now called the problem of the units of selec-
tion. Let us assume that a trait—the opposable thumb, for example—evolved because
it was good for the things that possessed it. But which objects should we regard as the
relevant beneficiaries? Did the opposable thumb evolve because it helped the species
to avoid extinction, or because it helped organisms survive and reproduce, or because
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it helped genes coding for opposable thumbs to make their way into successive
generations?

Darwin usually thought of natural selection as a process in which traits evolve be-
cause they benefit individual organisms. The two most famous exceptions to this pat-
tern of thinking were his discussion in The Origin of Species of sterile castes in the social
insects and his discussion in The Descent of Man of human morality. In both instances,
Darwin argued that a trait sometimes evolves because it benefits the group and in spite
of the fact that it is deleterious to the individuals possessing it. Later on, evolutionary
biologists came to call such traits “altruistic.” The idea that some traits are group adap-
tations was a standard part of biological thinking during the heyday of the Modern
Synthesis (1930-1960). For example, in his 1937 book Genetics and the Origin of Species,
Theodosius Dobzhansky suggested that sexual reproduction may be a group adapta-
tion, its function being to ensure that a species is genetically diverse, so that the species
is less likely to go extinct if the environment suddenly changes.

Even though group selection thinking was for many years a standard part of the evo-
lutionary biologist’s toolkit, its fortunes plummeted after 1966; this was the year in
which George C. Williams published his book Adaptation and Natural Selection. The
most prominent message in Williams’s book was that group selectionism is a kind of
sloppy thinking. Biologists had uncritically talked about traits existing “for the good
of the species” even though more parsimonious explanations can be provided at lower
levels. Although Darwin almost always favored individual selection over group selec-
tion, Williams's critique of group selection thinking did not conclude that the classical
Darwinian picture was the best way to think about adaptation. Rather, he suggested
that we descend to a lower level still. The real unit of selection, Williams argued, is
not the group, nor even the individual, but the gene. Thus was born the view of natu-
ral selection that Richard Dawkins later popularized in his book The Selfish Gene.

The first chapter in part 2 consists of excerpts from Williams’s Adaptation and Natural
Selection. Williams emphasizes the importance of not assuming that a trait that benefits
a group must be a group adaptation. The benefit to the group may be a side-effect, and
not the reason the trait evolved. Williams also argues that hypotheses of group adapta-
tion are less parsimonious than those that posit adaptations at lower levels. In defense
of the genic point of view, Williams contends that genes have a longevity that gene
combinations and whole organisms do not. Williams also argues, repeating an argu-
ment that R. A. Fisher made in his book The Genetical Theory of Natural Selection, that
group selection must be a weak force, compared with individual selection, because
groups usually go extinct and found colonies at a slower rate than the rate at which
organisms die and reproduce.

In the second chapter in this section, ““Levels of Selection: An Alternative to Individ-
ualism in Biology and the Human Sciences,” David Sloan Wilson argues that the selfish
gene theory—the idea that the gene is the one and only unit of selection—rests on a
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fallacy. Wilson does not urge a return to uncritical group selectionism; rather, he
defends a pluralistic conception of selection, according to which adaptations can
evolve for a variety of reasons. According to Wilson, the living world contains selfish
genes, but it also contains well-adapted organisms and well-adapted groups; genic se-
lection occurs, but so too do individual selection and group selection.

Il Adaptationism

Although Darwin accorded a central role to the process of natural selection, he allowed
that other processes can influence the course of evolution. How important these
other processes are, and how we should endeavor to understand the features of the
living things that we observe, are the main issues in the controversy concerning
adaptationism.

When a biologist studies a complex characteristic of morphology, physiology, or be-
havior, the first impulse is often to ask “What is this trait for?”” The mind searches for
the trait’s adaptive significance. We observe the dorsal fins on a dinosaur and immedi-
ately set to work thinking about whether the fins were for self-defense, or for thermal
regulation, or to attract mates. If one hypothesis of adaptive advantage does not pan
out, we discard it and invent another.

In the first chapter in part III, “The Spandrels of San Macro and the Panglissian Par-
adigm: A Critique of the Adaptationist Programme,” Stephen Jay Gould and Richard
C. Lewontin argue that this impulse toward adaptationist thinking has led biologists
to neglect the possibility that many traits may be present for reasons that have nothing
to do with their adaptive significance. Adaptationism, they suggest, is an assumption
that is as pervasive as it is unproven. In the part’s second chapter, “Optimization
Theory in Evolution,” John Maynard Smith replies to this criticism by outlining the
elements that figure in adaptationist explanations; he defends the adaptationist
approach by suggesting how particular adaptationist explanations can be tested.

Two questions float through the debate between adaptationists and anti-
adaptationists. The first concerns what is true in the natural world: how important
has natural selection been in evolution? Is it true that virtually all traits have evolved
because of natural selection, or is this true only for some significantly smaller subset?
The second question concerns how nature should be studied: is it sound methodology
to formulate and test adaptive hypotheses? Should alternative, nonadaptive explana-
tions, also be contemplated? That these are separate questions can be seen by consider-
ing the fact that one might be agnostic about what is true in nature, but still maintain
that evolutionary inquiry requires the formulation and testing of hypotheses about
natural selection. This distinction between biological and methodological questions is
important to bear in mind in thinking about the adaptationism debate.
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IV Women in the Evolutionary Process

Gould and Lewontin’s critique of adaptationism was motivated in large measure by the
rising popularity of sociobiology. Biologists had been interested in the evolution of be-
havior (human and nonhuman) for a long time, but Edward O. Wilson's publication in
1975 of his book Sociobiology—The New Synthesis was a rallying cry; it called on biolo-
gists to apply recent advances in evolutionary biology to the project of systematically
understanding human mind and culture. For Gould and Lewontin, sociobiology was a
symptom of a pervasive deficiency in evolutionary thinking. For adaptationists, socio-
biology was a new opportunity.

Gould and Lewontin find it highly significant that adaptationists are happy to in-
vent a new adaptive hypothesis to explain a trait if an old explanation is refuted by
the evidence. Does this represent a flaw in adaptationism, or is it an unobjectionable
consequence of the fact that adaptationism is a flexible research program? The two
chapters in the present section embody opposing answers to this question in the con-
text of discussing how evolutionary biology should address questions concerning fe-
male sexuality.

Sarah Blaffer Hrdy, in her article “Empathy, Polyandry, and the Myth of the Coy Fe-
male,” writes as a sociobiologist who found herself, starting in the 1970s, increasingly
dissatisfied with the received wisdom on female sexual behavior. In his book The De-
scent of Man, and Selection in Relation to Sex, Darwin wrote that females tend to be
“coy”” and males tend to be “eager” in their mating behavior. By this he meant that
females are more choosy in deciding with whom they will mate, and males are more
promiscuous. A. J. Bateman defended this general thesis and attempted to give it an
evolutionary explanation in a paper he published in 1948. In his laboratory work on
fruitflies, Bateman observed that almost all the females reproduced, but about a fifth
of the males did not. He argued that males increase their fitness by mating with multi-
ple females, but that females do not increase their fitness by mating with multiple
males. Males, unlike females, have something to gain from seeking new mating oppor-
tunities. This is why males are promiscuous and females are choosy. Hrdy’s dissatis-
faction with this paradigm grew out of a growing body of observational evidence that
female primates often have multiple partners. These observations led her to seek out
plausible adaptive explanations of this pervasive pattern. One of them, the “manipula-
tion hypothesis,” says that females gain protection and resources for their infants by
having multiple partners. In addition to defending a new adaptationist explanation of
female mating behavior, Hrdy also speculates about why biology largely ignored female
sexual behavior until the 1970s. She conjectures that the growing representation of
women in primatology, and the empathy that women brought to studying female pri-
mates, may have been contributing factors.
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In some respects Elisabeth Lloyd is on the same wave length as Hrdy, but in other
respects, she is not. In her chapter “Pre-theoretical Assumptions in Evolutionary
Explanations of Female Sexuality,”” Lloyd agrees with Hrdy that male bias has impeded
the understanding of female sexuality. But whereas Hrdy is reacting against a concep-
tion of females as essentially different from males (the “‘coy’ versus ‘“eager” contrast),
Lloyd takes issue with the assumption that female sexuality is to be understood is if it
were a carbon copy of male sexuality. Her particular subject is female orgasm. If male
orgasm has a reproductive function, must the same be true of female orgasm? Lloyd
argues against this assumption. Following a suggestion made by Donald Symons in
his 1979 book The Evolution of Human Sexuality, Lloyd suggests that female orgasm
may be what Gould and Lewontin call a spandrel. Females have orgasms for the same
reason that males have nipples. Neither trait was selected for; rather, each evolved be-
cause of a developmental correlation. Males and females both have nipples because
nipples are the outcome of developmental processes present in both sexes; this means
that selection for nipples in females leads male nipples to evolve as well, even though
nipples have no evolutionary function in males. Lloyd suggests that the same may be
true of female orgasm; it has no evolutionary function, but evolved because there was
selection for male orgasm. Lloyd concludes her chapter with a more general lesson—
that philosophers of science need to pay closer attention to the social assumptions
and prior commitments that influence the scientific process.

V  Evolutionary Psychology

Evolutionary psychology is a more recent adaptationist project than sociobiology.
Whereas sociobiologists tend to focus on behaviors and try to explain them by fer-
reting out their adaptive significance, evolutionary psychologists tend to think of cog-
nitive mechanisms, not behaviors, as the fundamental subject for evolutionary
theorizing. Evolutionary psychologists also emphasize an idea that Maynard Smith
mentions in his chapter in part Ill—that natural selection often occurs slowly, so that
the traits we observe in a present population are not the ones that would be optimal
for its present circumstance. Rather, the traits we observe now are often vestiges of
traits that were adaptive in earlier, ancestral, environments. Evolutionary psychologists
suggest that the way to understand the human mind as it presently is constituted is to
understand the adaptive problems our ancestors faced; we are adapted to past condi-
tions, not to present conditions.

This position is developed in the first chapter in this section, ‘“Toward Mapping the
Evolved Functional Organization of Mind and Brain,” by John Tooby and Leda Cos-
mides, who are two of the main founders of evolutionary psychology. Tooby and Cos-
mides argue that the human mind should be viewed as a collection of different
adaptive mechanisms, each evolved to address a different adaptive problem. They op-
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pose the idea that the mind guides behavior by deploying an all-purpose learning strat-
egy; rather, it is a tool box filled with a large number of special-purpose cognitive tools.
Tooby and Cosmides also argue that the complex adaptations that the human mind
possesses tend to be species-typical universals. Whereas sociobiologists have often
been open to the possibility that different individuals in the same species might have
different adaptive features, evolutionary psychologists have been less friendly to the
hypothesis of within-species adaptive variation; the only context in which they think
this is plausible concerns differences between the sexes. In the second chapter in this
section, “Evolutionary Psychology: A Critique,” David Buller raises questions about the
main tenets of evolutionary psychology. He agrees with Cosmides and Tooby that the
mind has evolved, and that adaptive hypotheses about its features need to be considered;
Buller’s objections concern the details of evolutionary psychology, not its broad goals.

VI Laws in the Evolutionary Process

During the ““bad old days,” philosophy of science was dominated by logical empiricist
ideas and physics was the science that dominated philosophical thinking about what
science is. Both the influence of logical empiricism and the fixation on physics encour-
aged the idea that scientific inquiry is first and foremost the search for general laws.
When philosophers of science took an occasional (and usually brief) look at biology,
they often took away the impression that biology contains no laws, and just as often,
they drew the conclusion that biology is deficient as a science. Echoing Kant, philoso-
phers often concurred that there can be no “Newton of the blade of grass.” Biology is
not just different, it is inferior.

With the demise of logical empiricism and the growing realization that philosophy
of science has to be more than philosophy of physics, the idea took hold that there are
different kinds of science. One version of this idea holds that some sciences aim to find
general laws while others seek to reconstruct the histories of particular events. Relativ-
ity theory and quantum mechanics are sciences of the first type, but evolutionary biol-
ogy is a historical science. It is different, but not inferior.

John Beatty’s chapter, “The Evolutionary Contingency Thesis,” develops this view of
evolutionary biology. His thesis is that there are no biological laws. When a biological
generalization is true, it owes its truth to the fact that contingent evolutionary events
turned out one way rather than another. Biological generalizations, since they depend
on contingencies, are themselves contingent. And since they are contingently true,
they are not laws. Beatty offers two further arguments in favor of this thesis. He argues
that evolutionary biology is often given over to disputes about “relative significance.”
Two examples of what Beatty has in mind were the subjects of previous chapters of this
anthology: the debate about adaptationism concerns how important natural selection
has been and the units of selection debate concerns how important group selection has
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been. Beatty contends that the centrality of such disputes to biology is evidence that
there are no biological laws. Beatty also argues that evolutionary biology has forsaken
the Newtonian ideal of seeking out parsimonious explanations and that this method-
ological difference between physics and evolutionary biology provides further evidence
that there are no distinctively biological laws.

My chapter “Two Outbreaks of Lawlessness in Philosophy of Biology’ replies to
Beatty’s arguments and also to arguments for a similar conclusion advanced by
Alexander Rosenberg in his 1994 book Instrumental Biology or the Disunity of Science. In
reply to Beatty, I suggest that if a contingent evolutionary event E causes a biological
generalization G to be true later on, then we should expect there to be a law linking E
to G. This is consistent with Beatty’s claim that if G is contingent on E (where E is con-
tingent), then G is not a law. I also argue that the prevalence of relative significance
controversies in evolutionary biology is no evidence for biology’s lawlessness and that
biology has not abandoned the principle of parsimony, when that principle is properly
understood. Rosenberg’s brief for lawlessness is based on the fact that biological proper-
ties are multiply realizable. Take a biological property like “fitness” or ““predator;” these
predicates apply to organisms that differ vastly from each other in terms of their phys-
ical properties. Rosenberg thinks this fact of multiple realizability rules out there being
any biological laws (aside from a generalization he calls the principle of natural selec-
tion). He also contends that the only objective probabilities discussed in science are the
ones found in quantum mechanics. This means that the probabilities discussed in evo-
lutionary biology are mere reflections of our ignorance; biologists use these probabil-
ities to describe evolutionary processes because they don’t know enough about the
physical details. Rosenberg takes this to show that the probabilistic generalizations
used in evolutionary theory do not describe objective lawful relations.

VIl Reduction

Philosophers interested in how science changes have devoted a great deal of attention
to the issue of theoretical reduction. When a new theory replaces an old one, is this
because the later theory shows that the former theory is false or because the new
theory captures and supplements the insights of the theory it supercedes? The relation
of Mendelian genetics to molecular biology has been an important test case for this
question. Does modern molecular theory show that Mendel’s ideas were false? Or
does it show that Mendel was right? Advocates of the latter position tend to say that
Mendelian genetics reduces to molecular biology.

In fact the problem of reduction—of understanding what it means for one theory to
reduce to another—is more complicated than this. Sometimes a later theory shows
that an earlier theory is true only in a limiting case. Einstein’s theory of special relativ-
ity is inconsistent with Newtonian mechanics, but the latter can be thought of as a
special case of the former; Newtonian theory is a better and better approximation as
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objects move more and more slowly. This leads some philosophers to maintain that
Newtonian mechanics reduces to special relativity. A reducing theory (when supple-
mented with appropriate “‘bridge laws” that connect the vocabularies of the theories,
as Ernest Nagel emphasized in his book The Structure of Science) may entail the reduced
theory, or the reducing theory may (with bridge laws) entail that the reduced theory is
false, though true as a special case. When a successor theory utterly discredits an earlier
theory, showing not just that it is false but that it doesn’t even hold true in a special
case, no reduction relation can be claimed to obtain. Here we have theory replacement,
not reduction of any kind. This is arguably what happened when Lavoisier’s theory of
combustion replaced the phlogiston theory.

In the first chapter in this section, “1953 and All That: A Tale of Two Sciences,” Phi-
lip Kitcher defends the antireductionist position. He argues that the relationship of cur-
rent molecular theory to Mendel’s “laws” is best viewed as one of theory replacement,
not theoretical reduction. C. Kenneth Waters takes issue with Kitcher’s arguments in
his chapter, “Why the Antireductionist Consensus Won't Survive the Case of Classical
Mendelian Genetics.”

The question of how Mendelian genetics is related to molecular biology is an in-
stance of a larger question. Reductionism is often understood as a thesis about the
whole of science. The idea is that the social sciences reduce to psychology, psychology
to biology, biology to chemistry, and chemistry to physics. Like a nested set of Russian
dolls, all sciences above the level of physics reduce to physics, directly or indirectly.
Understood in this way, reductionism is a thesis about how the true theories that
have been discovered (or will be discovered) in different sciences are related to each
other. Truth cannot conflict with truth, so it is obvious that all these true theories are
compatible with each other. But X’s reducing to Y requires something more than just
that X and Y be mutually consistent. One standard idea of what reduction requires is
that Y must explain everything that X explains, and that Y must explain why X is true
(to the extent that it is). Reductionism thus can be associated with the slogan “in prin-
ciple, physics explains everything.”

Kitcher’s argument against reductionism in the case of Mendelian genetics draws on
an influential argument against this general reductionistic thesis. Hilary Putnam and
Jerry Fodor have both argued that macro-theories typically fail to reduce to micro-
theories. An instance of their claim is the thesis that population biology does not re-
duce to particle physics. I describe and criticize this antireductionist argument in my
chapter “The Multiple Realizability Argument Against Reductionism."”

VIl Essentialism and Population Thinking
The phrase “discerning the essence of things” usually is interpreted to mean that

one has identified what is most important. However, the phrase’s familiarity should
not lead us to forget that the word ‘“essence” is part of a substantive philosophical
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doctrine, one that has exercised a considerable influence on metaphysics, both ancient
and modern. Essentialism is a doctrine about natural kinds. Gold is a kind of thing;
there are many samples of gold and they differ from each other in numerous respects.
In the light of this diversity among gold things, how should science endeavor to
understand what gold is?

The essentialist replies that science aims to discover properties that are separately
necessary and jointly sufficient for being gold. If all and only the specimens of gold
have a particular atomic number, then that atomic number may be the essence of
gold. Discovery of essences is not an idle exercise but is fundamental to science’s search
for explanation. We understand what gold is by seeing what all gold things have in
common. Understood in this way, the existence of variation within a kind is a distrac-
tion from what is important. Gold things vary from each other, but this variation
needs to be set aside. Variation is a veil that we must see through if we are to see what
is important.

In “Typological versus Population Thinking” Ernst Mayr argues that evolutionary
biology has rejected essentialism in favor of an alternative philosophical framework,
which he terms population thinking. I try to provide further clarification of Mayr’s the-
sis in my chapter “Evolution, Population Thinking, and Essentialism.” According to
Mayr, essentialism may be a good research strategy when chemists try to understand
gold, but it would be disastrous as a strategy for investigations in population biology.
From a Darwinian point of view, the most important thing to understand about a spe-
cies is how the individuals in it vary. This variation is what permits the species to
evolve. A deep understanding of populational phenomena does not require that we
brush aside the variation and discern what all members of a population have in com-
mon; rather, we have to characterize the variation and understand how it affects the
ways in which the population will change.

IX Species

When philosophers try to cite examples of natural kinds, they often mention chemical
elements and biological species. I just exemplified half this pattern by describing gold
as a natural kind whose essence is its atomic number. But is it correct to think of spe-
cies in the same way? Is the house mouse (Mus musculus) a kind of creature in the same
way that gold is a kind of stuff? And when we speak of “human nature,” are we suppos-
ing that there is some property (an essence) that all and only the members of our spe-
cies possess?

In ““A Matter of Individuality,” David Hull articulates a position that he and the biol-
ogist Michael Ghiselin have developed. Picking up on Mayr’s anti-essentialism, they
argue that species are individuals, not natural kinds. Species are born and die and have
a significant degree of internal cohesiveness while they persist. Hull defends the idea
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that a species is an integrated gene pool; organisms belong to the same species not be-
cause they are similar to each other, but because they reproduce with each other. Indi-
vidualists such as Hull and Ghiselin have therefore endorsed Ernst Mayr’s biological
species concept, which defines a species as a group of populations that interbreed
with each other but not with other populations.

Baum and Donoghue, in their chapter “Choosing Among Alternative ‘Phylogenetic’
Species Concepts,” oppose the biological species concept and other species concepts
that are, in their terminology, “character-based.” This is not because they embrace the
idea that species are natural kinds. Rather, they favor a “history-based” species concept
that groups individuals into species according to their genealogical relationships. Con-
sider four contemporaneous organisms a, b, ¢, and d. The fact that a and b breed with
each other, but cannot interbreed with ¢ and d, does not show that a and b belong to a
species that does not include ¢ and d. Perhaps a and c are more closely related to each
other than either is to b and d. If so, it won't be true that a and b belong to a species
that fails to include c.

As noted above, Hull argues for the thesis that species are individuals by emphasiz-
ing certain similarities between species and individual organisms. Organisms are born
and die, and their cells interact in ways that affect their mutual survival; they have a
common fate. In similar fashion, species originate in speciation events and go extinct,
and their member organisms affect each other’s chances for long-term reproductive
success by virtue of belonging to a common gene pool. The disagreement between
Mayr’s species concept and various phylogenetic species concepts arises from a differ-
ence between species and many organisms. The cells of an organism interact with
each other, thus affecting their future, and those same cells also trace back to an em-
bryo. The cells have a special history unique to them and their current interactions
means that their futures are bound together by a common fate. However, not all in-
dividuals are like this. Consider a fleet of ships. Their forming a single armada means
that their futures are bound together, but the ships may have very different genealo-
gies. Ships a and b may belong to one fleet while ships ¢ and d belong to another,
even though a and c were built in one shipyard while b and d were built in another.
Grouping by current interactions can cross-cut grouping by genealogy. Are organisms
to be grouped into species by their current reproductive interactions, or by their
genealogies?

X Phylogenetic Inference

We do not directly observe that human beings are more closely related to mice than
either is to snakes. Rather, we observe various characteristics that the three groups dis-
play; what we observe are patterns of similarity and difference. Human beings and
mice are warm-blooded, but snakes are not. Mice and snakes do not have opposable
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Character (a) 1 1 0 1 1 0
Character (b) 1 0 0 1 0 0
Taxa H M S H M S
>/
Ancestral state 0 0
(HM)S H(MS)
Figure P.1

Two kinds of similarity. (a) When H and M share a derived character (1) that S lacks, (HM)S is
more parsimonious than H(MS); (b) when M and S share an ancestral character (O) that H lacks,
(HM)S and H(MS) are equally parsimonious.

thumbs, but human beings do. How are we to use observations such as these to infer
phylogenetic relationships?

In “The Logical Basis of Phylogenetic Analysis,”” James Farris argues for a hypothetico-
deductive approach. We should choose genealogical hypotheses on the basis of their
explanatory power, where the most explanatory hypothesis is the one that is most par-
simonious. Farris endorses the cladistic idea that the parsimony of a phylogenetic hy-
pothesis should be measured by counting the number of independent originations of
features that the hypothesis requires to explain the data. The fact that human beings
and mice are warm-blooded, while snakes are not, favors the (HM)S hypothesis over
the H(MS) hypothesis. (HM)S means that humans and mice have a common ancestor
that is not an ancestor of snakes. However, the fact that mice and snakes lack oppos-
able thumbs, while human beings have them, is not evidence favoring H(MS) over
(HM)S. The reason can be understood by considering figure P.1.

The two characters depicted in the figure are each dichotomous, with “0” in each
case representing the state of the ancestor that humans, mice, and snakes share, and
““1"” representing the derived (= non-ancestral) character state. The distribution of char-
acter (a) across the three taxa has humans and mice sharing a derived character state (a
“synapomorphy”’). If a tree begins in state 0, how many changes must occur in the
tree’s interior to produce the distribution of character (a) found at the tips? The answer
is that (HM)S requires that there be at least one change, while H(MS) requires at least
two. Thus (HM)S is the more parsimonious explanation of character (a). Character (b)
is different. Here the similarity that unites mice and snakes is ancestral (a “symplesio-
morphy”’). Notice that (HM)S and H(MS) can each explain the distribution of character
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(b) by postulating that a single change has occurred; the two trees are equally parsimo-
nious. This explains why cladistic parsimony involves a rejection of the idea that over-
all similarity is to be taken as evidence of phylogenetic relatedness; some similarities
provide such evidence, but others do not. If you are inclined to think that the warm-
bloodedness of humans and mice indicates that they are more closely related to each
other than either is to snakes, you are agreeing with the dictates of cladistic parsimony.
And if you also think that the absence of an opposable thumb in mice and snakes is
not evidence that they are more closely related to each other than either is to humans,
you are here agreeing with cladistic parsimony as well.

Whereas Farris thinks of phylogenetic inference from a hypothetico-deductive point
of view, Joseph Felsenstein’s approach is statistical. In his article ‘“Cases in which Parsi-
mony and Compatibility Methods Will Be Positively Misleading,” Felsenstein addresses
a question about the property of statistical consistency. A method of inference is statis-
tically consistent if it is bound to converge on the true hypothesis as the data set is
made large without limit. Felsenstein assumes that an acceptable method of phyloge-
netic inference must be consistent and then constructs a simple example in which par-
simony fails to converge on the truth. In his own article, Farris discusses Felsenstein’s
argument and points out that the assumptions Felsenstein makes about the evolution-
ary process are unrealistic; Farris concludes from this that Felsenstein’s argument does
not demonstrate any defect in the parsimony criterion. For himself, Felsenstein agrees
that the assumptions he makes that allow him to derive the result about statistical in-
consistency are unrealistic, however, he takes this to show that parsimony must make
substantive assumptions about the evolutionary process. Parsimony is not a “purely
methodological” inference criterion, but makes sense only to the extent that its im-
plicit assumptions about the evolutionary process are correct.

One of the principal issues that divides Farris and Felsenstein concerns how much
one must know about the evolutionary process before one can make inferences con-
cerning genealogical relationships. Farris maintains that relatively modest assumptions
suffice to justify the method of cladistic parsimony; Felsenstein holds that the assump-
tions required for one to use cladistic parsimony, or any other method, are far more
substantive.

Xl Race—Social Construction or Biological Reality?

Does group selection occur? Is adaptationism true? These questions, addressed in previ-
ous chapters, can be answered only after one clarifies what group selection is and what
adaptationism asserts. The question ““do races exist?”’ conforms to the same pattern.
How should the concept of race be defined? One possibility, discussed by Kwame
Anthony Appiah in his chapter “Why There Are no Human Races,” is provided by the
thesis of racialism, which is a version of essentialism (the subject of part VIII). This is
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the idea that we can “divide human beings into a small number of groups, called
‘races,” in such a way that the members of these groups shared certain fundamental,
heritable, physical, moral, intellectual, and cultural characteristics with each other
that they did not share with members of any other race.” Appiah argues that if this is
what races are, then races do not exist. They are like phlogiston and witches—things
thought at one time to exist, but which later scientific inquiry has discredited. When
people talk of races, they are imposing on reality a set of categories of their own devis-
ing, rather than describing nature as it really is.

Racial essentialism is not the only way to answer the question of what a race is. Per-
haps races can be conceptualized as biological subspecies. If so, the doubts that biolo-
gists have had about the reality of subspecies in general will be relevant to assessing the
reality of human races in particular. And conversely, if subspecies are legitimate taxo-
nomic categories, human races may be so as well. One way to approach this question is
via the taxonomic philosophy of pheneticism. Pheneticists define taxa by forming sim-
ilarity clusters. The members of a taxon need not all possess a set of characteristics that
is unique to them (as the essentialist demands). Rather, they must be more similar to
each other than they are to other individuals not in the taxon. If we cluster human
beings in this way, will the resulting taxonomy approximate what human beings call
races? If clustering yielded this result, phenetic races would exist, even if essentialist
races do not. But what if the clusters are miles away from what people in a country
(the United States, for example) call “races?”

Here we must attend to a distinction that Appiah discusses, and which also figures
prominently in Robin Andreasen’s chapter “A New Perspective on the Race Debate.”
If similarity groupings of human beings don’t correspond much to what people ordi-
narily call races, then the pheneticist will conclude that common sense races do not
exist. But this leaves open the possibility that phenetic races exist. It’s just that people
have often misconceived what races are. Here’s an analogy: at one time people thought
that whales are fish. Scientific taxonomy eventually rejected this idea, but did not con-
clude that fish is not a proper taxon. Rather, the conclusion was drawn that fish com-
prise a taxon whose membership differs from what people had thought. Even if
common sense races do not exist, it is an open question whether scientific races exist.

Andreasen introduces a third way of clarifying the question of whether races exist,
one that she thinks is superior to both essentialism and pheneticism. This is provided
by cladistics. Cladism is a taxonomic philosophy according to which a scientifically
legimate taxon is a monophyletic group. A monophyletic group is comprised of an an-
cestor and all its descendants. Birds constitute a real taxon, not because they are similar
to each other, but because Aves is monophyletic. If a bird gave birth to an organism
that lacked wings, that wingless organism would still be a bird. According to the clad-
istic point of view, if the human species contains distinct lineages that rarely if ever in-
terbreed, those lineages comprise cladistic races. Andreasen argues that human races
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were at one time a biological reality, but more recently the reproductive separation of
lineages started to break down. For Andreasen, races once existed but now they are on
the way out.

XII  Cultural Evolution

Do cultures evolve in a way that is structurally similar to the way that biological popu-
lations evolve? In the biological process of natural selection, organisms participate in a
struggle for existence; evolution occurs because fitter organisms tend to outsurvive
their less fit competitors. In a process of cultural selection, the ideas in a culture com-
pete with each other in a marketplace, where fitter ideas are the ones that tend to
attract more adherents. By this process, the mix of ideas in a culture changes. One dif-
ference between these cases concerns the mode of transmission. Biological traits are
transmitted from parents to offspring by the passing along of genes, while ideas are
transmitted from teachers to students by learning. But this point aside, the analogy
seems clear-cut.

In their chapter “Does Culture Evolve?”’ Joseph Fracchia and Richard C. Lewontin
pose a number of challenges for the project of modeling cultural change as an evolu-
tionary process. At the most general level, they doubt that a single “transhistorical
law or generality” can explain the dynamics of all cultural change and they also doubt
that the evolutionary approach will be able to capture “the particularity, the unique-
ness of all historical phenomena.” They also have more specific objections. Fracchia
and Lewontin note that recent evolutionary models of cultural change (as opposed to
nineteenth-century progressivist theories of cultural development) depict culture in
terms of the traits (ideas) of individuals. The state of a culture is given by the frequen-
cies of different ideas in it. Fracchia and Lewontin object to this reductionist
approach—a country’s military power and its gross domestic product cannot be repre-
sented at the level of individuals, so the evolutionary approach will fail to capture how
these social facts are causes and effects in social change. The problem of methodologi-
cal individualism is a standard part of the philosophy of the social sciences, and here
we see it making itself felt in the philosophy of biology.

In my chapter “Models of Cultural Evolution,” I try to explain how selectional
models of cultural evolution and selectional models of biological evolution are related
to each other by focusing on how each understands the concepts of fitness and hered-
ity. I discern three types of model, not just two, and then discuss the distinction be-
tween source laws and consequence laws that I developed in my book The Nature of
Selection. Given a set of heritable traits that differ in fitness, a selectional model will be
able to compute the consequences of those initial conditions by describing how the
population is apt to change. However, such models are often silent on why the traits
have the fitness values they do. It is one thing to describe the consequences of fitness
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differences, another thing to describe their sources. Models of cultural evolution have
mainly focused on describing the consequences of fitness differences, while saying little
about the sources. For example, the decline in birth rate that occurred in nineteenth-
century Italy can be described as a process of cultural selection in which the trait of
having fewer children had higher cultural (not biological) fitness than the trait of hav-
ing more. There is nothing false about this description, but it does leave unanswered
the question of why preferences about family size suddenly changed, or why women
suddenly had the power to control their own reproduction in ways that were not pos-
sible before.

One important distinction to bear in mind in thinking about cultural evolution is
the difference between the following two questions: Do cultural traits ever evolve by a
process of cultural selection? How useful is this way of thinking about cultural change
for answering the questions that historians and social scientists wish to address? The
intelligibility of an approach and its fruitfulness are separate matters.

Xl  Evolutionary Ethics

In Sociobiology: The New Synthesis, Edward O. Wilson suggests that “‘the time has come
for ethics to be removed temporarily from the hands of the philosophers and biologi-
cized.” In “Moral Philosophy as Applied Science,” Wilson and Michael Ruse set forth
their reasons for thinking that evolutionary biology has a great deal to contribute to
our understanding of morality. Philip Kitcher responds skeptically in his chapter
“Four Ways of ‘Biologicizing’ Ethics.”

A central distinction that is relevant to understanding this dispute is that between
descriptive and normative statements. A descriptive statement describes what is the
case without commenting on whether the facts that obtain are good or bad, just or un-
just, and so on. A normative statement makes judges about whether something is good
or bad, right or wrong, etc. These two sets of statements are sometimes called is-
statements and ought-statements, but it would be a mistake to think that descriptive
statements never contain the word “ought” and that normative statements never use
the word “is.” The statement “many people think that capital punishment ought to be
abolished” is descriptive, not normative, while the statement “slavery is wrong” is nor-
mative, not descriptive.

When we ask whether evolutionary biology has anything useful to say about ethics,
we need to divide this question in two. Does evolutionary biology help us understand
why this or that normative statement is true or false? Does evolutionary biology help
us understand why this or that descriptive statement about ethics is true or false? It is
perfectly possible that evolutionary biology throws light on why human beings have
the ethical beliefs and feelings they do, and yet says nothing about which of those eth-
ical beliefs (if any) are true. Wilson and Ruse maintain that evolutionary considerations
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are relevant to both types of inquiry; it is important to bear in mind that separate argu-
ments are required to establish that both types of relevance exist.
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1 The Propensity Interpretation of Fitness

Susan K. Mills and John H. Beatty

The concept of “fitness” is a notion of central importance to evolutionary theory. Yet the inter-
pretation of this concept and its role in explanations of evolutionary phenomena have remained
obscure. We provide a propensity interpretation of fitness, which we argue captures the intended
reference of this term as it is used by evolutionary theorists. Using the propensity interpretation
of fitness, we provide a Hempelian reconstruction of explanations of evolutionary phenomena,
and we show why charges of circularity which have been levelled against explanations in evolu-
tionary theory are mistaken. Finally, we provide a definition of natural selection which follows
from the propensity interpretation of fitness, and which handles all the types of selection dis-
cussed by biologists, thus improving on extant definitions.

The testability and logical status of evolutionary theory have been brought into ques-
tion by numerous authors in recent years (e.g., Manser 1965, Smart 1963, Popper
1974). Many of the claims that evolutionary theory is not testable, that it parades tau-
tologies in the guise of empirical claims, and that its explanations are circular, resulted
from misunderstandings which have since been rebuked (e.g., by Ruse 1969, 1973, and
Williams 1970, 1973a, 1973b). Yet despite the skilled rejoinders which have been given
to most of these charges, the controversy continues to flourish, and has even found its
way beyond philosophical and biological circles and into the pages of Harpers Maga-
zine. In the spring of 1976, journalist Tom Bethell reported to the unsuspecting public
that:

Darwin’s theory...is on the verge of collapse in his famous book, On the Origin of Species ... Dar-
win made a mistake sufficiently serious to undermine his theory. The machinery of evolution that
he supposedly discovered has been challenged, and it is beginning to look as though what he
really discovered was nothing more than the Victorian propensity to believe in progress. (1976,
p.- 72)

Those familiar with the details of evolutionary theory, and with the history of this

controversy, will rightfully feel no sympathy with such challenges, and may wonder

From Philosophy of Science, 1979, 46: 263-286. © 1979 by the Philosophy of Science Association.
All rights reserved. Reprinted by permission of The University of Chicago Press.
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whether it is worth bothering with them. But the fact is that there is a major problem
in the foundations of evolutionary theory which remains unsolved, and which con-
tinues to give life to the debate. The definition of fitness remains in dispute, and the
role of appeals to fitness in biologists’ explanations is a mystery. This is a problem
which ought to concern biologists and philosophers of science, quite independent of
the vicissitudes of the controversy which it perpetuates.

Biologists agree on how to measure fitness, and they routinely appeal to fitness in
their explanations, attributing the relative predominance of certain traits to the rela-
tive fitness of those traits. However, these explanations can and have been criticized
on the grounds that, given the definitions of fitness offered by most biologists, these
explanations are no more than redescriptions of the phenomena to be explained (e.g.,
Popper 1974, Manser 1965, Smart 1963). Philosophers have proposed new treatments
of fitness designed to avoid these charges of explanatory circularity (e.g., Hull 1974 and
Williams 1973a). Unfortunately, none of these interpretations succeeds in avoiding the
charges, while providing a definition useful to evolutionary theory.

Thus it is high time that an analysis of fitness is provided which reveals the empirical
content implicit in evolutionary biologists’ explanations. To this end, we propose and
defend the propensity interpretation of fitness. We argue that the propensity interpreta-
tion captures the intended reference of “fitness” as biologists use the term. Further,
using this interpretation, we show how references to fitness play a crucial role in
explanations in evolutionary theory, and we provide a Hempelian reconstruction of
such explanations which reveals the precise nature of this role. We answer the charges
of explanatory circularity leveled against evolutionary theory by showing how these
charges arise from mistaken interpretations of fitness.

The concepts of fitness and natural selection are closely linked, since it is through the
process of natural selection that the fittest gain predominance, according to the theory
of evolution. Thus it is not surprising to find misinterpretations of fitness paralleled by
misunderstandings of natural selection. The propensity analysis suggests a definition of
“selection” which (unlike previously proposed definitions) accords with all the diverse
types of selection dealt with by biologists.

But before proceeding with the positive analyses just promised, we consider the
charge of explanatory circularity which arises from the lack of a satisfactory interpreta-
tion of fitness, and the reasons for the inadequacy of the replies so far offered in answer
to the charge.

The Charge of Circularity
According to the most frequently cited definitions of “fitness,” that term refers to the

actual number of offspring left by an individual or type relative to the actual contribu-
tion of some reference individual or type. For instance, Waddington (1968, p. 19) sug-
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gests that the fittest individuals are those which are “most effective in leaving gametes
to the next generation.” According to Lerner (1958), “the individuals who have more
offspring are fitter in the Darwinian sense.” Grant (1977, p. 66) construes fitness as “a
measure of reproductive success.” And Crow and Kimura (1970, p. 5) regard fitness ““as
a measure of both survival and reproduction” (see also Dobzhansky 1970, pp. 101-
102; Wilson 1975, p. 585; Mettler and Gregg 1969, p. 93).

These definitions of “fitness” in terms of actual survival and reproductive success are
straightforward and initially intuitively satisfying. However, such definitions lead to
justifiable charges that certain explanations invoking fitness differences are circular.
The explanations in question are those which point to fitness differences between al-
ternate types in a population in order to account for (1) differences in the average oft-
spring contributions of those phenotypes, and (2) changes in the proportions of the
types over times (i.e., evolutionary changes). Where fitness is defined in terms of sur-
vival and reproductive success, to say that type A is fitter than type B is just to say
that type A is leaving a higher average number of offspring than type B. Clearly, we
cannot say that the difference in fitness of A and B explains the difference in actual
average offspring contribution of A and B, when fitness is defined in terms of actual
reproductive success. Yet, evolutionary biologists seem to think that type frequency
changes (i.e., evolutionary changes) can be explained by invoking the relative fitnesses
of the types concerned. For instance, Kettlewell (1955, 1956) hypothesized that fitness
differences were the cause of frequency changes of dark- and light-colored pepper
moths in industrial areas of England. And he devised experiments to determine
whether the frequency changes were correlated with fitness differences. Several philos-
ophers have pointed to the apparent circularity involved in these explanations. Manser
(1965) describes Kettlewell’s account of the frequency differences in terms of fitness dif-
ferences as “only a description in slightly theory-laden terms which gives the illusion
of an explanation in the full scientific sense” (1965, p. 27).

The whole idea of setting up empirical investigations to determine whether fitness
differences are correlated with actual descendant contribution differences seems ab-
surd, given the above definitions of “fitness.” If this type of charge is coupled with
the assumption that the only testable claims of evolutionary theory are of this variety,
(i.e., tests of whether individuals identified as “the fittest”” are most reproductively suc-
cessful), then it appears that evolutionary theory is not testable. As Bethell puts it, “If
only there were some way of identifying the fittest before-hand, without always having
to wait and see which ones survive, Darwin’s theory would be testable rather than tau-
tological” (1976, p. 795).

However, as Ruse (1969) and Williams (1973a) have made clear, this latter charge is
mistaken. Evolutionary theory embodies many testable claims. To take but one of
many examples cited by Williams, Darwinian evolutionary theory predicted the exis-
tence of transitional forms intermediate between ancestral and descendant species. The
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saltationist (creationist) view of the origin of species which was accepted at the time
when Darwin wrote on The Origin of Species predicted no such plethora of intermediate
forms. Ruse has called attention to the predictions concerning distributions of types in
populations which can be made on the basis of the Hardy—Weinberg law (1973, p. 36).

While these replies are well taken, they fail to clarify the role of fitness ascriptions in
evolutionary theory. We agree with Williams and Ruse that evolutionary theory does
make testable claims, and that many of these claims can be seen to be testable without
providing an analysis of the role of fitness ascriptions. Nevertheless, some claims
of evolutionary theory cannot be shown to be empirical without clarifying the role of
“fitness.” Moreover, our understanding of other straightforwardly empirical claims of
evolutionary theory will be enhanced by an explication of the role of “fitness” in these
claims.

What Fitness Is Not

There are two questions to be clarified in defining fitness: What sorts of entities does
this predicate apply to, and what does it predicate of these entities? Both these ques-
tions have received disparate answers from various biologists and philosophers. Fitness
has been claimed to apply to types (e.g., Dobzhansky 1970, pp. 101-102; Crow and
Kimura 1970) as well as individuals (Lerner 1958, Waddington 1968, p. 19). As will
become apparent in the course of the positive analysis, the question of what sorts of
entities “fitness”” applies to should not be given a univocal answer. Fitness may be pre-
dicated of individual organisms, and (in a somewhat different sense) of phenotypes
and genotypes. In this section we will only consider the question of what one is predi-
cating of individuals and types in ascribing them a fitness value, according to the
various proposals under scrutiny.

Before moving on to alternatives to the definition of “fitness” in terms of actual sur-
vival and reproductive success, we need to consider the acceptability of this definition,
independent of the criticism that it leads to explanatory circularity. This criticism
alone is obviously not sufficient to show that the interpretation is incorrect. For propo-
nents of this definition can reply that fitness is actual reproductive success, since that is
the way biologists use the term, and there is no other feasible definition. The fact that
references to fitness lead to explanatory circularity just shows that fitness has no ex-
planatory role to play in evolutionary theory. In fact, Bethell (1976, p. 75) makes this
latter claim, and even maintains that biologists have abandoned references to fitness in
their accounts of evolutionary phenomena. This is a scandalous claim.! A survey of
evolutionary journals like American Naturalist and Evolution reveals that fitness ascrip-
tions still play a major role in explanations of evolutionary phenomena. Indeed, the
current literature on evolutionary theory reveals that the notion of fitness is of tremen-
dous concern. Rather than abandoning the notion, modern evolutionary biologists
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have chosen to refine and extend it. Levins (1968) has raised the problem of fitness
in changing environments. Thoday (1953) has pointed to the distinction between
shortterm and long-term fitness. Analysis of and evidence for “variable fitness” or “fre-
quency dependent fitness” was given by Kojima (1971). The effects of “overdominance
with regard to fitness” on the maintenence of polymorphisms continue to be studied.
And one very promising model of sociobiological evolution has been developed via an
extension of traditional notions of fitness (the new notion is one of “inclusive fitness”
[cf. Hamilton 1964]. As we will argue below, biologists are well advised not to abandon
references to fitness, for such references play a crucial role in explanations of evolu-
tionary phenomena.

Fortunately, we do have grounds quite independent of the issue of explanatory circu-
larity for deeming inadequate definitions of “fitness” in terms of actual survival and re-
productive success. For such definitions conflict with biologists’ usage of the term, as is
demonstrated by the following considerations. Surely two organisms which are geneti-
cally and phenotypically identical, and which inhabit the same environment, should
be given the same fitness value. Yet where fitness is defined in terms of actual number
of offspring left, two such organisms may receive radically different fitness values, if it
happens that one of them succeeds in reproducing while the other does not. Scriven
(1959) invites us to imagine a case in which two identical twins are standing together
in the forest. As it happens, one of them is struck by lightning, and the other is spared.
The latter goes on to reproduce while the former leaves no offspring. Surely in this case
there is no difference between the two organisms which accounts for their difference in
reproductive success. Yet, on the traditional definition of “fitness,” the lucky twin is far
fitter. Most undesirably, such a definition commits us to calling the intuitively less fit
of two organisms the fitter, if it happens that this organism leaves the greater number
of offspring of the two.?

Nor can these counterintuitive results be avoided by shifting the reference of fitness
from individual organisms to groups. For, precisely as was the case with individuals,
the intuitively less fit subgroup of a population may by chance come to predominate.
For example, an earthquake or forest fire may destroy individuals irrespective of any
traits they possess. In such a case, we do not wish to be committed to attributing the
highest fitness values to whichever subgroup is left.

Since an organism’s traits are obviously important in determining its fitness, it is
tempting to suggest that fitness be defined entirely independently of survival and re-
production, as some function of traits. Hull (1974) hints at the desirability of such a
definition. This suggestion derives prima facie support from the fact that given such a
definition, explanations of differential offspring contribution which appeal to differ-
ences in fitness are noncircular. However, no one has seriously proposed such a defini-
tion, and it is easy to see why. The features of organisms which contribute to their
survival and reproductive success are endlessly varied and context dependent. What
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do the fittest germ, the fittest geranium, and the fittest chimpanzee have in common?
It cannot be any concretely characterized physical property, given that one and the
same physical trait can be helpful in one environment and harmful in another. This
is not to say that it is impossible that some as yet unsuspected (no doubt abstractly
characterized) feature of organisms may be found which correlates with reproductive
success. Rather, it is just to say that we need not, and should not, wait for the discovery
of such a feature in order to give the definition of “fitness.”

So far, we have seen that we cannot define fitness simply in terms of survival and re-
productive success. But we cannot define fitness entirely independently of any refer-
ence to survival and reproduction, either. An ingenious alternative to either of these
approaches has been offered by Williams (1970, 1973a). She suggests that we regard
“fitness” as a primitive term of evolutionary theory, and that we therefore refuse to de-
fine it. As she points out, in the formal axiomatization of a theory, it is not possible
that all terms be explicitly defined, on pain of circularity. However, the fact that we
cannot formally define all the terms of a theory within the framework of the theory
does not prevent us from stepping outside the theory and explaining the meaning of
the term in a broader linguistic framework.3 Such an explication need not amount to
anything as restrictive as an operational definition or an explicit definition making the
term eliminable without loss from the theory. Rather, such an explication should allow
us to understand what sort of property fitness is, its relation to natural selection, and
the role of references to fitness in evolutionary theorists’ explanations. Thus, our criti-
cism of Williams is not that she is wrong about fitness but that she does not go far
enough. We believe that a more thorough explication is possible, through the propen-
sity interpretation of fitness.*

Propensity Analysis of Fitness

Levins (1968) has remarked that “fitness enters population biology as a vague heuristic
notion, rich in metaphor but poor in precision.” No doubt this is accurate as a charac-
terization of the unclarity surrounding the role of fitness in evolutionary theory, even
among biologists who use the term. But such unclarity is quite compatible with the
fact that fitness plays an essential explanatory role in evolutionary theory. It is to the
task of increasing the precision of the concept of fitness as well as making explicit this
explanatory role that we now turn.

We have already seen that fitness is somehow connected with success at survival and
reproduction, although it cannot be defined in terms of actual survival and reproduc-
tive success. Why have evolutionary biologists continued to confuse fitness with actual
descendant contribution? We believe that the confusion involves a misidentification
of the post facto survival and reproductive success of an organism with the ability of an
organism to survive and reproduce. We believe that ‘““fitness” refers to the ability.
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Actual offspring contribution, on the other hand is a sometimes reliable—sometimes
unreliable—indicator of that ability. In the hypothetical cases above, actual descen-
dant contribution is clearly an unreliable indicator of descendant contribution capa-
bility. The identical twins are equally capable of leaving offspring. And the camouflaged
butterfly is more capable of leaving offspring than is the noncamouflaged butterfly.

Thus, we suggest that fitness be regarded as a complex dispositional property of
organisms. Roughly speaking, the fitness of an organism is its propensity to survive and
reproduce in a particularly specified environment and population. A great deal more
will have to be added before the substance of this interpretation becomes clear. But be-
fore launching into details, let us note a few general features of this proposal.

First, if we take fitness to be a dispositional property of organisms, we can immedi-
ately see how references to fitness can be explanatory.® The fitness of an organism
explains its success at survival and reproduction in a particular environment in the
same way that the solubility of a substance explains the fact that it has dissolved in a
particular liquid. When we say that an entity has a propensity (disposition, tendency,
capability) to behave in a particular way, we mean that certain physical properties of
the entity determine, or are causally relevant to, the particular behavior whenever the
entity is subjected to appropriate “triggering conditions.” For instance, the propensity
of salt to dissolve in water (the “water solubility”” of salt) consists in (i.e., “water solu-
bility” refers to) its ionic crystalline character, which causes salt to dissolve whenever
the appropriate triggering condition—immersion in water—is met. Likewise, the fit-
ness of an organism consists in its having traits which condition its production of oft-
spring in a given environment. For instance, the dark coloration of pepper moths in
sooted, industrial areas of England effectively camouflages the moths from predators,
enabling them to survive longer and leave more offspring. Thus, melanism is one of
many physical properties which constitute the fitness, or reproductive propensity, of
pepper moths in polluted areas (in the same sense that the ionic crystalline character
of salt constitutes its propensity to dissolve in water).

The appropriate triggering conditions for the realization of offspring contribution
dispositions include particular environmental conditions. We do not say that melanic
moths are equally fit in polluted and unpolluted environments any more than we
claim that salt is as soluble in water as it is in mercury or swiss cheese.®

In addition to the triggering conditions which cause a disposition to be manifested,
we must, in explaining or predicting the manifestation of a disposition, consider
whether any factors other than the relevant triggering conditions were present to inter-
fere with the manifestation. When we say that salt has dissolved in water because it is
soluble in water, we assume the absence of disturbing factors, such as the salt’s having
been coated in plastic before immersion. Likewise, when we explain an organism’s (or
type’s) offspring contribution by referring to its degree of fitness, we assume, for in-
stance, that environmental catastrophes (e.g., atomic holocausts, forest fires, etc.) and



10 Susan K. Mills and John H. Beatty

human intervention have not interfered with the manifestation offspring contribution
dispositions. In general, we want to rule out the occurrence of any environmental con-
ditions which separate successful from unsuccessful reproducers without regard to
physical differences between them.

Now let us fill in some of the details of this proposal. First, we must clarify the view
of propensities we are presupposing. In our view, propensities are dispositions of indi-
vidual objects. It is each hungry rat which has a tendency or propensity to move in
the maze in a certain way, not the class of hungry rats. Classes—abstract objects, in
general—do not have dispositions, tendencies, or propensities in any orthodox sense
of the term.” This aspect of propensities in general is also a feature of the (unexpli-
cated) notion of fitness employed by biologists. Evolutionary biologists often speak of
fitness as if it were a phenotypic trait—i.e., a property of individuals. For instance, Wal-
lace (1963, p. 633) remarks, “That instances of overdominance exist, especially in rela-
tion to a trait as complex as fitness, is generally conceded.”

However, evolutionary biologists also employ a notion of fitness which refers to types
(e.g., Dobzhansky 1970, pp. 101-102). Fitness cannot be a propensity in this case,
although as we will argue, it is a derivative of individual fitness propensities. Thus,
we will introduce two definitions of ““fitness’: Fitness; of individual organisms and
fitness; of types.

Fitness;: Fitness of Individual Organisms

A paradigm case of a propensity is a subatomic particle’s propensity to decay in a cer-
tain period of time. Whether a particle decays during some time interval is a qualita-
tive, nonrepeatable property of that particle’s event history. It might initially be
thought that “propensity to reproduce” is also a qualitative nonrepeatable property of
an organism: either it reproduces during its lifetime, or it does not. However, the prop-
erty of organisms which is of interest to the evolutionary biologist is not the organ-
ism’s propensity to reproduce or not to reproduce, but rather the quantity of offspring
which the organism has the propensity to contribute. For the evolutionary biologist is
interested in explaining proportions of types in populations, and from this point of
view, an organism which leaves one offspring is much more similar to an organism
which leaves no offspring than it is to an organism which leaves 100 offspring. Thus,
when we speak of “reproductive propensity,” this should be understood as a quantita-
tive propensity like that of a lump of radioactive material (considered as an individual)
to emit particles over time, rather than as a ““yes-no” propensity, like that of an indi-
vidual particle to decay or not decay during some time interval.

It may have struck the reader that given this quantitative understanding of “propen-
sity to reproduce,” there are many such propensities. There is an organism’s propensity
to leave zero offspring, its propensity to leave 1 offspring, 2 offspring, ..., n offspring
(during its lifetime). Determinists might claim that there is a unique number of off-
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spring which an organism is determined to leave (i.e., with propensity 1) in a given en-
vironment. For nondeterminists, however, things are more complicated. Organisms
may have propensities of different strengths to leave various numbers of offspring.
The standard dispositions philosophers talk about are tendencies of objects to instanti-
ate certain properties invariably under appropriate circumstances. But besides such
““deterministic” dispositions, there are the tendencies of objects to produce one or an-
other of a distribution of outcomes with predetermined frequency. As Coffa (1977)
argues, it seems just as legitimate to suppose there are such nondeterministic, ‘““proba-
bilistic”” causes as to posit deterministic dispositions.?

If we could assume that there were a unique number of offspring which any or-
ganism is determined to produce (i.e., which the organism has propensity 1 to pro-
duce), then the fitness; of an organism could be valued simply as the number of
offspring which that organism is disposed to produce. But since it is quite possible
that organisms may have a range or distribution of reproductive propensities, as
was suggested above, we derive fitness; values taking these various propensities into
consideration.

Unfortunately, we also cannot simply choose the number of offspring which an or-
ganism has the highest propensity to leave—that is, the mode of the distribution. For in
the first place, an organism may not have a high propensity to leave any particular
number of offspring. In the second place, there may not be one number of offspring
which corresponds to the mode of the distribution. For example, an organism might
have a .5 propensity to leave 10 offspring and a .5 propensity to leave 20 offspring.
And finally, even if there is a number of offspring which an organism has a signifi-
cantly higher propensity to leave than any other number of offspring, we must take
into account the remainder of the distribution of reproductive propensities as well.
For example, an organism with a .7 propensity to leave 5 offspring and a .3 propensity
to leave 50 offspring is very different from an organism with a .7 propensity to leave 5
offspring and a .3 propensity to leave no offspring, even though each has the propen-
sity to leave 5 offspring as its highest reproductive propensity.°

In lieu of these considerations, one might suggest that the fitness; of an organism be
valued in terms of the entire distribution of its reproductive propensities. The simplest
way to do this is just to assign distributions as values. For example, the fitness; of an
imaginary organism x might be the following distribution.

number of offspring 1 2 3 4 5 6 7 8 9 10
propensity .05 .05 .05 .2 .3 .2 .05 .05 .0S

However, our intuitions fail us in regard to the comparison of such distributions. How
can we determine whether one organism is fitter than another, on the basis of their
distributions alone? For instance, is x fitter or less fit than y and z, whose distributions
(below) differ from x’s?
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number of offspring 1 2 3 4 5 6 7 8 9 10
y 1.0
z 5 3 2

In order to avoid the uncertainties inherent in this method of valuation, and still
take into account all an organisms’ reproductive propensities, we suggest that fitness;
values reflect an organism’s expected number of offspring. The expected value of an
event is the weighted sum of the values of its possible outcomes, where the appropriate
weights are the probabilities of the various outcomes. As regards fitness;, the event
in question is an individual’s total offspring contribution. The possible outcomes
01,0z,...,0, are contributions of different numbers of offspring. Values (1,2,...,n) of
the outcomes correspond to the number of offspring left. And the weighting proba-
bility for each outcome O; is just the organism'’s propensity to contribute i offspring.
Thus the imaginary organisms x, y, and z above all have the same expected number
of offspring, or fitness value, of 5.

We propose, then, that “individual fitness” or “fitness;” be defined as follows:

The fitness; of an organism x in environment E equals n =4 n is the expected number
of descendants which x will leave in E.1°

It may have occurred to the reader that the fitness values assigned to organisms are
not literally propensity values, since they do not range from O to 1. But this does not
militate against our saying that the fitness of an organism is a complex of its various
reproductive propensities. Consider for comparison another dispositional property of
organisms: their intelligence. If everyone could agree that a particular intelligence test
really measured intelligence, then an organism’s intelligence could be defined as the
expected score on this test. (We would not value intelligence as the score actually
obtained in a particular taking of the test, for reasons precisely analogous to those
which militate against definitions of fitness in terms of actual numbers of organisms
left. Intelligence is a competence or capacity of organisms, rather than simply a mea-
sure concept.) Obviously, intelligence would not be valued as the strength of the pro-
pensity to obtain a particular score. Similarly, it is the expected number of offspring
which determines an organism’s fitness values, not the strength of the propensity to
leave a particular number of offspring.

Fitness;: Fitness of Types
Having defined fitness;, we are in a position to define the fitness, of types. As will be-
come apparent in what follows, it is the fitness of types which figures primarily in
explanations of microevolutionary change.

Intuitively, the fitness of a type (genotype of phenotype) reflects the contribution
of a particular gene or trait to the expected descendant contribution (i.e., the fitness;)
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of possessors of the gene or trait. Differences in the contributions of alternate genes or
traits would be easy to detect in populations of individuals which were phenotypically
identical except in regard to the trait or gene in question. In reality, though, indi-
viduals differ with regard to many traits, so that the contribution of one or another
trait to fitness; is not so straightforward. In fact, the notion of any simple, absolute
contribution is quite meaningless. For a trait acts in conjunction with many other
traits in influencing the survival and reproductive success of its possessors. Thus, its
contribution to different organisms will depend upon the different traits it is associated
with in those organisms.

Yet, in order to explain the evolution and/or persistence of a gene or its phenotypic
manifestation in a temporally extended population, we would like to show that pos-
sessors of the gene or trait were generally better able to survive and reproduce than pos-
sessors of alternate traits or genes. (By “alternate genes”” we mean alternate alleles, or
alternate genes at the same locus of the chromosome. ““Alternate traits” are phenotypic
manifestations of alternate genes.) In other words, we want to invoke the average
fitness; of the members of each of the types under consideration. Let us refer to aver-
age fitness; as “‘fitness,.” Given some information about the fitness, of each of a set of
alternate types in a population, and given some information about the mechanisms of
inheritance involved, we can predict and explain the evolutionary fate of the genes
or traits which correspond to the alternate types. For instance, if we knew that pos-
sessors of a homozygous-based trait were able to contribute a higher average number of
offspring than possessors of any of the alternate traits present in the population, we
would have good grounds for predicting the eventual predominance of the trait in the
population.

As the above discussion suggests, we actually invoke relative fitness, values in predic-
tions and explanations of the evolutionary fate of genes and traits. That is, we need to
know whether members of a particular type have a higher or lower average fitness; in
order to predict the fate of the type. In order to capture this notion, and to accommo-
date biologists’ extensive references to “relative fitness’”’ or “Darwinian fitness,” we in-
troduce “relative fitness,.” Given a set of specified alternate types, there will be a type
which is fittest in the fitness, sense (i.e., has highest average fitness;, designated ‘“Max
Fitness;,"’). Using this notion of Max Fitness;, we define relative fitness, as follows:

The relative fitness, of type X in E =, the fitness, of X in E/Max fitness; in E

The role of relative fitness, ascriptions in evolutionary explanations has been
acknowledged (for instance by Williams’s “condition 3” in her analysis of functional
explanations [1976]). Yet very little attention has been paid to the establishment of
these ascriptions. Perhaps we should say a few words about these claims. For it might
be supposed that the only way in which fitness, ascriptions can be derived is through
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measurements of actual average offspring contributions of types. If this were the case,
even though “fitness,” is not defined in terms of such measures (so that explanations
employing fitness, ascriptions to explain actual offspring contribution differences
would not be formally circular), claims concerning the influence of fitness, differences
upon offspring contribution could not be tested. This would obviously be disastrous for
our analysis.

Evolutionary biologists frequently derive relative fitness claims from optimality
models (e.g., Cody 1966); this is basically an engineering design problem. It involves
determining, solely on the basis of design considerations, which of a set of specified al-
ternate phenotypes maximizes expected descendant contribution. The solution to such
a problem is only optimal relative to the other specified alternatives (there may be an
unspecified, more optimal solution). Thus, optimality models provide some insight
into the relative fitness of members of alternate types.

The theorems derived from optimality models can be confirmed by measurements of
actual descendant contribution. Such measures can also be used to generate fitness;
ascriptions. Given evidence that descendant contribution was affected primarily or
solely by individual propensities for descendant contribution, we can infer that descen-
dant contribution measurements are indicative of individual or type fitness.

Explaining Microevolutionary Phenomena

Having elaborated the notions of fitness; and relative fitness,, we hope to show how
these concepts function in explanations of evolutionary phenomena. Perhaps the
clearest means of showing this is to work through an example of such an explanation.
The example we are going to consider involves a change in the proportion of the two
alleles at a single chromosomal locus, and a change in the frequency of genotypes asso-
ciated with this locus, in a large population of organisms. In this population, at the
locus in question, there are two alleles, A and a. A is fully dominant over a, so that AA
and Aa individuals are phenotypically indistinguishable with respect to the trait deter-
mined by this locus. This trait is the “natural gun” trait. All individuals which are ei-
ther homozygous (AA) or heterozygous (Aa) at this locus have a natural gun, whereas
the unfortunate individuals of genotype aa have no gun. Let us suppose that for many
generations this population has lived in peace in an environment E, in which no am-
munition is available. (Were the terminology not in question, we would say that there
had been no “selective pressure” for or against the natural gun trait.) However, at gen-
eration n, environment E changes to environment E’, by the introduction of ammuni-
tion usable by the individuals with natural guns. At generation n, the proportion of A
alleles is .5 and the proportion of a alleles is .5, with the genotypes distributed as
follows:

AA: .25 Aa: .50 aa: .25.
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What we want to explain is that in generation n + 1, the new frequency of genotypes is
as follows:

AA: 29 Aa: .57 aa: .14.

Let us suppose that the large size of this population makes such a change in fre-
quency extremely improbable (p = .001) on the basis of chance.

We need two pieces of information concerning this population in order to explain
the change in frequency. We need to know (1) the relative fitness, of the natural gun
and non-natural gun types, and (2) whether any conditions obtain which would inter-
fere with the actualization of the descendant contribution propensities which the rela-
tive fitness, valuations reflect. As was noted above, the fact that an organism does not
survive and reproduce in an environment in which periodic cataclysms occur is no
indication of its fitness (any more than the failure of salt to dissolve in water when
coated with plastic would count against its solubility).

The latter qualification, stating that no factors other than fitness, differences were re-
sponsible for descendant contribution, corresponds to the “extremal clause,” which, as
Coffa (1977, p. 194) has made clear, is a component in the specification of most scien-
tific laws. Such clauses state that no physical properties or events relevant to the occur-
rence of the outcome described in the law (other than those specified in the initial
conditions) are present to interfere with that outcome. In stating scientific laws, the as-
sumption is often tacitly made that no such disturbing factors are present. But as Coffa
has pointed out, it is important to make this assumption explicit in an extremal clause.
For, no scientific law can be falsified by an instance in which the event predicted by
the law fails to occur, unless the extremal clause is satisfied. Thus, our ability to fill in
the details of the extremal clause will determine our ability to distinguish between con-
texts which count as genuine falsifications of a law and contexts which do not. The
fact that evolutionary theorists are fairly specific about the types of conditions which
interfere with selection is an indication in favor of the testability of claims about fit-
ness. As noted above, the influence of fitness upon offspring contribution is disturbed
by any factors which separate successful from unsuccessful reproducers without regard
to physical differences between them. In addition, certain other evolutionary factors
such as mutation, migration, and departures from panmixia may disturb the system-
atic influence of fitness differences between types upon proportions of those types in
subsequent generations.

Let us suppose that we do know the relative fitnesses; of the natural gun and non-
natural gun types, and let us suppose the natural selection conditions are present (i.e.,
nothing is interfering with the manifestation of the fitness propensities). This informa-
tion together with the relevant laws of inheritance will allow us to predict (and ex-
plain) the frequencies of types in generation n + 1. We need not detail the principles
of inheritance which allow this computation here (since they are available in any
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genetics text) other than to note that the Hardy—Weinberg Law allows us to compute
the relative frequencies of types in a population, given information about the herit-
ability of the types in question together with hypotheses about fitness, differences.

In light of these considerations, we construct the promised schema as follows:

1. In E’, in generation n, the distribution of genotypes is:
AA: .25 Aa: .50 aa: .25.

2. (x)(AAx o tx) & (x)(Aax o tx) & (x)(aax > —tx)

3. In E/, the relative fitness, of type t is 1.0.

4. In E’, the relative fitness, of type not-t is 0.5.

5. For any three distinct genotypes X, Y, Z (generated from a single locus), if the pro-
portions of X, Y, Z in generation n are P, Q, and R, respectively, and if the relative
fitnesses, of genotypes X, Y, and Z are F(Y) and F(Z), respectively, then the proportion
of X in generation n + 1 is:

P-F(X)/P-F(X)+Q-F(Y)+R-F(Z).

6. EC(E).
7. Given the size of population P, the probability that the obtained frequencies were
due to chance is less than .001.

In E’ at generation n + 1 the frequency of genotypes is:
AA: .29 Aa: .57 aa: .14.

This explanation is of the inductive-statistical variety, with the strength of the con-
nection between explanans and explanadum determined, as indicated in premise (7),
by the size of the population. Premise (1) is, obviously, a statement of the initial con-
ditions. Premise (2) allows us to determine which genotypes determine each pheno-
type: all individuals with genotype AA or Aa have trait t, and all individuals of
genotype aa lack trait £. Premises (3) and (4) indicate the relative fitness, of types t
and not-f in environment E. Premise (5) is the above-mentioned consequence of the
Hardy-Weinberg Law which allows computation of the expected frequencies in gener-
ation n + 1, given information about reproductive rates at generation n, together with
information about initial frequences of individuals of each genotype at generation n.
Premise (6) affirms that the extremal clause (EC) was satisfied—that is, that the ‘“‘nat-
ural selection conditions” were present for the environment (E) in question. Thus we
can infer that propensities to contribute descendants will be reflected in actual repro-
ductive rates. Each genotype receives the relative fitness, associated with the pheno-
type it determines, as indicated in premise (2). Thus by substitution of the values
provided in premises (3) and (4) in formula (5) (i.e.,, X = AA, F(X) =1.0, P = .25;
Y =Aa, F(Y)=1.0, Q=.50,..., eta.) we can obtain the values which appear in the
explanandum.



The Propensity Interpretation of Fitness 17

To summarize, from knowledge of (1) initial frequencies of genotypes in generation
n, (2) the relative fitness, of those genotypes, and (3) the fact that the extremal clause
was satisfied, we can infer what the frequencies of genotypes will be in generation
n+1.

Of course, in this admittedly artificial example, it was presumed that the appropriate
relative fitness, values were known. This suggests that we somehow investigated repro-
ductive capabilities, and not just reproductive differences. We must emphasize, how-
ever, that actual reproductive differences may be regarded as measures of differences
in reproductive capability, as long as the measured differences are statistically significant.
This is the means of fitness determination in many, if not most, evolutionary investi-
gations. But this must not mislead the reader into identifying fitness with actual repro-
ductive contribution. For statistically significant differences would not be required to
establish fitness differences in this case. Rather, statistically significant differences are
required to establish that certain variables (fitness differences, in this case) are causally
connected with other variables (in this case, differences in offspring contribution). Sta-
tistically significant differences are thus quite appropriate measures for fitness differ-
ences, given the propensity interpretation of fitness.

Having explained the role of statistical significance in measuring fitness differences,
we can now consider a more realistic example of the role of fitness in population
biology. Certainly one of greatest controversies in the history of population genetics
concerns the differences in fitness of heterozygotes and homozygotes. The importance
of the controversy lies in the fact that if heterozygotes are generally fitter than homo-
zygotes, then breeding groups will retain a greater amount of genetic variation then if
homozygotes were generally superior in fitness. And the amount of variation present
in a population is of considerable importance to the evolutionary fate of the popula-
tion. (For instance, greater variation provides some “flexibility” in the sense that a
genetically variable population has more alternatives for adapting to changing envi-
ronmental conditions.) Theodosius Dobzhansky, a principal protagonist in this contro-
versy, maintained that heterozygotes at many loci were fitter than homozygotes at the
same loci, and he and his collaborators gathered a good deal of statistically significant
data to support this contention.

For instance, in one article, it was reported that members of the species Drosophila
pseudoobscura which were heterozygous in regard to the structure of their third
chromosome were more viable than the flies which were homozygous. Dobzhansky
et al. correlated viability differences (note that viability differences are dispositional
property differences) with fitness differences, and they performed a statistical analysis
on their data, in order to conclude that “heterosis [heterozygote superiority in fitness]
has...developed during the experiment, as indicated by the attainment of equilibrium
and by a study of the viability of the flies derived from the cage. Both tests gave statis-
tically significant results” (1951, p. 263). Again, statistical significance would be of no
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concern if fitness were identified straightforwardly with offspring contribution. Sta-
tistical significance is important, however, if fitness is identified with phenotypic prop-
erties causally connected with offspring contribution.

As these examples demonstrate, fitness ascriptions play not only a legitimate, but a
crucial role in explanations of evolutionary change. While biologists have not been
able to justify their usage of the concept of “fitness,” their usage of that concept has
nevertheless been consistent and appropriate. Philosophers have accused biologists of
giving circular explanations of evolutionary phenomena because they have only taken
into account the definitions of fitness biologists explicitly cite, and they have not
looked for the interpretation implicit in biologists’ usage.

A Propensity Analysis of Natural Selection

One consequence of our propensity interpretation of fitness is that the analysis also
points to an improved definition of ‘“natural selection.” As was noted earlier, the con-
cepts of fitness and natural selection are inextricably bound—so much so that misin-
terpretations of fitness are reflected in misinterpretations of natural selection.

Thus, according to one of the more popular interpretations of natural selection, that
process occurs whenever two or more individuals leave different numbers of offspring,
or whenever two or more types leave different average numbers of offspring. For exam-
ple, Crow and Kimura (1970) stipulate that ‘“‘selection occurs when one genotype
leaves a different number of progeny than another” (p. 173). Insofar as it is correct to
say that the fittest are selected, this definition of “selection” clearly reflects a definition
of “fitness” in terms of actual descendant contribution.

But surely these definitions (see also Wallace 1963, p. 160; Wilson 1975, p. 489) do
not adequately delimit the reference of “natural selection.” For evolutionary biologists
do not refer to just any case of differential offspring contribution as “natural selection.”
For instance, if predatory birds were to kill light- and dark-colored moths indiscrimin-
ately, and yet by chance killed more light than dark ones, we would not attribute the
differential offspring contribution of light and dark moths to natural selection. But if
the dark coloration acted as camouflage, enabling the dark moths to escape predation
and leave more offspring, we would attribute the resulting differential offspring contri-
bution to the action of natural selection. For only in the latter case are differences in
offspring contribution due to differences in offspring contribution dispositions.

Thus, Kettlewell (1955, 1956) did not presume to have demonstrated the occurrence
of natural selection simply by pointing out the dramatic increase in frequency of dark-
colored pepper moths within industrial areas of England. In order to demonstrate that
selection (vs. chance fluctuations, migration, etc.) had accounted for the change, Ket-
tlewell had to provide evidence that the dark-colored moths were better able to survive
and reproduce in the sooted forests of these regions. Nor did Cain and Sheppard (1950,
1954) and Ford (1964) consider differential contribution to be a sufficient demonstra-
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tion of natural selection in their celebrated accounts of the influence of selection on
geographical distribution. In order to support the hypothesis that natural selection
had affected the geographic distribution of various color and banding-pattern traits of
snails of the species Cepaea nemoralis, these men argued that the colors and band-
patterns peculiar to an area were correlated with the background color and uniformity
of that area. More precisely, yellow snails were predominant in green areas; red and
brown snails were predominant in beechwoods (“with their red litter and numerous
exposures of blackish soil” [Ford 1964, p. 153]); and unbanded shells were predomi-
nant in more uniform environments. These traits effectively camouflaged their pos-
sessors from the sight of predators (Ford 1964, p. 155), thus enabling suitably marked
snails to contribute more offspring than the unsuitably marked snails.

In each of these cases, selection is construed as involving more than just differential
perpetuation. Rather, selection involves differential perpetuation caused by differential
reproductive capabilities. So, just as we amended traditional definitions of “fitness” to
take into account descendant contribution propensities, we must also amend tradi-
tional definitions of “selection” so as to emphasize the role of differential descendant
contribution propensities. Selection, properly speaking, involves not just the differen-
tial contribution of descendants, but a differential contribution caused by differential
propensities to contribute. On the basis of these considerations, let us define “indi-
vidual selection” and ‘‘type selection” as follows:

Natural selection is occurring in population P in environment E with regard to
organisms x, y, z (members of P) =4 x, y, z differ in their descendant contribution
dispositions in E, and these differences are manifested in E in P.

Natural selection is occurring in population P in environment E with regard to types
X,Y,Z (included in P) =4 members of X, Y, Z types differ in their average descendant
contribution dispositions in E, and these differences are manifested in E in P.

We know from our previous analysis that when organisms leave numbers of offspring
which reflect their reproductive propensities (i.e., when reproductive propensities are
manifesting themselves) in a particular environment, this implies that no factors are
interfering with the manifestation of these propensities (cf. our remarks on extremal
clauses above). Put more positively, we have grounds for believing that, for example,
no cataclysms, cases of human intervention, and so forth are occurring. Of course, the
occurrence of natural selection is not precluded by the incidence of such factors. Fitter
individuals might leave more offspring than less fit individuals (on account of their fit-
ness differences), even though non-discriminating factors are operating to minimize
the reproductive effects of fitness differences. In other words, the incidence of non-
discriminating factors will not necessarily override the effects of fitness differences.
Thus, we do not have to rule out the occurrence of non-selective factors in our defini-
tion of “natural selection.” But in explanations (such as our Hempelian schema above)
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of the precise evolutionary effects of selection, we must take these non-selective factors
into account.

Conclusion

A science may well progress even though its practitioners are unable to account for
aspects of its foundations in any illuminating way. We believe that this has been the
case with evolutionary theory, but that the propensity analysis of fitness which we
have described captures the implicit content in biologists’ usage of the term. The pro-
pensity interpretation allows us to reconstruct explanations of microevolutionary phe-
nomena in such a way that these explanations appear to be entirely respectable and
noncircular. By their form, and by inspection of the premises and conclusion, such
explanations appear to satisfy Hempelian adequacy requirements for explanations,
and even appear to incorporate recent modifications of the Hempelian model for in-
ductive explanations (Coffa 1974). We chose an example of microevolutionary change,
since we wanted the least complicated instance possible in order to illuminate the form
of explanations utilizing fitness ascriptions. We know of no reason to believe that a
similar reconstruction could not be given for the case of macroevolutionary change.!

Notes

We wish to thank Professor Michael Ruse, for initially drawing our attention to the problems of
the logical status of evolutionary theory, and for insightful criticisms of an early draft of this
chapter. We are heavily indebted to Alberto Coffa, for providing us with explications both of pro-
pensities and of the nature of explanation, and for innumerable criticisms and suggestions. Ron
Giere also suggested that the propensity interpretation was a little more complex than we origi-
nally suspected. However, we claim complete originality for our mistakes.

1. Bethell may have been misled by the fact that evolutionary biologists recognize mechanisms of
evolutionary change other than fitness differences (e.g., drift). Nevertheless, there is no question
that fitness differences have been and still are considered effective in producing evolutionary
changes.

2. The counter-intuitiveness of the traditional definition is also suggested by the following hypo-
thetical case. Imagine two butterflies of the same species, which are phenotypically identical ex-
cept that one (C) has color markings which camouflage it from its species’ chief predator, while
the second (N) does not have such markings and is hence more conspicuous. If N nevertheless
happens to leave more offspring than C, we are committed on the definition of fitness under con-
sideration to conclude that (1) both butterflies had the same degree of fitness before reaching ma-
turity (i.e., zero fitness) and (2) in the end, N is fitter, since it left more offspring than C.

3. Gary Hardegree suggested this to us in conversation.
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4. As we recently learned, Mary Williams supports the propensity interpretation and has, inde-
pendently, worked toward an application of this interpretation.

5. Where fitness is defined as a propensity we can also squeeze the empirical content out of the
phrase “survival of the fittest” (i.e., the claim that the fittest survive), which has frequently been
claimed to be tautological (e.g., by Bethell 1976, Popper 1974, and Smart 1963. Just as the claim
that “the soluble (substance) is dissolving” is an empirical claim, so the claim that those which
could gain predominance in a particular environment are in fact gaining predominance, is an em-
pirical claim. In short, to claim that a dispositional property is manifesting itself is to make an em-
pirical claim. Such a claim suggests that the conditions usually known to trigger the manifestation
are present, and no factors are present to override this manifestation. It seems plausible to inter-
pret “the survival of the fittest’” as a loose way of claiming that the organisms which are leaving
most offspring are also the most fit. That this is a plausible interpretation of Darwin’s use of the
phrase is also suggested by Darwin’s concern (in The Origin of Species) to demonstrate that condi-
tions favoring natural selection are widely in effect. But it should be emphasized that nothing
hinges on providing such an interpretation for “the survival of the fittest.” This catch-phrase is
not an important feature of evolutionary theory, in spite of the controversy its alleged tautological
status has generated.

6. As this discussion suggests, an organism’s fitness is not only a function of the organism’s traits,
but also of characteristics of the organism’s environment. Actually, this function may be even
more complicated. For evolutionary biologists have also noted that the fitness of an individual
may depend upon the characteristics of the population to which it belongs. For instance, there is
evidence of “frequency dependent selection” in several species of Drosophila (Kojima 1971). This
kind of selection is said to occur whenever the fitness of a type depends upon the frequency of the
type. Some types appear to be fitter, and are selected for, when they are rare. Thus, fitness is rela-
tive to environmental and population characteristics. And consequently, the appropriate trigger-
ing conditions for the realization of descendant contribution dispositions include environmental
and population structure conditions.

7. Given propensities apply to individual objects, (rather than chance set-ups or sequencies of
trials) we also take them to be ontologically real—not merely epistemic properties. Our view is
similar to Mellor’s (for a good review of the views on propensities, cf. Kyburg 1974), but it most
closely follows Coffa’s analysis (1977, and his unpublished dissertation, Foundations of Inductive
Explanation).

8. While an organism has a number of different propensities to leave n offspring, for different
values of n, we do not have the additional complication that an organism has a number of differ-
ent propensities to leave a particular number of offspring, n. An object has many different relative
probabilities to manifest a given property, depending on the reference class in which it is placed.
(In practice, choice of reference classes is dependent on our knowledge of the statistically relevant
features of the situation.) But an object’s propensity to manifest a certain property is a function of
all of the causally relevant features of the situation, independent of our knowledge or ignorance of
these factors. The totality of causally relevant features detemines the unique correct reference
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class, and thus the unique strength of the propensity to manifest the property in question. (Thus
it cannot be the case that an object has more than one propensity to manifest a particular prop-
erty in a particular situation.)

9. It might initially be thought that these examples are highly artificial, since there are no such
“bimodal” organisms. But organisms tend to have offspring in litters and swarms. For such organ-
isms, their offspring contribution propensities will cluster around multiples of numbers typical of
the litter or hatching size.

10. A note of clarification is in order concerning our definition of “fitness;.” It is not clear
whether ‘“‘expected descendant contribution” refers to expected offspring contribution, or
expected second-generation descendant contribution, or expected 100th generation descendant
contribution. The problem can be illustrated as follows. One kind of individual may contribute a
large number of offspring which are all very well adapted to the environment into which they are
born, but cannot adapt to environmental changes. As a result, an individual of this type contrib-
utes a large number of offspring at times t, but due to an environmental change at t + At, these
offspring in turn leave very few offspring, so that the original individual actually has very few
second- or third-generation descendants. On the other hand, individuals of an alternate type
may leave fewer offspring, yet these offspring may be very adaptable to environmental changes.
Thus, although an individual of the latter type contributes a lower average number of offspring
at time ¢, that individual may have a greater descendant contribution at t + At. Which individual
is fitter? We suggest differentiating between long-term fitness and short-term fitness—or between
first-generation fitness, second-generation fitness, ..., n-generation fitness. Thus, the latter type is
fitter in the long term, while the former is fitter in the short term.

11. A great deal more needs to be done by way of clarifying the concepts of fitness and natural
selection, given the many uses biologists make of these concepts. But we believe that the broad
analyses we have given provide an adequate framework within which further distinctions and
clarifications can be made. For example, within the categories of fitness; and relative fitness,, dis-
tinctions can be drawn between short- and long-term fitness, by distinguishing between propen-
sities to leave descendants in the short run (in the next few generations) vs. propensities to leave
descendants in the long run (cf. note 10).

The propensity interpretation also lends itself to the much-discussed notion of ‘“frequency
dependent fitness,” wherein the fitness of a type differs according to the frequency of the type.
Certain cases of mimicry have been explained via reference to frequency dependent fitness. For
instance, it has been suggested that the mimetic resemblance of a prey species to a distasteful
model may enhance the survival of the mimics so long as they are rare, because individual preda-
tors most readily learn to avoid the distasteful type (and hence the mimic) when the model is
more common than the mimic. Surely the survival ability of the mimics, and not just their sur-
vival rates, are enhanced by the scarcity of their type.

The sociobiological notion of “inclusive fitness” also seems susceptible to a propensity analysis.
Biologists have invoked this notion in order to explain the evolution of certain altruistic traits.
The idea (very simply) is that some of the organisms benefiting from an altruistic action may be
genetically related to the altruistic actor, and may therefore share the behavioral trait which led to
the action (if the trait is genetically based). Thus, although an altruistic action may decrease the
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fitness; of the actor, it may increase the fitness, of the altruistic trait. As a result, the trait may
come to predominate within the population. “Inclusive fitness” values have been proposed as ap-
propriate indicators of the evolutionary fate of altruistic traits. These values take into account not
only the effect of altruistic actions upon the fitness of the actors, but also the probability that the
action will benefit genetic relatives, and the extent of the benefit to relatives (cf. Hamilton 1964).
Our colleague Greg Robischon is currently considering a propensity interpretation of inclusive
fitness.
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2 The Two Faces of Fitness

Elliott Sober

The concept of fitness began its career in biology long before evolutionary theory was
mathematized. Fitness was used to describe an organism’s vigor, or the degree to which
organisms “fit” into their environments. An organism’s success in avoiding predators
and in building a nest obviously contributes to its fitness and to the fitness of its off-
spring, but the peacock’s gaudy tail seemed to be in an entirely different line of work.
Fitness, as a term in ordinary language (as in ‘‘physical fitness”’) and in its original bio-
logical meaning, applied to the survival of an organism and its offspring, not to sheer
reproductive output (Cronin 1991, Paul 1992). Darwin’s separation of natural from
sexual selection may sound odd from a modern perspective, but it made sense from
this earlier point of view.

Biologists came to see that this limit on the concept of fitness is theoretically unjus-
tified. Fitness is relevant to evolution because of the process of natural selection. Selec-
tion has an impact on the traits that determine how likely it is for an organism to
survive from the egg stage to adulthood, but it equally has an impact on the traits
that determine how successful an adult organism is likely to be in having offspring.
Success concerns not just the robustness of offspring but their number. As a result, we
now regard viability and fertility as two components of fitness. If p is the probability
that an organism at the egg stage will reach adulthood, and e is the expected number
of offspring that the adult organism will have, then the organism'’s overall fitness is the
product pe, which is itself a mathematical expectation. Thus, a trait that enhances
an organism’s viability but renders it sterile has an overall fitness of zero. And a trait
that slightly reduces viability, while dramatically augmenting fertility, may be very fit
overall.

The expansion of the concept of fitness to encompass both viability and fertility
resulted from the interaction of two roles that the concept of fitness plays in evolution-
ary theory. It describes the relationship of an organism to its environment. It also has a

From Thinking About Evolution: Historical, Philosophical, and Political Perspectives, ed. Rama S. Singh,
Costas B. Krimbas, Diane B. Paul, and John Beatty, Volume 2 (Cambridge University Press, 2001),
pp- 309-321. Reprinted by permission of Cambridge University Press.
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mathematical representation that allows predictions and explanations to be formu-
lated. Fitness is both an ecological descriptor and a mathematical predictor. The descriptive
ecological content of the concept was widened to bring it into correspondence with
the role that fitness increasingly played as a mathematical parameter in the theory of
natural selection.

In this chapter I want to discuss several challenges that have arisen in connection
with idea that fitness should be defined as expected number of offspring. Most of
them are discussed in an interesting article by Beatty and Finsen (1989). Ten years
earlier, they had championed a view they dubbed ‘‘the propensity interpretation of fit-
ness” (Mills and Beatty 1979; see also Brandon 1978). In the more recent article, they
““turn critics.” Should fitness be defined in terms of a one-generation time frame—why
focus on expected number of offspring rather than grandoffspring, or more distant
descendants still? And is the concept of mathematical expectation the right one to
use? The details of my answers to these questions differ in some respects from those
suggested by Beatty and Finsen, but my bottom line will be the same—expected num-
ber of offspring is not always the right way to define fitness.

In what follows, I will talk about an organism’s fitness even though evolutionary
theory shows scant interest in individual organisms but prefers to talk about the fitness
values of traits (Sober 1984). Charlie the Tuna is not a particularly interesting object of
study, but tuna dorsal fins are. Still, for the theory of natural selection to apply to the
concrete lives of individual organisms, it is essential that the fitness values assigned to
traits have implications concerning the reproductive prospects of the individuals that
have those traits. How are trait fitnesses and individual fitnesses connected? Because
individuals that share one trait may differ with respect to others, it would be unreason-
able to demand that individuals that share a trait have identical fitness values. Rather,
the customary connection is that the fitness value of a trait is the average of the fitness
values of the individuals that have the trait. For this reason, my talk in what follows
about the fitness of organisms will be a harmless stylistic convenience.

To begin, let us remind ourselves of what the idea of a mathematical expectation
means. An organism’s expected number of offspring is not necessarily the number of
offspring one expects the organism to have. For example, suppose an organism has
the following probabilities of having different numbers of offspring:

number (i) of offspring 0 1 2 3

probability (p;) of having exactly i offspring 0.5 0.25 0.125 0.125

The expected number of offspring is > ip; = 0(0.5) + 1(0.25) 4+ 2(0.125) + 3(0.125) =
0.875, but we do not expect the organism to have precisely 7/8ths of an offspring.
Rather, “expectation’”” means mathematical expectation, a technical term; the expected
value is, roughly, the (arithmetic) average number that the individual would have if it
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got to live its life again and again in identical circumstances. This is less weird than it
sounds; a fair coin has 3.5 as the expected number of times it will land heads if it is
tossed 7 times.

In this example, the expected number of offspring will not exactly predict an indi-
vidual’s reproductive output, but it will probably come pretty close. However, there
are cases in which the expected value provides a very misleading picture as to what
one should expect. Lewontin and Cohen (1969) develop this idea in connection with
models of population growth. Suppose, to use one of their examples, that each year a
population has a probability of 0.9 of having a growth rate of 1.1 and a probability of
0.1 of having a growth rate of 0.3. The expected (arithmetic mean) growth rate per year
is (0.9)(1.1) 4+ (0.1)(0.3) = 1.02; thus, the expected size of the population increases by
2% per year. At the end of a long stretch of time, the population’s expected size will be
much larger than its initial size. However, the fact of the matter is that the population
is virtually certain to go extinct in the long run. This can be seen by computing the
geometric mean growth rate. The geometric mean of n numbers is the nth root of their
product; because [(1.1)(0.3)]"/1? is less than unity, we expect the population to go ex-
tinct. To see what is going on here, imagine a very large number of populations that
each obey the specified pattern of growth. If we follow this ensemble for, say, 1000
years, what we will find is that almost all of the populations will go extinct, but a very
small number will become huge; averaging over these end results, we will obtain the
result that, on average, populations grow by 2% a year. Lewontin and Cohen point
out that this anomaly is characteristic of multiplicative processes.

A simpler and more extreme example that illustrates the same point is a population
that begins with a census size of 10 individuals and each year has a 0.5 chance of tri-
pling in size and a 0.5 chance of going extinct. After 3 years, the probability is 7/8 that
the population has gone extinct, but there is a probability of 1/8 that the population
has achieved a census size of (3)(3)(3)10 = 270. The expected size of the population is
(7/8)(0) 4+ (1/8)(270) = 33.75. This expected size can be computed by taking the
expected yearly growth rate of (0.5)(3) + (0.5)0 = 1.5 and raising it to the third power;
(1.5)(1.5)(1.5)10 = 33.75. In expectation, the population increases by 50% per year,
but you should expect the population to go extinct.

Probabilists will see in this phenomenon an analogue of the St. Petersburg paradox
(Jeffrey 1983). Suppose you are offered a wager in which you toss a coin repeatedly
until tails appears, at which point the game is over. You will receive 2" dollars, where n
is the number of tosses it takes for tails to appear. If the coin is fair, the expected payoff
of the wager is

(1/2)$2 + (1/4)84 + (1/8)$8 + - --

The expected value of this wager is infinite, but very few people would spend more
than, say, $10 to buy into it. If rationality means maximizing expected utility, then
people seem to be irrational—they allegedly should be prepared to pay a zillion dollars
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for such a golden opportunity. Regardless of whether this normative point is correct, I
suspect that people may be focusing on what will probably happen, not on what
the average payoff is over all possible outcomes, no matter how improbable. Notice that
the probability is only 1/8 that the game will last more than three rounds. What we
expect to be paid in this game deviates enormously from the expected payoff.

For both ecologists and gamblers, the same advice is relevant: Caveat emptor! If you
want to make predictions about the outcome of a probabilistic process, think carefully
before you settle on expected value as the quantity you will compute.

2.1 The Long-Term and the Short-Term

The definition of fitness as expected number of offspring has a one-generation time
scale. Why think of fitness in this way rather than as having a longer time horizon?
Consider figure 2.1 adapted from Beatty and Finsen (1989). Trait A produces more oft-
spring than trait B (in expectation) before time t*; however, after t*, A produces fewer
offspring than B, and in fact A eventually produces zero offspring. The puzzle is that A
seems to be fitter than B in the short term, whereas B seems to be fitter than A in the
long term. Which of these descriptions is correct?

The issue of whether fitness should be defined as a short-term or a long-term quan-
tity will be familiar to biologists from the work of Thoday (1953, 1958), who argued
that fitness should be defined as the probability of leaving descendants in the very
long run; he suggests 10® years as an appropriate time scale. Thoday (1958, p. 317)
says that a long-term measure is needed to obtain a definition of evolutionary progress.
This reason for requiring a long-term concept will not appeal to those who think that
progress is not a scientific concept at all (see, for example, discussion in Nitecki 1988
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Figure 2.1
Trait A is fitter than Trait B initially, but later on the reverse is true. This means that B has a higher
long-term fitness than A.
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and Sober 1994). Thoday’s argument also has the drawback that it repeatedly adverts to
the good of the species without recognizing that this may conflict with what is good
for individual organisms.

Setting aside Thoday’s reason for wanting a log-term concept of fitness, does this
concept make sense? Brandon (1990, pp. 24-5) criticizes Thoday’s approach and the
similar approach of Cooper (1984) on the grounds that selection “‘proceeds through
generational time” and “has no foresight.” I think both these criticisms miss the
mark. Long-term probabilities imply foresight no more than short-term probabilities
do. And the fact that selection occurs one generation at a time does not mean that it
is wrong to define a quantity that describes a trait’s long-term expected fate. Brandon
also faults Thoday’s proposal for failing to be operational. How are we to estimate the
probability that a present organism or species will have descendants in the distant
future? The point is well taken when the inference is prospective; in this case, the
short-term is more knowable than the long-term future. However, when we make retro-
spective inferences, the situation reverses. An inferred phylogeny may reveal that a
derived character displaced an ancestral character in one or more lineages. This infor-
mation may provide evidence for the claim that the derived trait had the higher long-
term fitness. In contrast, the one-generation fitnesses that obtained 60 million years
ago may be quite beyond our ken.

Rather than rejecting a long-term concept of fitness and defending a short-term mea-
sure, I suggest that there is frequently no need to choose. In the accompanying figure,
the y values for A and B at a given time tell us which trait had the higher short-term
fitness at that time. The long-term fitness of a trait—its fitness, say, from £, to t* or
from t, to t;—is a statistic that summarizes the relevant short-term values. There is no
paradox in the fact that A has the higher short-term fitness whereas B has the higher
long-term fitness. The same pattern can be found in two babies. The first has the
higher probability of reaching age 20, whereas the second has the higher probability
of surviving to age 60. The probability of a baby’s reaching age 60 is a product—Pr (sur-
viving to age 20 | you are a baby) Pr (surviving to age 60 | you have survived to age
20) = (s1)(s2). The first baby may have a higher value on s; than the second, whereas
the second has a higher value on s, than the first; overall, the first baby’s product may
be lower than that of the second. Long-term fitness is a coherent concept that may be
useful in the context of certain problems; however, its coherence and desirability do
not undermine the concept of short-term fitness.

2.2 When a One-Generation Time Frame Is Inadequate
The concept of short-term fitness discussed so far has a one-generation time frame—an

organism at the egg stage has a probability p of reaching reproductive age and, once it
is an adult, it has e as its expected number of offspring—the product pe is its overall
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fitness. However, a one-generation time frame will not always be satisfactory for the
concept of short-term fitness. Fisher’s (1930) model of sex ratio shows why (Sober
1984). If, in expectation, one female has 5 sons and 5 daughters whereas another pro-
duces 10 daughters and O sons, how can their different sex-ratio strategies make a dif-
ference in their fitnesses? Fisher saw that the answer is invisible if we think one
generation ahead but falls into place if we consider two. The sex ratio exhibited by a
female’s progeny influences how many grandoffspring she will have.

Other examples may be constructed of the same type. Parental care is a familiar
biological phenomenon, but let us consider its extension—care of grandoffspring. If A
individuals care for their grandoffspring, but B individuals do not, it may turn out that
A individuals are fitter. However, the advantage of A over B surfaces only if we consider
the expected numbers of grandoffspring that survive to adulthood. This example may
be more of a logical possibility than a biological reality; still, it and sex ratio illustrate
the same point. In principle, there is no a priori limit on the size of the time frame over
which the concept of fitness may have to be stretched. If what an organism does in its
lifetime affects the life prospects of organisms in succeeding generations, the concept
of fitness may have to encompass those far-reaching effects.

2.3 Stochastic Variation in Offspring Number

Let us leave the question of short-term versus long-term behind and turn now to the
question of whether fitness should be defined as a mathematical expectation. This is
not an adequate definition when there is stochastic variation in viability or fertility.
Dempster (1955), Haldane and Jayakar (1963), and Gillespie (1973, 1974, 1977) con-
sider stochastic variation among generations; Gillespie (1974, 1977) addresses the issue
of within-generation variation. These cases turn out to have different mathematical
consequences for how fitness should be defined. However, in both of them, selection
favors traits that have lower variances. In what follows, I will not attempt to reproduce
the arguments these authors give for drawing this conclusion. Rather, I will describe
two simple examples that exhibit the relevant qualitative features.

Let us begin with the case of stochastic variation among generations. Suppose a pop-
ulation begins with two A individuals and two B’s. A individuals always have two off-
spring, whereas the B individuals in a given generation all have one offspring or all
have three, with equal probability. Notice that the expected (arithmetic average) off-
spring number is the same for both traits—2. However, we will see that the expected
frequency of B declines in the next generation.

Assume that these individuals reproduce asexually and then die and that offspring
always resemble their parents. Given the numbers just described, there will be four A
individuals in the next generation and either two B individuals or six, with equal prob-
ability. Although the two traits begin with the same population frequency and have
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the same expected number of offspring, their expected frequencies in the next genera-
tion differ:

Expected frequency of A =(1/2)(4/6 + 4/10) = 0.535
Expected frequency of C = (1/2)(2/6 + 6/10) = 0.465

The trait with the lower variance can be expected to increase in frequency. The appro-
priate measure for fitness in this case is the geometric mean of offspring number aver-
aged over time; this is the same as the expected log of the number of offspring. Trait B
has the lower geometric mean because [(3)(1)]/? = 1.7 < [(2)(2)]"/? = 2. The geometric
mean is approximately the arithmetic expected number minus 2 /2.

Let us now consider the case of within-generation variance in offspring number. Gil-
lespie (1974) describes the example of a bird whose nest has a probability of escaping
predators of about 0.1. Should this bird put all its eggs in one nest or establish separate
nests? If the bird lays 10 eggs in just one nest, it has a probability of 0.9 of having 0
offspring and a probability of 0.1 of having 10. Alternatively, if the bird creates 2 nests
containing 5 eggs each, it has a probability of (0.9) of having 0 offspring, a probability
of 2(0.9)(0.1) of having 5, and a probability of (0.1)* of having 10. The expected value
is the same in both cases—1.0 offspring—but the strategy of putting all eggs in one
nest has the higher variance in outcomes. This example illustrates the idea of within-
generation variance because two individuals in the same generation who follow the
same strategy may have different numbers of offspring.

Does the process of natural selection vindicate the maxim that there is a disadvan-
tage in putting all one’s eggs in one basket? The answer is yes. To see why, let us exam-
ine a population that begins with two A individuals and two C’s. A individuals always
have two offspring, whereas each C individual has a 50% chance of having 1 offspring
and a 50% chance of having 3. Here C individuals in the same generation may vary
in fitness, but the expected value in one generation is the same as in any other. In
the next generation, there will be four A individuals. There are four equiprobable
arrangements of fitnesses for the two C individuals, and thus there are four equiprob-
able answers to the question of how many C individuals there will be in the next
generation—two, four, four, and six. The expected number of C individuals in the
next generation is four, but the expected frequencies of the two traits change:

Expected frequency of A = (1/4)(4/6 +4/8 +4/8+4/10) =0.52
Expected frequency of C = (1/4)(2/6 +4/8 +4/8 + 6/10) = 0.48

Once again, the trait with the lower variance can be expected to increase in frequency.

In this example, the population grows from four individuals in the first generation
to somewhere between 6 and 10 individuals in the second. Suppose we require that
population size remain constant; after the four parents reproduce, random sampling
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reduces the offspring generation to four individuals. When this occurs, the trait with
the higher variance has the higher probability of going extinct.

Gillespie (1974, 1977) constructed a model to describe the effect of within-
generation variance. A trait’s variance (0?) influences what happens only when
population size (N) is finite; in the infinite limit, variance plays no role. On the basis
of this model, Gillespie says that a trait’s fitness is approximately its arithmetic mean
number of offspring minus the quantity ¢2/N. Notice that this correction factor will
be smaller than the one required for between-generation variance if N > 2.

Why, in the case of within-generation variance, does the number of individuals (N)
in the whole population appear in the expression that describes the fitness of a single
trait, which may be one of many traits represented in the population? In our example,
why does the fitness of C depend on the total number of C and A individuals? And
why does the effect of selecting for lower variance decline as population size increases?
The reasons can be glimpsed in the simple calculation just described. To figure out the
expected frequency of C, we summed over the four possible configurations that the
population has in the next generation. There is a considerable difference among these
four possibilities—trait C’s absolute frequency is either 2/6, 4/8, 4/8, or 6/10. In con-
trast, if there were 2 C parents but 100 A’s, there still would be four fractions to con-
sider, but their values would be 2/202, 4/204, 4/204, and 6/206; these differ among
themselves much less than the four that pertain to the case of 2 A’s and 2 C’s. The
same diminution occurs if we increase the number of C parents; there would then be
a larger number of possible configurations of the next generation to consider, and
these would differ among themselves less than the four described initially. In the limit,
if the population were infinitely large, there would be no difference, on average, among
the different possible future configurations.

The presence of N in the definition of fitness for the case of within-generation vari-
ance suggests that the selection process under discussion is density dependent. Indeed,
Gillespie (1974, p. 602) says that the population he is describing is “density-regulated,”
for a fixed population size is maintained. However, we need to recognize two differ-
ences between the case he is describing and the more standard notion of density de-
pendence that is used, for example, to describe the effects of crowding. In the case of
crowding, the size of the population has a causal impact on an organism’s expected
number of offspring. However, the point of Gillespie’s analysis of within-generation
variance is to show that fitness should not be defined as expected number of offspring.
In addition, the case he is describing does not require that the size of the population
have any causal influence on the reproductive behavior of individuals. The two A’s
and two C’s in my example might be four cows standing in the four corners of a large
pasture; the two A’s have two calves each, whereas each of the C’s flips a coin to decide
whether she will have one calf or three. The cows are causally isolated from each other,
but the fitnesses of the two strategies reflect population size.
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In the two examples just presented, within-generation variance and between-
generation variance have been understood in such a way that the former entails the
latter, but not conversely. Because each C individual in each generation tosses a coin
to determine whether she will have one offspring or three, it is possible for the mean
offspring number produced by C parents in one generation to differ from the mean
produced by the C parents in another. However, B parents in the same generation al-
ways have the same number of offspring. What this means is that B is a strategy that
produces a purely between-generation variance, whereas C is a strategy that produces
both within- and between-generation variance.

In both of the examples I have described, the argument that fitness must reflect vari-
ance as well as the (arithmetic) mean number of offspring depends on the assumption
that fitnesses should predict frequencies of traits. If, instead, one merely demanded that
the fitness of a trait should allow one to compute the expected number of individuals
that will have the trait in the future, given the number of individuals that have the
trait initially, the argument would not go through. The expected number of individu-
als in some future generation is computed by using the arithmetic mean number of oft-
spring. When the population begins with two B individuals or with two C individuals,
the expected number of B or C individuals in the next generation is four. The value
that generates this next-generation prediction is two—the arithmetic mean of one
and three. Note that the variance in offspring number and the size of the whole popu-
lation (N) are irrelevant to this calculation.

That fitness is influenced by variance may seem paradoxical at first, but it makes
sense in the light of a simple mathematical consideration. If traits X and Y are exclu-
sive and exhaustive, then the number of X and Y individuals in a given generation
determines the frequencies with which the two types occur at that time; however, it is
not true that the expected number of X and Y individuals determines their expected fre-
quencies. The reason is that frequency is a quotient:

frequency of X individuals =
(number of X individuals)/(total number of individuals).

The important point is that the expected value of a quotient is not identical with the
quotient of expected values:

E(frequency of X individuals) #
E(number of X individuals)/E(total number of individuals).

This is why a general definition of fitness cannot equate fitness with expected offspring
number. The fitness values of traits, along with the number of individuals initially pos-
sessing each trait, are supposed to entail the expected frequencies of the traits one or
more generations in the future (if selection is the only force influencing evolutionary
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change). Expected number of offspring determines the value of the quotient on the
right, but the expected frequency is left open.

Notice that this point about the definition of fitness differs from the one that Lewon-
tin and Cohen (1969) made concerning population growth. Their point was to warn
against using the expected number of individuals as a predictor. The present idea is that
if one wants to predict the expected frequencies of traits, something beyond the expected
number of individuals having the different traits must be taken into account.

2.4 Conclusion

Evolutionists are often interested in long-term trends rather than in short-term
events. However, this fact about the interests of theorists does not mean that the theory
enshrines an autonomous concept called “long-term fitness.” The long-term is a func-
tion of what happens in successive short terms. This metaphysical principle is alive
and well in evolutionary theory. However, traits like sex ratio show that the short
term sometimes has to be longer than a single generation.

The example of sex ratio aside, we may begin thinking about the fitness of a trait by
considering a total probability distribution, which specifies an individual’s probability
of having 0,1,2, 3 ... offspring. The expected value is a summary statistic of this distri-
bution. Although this statistic sometimes is sufficient to predict expected frequencies,
it is not always a sufficient predictor; when there is stochastic variation in offspring
number, the variance is relevant as well.

Are the mean and variance together sufficient to define the concept of fitness? Beatty
and Finsen (1989) point out that the skew of the distribution is sometimes relevant.
In principle, fitness may depend on all the details of the probability distribution.
However, Gillespie’s analysis of within-generation variance leads to a more radical con-
clusion. When there is stochastic variation within generations, Gillespie says that the
fitness of a trait is approximately the mean offspring number minus ¢%/N. Notice that
the correction factor adverts to N, the population size; this is a piece of information
not contained in the probability distribution associated with the trait. It is surprising
that population size exerts a general and positive effect on fitness.

The results of Dempster, Haldane and Jayakar, and Gillespie show how the mathe-
matical development of a theoretical concept can lead to a reconceptualization of its
empirical meaning. In Newtonian mechanics, an object’s mass does not depend on its
velocity or on the speed of light; in relativity theory, this classical concept is replaced
with relativistic mass, which is the classical mass divided by (1 —v2/c2)'/2. As an
object’s velocity approaches zero, its relativistic mass approaches the classical value. In
similar fashion, the corrected definition of fitness approaches the “classical” definition
as a2 approaches zero. People reacted to Einstein’s reconceptualization of mass by say-
ing that it is strange and unintuitive, but the enhanced predictive power of relativity
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theory meant that these intuitions had to be re-educated. A definition of fitness that
reflects the expected number of offspring, the variance in offspring number, and the
population size yields more accurate predictions of expected population frequencies
than the classical concept, and so it is preferable for the same reason.

It is sometimes said that relativity theory would not be needed if all objects moved
slowly. After all, the correction factor (1 —v? /c2)Y? makes only a trivial difference
when v « c. The claim is correct when the issue is prediction, but science has goals
beyond that of making accurate predictions. There is the goal of understanding
nature—of grasping what reality is like. Here we want to know which laws are true,
and relativity theory has value here, whether or not we need to use that theory to
make reasonable predictions. A similar point may apply to the corrected definition of
fitness; perhaps evolving traits rarely differ significantly in their values of ¢?; if so, the
corrected definitions will not be very useful when the goal is to predict new trait fre-
quencies. This is an empirical question whose answer depends not just on how traits
differ with respect to their variances but on the population size; after all, even modest
differences in fitness can be important in large populations. But quite apart from the
goal of making predictions, there is the goal of understanding nature—we want to un-
derstand what fitness is. In this theoretical context, the corrected definition of fitness is
interesting.

What is the upshot of this discussion for the ‘“‘propensity interpretation of fitness?”’
This interpretation has both a nonmathematical and a mathematical component. The
nonmathematical idea is that an organism’s fitness is its propensity to survive and be
reproductively successful. Propensities are probabilistic dispositions. An organism’s fit-
ness is like a coin’s probability of landing heads when tossed. Just as a coin’s probabil-
ity of landing heads depends on how it is tossed, so an organism’s fitness depends on
the environment in which it lives. And just as a coin’s probability may fail to coincide
exactly with the actual frequency of heads in a run of tosses, so an organism’s fitness
need not coincide exactly with the actual number of offspring it produces.

These ideas about fitness are not threatened by the foregoing discussion. However,
the propensity interpretation also has its mathematical side, and this is standardly
expressed by saying that fitness is a mathematical expectation (see, for example, Bran-
don 1978, Mills and Beatty 1979, Sober 1984). As we have seen, this characterization is
not adequate in general, although it is correct in special circumstances. But perhaps all
we need do is modify the mathematical characterization of fitness while retaining the
idea that fitness is a propensity (Brandon 1990, p. 20).

This modest modification seems unobjectionable when there is between-generation
variation in fitness; after all, if an organism’s expected (= arithmetic mean) number of
offspring reflects a “propensity”” that it has, so too does its geometric mean averaged
over time. However, when there is within-generation variation, the propensity inter-
pretation is more problematic. The problem is the role of population size (N) in the
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definition. To say that a coin is fair—that p = 1/2, where p is the coin’s probability of
landing heads when tossed—is to describe a dispositional property that it has. How-
ever, suppose I define a new quantity, which is the coin’s probability of landing heads
minus ¢2/N, where N is the number of coins in some population that happens to con-
tain the coin of interest. This new quantity (p — ¢?/N) does not describe a property
(just) of the coin. The coin is described by p and by 42, but N adverts to a property
that is quite extrinsic to the coin.

Is it really tenable to say that p describes a propensity that the coin has but that
(p — a%/N) does not? After all, the coin’s value for p reflects a fact about how the coin
is tossed just as much as it reflects a fact about the coin’s internal composition. Perhaps
the propensity is more appropriately attributed to the entire coin-tossing device. How-
ever, (p — ¢?/N) brings in a feature of the environment—N—that has no causal impact
whatever on the coin’s behavior when it is tossed. It is for this reason that we should
decline to say that (p — ¢2/N) represents a propensity of the coin.

I conclude that an organism’s fitness is not a propensity that it has—at least not
when fitness must reflect the existence of within-generation variance in offspring num-
ber. In this context, fitness becomes a more “holistic’’ quantity; it reflects properties of
the organism’s relation to its environment that affect how many offspring the organ-
ism has; but fitness also reflects a property of the containing population—namely, its
census size—that may have no effect on the organism’s reproductive behavior. Of
course, the old idea that fitness is a mathematical expectation was consistent with the
possibility that this expectation might be influenced by various properties of the pop-
ulation; frequency-dependent and density-dependent fitnesses are nothing new. What
is new is that the definition of fitness, not just the factors that sometimes affect an indi-
vidual’s expected number of offspring, includes reference to census size.

2.5 Acknowledgments

I am very much in Dick Lewontin’s debt. I spent my first sabbatical (1980-81) in his
laboratory at the Museum of Comparative Zoology at Harvard. I had written one or
two pieces on philosophy of biology by then, but I was very much a rookie in the sub-
ject. Dick was enormously generous with his time—we talked endlessly—and I came
away convinced that evolutionary biology was fertile ground for philosophical reflec-
tion. While in his laboratory, I worked on the units of selection problem and on the
use of a parsimony criterion in phylogenetic inference. I still have not been able to
stop thinking and writing about these topics. Thanks to Dick, 1980-81 was the most
intellectually stimulating year of my life.

Dick is a “natural philosopher.” I do not mean this in the old-fashioned sense that
he is a scientist (though of course he is that) but in the sense that he is a natural at doing
philosophy. It was a striking experience during that year to find that Dick, a scientist,
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was interested in the philosophical problems I was thinking about and that he was pre-
pared to consider the possibility that they might be relevant to scientific questions. I
came to the laboratory with the rather ‘““theoretical” conviction that there should
be common ground between science and philosophy, but the experience I had in the
laboratory made me see that this could be true, not just in theory, but in practice.

During that year, I attended Dick’s courses in biostatistics and population genetics; I
gradually started to see how deeply the concept of probability figures in evolutionary
biology. The present chapter, I think, is on a subject that is up Dick’s alley. It is a plea-
sure to contribute this chapter to a volume that honors him.

My thanks to Martin Barrett, John Beatty, James Crow, Carter Denniston, Branden
Fitelson, John Gillespie, David Lorvick, Steve Orzack, and to Dick as well for useful dis-
cussion of earlier drafts of this chapter.
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3 Excerpts from Adaptation and Natural Selection

George C. Williams

I hope that this book will help to purge biology of what I regard as unnecessary distrac-
tions that impede the progress of evolutionary theory and the development of a disci-
plined science for analyzing adaptation. It opposes certain of the recently advocated
qualifications and additions to the theory of natural selection, such as genetic assimila-
tion, group selection and cumulative progress in adaptive evolution. It advocates a
ground rule that should reduce future distractions and at the same time facilitate the
recognition of really justified modifications of the theory. The ground rule—or perhaps
doctrine would be a better term—is that adaptation is a special and onerous concept
that should be used only where it is really necessary. When it must be recognized, it
should be attributed to no higher a level of organization than is demanded by the evi-
dence. In explaining adaptation, one should assume the adequacy of the simplest form
of natural selection, that of alternative alleles in Mendelian populations, unless the
evidence clearly shows that this theory does not suffice....

Benefits to groups can arise as statistical summations of the effects of individual adap-
tations. When a deer successfully escapes from a bear by running away, we can attri-
bute its success to a long ancestral period of selection for fleetness. Its fleetness is
responsible for its having a low probability of death from bear attack. The same factor
repeated again and again in the herd means not only that it is a herd of fleet deer, but
also that it is a fleet herd. The group therefore has a low rate of mortality from bear
attack. When every individual in the herd flees from a bear, the result is effective pro-
tection of the herd.

As a very general rule, with some important exceptions, the fitness of a group will be
high as a result of this sort of summation of the adaptations of its members. On the
other hand, such simple summations obviously cannot produce collective fitness as

George C. Williams, Adaptation and Natural Selection, 4-5, 16-19, 22-25, 92-101, 108-124, 208—
212. © 1966 Princeton University Press. 1994 renewed PUP. Reprinted by permission of Princeton
University Press.
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high as could be achieved by an adaptive organization of the group itself. We might
imagine that mortality rates from predation by bears on a herd of deer would be still
lower if each individual, instead of merely running for its life when it saw a bear, would
play a special role in an organized program of bear avoidance. There might be individ-
uals with especially well-developed senses that could serve as sentinels. Especially fleet
individuals could lure bears away from the rest, and so on. Such individual specializa-
tion in a collective function would justify recognizing the herd as an adaptively orga-
nized entity. Unlike individual fleetness, such group-related adaptation would require
something more than the natural selection of alternative alleles as an explanation.

It may also happen that the incidental effects of individual activities, of no func-
tional significance in themselves, can have important statistical consequences, some-
times harmful, sometimes beneficial. The depletion of browse is a harmful effect of
the feeding activities of each member of a dense population of deer. If browse deple-
tion were beneficial, I suspect that someone, sooner or later, would have spoken of
the feeding behavior of deer as a mechanism for depleting browse. A statement of this
sort should not be based merely on the evidence that the statistical effect of eating is
beneficial; it should be based on an examination of the causal mechanisms to deter-
mine whether they cannot be adequately explained as individual adaptations for indi-
vidual nourishment.

The feeding activities of earthworms would be a better example, because here the
incidental statistical effects are beneficial, from the standpoint of the population and
even of the ecological community as a whole. As the earthworm feeds, it improves the
physical and chemical properties of the soil through which it moves. The contribution
from each individual is negligible, but the collective contribution, cumulative over de-
cades and centuries, gradually improves the soil as a medium for worm burrows and for
the plant growth on which the earthworm'’s feeding ultimately depends. Should we
therefore call the causal activities of the earthworm a soil-improvement mechanism?
Apparently Allee (1940) believed that some such designation is warranted by the fact
that soil improvement is indeed a result of the earthworm’s activities. However, it we
were to examine the digestive system and feeding behavior of an earthworm, I assume
that we would find it adequately explained on the assumption of design for individual
nutrition. The additional assumption of design for soil improvement would explain
nothing that is not also explainable as a nutritional adaptation. It would be a violation
of parsimony to assume both explanations when one suffices. Only if one denied that
some benefits can arise by chance instead of by design, would there be a reason for pos-
tulating an adaptation behind every benefit.

On the other hand, suppose we did find some features of the feeding activities of
earthworms that were inexplicable as trophic adaptations but were exactly what we
should expect of a system designed for soil improvement. We would then be forced to
recognize the system as a soil-modification mechanism, a conclusion that implies a
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quite different level of adaptive organization from that implied by the nutritional func-
tion. As a digestive system, the gut of a worm plays a role in the adaptive organization
of that worm and nothing else, but as a soil-modification system it would play a role in
the adaptive organization of the whole community. This, as I will argue at length in
later chapters, is a reason for rejecting soil-improvement as a purpose of the worm's
activities if it is possible to do so. Various levels of adaptive organization, from the
subcellular to the biospheric, might conceivably be recognized, but the principle of
parsimony demands that we recognize adaptation at the level necessitated by the facts
and no higher.

It is my position that adaptation need almost never be recognized at any level above
that of a pair of parents and associated offspring. As I hope to show in the later chap-
ters, this conclusion seldom has to rest on appeals to parsimony alone, but is usually
supported by specific evidence.

The most important function of this book is to echo a plea made many years ago
by E. S. Russell (1945) that biologists must develop an effective set of principles for
dealing with the general phenomenon of biological adaptation. This matter is consid-
ered mainly in the final chapter.

The essence of the genetical theory of natural selection is a statistical bias in the rela-
tive rates of survival of alternatives (genes, individuals, etc.). The effectiveness of such
bias in producing adaptation is contingent on the maintenance of certain quantitative
relationships among the operative factors. One necessary condition is that the selected
entity must have a high degree of permanence and a low rate of endogenous change,
relative to the degree of bias (differences in selection coefficients). Permanence implies
reproduction with a potential geometric increase.

Acceptance of this theory necessitates the immediate rejection of the importance of
certain kinds of selection. The natural selection of phenotypes cannot in itself produce
cumulative change, because phenotypes are extremely temporary manifestations. They
are the result of an interaction between genotype and environment that produces what
we recognize as an individual. Such an individual consists of genotypic information
and information recorded since conception. Socrates consisted of the genes his parents
gave him, the experiences they and this environment later provided, and a growth and
development mediated by numerous meals. For all I know, he may have been very suc-
cessful in the evolutionary sense of leaving numerous offspring. His phenotype, never-
theless, was utterly destroyed by the hemlock and has never since been duplicated. If
the hemlock had not killed him, something else soon would have. So however natural
selection may have been acting on Greek phenotypes in the fourth century s.c. it did
not of itself produce any cumulative effect.

The same argument also holds for genotypes. With Socrates’ death, not only did
his phenotype disappear, but also his genotype. Only in species that can maintain
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unlimited clonal reproduction is it theoretically possible for the selection of genotypes
to be an important evolutionary factor. This possibility is not likely to be realized very
often, because only rarely would individual clones persist for the immensities of time
that are important in evolution. The loss of Socrates’ genotype is not assuaged by any
consideration of how prolifically he may have reproduced. Socrates’ genes may be with
us yet, but not his genotype, because meiosis and recombination destroy genotypes as
surely as death.

It is only the meiotically dissociated fragments of the genotype that are transmitted
in sexual reproduction, and these fragments are further fragmented by meiosis in the
next generation. If there is an ultimate indivisible fragment it is, by definition, “the
gene” that is treated in the abstract discussions of population genetics. Various kinds
of suppression of recombination may cause a major chromosomal segment or even a
whole chromosome to be transmitted entire for many generations in certain lines of
descent. In such cases the segment or chromosome behaves in a way that approxi-
mates the population genetics of a single gene. In this book I use the term gene to
mean “that which segregates and recombines with appreciable frequency.” Such genes
are potentially immortal, in the sense of there being no physiological limit to their
survival, because of their potentially reproducing fast enough to compensate for their
destruction by external agents. They also have a high degree of qualitative stability.
Estimates of mutation rates range from about 10~* to 10~'° per generation. The rates
of selection of alternative alleles can be much higher. Selection among the progeny of
individuals heterozygous for recessive lethals would eliminate half the lethal genes in
one generation. Aside from lethal and markedly deleterious genes in experimental pop-
ulations, there is abundant evidence (e.g., Fisher and Ford 1947; Ford 1956; Clarke,
Dickson, and Sheppard 1963) for selection coefficients in nature that exceed mutation
rates by one to many multiples of ten. There can be no doubt that the selective accu-
mulation of genes can be effective. In evolutionary theory, a gene could be defined as
any hereditary information for which there is a favorable or unfavorable selection bias
equal to several or many times its rate of endogenous change. The prevalence of such
stable entities in the heredity of populations is a measure of the importance of natural
selection.

Natural selection would produce or maintain adaptation as a matter of definition.
Whatever gene is favorably selected is better adapted than its unfavored alternatives.
This is the reliable outcome of such selection, the prevalence of well-adapted genes.
The selection of such genes of course is mediated by the phenotype, and to be favor-
ably selected, a gene must augment phenotypic reproductive success as the arithmetic
mean effect of its activity in the population in which it is selected. ...

This [work] is a rejoinder to those who have questioned the adequacy of the traditional
model of natural selection to explain evolutionary adaptation. The topics considered in
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the preceding chapters relate mainly to the adequacy of this model in the realms of
physiological, ecological, and developmental mechanisms, matters of primary concern
to individual organisms. At the individual level the adequacy of the selection of alter-
native alleles has been challenged to only a limited degree. Many more doubts on the
importance of such selection have been voiced in relation to the phenomenon of inter-
actions among individuals. Many biologists have implied, and a moderate number
have explicitly maintained, that groups of interacting individuals may be adaptively
organized in such a way that individual interests are compromised by a functional sub-
ordination to group interests.

It is universally conceded by those who have seriously concerned themselves with
this problem (e.g., Allee et al. 1949; Haldane 1932; Lewontin 1958, 1962; Slobodkin
1954; Wynne-Edwards 1962; Wright 1945) that such group-related adaptations must
be attributed to the natural selection of alternative groups of individuals and that the
natural selection of alternative alleles within populations will be opposed to this devel-
opment. [ am in entire agreement with the reasoning behind this conclusion. Only by
a theory of between-group selection could we achieve a scientific explanation of group-
related adaptations. However, I would question one of the premises on which the rea-
soning is based. Chapters 5 to 8 [of Adaptation and Natural Selection] will be primarily a
defense of the thesis that group-related adaptations do not, in fact, exist. A group in this
discussion should be understood to mean something other than a family and to be
composed of individuals that need not be closely related.

The present chapter examines the logical structure of the theory of selection between
groups, but first I wish to consider an apparent exception to the rule that the natural
selection of individuals cannot produce group-related adaptations. This exception
may be found in animals that live in stable social groups and have the intelligence
and other mental qualities necessary to form a system of personal friendships and ani-
mosities that transcend the limits of family relationship. Human society would be im-
possible without the ability of each of us to know, individually, a variety of neighbors.
We learn that Mr. X is a noble gentleman and that Mr. Y is a scoundrel. A moment of
reflection should convince anyone that these relationships may have much to do with
evolutionary success. Primitive man lived in a world in which stable interactions of
personalities were very much a part of his ecological environment. He had to adjust
to this set of ecological factors as well as to any other. If he was socially acceptable,
some of his neighbors might bring food to himself and his family when he was tempo-
rarily incapacitated by disease or injury. In time of dearth, a stronger neighbor might
rob our primitive man of food, but the neighbor would be more likely to rob a detest-
able primitive Mr. Y and his troublesome family. Conversely, when a poor Mr. X is sick
our primitive man will, if he can, provide for him. Mr. X’s warm heart will know the
emotion of gratitude and, since he recognizes his benefactor and remembers the help
provided, will probably reciprocate some day. A number of people, including Darwin
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(1896, Chap. 5), have recognized the importance of this factor in human evolution.
Darwin speaks of it as the “lowly motive” of helping others in the hope of future repay-
ment. I see no reason why a conscious motive need be involved. It is necessary that
help provided to others be occasionally reciprocated if it is to be favored by natural se-
lection. It is not necessary that either the giver or the receiver be aware of this.

Simply stated, an individual who maximizes his friendships and minimizes his
antagonisms will have an evolutionary advantage, and selection should favor those
characters that promote the optimization of personal relationships. I imagine that this
evolutionary factor has increased man’s capacity for altruism and compassion and has
tempered his ethically less acceptable heritage of sexual and predatory aggressiveness.
There is theoretically no limit to the extent and complexity of group-related behavior
that this factor could produce, and the immediate goal of such behavior would always
be the well-being of some other individual, often genetically unrelated. Ultimately,
however, this would not be an adaptation for group benefit. It would be developed by
the differential survival of individuals and would be designed for the perpetuation of
the genes of the individual providing the benefit to another. It would involve only
such immediate self-sacrifice for which the probability of later repayment would be
sufficient justification. The natural selection of alternative alleles can foster the produc-
tion of individuals willing to sacrifice their lives for their offspring, but never for mere
friends.

The prerequisites for the operation of this evolutionary factor are such as to confine
it to a minor faction of the Earth’s biota. Many animals form dominance hierarchies,
but these are not sufficient to produce an evolutionary advantage in mutual aid. A con-
sistent interaction pattern between hens in a barnyard is adequately explained without
postulating emotional bonds between individuals. One hen reacts to another on the
basis of the social releasers that are displayed, and if individual recognition is operative,
it merely adjusts the behavior towards another individual according to the immediate
results of past interactions. There is no reason to believe that a hen can harbor grudges
against or feel friendship toward another hen. Certainly the repayment of favors would
be out of the question.

A competition for social goodwill cannot fail to have been a factor in human evolu-
tion, and I would expect that it would operate in many of the other primates. Altman
(1962) described the formation of semipermanent coalitions between individuals
within bands of wild rhesus monkeys and cited similar examples from other primates.
Members of such coalitions helped each other in conflicts and indulged in other kinds
of mutual aid. Surely an individual that had a better than average ability to form such
coalitions would have an evolutionary advantage over its competitors. Perhaps this
evolutionary factor might operate in the evolution of porpoises. This seems to be the
most likely explanation for the very solicitous behavior that they sometimes show to-
ward each other (Slijper 1962, pp. 193-197). I would be reluctant, however, to recog-
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nize this factor in any group but the mammalia, and I would imagine it to be confined
to a minority of this group. For the overwhelming mass of the Earth’s biota, friendship
and hate are not parts of the ecological environment, and the only way for socially
beneficial self-sacrifice to evolve is through the biased survival and extinction of popu-
lations, not by selective gene substitution within populations.

To minimize recurrent semantic difficulties, I will formally distinguish two kinds of
natural selection. The natural selection of alternative alleles in a Mendelian population
will henceforth be called genic selection. The natural selection of more inclusive entities
will be called group selection, a term introduced by Wynne-Edwards (1962). Intrademic
and interdemic, and other terms with the same prefixed, have been used to make the
same distinction. It has been my experience, however, that the repeated use in the
same discussion of “inter’” and “intra” for specifically contrasted concepts is a certain
cause of confusion, unless a reader exerts an inconvenient amount of attention to
spelling, or a speaker indulges in highly theatrical pronunciation.

The definitions of other useful terms, and the conceptual relations between the vari-
ous creative evolutionary factors and the production of adaptation are indicated in fig-
ure 3.1. Genic selection should be assumed to imply the current conception of natural
selection often termed neo-Darwinian. An organic adaptation would be a mechanism
designed to promote the success of an individual organism, as measured by the extent
to which it contributes genes to later generations of the population of which it is a
member. It has the individual’s inclusive fitness (Hamilton 1964) as its goal. Biotic evo-
lution is any change in a biota. It can be brought about by an evolutionary change in
one or more of the constituent populations, or merely by a change in their relative
numbers. A biotic adaptation is a mechanism designed to promote the success of a biota,

Genetic diversity among individuals Organic evolution with
plus genic selection organic adaptation

of populations, especially biotic adaptation

Random alterations of the sizes ] { Biotic evolution without
B — e
extinction

plus the reduction or extinction of adaptation
the less fit populations (group
selection)

Genetic diversity among populations Biotic evolution with biotic
_—

Figure 3.1
Summary comparison of organic and biotic evolution, and of organic and biotic adaptation.
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as measured by the lapse of time to extinction. The biota considered would have to be
restricted in scope so as to allow comparison with other biotas. It could be a single
biome, or community, or taxonomic group, or, most often, a single population. A
change in the fish-fauna of a lake would be considered biotic evolution. It could come
about through some change in the characters of one or more of the constituent popu-
lations or through a change in the relative numbers of the populations. Either would
result in a changed fish-fauna, and such a change would be biotic evolution. A biotic
adaptation could be a mechanism for the survival of such a group as the fish-fauna of
a lake, or of any included population, or of a whole species that lives in that lake and
elsewhere.

I believe that it is useful to make a formal distinction between biotic and organic
evolution, and that certain fallacies can be avoided by keeping the distinction in
mind. It should be clear that, in general, the fossil record can be a direct source of
information on organic evolution only when changes in single populations can be fol-
lowed through a continuous sequence of strata. Ordinarily the record tells us only that
the biota at time t’ was different from that at time ¢ and that it must have changed
from one state to the other during the interval. An unfortunate tendency is to forget
this and to assume that the biotic change must be ascribed to appropriate organic
change. The horse-fauna of the Focene, for instance, was composed of smaller animals
than that of the Pliocene. From this observation, it is tempting to conclude that, at
least most of the time and on the average, a larger than mean size was an advantage
to an individual horse in its reproductive competition with the rest of its population.
So the component populations of the Tertiary horse-fauna are presumed to have been
evolving larger size most of the time and on the average. It is conceivable, however,
that precisely the opposite is true. It may be that at any given moment during the Ter-
tiary, most of the horse populations were evolving a smaller size. To account for the
trend towards larger size it is merely necessary to make the additional assumption that
group selection favored such a tendency. Thus, while only a minority of the popula-
tions may have been evolving a larger size, it could have been this minority that gave
rise to most of the populations of a million years later. Figure 3.2 shows how the same
observations on the fossil record can be rationalized on two entirely different bases.
The unwarranted assumption of organic evolution as an explanation for biotic evolu-
tion dates at least from Darwin. In The Origin of Species he dealt with a problem that he
termed ‘““advance in organization.” He interpreted the fossil record as indicating that
the biota has evolved progressively “higher” forms from the Cambrian to Recent,
clearly a change in the biota. His explanation, however, is put largely in terms of the
advantage that an individual might have over his neighbors by virtue of a larger brain,
greater histological complexity, etc. Darwin’s reasoning here is analogous to that of
someone who would expect that if the organic evolution of horses proceeded toward
larger size during the Tertiary, most equine mutations during this interval must have
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Alternative ways of interpreting the same observations of the fossil record. Average sizes in hypo-
thetical horse species at three different times are indicated by boldface marks on the vertical time-
scale at times t;, t2, and t3. Upper and lower diagrams show the same observations. In the upper,
hypothetical phylogenies explain the observations as the result of the organic evolution of
increased size and of occasional chance extinction. In the lower, hypothetical phylogenies indi-
cate the organic evolution mainly of decreased size, but with effective counteraction by group se-
lection so that the biota evolves a larger average size.

caused larger size in the affected individuals. I suspect that most biologists would tend
toward the opposite view, and expect that random changes in the germ plasm would
be more likely to curtail growth than to augment it. Organic evolution would normally
run counter to the direction of mutation pressure. There is a formally similar relation
between organic evolution and group selection. Organic evolution provides genetically
different populations, the raw material on which group selection acts. There is no ne-
cessity for supposing that the two forces would normally be in precisely the same direc-
tion. It is conceivable that at any given moment since the Cambrian, the majority of
organisms were evolving along lines that Darwin would consider retrogression, degen-
eration, or narrow specialization, and that only a minority were progressing. If the
continued survival of populations were sufficiently biased in favor of this minority,
however, the biota as a whole might show ‘“progress” from one geologic period to the
next. I expect that the fossil record is actually of little use in evaluating the relative
potency of genic and group selection.

In another respect the analogy between mutation and organic evolution as sources
of diversity may be misleading. Mutations occur at random and are usually destructive
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of any adaptation, whereas organic evolution is largely concerned with the production
or at least the maintenance of organic adaptation. Any biota will show a system of
adaptations. If there is no group selection, i.e., if extinction is purely by chance, the
adaptations shown will be a random sample of those produced by genic selection. If
group selection does operate, even weakly, the adaptations shown will be a biased sam-
ple of those produced by genic selection. Even with such bias in the kinds of adapta-
tions actually represented, we would still recognize genic selection as the process that
actually produced them. We could say that the adaptations were produced by group se-
lection only if it was so strong that it constantly curtailed organic evolution in all but
certain favored directions and was thus able, by its own influence, to accumulate the
functional details of complex adaptations. This distinction between the production of
a biota with a certain set of organic adaptations and the production of the adaptations
of a biota will be emphasized again in a number of contexts.

... It is essential, before proceeding further with the discussion, that the reader firmly
grasp the general meaning of biotic adaptation. He must be able to make a conceptual
distinction between a population of adapted insects and an adapted population of
insects. The fact that an insect population survives through a succession of generations
is not evidence for the existence of biotic adaptation. The survival of the population
may be merely an incidental consequence of the organic adaptations by which each
insect attempts to survive and reproduce itself. The survival of the population depends
on these individual efforts. To determine whether this survival is the proper function
or merely an incidental by-product of the individual effort must be decided by a critical
examination of the reproductive processes. We must decide: Do these processes show
an effective design for maximizing the number of descendants of the individual, or do
they show an effective design for maximizing the number, rate of growth, or numerical
stability of the population or larger system? Any feature of the system that promotes
group survival and cannot be explained as an organic adaptation can be called a biotic
adaptation. If the population has such adaptations it can be called an adapted popula-
tion. If it does not, if its continued survival is merely incidental to the operation of
organic adaptations, it is merely a population of adapted insects.

Like the theory of genic selection, the theory of group selection is logically a tautol-
ogy and there can be no sane doubt about the reality of the process. Rational criticism
must center on the importance of the process and on its adequacy in explaining the
phenomena attributed to it. An important tenet of evolutionary theory is that natural
selection can produce significant cumulative change only if selection coefficients are
high relative to the rates of change of the selected entity. Since genic selection coeffi-
cients are high relative to mutation rates, it is logically possible for the natural selection
of alternative alleles to have important cumulative effects. It was pointed out [above]
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that there can be no effective selection of somata. They have limited life spans and
(often) zero biotic potential. The same considerations apply to populations of somata.
I also pointed out that genotypes have limited lives and fail to reproduce themselves
(they are destroyed by meiosis and recombination), except where clonal reproduction
is possible. This is equally true of populations of genotypes. All of the genotypes of
fruit-fly populations now living will have ceased to exist in a few weeks. Within a pop-
ulation, only the gene is stable enough to be effectively selected. Likewise in selection
among populations, only populations of genes (gene pools) seem to qualify with re-
spect to the necessary stability. Even gene pools will not always qualify. If populations
are evolving rapidly and have a low rate of extinction and replacement, the rate of
endogenous change might be too great for group selection to have any cumulative
effect. This argument precisely parallels that which indicates that mutation rates must
be low relative to selection coefficients for genic selection to be effective.

If a group of adequately stable populations is available, group selection can theoreti-
cally produce biotic adaptations, for the same reason that genic selection can produce
organic adaptations. Consider again the evolution of size among Tertiary horses. Sup-
pose that at one time there was a genus of two species, one that averaged 100 kilo-
grams when full grown and another that averaged 150 kilograms. Assume that genic
selection in both species favored a smaller size so that a million years later the larger
of the two averaged only 130 kilograms and the smaller had become extinct, but had
lost 20 kilograms before it did so. In this case we could say that the genus evolved an
increased size, even though both of the included species evolved a decreased size. If the
extinction of the smaller species is not just a chance event but is attributable to its
smaller size, we might refer to large size as a biotic adaptation of a simple sort. How-
ever, it is the origin of complex adaptations, for which the concept of functional design
would be applicable, that is the important consideration.

If alternative gene pools are not themselves stable, it is still conceivable that group
selection could operate among more or less constant rates of change. A system of rela-
tively stable rates of change in the gene frequencies of a population might be called an
evolutionary trajectory. It could be described as a vector in n-dimensional space, with n
being the number of relevant gene frequencies. In a given sequence of a few genera-
tions a gene pool may be undergoing certain kinds of change at a certain rate. This is
only one of an infinite number of other evolutionary trajectories that might conceiv-
ably be followed. Some trajectories may be more likely to lead to extinction than
others, and group selection will then operate by allowing different kinds of evolution-
ary change to continue for different average lengths of time. There is paleontological
evidence that certain kinds of evolutionary change may continue for appreciable
lengths of time on a geological scale. Some of the supposed examples disappear as the
evidence accumulates and shows that actual courses of evolution are more complex
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than they may have seemed at first. Other examples are apparently real and are attrib-
uted by Simpson (1944, 1953) to continuous genic selection in certain directions, a
process he terms “ortho-selection.”

Wright (1945) proposed that group selection would be especially effective in a spe-
cies that was divided up into many small populations that were almost but not quite
isolate from each other. Most of the evolutionary change in such a species would be
in accordance with genic selection coefficients, but the populations are supposed to be
small enough so that genes would occasionally be fixed by drift in spite of adverse se-
lection within a population. Some of the genes so fixed might benefit the population
as a whole even though they were of competitive disadvantage within the population.
A group so favored would increase in size (regarded as a benefit in Wright’s discussion)
and send out an augmented number of emigrants to neighboring populations. These
migrants would partly or wholly counteract the adverse selection of the gene in neigh-
boring populations and give them repeated opportunity for the chance fixation of the
gene. The oft-repeated operation of this process eventually would produce complex
adaptations of group benefit, but of competitive disadvantage to an individual. Accord-
ing to this theory, selection not only can act on preexisting variation, but also can help
to produce the variation on which it acts, by repeatedly introducing the favored gene
into different populations.

Wright formally derived this model in a review of a book by G. G. Simpson. Later,
Simpson (1953, pp. 123, 164-165) briefly criticized Wright's theory by pointing out
that it leaves too much to a rather improbable concatenation of the population param-
eters of size, number, degree of isolation, and the balance of genic and group selection
coefficients. The populations have to be small enough for genetic drift to be important,
but not so small that they are in danger of extinction, and they have to be big enough
for certain gene substitutions to be more important than chance factors in determining
size and rate of emigration. The unaugmented rates of immigration must be too small
to reestablish the biotically undesirable gene after it is lost by drift. The populations
must be numerous enough for the postulated process to work at a variety of loci, and
each of the populations must be within the necessary size range. Lastly, the balance of
these various factors must persist long enough for an appreciable amount of evolution-
ary change to take place. At the moment, I can see no hope of achieving any reliable
estimate of how frequently the necessary conditions have been realized, but surely the
frequency of such combinations of circumstances must be relatively low and the com-
binations quite temporary when they do occur. Simpson also expressed doubts on the
reality of the biotic adaptations that Wright’s theory was proposed to explain.

A number of writers have since postulated a role for the selection of alternative pop-
ulations within a species in the production of various supposed ‘“‘altruistic’’ adapta-
tions. Most of these references, however, have completely ignored the problem that
Wright took such pains to resolve. They have ignored the problem of how whole pop-
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ulations can acquire the necessary genes in high frequency in the first place. Unless
some do and some do not, there is no set of alternatives for group selection to act
upon. Wright was certainly aware, as some later workers apparently were not, that
even a minute selective disadvantage to a gene in a population of moderate size can
cause an almost deterministic reduction of the gene to a negligible frequency. This is
why he explicitly limited the application of his model to those species that are subdi-
vided into many small local populations with only occasional migrants between them.
Others have postulated such group selection as an evolutionary factor in species that
manifestly do not have the requisite population structures. Wynne-Edwards (1962),
for example, postulated the origin of biotic adaptations of individual disadvantage, by
selection among populations of smelts, in which even a single spawning aggregation
may consist of tens of thousands of individuals. He envisioned the same process for
marine invertebrates that may exist as breeding adults by the million per square mile
and have larval stages that may be dispersed many miles from their points of origin.

A possible escape from the necessity of relying on drift in small populations to fix the
genes that might contribute to biotic adaptation, is to assume that such genes are
not uniformly disadvantageous in competitive individual relationships. If such a gene
were, for some reason, individually advantageous in one out of ten populations, group
selection could work by making the descendants of that population the sole represen-
tatives of the species a million years later. However, this process also loses plausibility
on close examination. Low rates of endogenous change relative to selection coefficients
are a necessary precondition for any effective selection. The necessary stability is the
general rule for genes. While gene pools or evolutionary trajectories can persist little
altered through a long period of extinction and replacement of populations, there is
no indication that this is the general rule. Hence the effectiveness of group selection is
open to question at the axiomatic level for almost any group of organisms. The possi-
bility of effective group selection can be dismissed for any species that consists, as
many do, of a single population. Similarly the group selection of alternative species
cannot direct the evolution of a monotypic genus, and so on.

Even in groups in which all of the necessary conditions for group selection might be
demonstrated, there is no assurance that these conditions will continue to prevail. Just
as the evolution of even the simplest organic adaptation requires the operation of se-
lection at many loci for many generations, so also would the production of biotic adap-
tation require the selective substitution of many groups. This is a major theoretical
difficulty. Consider how rapid is the turnover of generations in even the slowest breed-
ing organisms, compared to the rate at which populations replace each other. The gen-
esis of biotic adaptation must for this reason be orders of magnitude slower than that
of organic adaptation. Genic selection may take the form of the replacement of one
allele by another at the rate of 0.01 per generation, to choose an unusually high figure.
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Would the same force of group selection mean that a certain population would be 0.01
larger, or be growing 0.01 faster, or be 0.01 less likely to become extinct in a certain
number of generations, or have a 0.01 greater emigration rate than another popula-
tion? No matter which meaning we assign, it is clear that what would be a powerful
selective force at the genic level would be trivial at the group level. For group selection
to be as strong as genic selection, its selection coefficients would have to be much
greater to compensate for the low rate of extinction and replacement of populations.

The rapid turnover of generations is one of the crucial factors that makes genic selec-
tion such a powerful force. Another is the large absolute number of individuals in even
relatively small populations, and this brings us to another major difficulty in group se-
lection, especially at the species level. A species of a hundred different populations, suf-
ficiently isolated to develop appreciable genetic differences, would be exceptional in
more groups of organisms. Such a complexly subdivided group, however, might be in
the same position with respect to a bias of 0.01 in the extinction and replacement of
groups, as a population of fifty diploid individuals with genic selection coefficients
that differ by 0.01. In the population of fifty we would recognize genetic drift, a chance
factor, as much more important than selection as an evolutionary force. Numbers of
populations in a species, or of taxa in higher categories, are usually so small that
chance would be much more important in determining group survival than would
even relatively marked genetic differences among the groups. By analogy with the con-
clusions of population genetics, group selection would be an important creative force
only where there were at least some hundreds of populations in the group under
consideration.

Obviously the comments above are not intended to be a logically adequate evalua-
tion of group selection. Analogies with the conclusions on genic selection are only
analogies, not rigorously reasoned connections. I would suggest, however, that they
provide a reasonable basis for skepticism about the effectiveness of this evolutionary
force. The opposite tendency is frequently evident. A biologist may note that, logically
and empirically, the evolutionary process is capable of producing adaptations of great
complexity. He then assumes that these adaptations must include not only the organic
but also the biotic, usually discussed in such terms as “for the good of the species.” A
good example is provided by Montagu (1952), who summarized the modern theory of
natural selection and in so doing presented an essentially accurate picture of selective
gene substitution by the differential reproductive survival of individuals. Then in the
same work he states, “We begin to understand then, that evolution itself is a process
which favors cooperating rather than disoperating groups and that ‘fitness’ is a func-
tion of the group as a whole rather than separate individuals.” This kind of evolution
and fitness is attributed to the previously described natural selection of individuals.
Such an extrapolation from conclusions based on analyses of the possibilities of
selective gene substitutions in populations to the production of biotic adaptations of
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populations is entirely unjustified. Lewontin (1961) has pointed out that popula-
tion genetics as it is known today relates to genetic processes in populations, not of
populations.

Lewontin (1962; Lewontin and Dunn 1960) has produced what seems to me to be the
only convincing evidence for the operation of group selection. There is a series of
alleles symbolized by ¢ in house-mouse populations that produces a marked distortion
of the segregation ratio of sperm. As much as 95 percent of the sperm of a heterozy-
gous male may bear such a gene, and only 5 percent bear the wild-type allele. This
marked selective advantage is opposed by other adverse effects in the homozygotes,
either an embryonic lethality or male sterility. Such characters as lethality, sterility,
and measurable segregation ratios furnish an excellent opportunity for calculating the
effect of selection as a function of gene frequency in hypothetical populations. Such
calculations, based on a deterministic model of selection, indicate that these alleles
should have certain equilibrium frequencies in the populations in which they occur.
Studies of wild populations, however, consistently give frequencies below the calcu-
lated values. Lewontin concludes that the deficiency must be ascribed to some force
in opposition to genic selection, and that group selection is the likely force. He showed
that by substituting a stochastic model of natural selection, so as to allow for a certain
rate of fixation of one or another allele in family groups and small local populations, he
could account for the observed low frequencies of the t-alleles.

It should be emphasized that this example relates to genes characterized by lethality
or sterility and extremely marked segregation distortions. Selection of such genes is of
the maximum possible intensity. Important changes in frequency can occur in a very
few generations as a result of genic selection, and no long-term isolation is necessary.
Populations so altered would then be subject to unusually intense group selection. A
population in which a segregation distorter reaches a high frequency will rapidly be-
come extinct. A small population that has such a gene in low frequency can lose it by
drift and thereafter replace those that have died out. Only one locus is involved. One
cannot argue form this example that group selection would be effective in producing a
complex adaptation involving closely adjusted gene frequencies at a large number of
loci. Group selection in this example cannot maintain very low frequencies of the
biotically deleterious gene in a population because even a single heterozygous male im-
migrant can rapidly “poison” the gene pool. The most important question about the
selection of these genes is why they should produce such extreme effects. The segrega-
tion distortion makes the genes extremely difficult to keep at low frequency by either
genic or group selection. Why has there not been an effective selection of modifiers
that would reduce this distortion? Why also has there not been effective selection
for modifiers that would abolish the lethality and sterility. The t-alleles certainly must
constitute an important part of the genetic environment of every other gene in the
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population. One would certainly expect the other genes to become adapted to their
presence.

Segregation distortion is something of a novelty in natural populations. I would be
inclined to attribute the low frequency of such effects to the adjustment of each gene
to its genetic environment. When distorter genes appear they would be expected to re-
place their alleles unless they produced, like the t-alleles, drastic reductions in fitness at
some stage of development. When such deleterious effects are mild, the population
would probably survive and would gradually incorporate modifiers that would reduce
the deleterious effects. In other words, the other genes would adjust to their new
genetic environment. It is entirely possible, however, that populations and perhaps
entire species could be rendered extinct by the introduction of such genes as the
t-alleles of mice. Such an event would illustrate the production, by genic selection, of
characters that are highly unfavorable to the survival of the species. The gene in ques-
tion would produce a high phenotypic fitness in the gamete stage. It might have a low
effect on some other stage. The selection coefficient would be determined by the mean
of these two effects relative to those of alternative alleles, regardless of the effect on
population survival. I wonder if anyone has thought of controlling the mouse popula-
tion of an area by flooding it with t-carriers.

I am entirely willing to concede that the kinds of adaptations evolved by a population,
for instance segregation distortion, might influence its chance for continued survival. I
question only the effectiveness of this extinction-bias in the production and mainte-
nance of any adaptive mechanisms worthy of the name. This is not the same as deny-
ing that extinction can be an important factor in biotic evolution. The conclusion is
inescapable that extinction has been extremely important in producing the Earth’s
biota as we know it today. Probably only on the order of a dozen Devonian vertebrates
have left any Recent descendants. If it had happened that some of these dozen had
not survived, I am sure that the composition of today’s biota would be profoundly
different.

Another example of the importance of extinction can be taken from human evolu-
tion. The modern races and various extinct hominids derive from a lineage that
diverged from the other Anthropoidea a million or perhaps several million years ago.
There must have been a stage in which man’s ancestors were congeneric with, but spe-
cifically distinct from, the ancestors of the modern anthropoid apes. At this time there
were probably several and perhaps many other species in this genus. All but about four,
however, became extinct. One that happened to survive produced the gibbons, an-
other the orang, another the gorilla and chimpanzee, and another produced the
hominids. These were only four (or perhaps three or five) of an unknown number of
contemporary Pliocene alternatives. Suppose that the number had been one less, with
man’s ancestor being assigned to the group that became extinct! We have no idea how
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many narrow escapes from extinction man’s lineage may have experienced. There
would have been nothing extraordinary about his extinction; on the contrary, this is
the statistically most likely development. The extinction of this lineage would, how-
ever, have provided the world today with a strikingly different biota. This one ape,
which must have had a somewhat greater than average tendency toward bipedal loco-
motion and, according to recent views, a tendency towards predatory pack behavior,
was transferred by evolution from an ordinary animal, with an ordinary existence, to
a cultural chain reaction. The production and maintenance of such tributary adapta-
tions as an enlarged brain, manual dexterity, the arched foot, etc. was brought about
by the gradual shifting of gene frequencies at each genetic locus in response to changes
in the genetic, somatic, and ecological environments. It was this process that fashioned
a man from a beast. The fashioning was not accomplished by the survival of one ani-
mal type and the extinction of others.

I would concede that such matters of extinction and survival are extremely impor-
tant in biotic evolution. Of the systems of adaptations produced by organic evolution
during any given million years, only a small proportion will still be present several mil-
lion years later. The surviving lines will be a somewhat biased sample of those actually
produced by genic selection, biased in favor of one type of adaptive organization over
another, but survival will always be largely a matter of historical accident. It may be
that some people would not even recognize such chance extinction as important in
biotic evolution. Ecologic determinists might attribute more of a role to the niche factor;
man occupies an ecologic niche, and if one ancestral ape had failed to fill it, another
would have. This sort of thinking probably has some validity, but surely historical con-
tingency must also be an important factor in evolution. The Earth itself is a unique his-
torical phenomenon, and many unique geological and biological events must have
had a profound effect on the nature of the world’s biota.

There is another example that should be considered, because it has been used to
illustrate a contrary point of view. The extinction of the dinosaurs may have been a
necessary precondition to the production of such mammalian types as elephants and
bears. This extinction, however, was not the creative force that designed the locomotor
and trophic specializations of these mammals. That force can be recognized in genic
selection in the mammalian populations. There are analogies in human affairs. In
World War II there was a rubber shortage due to the curtailment of imports of natural
rubber. Scientists and engineers were thereby stimulated to develop suitable substi-
tutes, and today we have a host of their inventions, some of which are superior to
natural rubber for many uses. Necessity may have been the mother of invention, but
she was not the inventor. I would liken the curtailment of imports, surely not a cre-
ative process, to the extinction of the dinosaurs, and the efforts of the scientists and
engineers, which certainly were creative, to the selection of alternative alleles within
the mammalian populations. In this attitude I ally myself with Simpson (1944) and
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against Wright (1945), who argued that the extinction of the dinosaurs, since it may
have aided the adaptive radiation of the mammals, should be regarded as a creative
process.

Group selection is the only conceivable force that could produce biotic adaptation. It
was necessary, therefore, in this discussion of biotic adaptation to examine the nature
of group selection and to attempt some preliminary evaluation of its power. The issue,
however, cannot be resolved on the basis of hypothetical examples and appeals to in-
tuitive judgments as to what seems likely or unlikely. A direct assessment of the impor-
tance of group selection would have to be based on an accurate knowledge of rates of
genetic change, due to different causes, within populations; rates of proliferation and
extinction of populations and larger groups; relative and absolute rates of migration
and interbreeding; relative and absolute values of the coefficients of genic and group
selection; etc. We would need such information for a large and unbiased sample of
present and past taxa. Obviously this ideal will not be met, and some indirect method
of evaluation will be necessary. The only method that I can conceive of as being
reliable is an examination of the adaptations of animals and plants to determine the
nature of the goals for which they are designed. The details of the strategy being
employed will furnish indications of the purpose of its employment. I can conceive of
only two ultimate purposes as being indicated, genic survival and group survival. All
other kinds of survival, such as that of individual somata, will be of the nature of tac-
tics employed in the grand strategy, and such tactics will be employed only when they
do, in fact, contribute to the realization of a more general goal.

The basic issue then is whether organisms, by and large, are using strategies for genic
survival alone, or for both genic and group survival. If both, then which seems to be
the predominant consideration? If there are many adaptations of obvious group bene-
fit which cannot be explained on the basis of genic selection, it must be conceded that
group selection has been operative and important. If there are no such adaptations,
we must conclude that group selection has not been important, and that only genic
selection—natural selection in its most austere form—need be recognized as the cre-
ative force in evolution. We must always bear in mind that group selection and biotic
adaptation are more onerous principles than genic selection and organic adaptation.
They should only be invoked when the simpler explanation is clearly inadequate. Our
search must be specifically directed at finding adaptations that promote group survival
but are clearly neutral or detrimental to individual reproductive survival in within-
group competition. The criteria for the recognition of these biotic adaptations are es-
sentially the same as those for organic adaptations. The system in question should pro-
duce group benefit in an economical and efficient way and involve enough potentially
independent elements that mere chance will not suffice as an explanation for the ben-
eficial effect.
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The examples considered above all related to interactions between individuals, and the
important consideration was to find a parsimonious explanation of why one individual
would expend its own resources or endanger itself in an attempt to aid another. There
remain a number of examples of individuals’ acting, at their own expense, in a manner
that benefits their conspecific neighbors in general, not specific individuals. Such activ-
ity can take place only when the animals occur in unrelated groups larger than two.
The important initial problem is why animals should exist in groups of several to
many individuals.

It is my belief that two basic misconceptions have seriously hampered progress in
the study of animals in groups. The first misconception is the assumption that when
one demonstrates that a certain biological process produces a certain benefit, one has
demonstrated the function, or at least a function of the process. This is a serious error.
The demonstration of a benefit is neither necessary nor sufficient in the demonstration
of function, although it may sometimes provide insight not otherwise obtainable. It is
both necessary and sufficient to show that the process is designed to serve the func-
tion. A relevant example is provided by Allee (1931). He observed that a certain marine
flatworm, normally found in aggregated groups, can be killed by placement in a hypo-
tonic solution. The harmfulness of such a solution is reduced when large numbers of
worms, not just one or a few, are exposed to it. The effect is caused by the liberation
of an unknown substance from the worms, especially dead ones, into the water. The
substance is not osmotically important in itself, but somehow protects the worms
against hypotonicity. Allee saw great significance in this observation, and assumed
that he had demonstrated that a beneficial chemical conditioning of the environment
is a function of aggregation in these worms. The fallacy of such a conclusion should
be especially clear when it relates to very artificial situations like placing large numbers
of worms in a small volume of brackish water. The kind of evidence that would be
acceptable would be the demonstration that social cohesion increased as the water
became hypotonic or underwent some other chemically harmful change; that specific
integumentary secretory machinery was activated by the deleterious change; that the
substance secreted not only provided protection against hypotonicity, but was an ex-
traordinarily effective substance for this protection. One or two more links in such a
chain of circumstances would provide the necessary evidence of functional design and
leave no doubt that protection from hypotonicity was a function of aggregation, and
not merely an effect.

The second misconception is the assumption that to explain the functional aspects
of groups, one must look for group functions. An analogy with human behavior will
illustrate the nature of this fallacy. Suppose a visitor from Mars, unseen, observed the
social behavior of a mob of panic-stricken people rushing from a burning theatre. If he
was burdened with the misconception in question he would assume that the mob
must show some sort of an adaptive organization for the benefit of the group as a
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whole. If he was sufficiently blinded by this assumption he might even miss the obvi-
ous conclusion that the observed behavior could result in total survival below what
would have resulted from a wide variety of other conceivable types of behavior. He
would be impressed by the fact that the group showed a rapid “response” to the stim-
ulus of fire. It went rapidly from a widely dispersed distribution to the formation of
dense aggregations that very effectively sealed off the exits.

Someone more conversant with human nature, however, would find the explana-
tion not in a functioning of the group, but in the functioning of individuals. An indi-
vidual finds himself in a theatre in which a dangerous fire has suddenly broken out. If
he is sitting near an exit he may run for it immediately. If he is a bit farther away he
sees others running for the exits and, knowing human nature, realizes that if he is to
get out at all he must get out quickly; so he likewise runs for the door, and in so doing,
intensifies the stimulus that will cause others to behave in the same way. This behavior
is clearly adaptive from the standpoint of individual genetic survival, and the behavior
of the mob is easily understood as the statistical summation of individual adaptation.

This is an extreme example of damage caused by the social consequences of adaptive
behavior, but undoubtedly such effects do occur, and they may be fairly common in
some species. There are numerous reports, at least at the anecdotal level, of the mass
destruction of large ungulates when individuals in the van of a herd are pushed off
cliffs by the press from the rear. Less spectacular examples of harm deriving from social
grouping are probably of greater significance. I would imagine the most important
damage from social behavior to be the spread of communicable disease.

The statistical summation of adaptive individual reactions, which I believe to under-
lie all group action, need not be harmful. On the contrary, it may often be beneficial,
perhaps more often than not. An example of such a benefit would be the retention of
warmth by close groups of mammals or birds in cold weather, but there is no more rea-
son to assume that a herd is designed for the retention of warmth than to assume that
it is designed for transmitting diseases. The huddling behavior of a mouse in cold
weather is designed to minimize its own heat loss, not that of the group. In seeking
warmth from its neighbors it contributes heat to the group and thereby makes the
collective warmth a stronger stimulus in evoking the same response from other indi-
viduals. The panic-stricken man in the theatre contributed to the panic stimulus in a
similar fashion. Both man and mouse probably aid in the spread of disease. Thus the
demonstration of effects, good or bad, proves nothing. To prove adaptation one must
demonstrate a functional design.
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4 Levels of Selection: An Alternative to Individualism in Biology and

the Human Sciences

David Sloan Wilson

Biology and many branches of the human sciences are dominated by an individualistic tradition
that treat groups and communities as collections of organisms without themselves having the
properties implicit in the word ““organism.” In biology, the individualistic tradition achieves gen-
erality only by defining self-interest as “anything that evolves by natural selection.” A more
meaningful definition of self-interest shows that natural selection operates on a hierarchy of
units from genetic elements to multispecies communities, and that a unit becomes organismic to
the degree that natural selection operates at the level of that unit. I review levels-of-selection
theory in biology and sketch a parallel argument for the human sciences.

Introduction

The related concepts of adaptation, function, intention and purpose are central to both
biology and the human sciences. Natural selection endows species with the functional
design required to survive and reproduce in their environments. Humans organize
their behavior to achieve various proximate goals in their everyday lives.

Biology and the human sciences also share a controversy over the units that can be
said to have the properties of adaptation, function, intention, and purpose. Almost
everyone would grant these properties to individuals, but some biologists also speak
of social groups and multi-species communities as if they were single purposeful organ-
isms. Similarly, some psychologists, anthropologists, and sociologists speak of culture
and society as superorganisms in which individuals are mere cells.

In recent decades the hierarchical view of functional organization has fallen on hard
times. Larger entities are regarded as mere collections of organisms, without themselves
having the properties of organisms. In biology the reductionistic trend has proceeded
so far that even individuals are sometimes treated as upper units of the hierarchy, mere
collections of “selfish” genes (Dawkins 1976, 1982). The human sciences are more
heterogeneous, but many of its branches appear to be dominated by the individualistic
view.

From Social Networks 11 (1989): 257-272. Elsevier Science Publishers B. V., North Holland.
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Despite its widespread acceptance, the case for individualism as a general prediction
that emerges from evolutionary theory, or as a general principle to explain human be-
havior, actually is very frail. In this chapter I will describe why functional organization
in nature is necessarily hierarchical and then will attempt to sketch a parallel argument
for the human sciences.

The Evolution of Altruism

In biology, the debate over units of adaptation has centered on the evolution of seem-
ingly altruistic behaviors that benefit others at the expense of the self. Consider a
population of N individuals. Two types exist, A and S, in proportions p and (1 — p), re-
spectively. Each A-type expresses a behavior toward a single recipient, chosen at ran-
dom from the population. As a result, the recipient has an additional number b of
offspring while the altruist has ¢ fewer offspring. The average number of offspring, W,
can then be calculated for each type.

Wi=X—c+bNp—1)/(N—1), Ws=X+bNp/(N-1) (1)

X is the number of offspring in the absence of altruistic behaviors, and is the same for
both types. In addition to the cost of being an altruist, each A-type can serve as a recip-
ient to the (Np — 1) other altruists who are distributing their benefits among (N — 1)
individuals in the group. Selfish S-types have no cost of altruism and can serve as recip-
ients to all Np altruists in the group. S-types have more offspring than A-types when-
ever Ws > W), which reduces to the inequality.

b/(N—1) > —c. (2)

This inequality always holds, because b, ¢, and N are positive numbers and N is greater
than 1. Thus, selfish types always have more offspring than altruistic types. To the de-
gree that the behaviors are heritable, selfish types will be found at a greater frequency
in the next generation.

A numerical example is shown in table 4.1, in which N =100, p=0.5, X =10,
b =35, and c = 1. Thus, the altruist bestows an additional 5 offspring on the recipient
at a cost of 1 offspring to itself. The average altruist has 11.47 offspring, while the aver-
age selfish type has 12.53 offspring. Assume that the types reproduce asexually, such
that the offspring exactly resemble the parents. The proportion of altruists among the
progeny is then p’ = 0.478, a decline from the parental value of p = 0.5. Since popula-
tions cannot grow to infinity, we also assume that mortality occurs equally among the
A- and S-types, returning the population to a density of N = 100. At this point we ex-
pect approximately 52 selfish and 48 altruistic types. If this procedure is iterated many
times, representing natural selection acting over many generations, the A-types con-
tinue to decline in frequency and ultimately become extinct.
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Table 4.1
Evolution in a single population

N=100, p=05,X=10,b=5c=1
Wi=X—-c+b(Np—1)/(N=1)=10—1+49(5)/99 = 11.47

Wy = X +bNp/(N — 1) = 10 + 50(5)/99 = 12.53

N’ = N(pWi + (1 — p)Ws) = 100(0.5(11.47) + 0.5(12.53)) = 1200
p' = NpW,/N' = 100(0.5)(11.47)/1200 = 0.478

Note: The altruistic type declines from a frequency of p = 0.5 before selection to a frequency of
p' = 0.478 after selection.

This is the paradox that makes altruism such a fascinating subject for evolutionary
biologists. As humans we would like to think that altruism can evolve, as biologists
we see animal behaviors that appear altruistic in nature, yet almost by definition it
appears that natural selection will act against them. This is the sense in which evolu-
tion appears to be an inherently selfish theory.

The paradox, however, can be resolved by a simple alteration of the model. Table 4.2
differs from table 4.1 in only two respects: (1) we now have two groups instead of one;
and (2) the groups have different proportions of altruistic and selfish types. Looking at
each group separately, we reach the same conclusion as for table 4.1; selfish types have
more offspring than altruistic types. Adding the individuals from both groups together,
however, we get the opposite answer: altruistic types have more offspring than selfish
types.!

What has happened to produce this interesting (and for many people counterintui-
tive) result? First, there must be more than one group; there must be a population of
groups. Second, the groups cannot all have the same proportion of altruistic types, for
then the results would not differ from a single group. The groups must vary in the pro-
portion of altruistic types. Third, there must be a direct relationship between the pro-
portion of altruists and the total number of offspring produced by the group; groups of
altruists must be more fit than groups without altruists. These are the necessary condi-
tions for the evolution of altruism in the elaborated model. To be sufficient, the differ-
ential fitness of groups—the force favoring the altruists—must be great enough to
counter the differential fitness of individuals within groups—the force favoring the
selfish types.

Readers familiar with evolutionary theory immediately will recognize a similarity be-
tween the above conditions and Darwin’s original theory of natural selection, which
requires a population of individuals, that vary in their genetic composition, with some
variants more fit than others. Thus, natural selection can operate simultaneously at
more than one level. Individual selection promotes the fitness of individuals relative to
others in the same group. Group selection promotes the fitness of groups, relative to
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Table 4.2
Evolution in two groups that differ in the proportion of the altruistic type

Group 1 Group 2

N1 =100, p1 =02 N, =100, p, =0.8

Wy =10-1+19(5)/99 =9.96 Wy =10—-1+79(5)/99 = 12.99
Ws =10+ 20(5)/99 = 11.01 Ws =10+ 80(5)/99 = 14.04

N =1080 ny = 1320

p; =0.184 p; =0.787

Global population

N =1200,P=0.5

N’ =N + N, = 2400

P = (Njpj + N3p})/(N{ + Nj) = 0.516

Note: Values for X, b, c and the functions for W, and Wj are provided in Table 1. The altruistic
type declines in frequency within each group (compare p; with p; and p} with p,) but increases
in frequency when both groups are considered together (compare P’ with P). This is because group
2, with the most altruists, is more productive than group 1 (compare Nj with Ny).

other groups in the global population. These levels of selection are not always in con-
flict. A single behavior can benefit both the individual performing it and others in the
group. Altruistic behaviors by definition are costly to self and beneficial to others, how-
ever, and so are favored by group selection and disfavored by individual selection.

This simple numerical example shows that the process of natural selection does not
inevitably evolve selfish behaviors. A notion of group-interest must be added to the no-
tion of self-interest, to the extent that group selection is important in nature.

Valid Individualism and Cheap Individualism

Let us now consider the individualistic claim that “virtually all adaptations evolve by
individual selection.” If by individual selection we mean within-group selection, we
are saying that A-types virtually never evolve in nature, that we should observe only
S-types. This is a meaningful statement because it identifies a set of traits that conceiv-
ably could evolve, but does not, because between-group selection is invariably weak
compared to within-group selection. Let us call this valid individualism.

There is, however, another way to calculate fitness in the two-group model that leads
to another definition of individual selection. Instead of separately considering evolu-
tion within groups and the differential fitness of groups, we can directly average the
fitness of A- and S-types across all groups. Thus, the 2 A-types in groups one have 9.96
offspring and the 8 A-types in group two have 12.99 offspring, for an average fitness
of 0.2(9.96) +0.8(12.99) = 12.38. The 8 S-types in group one have 11.01 offspring
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and the 2 S-types in group two have 14.04 offspring, for an average fitness of
0.8(11.01) + 0.2(14.04) = 11.62. The average A-type individual is more fit then the
average S-type individual, which is merely another way of saying that it evolves.

Let us now return to the individualistic claim that “virtually all adaptations evolve
by individual selection.” If by individual selection we mean the fitness of individuals
averaged across all groups, we have said nothing at all. Since this definition includes
both within- and between-group selection, it makes “individual selection” synony-
mous with “whatever evolves,” including either S-types or A-types. It does not identify
any set of traits that conceivably could evolve but does not. Let us therefore call it
cheap individualism.

Cheap individualism is so meaningless that no one would explicitly endorse it. Even
the most ardent individualists, such as G. C. Williams (1966, 1985), R. Dawkins (1976,
1982), and J. Maynard Smith (1987), believe that there is something outside individual
selection called group selection that in principle can evolve altruistic traits. Neverthe-
less, the history of individual selection from 1960 to the present has been a slow slide
from valid individualism to cheap individualism. Before documenting this claim it is
necessary to review three reasons why the slide could occur unnoticed.

First, group-structured population models such as the one described above can be ap-
plied to an enormous range of biological phenomena. The single groups can be isolated
demes that persist for many generations, groups of parasites interacting within single
hosts, clusters of caterpillars interacting on a single leaf, or coalitions of baboons that
behaviorally segregate within a larger troop. The groups can be communities whose
members are separate species, social units whose members are conspecifics, or even sin-
gle organisms whose ‘“‘members” are genes of cell lineages (Crow 1979; Cosmides and
Tooby 1981; Buss 1987). Historically, however, the first group selection models focused
on a particular conception of isolated demes that persist for many generations. Thus, it
has been possible for biologists studying other kinds of groups to assume that they are
not invoking group selection, when in fact their models are miniature versions of tra-
ditional group selection models.

Second, many biologists today regard group selection as a heretical concept that
was discarded twenty years ago and consider their own work to be entirely within the
grand tradition of “individual selection.” Gould (1982:xv) remembers ‘“the hooting
dismissal of Wynne-Edwards and group selection in any form during the late 1960’s
and most of the 1970’s,” and even today graduate students tell me how difficult it is
for them to think about group selection in a positive light after being taught in their
courses that it “just doesn’t happen.” The vast majority of authors who claim that
such-and-such evolves by individual selection do not even include an explicit model
of group selection to serve as a possible alternative. Individual selection truly has
become the modern synonym for “everything that evolves in my model,” and group



68 David Sloan Wilson

selection is mentioned only as a bogey man in the introduction or the conclusion of
the paper.

Third, averaging the fitness of individual types across groups is a useful, intuitively
reasonable procedure that correctly predicts the outcome of natural selection. Biolo-
gists commonly average the fitness of types across a range of physical environments,
and it seems reasonable to average across social environments in the same way. I em-
phasize that there is nothing wrong with this procedure—it merely cannot be used to
define individual selection because it leaves nothing outside of it.

Now I must document my claim that individualism in biology achieves generality
only by averaging the fitness of individuals across groups.

Three Examples of Cheap Individualism in Biology

The Evolution of Avirulence in Parasites and Diseases

Disease organisms provide an excellent real-world example of a group-structured popu-
lation similar to the model outlined above. Each infected host comprises an isolated
group of disease organisms, which compete with other groups to infect new hosts. Nat-
ural selection within single hosts is expected to favor strains with high growth rates.
Excessively high growth rates tend to kill the host, however, driving the entire group
of disease organisms extinct (assuming that transmission requires the host to be alive).
Avirulent strains therefore can be envisioned as “altruists”’ that increase the survival of
entire groups, but which nevertheless decline in frequency within every group contain-
ing more virulent strains. Lewontin (1970) was the first to recognize that avirulence
evolves by between-group selection, and the process has been well documented in
a myxoma virus that was introduced into Australia to control the European rabbit
(Fenner and Ratcliffe 1965). Nevertheless, consider the following account in the first
edition of Futuyma’s (1979:455) textbook Evolutionary Biology:

In many interactions the exploiter cannot evolve to be avirulent; it profits a fox nothing to spare
the hare. But if the fitness of an individual parasite or its offspring is lowered by the death of its
host, avirulence is advantageous. The myxoma virus, introduced into Australia to control European
rabbits, at first caused immense mortality. But within a few years mortality levels were lower, both
because the rabbits had evolved resistance and because the virus had evolved to be less lethal. ...
Because the virus is transmitted by mosquitoes that feed only on living rabbits, virulent virus geno-
types are less likely to spread than benign genotypes [italics mine]. Avirulence evolves not to assure a
stable future supply of hosts, but to benefit individual parasites.

Thus, by the simple procedure of comparing the fitness of virulent and avirulent
types across all hosts (see italicized portion of text), rather than within single hosts,
the evolution of avirulence can be made to appear an individualistic process. Futuyma,
incidently, is sympathetic to the concept of group selection and properly attrib-
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utes avirulence to between-group selection in the second edition of his textbook
(1986:496-497). This example of cheap individualism therefore is inadvertent, and
shows how easily selection at multiple levels can be represented as occurring entirely
at the lowest level.

Inclusive Fitness Theory

Within the individualistic tradition in biology, natural selection is widely thought to
maximize a property called inclusive fitness, which is the sum of an individual’s effects
on the fitness of others multiplied by the probability that the others will share the
genes causing the behavior. As Hamilton (1963:354-355) originally put it:

Despite the principle of “survival of the fittest” the ultimate criterion which determines whether
G [an altruistic allele] will spread is not whether the behavior is to the benefit of the behavior but
whether it is to the benefit of the gene G; and this will be the case if the average net result of the
behavior is to add to the gene-pool a handful of genes containing G in higher concentration than
does the gene-pool itself. With altruism this will happen only if the affected individual is a relative
of the altruist, therefore having an increased chance of carrying the gene, and if the advantage
conferred is large enough compared to the personal disadvantage to offset the regression, or “dilu-
tion,” of the altruist’s genotype in the relative in question.

In this formulation, individuals evolve to maximize the fitness of “‘their genes” relative
to other genes in the population, regardless of whether “their genes” are located in
children, siblings, cousins, parents, and so on. Aid-giving toward relatives therefore
ceases to appear altruistic, and becomes part of an individual’s “selfish” strategy to
maximize its inclusive fitness. Even sterility and death can be inclusive fitness maxi-
mizing if the positive effects on relatives are sufficiently great.

Let us pursue this idea by considering an Aa female who mates with an aa male and
produces a clutch of ten offspring, five of whom are Aa and the other five aa. The dom-
inant allele A codes for an altruistic behavior that is expressed only toward siblings.
The sibling group therefore is equally divided between altruists and nonaltruists, and
the fitness of the two genotypes from equation (1) is

Waa =X —c+Db(4/9), Wi =X+b(5/9).

The selfish aa genotype is inevitably most fit, which merely reiterates the general con-
clusion obtained [previously] for evolution in all single groups. The fact that the group
in this case consists of full siblings is irrelevant to the conclusion. To see how altruism
expressed toward siblings evolves, we must consider a large number of family groups,
initiated by all combinations of parental genotypes —AA x AA, AA x Aa, Aa x Aa,
AA x aa, Aa x aa, aa x aa. Within-group selection favors the selfish a-allele in all groups
containing both altruistic and selfish genotypes. The fitness of entire sibling groups,
however, is directly proportional to the frequency of altruistic A-alleles in the group.
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Thus, Hamilton’s conclusions cannot be reached without combining within-group
selection and between-group selection into a single measure of “inclusive fitness.”
The idea that aid-giving toward relatives is a form of “true” altruism that requires
between-group selection has been reached by many authors (reviewed in Wilson
1983). Nevertheless, evolutionists within the individualistic tradition continue to use
inclusive fitness theory as their guiding light to explain the evolution of “apparently”
altruistic behaviors, “without invoking group selection.” This is cheap individualism.

Diploid Population Genetics and Evolutionary Game Theory

My final example involves a comparison between two seemingly different bodies of
theory in evolutionary biology. Diploid population genetics models begin with a pop-
ulation of gametic types (A,a) which combine into pairs to form diploid genotypes
(AA, Aa, aa). Selection usually is assumed to occur in the diploid stage, after which the
genotypes dissociate back into gametes and the process is reiterated. The most com-
mon way for selection to occur in these models is for some genotypes to survive and
reproduce better than others, the standard process of between-individual selection. In
addition, however, it is possible for some alleles to survive and reproduce better than
others within single individuals. For example, the rules of meiosis usually cause the two
chromosome sets to be equally represented in the gametes. Some alleles manage to
break the rules of meiosis, however, biasing their own transmission into the sperm
and eggs of heterozygotes. The differential fitness of alleles within heterozygotes is
termed meiotic drive, and can cause the evolution of genes that have neutral or even
deleterious effects on the fitness of individuals (Crow 1979; Cosmides and Tooby
1981). In short, diploid population genetics models are explicitly hierarchical by recog-
nizing the existence of both between- and within-individual selection.

Evolutionary game theory (also called ESS theory for “evolutionarily stable strategy”’)
begins with a population of individual types (A,a) that combine into groups of size N
for purposes of interaction. Selection occurs during the grouped stage, after which the
groups dissociate back into individuals and the process is reiterated. Usually N = 2,
which yields three types of groups (AA, Aa,aa). ESS theory was borrowed directly from
economic game theory (Maynard Smith and Price 1973; Maynard Smith 1982) but the
two are not identical. In particular, economic game theory assumes that the players are
rational actors trying to maximize their (absolute) payoff, while ESS theory assumes
that natural selection will favor the strategy that delivers the highest payoff relative to
other competing strategies in the population.

It should be obvious that the population structure of genes combining into individ-
uals in a diploid model is identical to the population structure of individuals combin-
ing into groups of N = 2 in an ESS model. Similarly, natural selection in an ESS model
can happen in two ways: groups can outperform other groups or individuals can out-
perform other individuals within groups. In the familiar hawk-dove model, for exam-
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ple, dove-dove groups (in which resources are equitably shared) are more fit than
hawk-hawk groups (in which resources are contested), while hawks are more fit than
doves within hawk-dove groups. To be consistent with population genetics models we
should say that hawks are favored by within-group selection and doves by between-
group selection. ESS theorists, however, average the fitness of individual types across
groups and call everything that evolves the product of “individual selection.” The
term ‘“‘between-group selection” is never used, and Maynard Smith actually borrowed
game theory from economics as an alternative to group selection (Maynard Smith
and Price 1973; Maynard Smith 1982). As Dawkins (1980:360) puts it: ‘““There is a com-
mon misconception that cooperation within a group at a given level of organization
must come about through selection between groups....ESS theory provides a more
parsimonious alternative.” This one passage provides all the elements of cheap individ-
ualism: the fitness of individuals is averaged across groups, everything that evolves is
called the product of individual selection, and something else is called group selection,
outside the model and completely unspecified, except to say that it need not be
invoked.

These three examples show that, despite its widespread acceptance, individualism in
biology is on very thin ice. Self-interest defined as “whatever evolves” is meaningless,
and yet when self-interest is defined more meaningfully as “within-group selection” it
cannot claim to explain everything that evolves in nature. We must therefore accept a
hierarchical view of evolution in which the properties of functional organization im-
plicit in the word “organism’ need not be restricted to individuals. The differential fit-
ness of genetic elements within individuals ushers us into a bizarre world in which the
genetic elements are the purposeful organisms and individuals are mere collections of
quarreling genes, the way we usually think of groups. The differential fitness of individ-
uals within groups ushers us into a familiar world in which groups are mere collections
of purposeful individuals. The differential fitness of groups ushers us into another bi-
zarre world (for individualists) in which the groups are the organisms whose properties
are caused by individuals acting in a coordinated fashion, the way we usually think of
genes and the organs they code for. See Wilson and Sober (1989) for a more detailed
review of levels-of-selection theory in biology.

A Parallel Argument for the Human Sciences

If human behavior is measured against the dual standard of effects on self and effects
on others, it appears to show the full range of potential. Individuals have sacrificed
their lives for the benefit of others, and they have sacrificed the lives of others for their
own trivial gain. Viewed at the society level, some human groups are so well coordi-
nated that they invite comparison to single organisms, while others show all the dis-
organization of a bar-room brawl.
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Humans also are frequently embedded in a complex network of interactions in
which single expressions of a behavior affect the actor and a relatively small number
of associates. Put another way, human populations are subdivided into clusters of asso-
ciates similar to the local populations of the evolutionary models outlined above. It
seems possible that a theory of human behavior in social networks could be developed
that parallels levels-of-selection theory in biology, leading to a similar hierarchical view
of functional organization in human affairs.

As with any theory of human behavior, the first step is to specify the rules that cause
people to choose among alternative behaviors, which serve as the analog of natural se-
lection in an evolutionary model. Following Axelrod and others (Axelrod and Hamil-
ton 1981; Brown et al. 1982; Pollock 1988), assume that humans adopt behaviors that
maximize a given utility, relative to competing behaviors in the population. The utility
might be pleasure (to a psychologist), annual income (to an economist), or genetic fit-
ness (to a sociobiologist). The details of the utility are relatively unimportant because
the hallmark of a hierarchical model is not the nature of the utility but the way it is
partitioned into within- and between-group components. Consider, for example, a
behavior that decreases the utility of self and increases the utility of others. If others
include the entire population, then the utility of those expressing the behavior will be
lower than those that do not, and the behavior will be rejected precisely as it is selected
against in the one-group evolutionary model. Now assume that the human population
is subdivided into a mosaic of associates in which the expression of behavior is non-
random; some groups of associates behave primarily one way, other groups the other
way. The utility of the behaviors now depends on the frame of comparison. The behav-
ior fares poorly in all groups in which the alternative behavior is expressed, but may
still deliver the highest utility when averaged across all groups, exactly as in the multi-
group evolutionary model. Adoption of the behavior therefore depends on two factors,
the effect on self and others and the interaction structure within which the behavior is
embedded.

Theories of behavior in the human sciences frequently consider both factors but
combine them into an overarching definition of self-interest as “utility-maximizing
behavior”—i.e., all behaviors adopted by rational humans! This is cheap individualism,
that achieves generality only by definitional fiat. Levels-of-selection theory keeps the
factors separate, defining behaviors as self-interested when they increase relative utility
within single groups, and group-interested when they increase the average utility of
groups, relative to other groups. This provides a framework in which rational (utility
maximizing) humans need not be self-interested by definition.

As for the situation in biology, many human behaviors that are catagorized as selfish
by cheap individualism emerge as ‘“groupish” in a levels-of-selection model.2 The con-
cept of morality, for example, involves rules of conduct that promote the common
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good. This implies a category of immoral behaviors—frequently termed “selfish” in ev-
eryday language—that benefit individuals at the expense of the common good. Since
moral behaviors are vulnerable to exploitation, they succeed only if they can be segre-
gated from the expression of immoral behaviors. This is nicely illustrated by the fol-
lowing passage from a seventeenth-century Hutterite document (English translation
in Ehrenpreis 1978:67):

The bond of love is kept pure and intact by the correction of the Holy Spirit. People who are bur-
dened with vices that spread and corrupt can have no part in it. This harmonious fellowship
excludes any who are not part of the unanimous spirit. ... If a man hardens himself in rebellion,
the extreme step of separation is unavoidable. Otherwise the whole community would be dragged
into his sin and become party to it....The Apostle Paul therefore says “Drive out the wicked per-
son from among you.”

The maintenance of behaviorally pure groups allowed the Hutterites to practice such
extreme altruism that their communities are best regarded as the human equivalent
of a bee colony (a metaphor that they themselves used to describe themselves). More
generally, human societies everywhere possess mechanisms for segregating behaviors,
allowing less extreme forms of morally acceptable behavior to be successful. The dis-
tinction between moral and immoral behavior, and the mechanisms whereby both
can be advantageous, correspond nicely to “groupish” and ‘“selfish” behaviors in a
levels-of-selection model. In contrast, cheap individualism is placed in the awkward sit-
uation of defining both moral and immoral behavior as brands of self-interest.

Many authors have expressed the idea that higher entities such as biological com-
munities and human societies can be organisms in their own right. Unfortunately,
the idea usually is stated as a poetic metaphor or as an axiom that is not subject to
disproof. Levels-of-selection theory shows that single-species groups and multispe-
cies communities can become functionally organized by the exact same process of
between-unit selection that causes the groups of genes known as individuals to become
functionally organized. For the first time, the hierarchical view in biology now enjoys a
solid mechanistic foundation. Perhaps this foundation also will be useful within the
human sciences to show how people sometimes coalesce into society-level organisms.

Notes

This research was funded from a J. S. Guggenheim fellowship. I thank G. Pollock, R. Boyd, P.
Richerson, and virtually dozens of other people for helpful conversations.

1. Adding the contents of both groups is justified biologically only if the occupants of the groups
physically mix during a dispersal stage or compete for the colonization of new groups. See Wilson
(1977, 1980, 1983) for a more detailed discussion of the nature of groups in levels-of-selection
models.
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2. Both cheap individualism and levels-of-selection models define their terms on the basis of util-
ities, which do not translate easily into psychological definitions of altruism and selfishness based
on internal motivation. In outlining his economic theory of human behavior, Becker (1976:7)
states that it does not matter how people actually feel or think about what they do as long as the
end result of their behavior is utility maximizing. In the same way, behaviors categorized as group
interested in a levels-of-selection model do not imply that the actor is internally motivated to help
others. This does not mean that psychological definitions of altruism are irrelevant, but only that
their relationship with definitions based on utility are complex. I hope to explore the complexities
in a future paper.
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5 The Spandrels of San Marco and the Panglossian Paradigm:

A Critique of the Adaptationist Programme

Stephen Jay Gould and Richard C. Lewontin

An adaptationist program has dominated evolutionary thought in England and the United States
during the past forty years. It is based on faith in the power of natural selection as an optimizing
agent. It proceeds by breaking an organism into unitary “traits”” and proposing an adaptive story
for each considered separately. Trade-offs among competing selective demands exert the only
brake upon perfection; nonoptimality is thereby rendered as a result of adaptation as well. We
criticize this approach and attempt to reassert a competing notion (long popular in continental
Europe) that organisms must be analyzed as integrated wholes, with Baupline so constrained by
phyletic heritage, pathways of development, and general architecture that the constraints them-
selves become more interesting and more important in delimiting pathways of change than the
selective force that may mediate change when it occurs. We fault the adaptationist program for
its failure to distinguish current utility from reasons for origin (male tyrannosaurs may have used
their diminutive front legs to titillate female partners, but this will not explain why they got so
small); for its unwillingness to consider alternatives to adaptive stories; for its reliance upon plau-
sibility alone as a criterion for accepting speculative tales; and for its failure to consider ade-
quately such competing themes as random fixation of alleles, production of nonadaptive
structures by developmental correlation with selected features (allometry, pleiotropy, material
compensation, mechanically forced correlation), the separability of adaptation and selection,
multiple adaptive peaks, and current utility as an epiphenomenon of nonadaptive structures. We
support Darwin’s own pluralistic approach to identifying the agents of evolutionary change.

Introduction

The great central dome of St. Mark’s Cathedral in Venice presents in its mosaic design a
detailed iconography expressing the mainstays of Christian faith. Three circles of fig-
ures radiate out from a central image of Christ: angels, disciples, and virtues. Each
circles is divided into quadrants, even though the dome itself is radially symmetrical
in structure. Each quadrant meets one of the four spandrels in the arches below the
dome. Spandrels—the tapering triangular spaces formed by the intersection of two
rounded arches at right angles (figure 5.1)—are necessary architectural by-products of

From Proc. R. Soc. Lond. B 205, 581-598 (1979). Reprinted by permission of The Royal Society.
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1

Figure 5.1
One of the four spandrels of St. Mark’s; seated evangelist above, personification of river below.

mounting a dome on rounded arches. Each spandrel contains a design admirably fitted
into its tapering space. An evangelist sits in the upper part flanked by the heavenly
cities. Below, a man representing one of the four biblical rivers (Tigris, Euphrates,
Indus, and Nile) pours water from a pitcher in the narrowing space below his feet.

The design is so elaborate, harmonious, and purposeful that we are tempted to view
it as the starting point of any analysis, as the cause in some sense of the surrounding
architecture. But this would invert the proper path of analysis. The system begins with
an architectural constraint: the necessary four spandrels and their tapering triangular
form. They provide a space in which the mosaicists worked; they set the quadripartite
symmetry of the dome above.
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Figure 5.2
The ceiling of King’s College Chapel.

Such architectural constraints abound, and we find them easy to understand because
we do not impose our biological biases upon them. Every fan-vaulted ceiling must have
a series of open spaces along the midline of the vault, where the sides of the fans inter-
sect between the pillars (figure 5.2). Since the spaces must exist, they are often used for
ingenious ornamental effect. In King’s College Chapel in Cambridge, for example, the
spaces contain bosses alternately embellished with the Tudor rose and portcullis. In a
sense, this design represents an “‘adaptation,” but the architectural constraint is clearly
primary. The spaces arise as a necessary by-product of fan vaulting; their appropriate
use is a secondary effect. Anyone who tried to argue that the structure exists because
the alternation of rose and portcullis makes so much sense in a Tudor chapel would
be inviting the same ridicule that Voltaire heaped on Dr. Pangloss: “Things cannot be
other than they are. ... Everything is made for the best purpose. Our noses were made
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to carry spectacles, so we have spectacles. Legs were clearly intended for breeches, and
we wear them.” Yet evolutionary biologists, in their tendency to focus exclusively on
immediate adaptation to local conditions, do tend to ignore architectural constraints
and perform just such an inversion of explanation.

As a closer example, recently featured in some important biological literature on
adaptation, anthropologist Michael Harner has proposed (1977) that Aztec human
sacrifice arose as a solution to chronic shortage of meat (limbs of victims were often
consumed, but only by people of high status). E. O. Wilson (1978) has used this expla-
nation as a primary illustration of an adaptive, genetic predisposition for carnivory in
humans. Harner and Wilson ask us to view an elaborate social system and a complex
set of explicit justifications involving myth, symbol, and tradition as mere epipheno-
mena generated by the Aztecs as an unconscious rationalization masking the ‘‘real”
reason for it all: need for protein. But Sahlins (1978) has argued that human sacrifice
represented just one part of an elaborate cultural fabric that, in its entirety, not only
represented the material expression of Aztec cosmology, but also performed such utili-
tarian functions as the maintenance of social ranks and systems of tribute among cities.

We strongly suspect that Aztec cannibalism was an “‘adaptation”” much like evange-
lists and rivers in spandrels, or ornamented bosses in ceiling spaces: a secondary epi-
phnomenon representing a fruitful use of available parts, not a cause of the entire
system. To put it crudely: a system developed for other reasons generated an increasing
number of fresh bodies; use might as well be made of them. Why invert the whole sys-
tem in such a curious fashion and view an entire culture as the epiphenomenon of an
unusual way to beef up the meat supply? Spandrels do not exist to house the evange-
lists. Moreover, as Sahlins argues, it is not even clear that human sacrifice was an adap-
tation at all. Human cultural practices can be orthogenetic and drive toward extinction
in ways that Darwinian processes, based on genetic selection, cannot. Since each new
monarch had to outdo his predecessor in even more elaborate and copious sacrifice,
the practice was beginning to stretch resources to the breaking point. It would not
have been the first time that a human culture did itself in. And, finally, many experts
doubt Harner’s premise in the first place (Ortiz de Montellano 1978). They argue that
other sources of protein were not in short supply, and that a practice awarding meat
only to privileged people who had enough anyway, and who used bodies so ineffi-
ciently (only the limbs were consumed, and partially at that), represents a mighty poor
way to run a butchery.

We deliberately chose nonbiological examples in a sequence running from remote to
more familiar: architecture to anthropology. We did this because the primacy of archi-
tectural constraint and the epiphenomenal nature of adaptation are not obscured by
our biological prejudices in these examples. But we trust that the message for biologists
will not go unheeded: if these had been biological systems, would we not, by force of
habit, have regarded the epiphenomenal adaptation as primary and tried to build the
whole structural system from it?
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The Adaptationist Program

We wish to question a deeply engrained habit of thinking among students of evolu-
tion. We call it the adaptationist program, or the Panglossian paradigm. It is rooted in
a notion popularized by A. R. Wallace and A. Weismann (but not, as we shall see, by
Darwin) toward the end of the nineteenth century: the near omnipotence of natural
selection in forging organic design and fashioning the best among possible worlds.
This program regards natural selection as so powerful and the constraints upon it so
few that direct production of adaptation through its operation becomes the primary
cause of nearly all organic form, function, and behavior, Constraints upon the perva-
sive power of natural selection are recognized, of course (phyletic inertia primarily
among them, although immediate architectural constraints, as discussed in the last
section, are rarely acknowledged). But they are usually dismissed as unimportant or
else, and more frustratingly, simply acknowledged and then not taken to heart and
invoked.

Studies under the adaptationist program generally proceed in two steps:

1. An organism is atomized into ‘‘traits” and these traits are explained as structures
optimally designed by natural selection for their functions. For lack of space, we must
omit an extended discussion of the vital issue, ““What is a trait?”” Some evolutionists
may regard this as a trivial, or merely a semantic problem, It is not. Organisms are inte-
grated entities, not collections of discrete objects. Evolutionists have often been led
astray by inappropriate atomization, as D’Arcy Thompson (1942) loved to point out.
Our favorite example involves the human chin (Gould 1977, pp. 381-382; Lewontin
1978). If we regard the chin as a ““thing,” rather than as a product of interaction be-
tween two growth fields (alveolar and mandibular), then we are led to an interpreta-
tion of its origin (recapitulatory) exactly opposite to the one now generally favored
(neotenic).

2. After the failure of part-by-part optimization, interaction is acknowledged via the
dictum that an organism cannot optimize each part without imposing expenses on
others. The notion of “trade-off”’ is introduced, and organisms are interpreted as best
compromises among competing demands. Thus interaction among parts is retained
completely within the adaptationist program. Any suboptimality of a part is explained
as its contribution to the best possible design for the whole. The notion that subopti-
mality might represent anything other than the immediate work of natural selection is
usually not entertained. As Dr. Pangloss said in explaining to Candide why he suffered
from venereal disease: ‘It is indispensable in this best of worlds. For if Columbus, when
visiting the West Indies, had not caught this disease, which poisons the source of
generation, which frequently even hinders generation, and is clearly opposed to the
great end of Nature, we should have neither chocolate nor cochineal.” The adaptation-
ist program is truly Panglossian. Our world may not be good in an abstract sense, but it
is the very best we could have. Each trait plays its part and must be as it is.
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At this point, some evolutionists will protest that we are caricaturing their view
of adaptation. After all, do they not admit genetic drift, allometry, and a variety of
reasons for nonadaptive evolution? They do, to be sure, but we make a different
point. In natural history, all possible things happen sometimes; you generally do not
support your favored phenomenon by declaring rivals impossible in theory. Rather,
you acknowledge the rival but circumscribe its domain of action so narrowly that
it cannot have any importance in the affairs of nature. Then, you often congra-
tulate yourself for being such an undogmatic and ecumenical chap. We maintain that
alternatives to selection for best overall design have generally been relegated to
unimportance by this mode of argument. Have we not all heard the catechism
about genetic drift: it can only be important in populations so small that they are likely
to become extinct before playing any sustained evolutionary role (but see Lande
1976).

The admission of alternatives in principle does not imply their serious consideration
in daily practice. We all say that not everything is adaptive; yet, faced with an organ-
ism, we tend to break it into parts and tell adaptive stories as if trade-offs among com-
peting, well-designed parts were the only constraint upon perfection for each trait. It
is an old habit. As Romanes complained about A. R. Wallace in 1900: “Mr. Wallace
does not expressly maintain the abstract impossibility of laws and causes other than
those of utility and natural selection....Nevertheless, as he nowhere recognizes any
other law or cause. .. he practically concludes that, on inductive or empirical grounds,
there is no such other law or cause to be entertained.”

The adaptationist program can be traced through common styles of argument. We
illustrate just a few; we trust they will be recognized by all:

1. If one adaptive argument fails, try another. Zig-zag commissures of clams and bra-
chiopods, once widely regarded as devices for strengthening the shell, become sieves
for restricting particles above a given size (Rudwick 1964). A suite of external structures
(horns, antlers, tusks), once viewed as weapons against predators, become symbols of
intraspecific competition among males (Davitashvili 1961). The Eskimo face, once
depicted as “cold engineered” (Coon et al. 1950), becomes an adaptation to generate
and withstand large masticatory forces (Shea 1977). We do not attack these newer
interpretations; they may all be right. We do wonder, though, whether the failure of
one adaptive explanation should always simply inspire a search for another of the
same general form, rather than a consideration of alternatives to the proposition that
each part is “for” some specific purpose.

2. If one adaptive argument fails, assume that another must exist; a weaker version of
the first argument. Costa and Bisol (1978), for example, hoped to find a correlation be-
tween genetic polymorphism and stability of environment in the deep sea, but they
failed. They conclude (1978, pp. 132, 133): “The degree of genetic polymorphism
found would seem to indicate absence of correlation with the particular environmental
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factors which characterize the sampled area. The results suggest that the adaptive strat-
egies of organisms belonging to different phyla are different.”

3. In the absence of a good adaptive argument in the first place, attribute failure to
imperfect understanding of where an organism lives and what it does. This is again an
old argument. Consider Wallace on why all details of color and form in land snails
must be adaptive, even if different animals seem to inhabit the same environment
(1899, p. 148): “The exact proportions of the various species of plants, the numbers of
each kind of insect or of bird, the peculiarities of more or less exposure to sunshine or
to wind at certain critical epochs, and other slight differences which to us are abso-
lutely immaterial and unrecognizable, may be of the highest significance to these hum-
ble creatures, and be quite sufficient to require some slight adjustments of size, form, or
color, which natural selection will bring about.”

4. Emphasize immediate utility and exclude other attributes of form. Fully half
the explanatory information accompanying the full-scale Fiberglass Tyrannosaurus at
Boston’s Museum of Science reads: “Front legs a puzzle: how Tyrannosaurus used its
tiny front legs is a scientific puzzle; they were too short even to reach the mount.
They may have been used to help the animal rise from a lying position.” (We pur-
posely choose an example based on public impact of science to show how widely hab-
its of the adaptationist program extend. We are not using glass beasts as straw men;
similar arguments and relative emphases, framed in different words, appear regularly
in the professional literature.) We don’t doubt that Tyrannosaurus used its diminutive
front legs for something. If they had arisen de novo, we would encourage the search
for some immediate adaptive reason. But they are, after all, the reduced product of con-
ventionally functional homologues in ancestors (longer limbs of allosaurs, for exam-
ple). As such, we do not need an explicitly adaptive explanation for the reduction
itself. It is likely to be a developmental correlate of allometric fields for relative increase
in head and hindlimb size. This nonadaptive hypothesis can be tested by conventional
allometric methods (Gould 1974, in general; Lande 1978, on limb reduction) and
seems to us both more interesting and fruitful than untestable speculations based on
secondary utility in the best of possible worlds. One must not confuse the fact that a
structure is used in some way (consider again the spandrels, ceiling spaces, and Aztec
bodies) with the primary evolutionary reason for its existence and conformation.

Telling Stories

All this is a manifestation of the rightness of things, since if there is a volcano at Lisbon it could
not be anywhere else. For it is impossible for things not to be where they are, because everything
is for the best.

—Dr. Pangloss on the great Lisbon earthquake of 1755, in which up to 50,000 people lost their
lives
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We would not object so strenuously to the adaptationist program if its invocation, in
any particular case, could lead in principle to its rejection for want of evidence. We
might still view it as restrictive and object to its status as an argument of first choice.
But if it could be dismissed after failing some explicit test, then alternatives would get
their chance. Unfortunately, a common procedure among evolutionists does not allow
such definable rejection for two reasons. First, the rejection of one adaptive story usu-
ally leads to its replacement by another, rather than to a suspicion that a different kind
of explanation might be required. Since the range of adaptive stories is as wide as our
minds are fertile, new stories can always be postulated. And if a story is not immedi-
ately available, one can always plead temporary ignorance and trust that it will be
forthcoming, as did Costa and Bisol (1978), cited above. Second, the criteria for accep-
tance of a story are so loose that many pass without proper confirmation. Often, evo-
lutionists use consistency with natural selection as the sole criterion and consider their
work done when they concoct a plausible story. But plausible stories can always be
told. The key to historical research lies in devising criteria to identify proper explana-
tions among the substantial set of plausible pathways to any modern result.

We have, for example (Gould 1978) criticized Barash’s (1976) work on aggression in
mountain bluebirds for this reason. Barash mounted a stuffed male near the nests of
two pairs of bluebirds while the male was out foraging. He did this at the same nests
on three occasions at ten-day intervals: the first before eggs were laid, the last two after-
ward. He then counted aggressive approaches of the returning male toward both the
model and the female. At time one, aggression was high toward the model and lower
toward females but substantial in both nests. Aggression toward the model declined
steadily for times two and three and plummeted to near zero toward females. Barash
reasoned that this made evolutionary sense, since males would be more sensitive to
intruders before eggs were laid than afterward (when they can have some confidence
that their genes are inside). Having devised this plausible story, he considered his
work as completed (1976, pp. 1099, 1100):

The results are consistent with the expectations of evolutionary theory. Thus aggression toward
an intruding male (the model) would clearly be especially advantageous early in the breeding sea-
son, when territories and nests are normally defended....The initial aggressive response to the
mated female is also adaptive in that, given a situation suggesting a high probability of adultery
(i.e., the presence of the model near the female) and assuming that replacement females are avail-
able, obtaining a new mate would enhance the fitness of males.. .. The decline in male-female ag-
gressiveness during incubation and fledgling stages could be attributed to the impossibility of
being cuckolded after the eggs have been laid. ... The results are consistent with an evolutionary
interpretation.

They are indeed consistent, but what about an obvious alternative, dismissed without
test by Barash? Male returns at times two and three, approaches the model, tests it a
bit, recognizes it as the same phoney he saw before, and doesn’t bother his female.
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Why not at least perform the obvious test for this alternative to a conventional adap-
tive story: expose a male to the model for the first time after the eggs are laid?

After we criticized Barash’s work, Morton et al. (1978) repeated it, with some varia-
tions (including the introduction of a female model), in the closely related eastern
bluebird Sialia sialis. “We hoped to confirm,” they wrote, that Barash’s conclusions
represent ‘“a widespread evolutionary reality, at least within the genus Sialia. Unfortu-
nately, we were unable to do so.” They found no “anticuckoldry” behavior at all: males
never approached their females aggressively after testing the model at any nesting
stage. Instead, females often approached the male model and, in any case, attacked fe-
male models more than males attacked male models. “This violent response resulted in
the near destruction of the female model after presentations and its complete demise
on the third, as a female flew off with the model’s head early in the experiment to
lose it for us in the brush” (1978, p. 969). Yet, instead of calling Barash’s selected story
into question, they merely devise one of their own to render both results in the
adaptationist mode. Perhaps, they conjecture, replacement females are scarce in their
species and abundant in Barash’s. Since Barash’s males can replace a potentially “un-
faithful” female, they can afford to be choosy and possessive. Eastern bluebird males
are stuck with uncommon mates and had best be respectful. They conclude: “If we
did not support Barash’s suggestion that male bluebirds show anticuckoldry adapta-
tions, we suggest that both studies still had ‘results that are consistent with the expect-
ations of evolutionary theory’ (Barash 1976, p. 1099), as we presume any careful study
would.” But what good is a theory that cannot fail in careful study (since by “evolu-
tionary theory,” they clearly mean the action of natural selection applied to particular
cases, rather than the fact of transmutation itself)?

The Master’s Voice Reexamined

Since Darwin has attained sainthood (if not divinity) among evolutionary biologists,
and since all sides invoke God’s allegiance, Darwin has often been depicted as a radical
selectionist at heart who invoked other mechanisms only in retreat, and only as a re-
sult of his age’s own lamented ignorance about the mechanisms of heredity. This view
is false. Although Darwin regarded selection as the most important of evolutionary
mechanisms (as do we), no argument from opponents angered him more than the
common attempt to caricature and trivialize his theory by stating that it relied exclu-
sively upon natural selection. In the last edition of the Origin, he wrote (1872, p. 395):

As my conclusions have lately been much misrepresented, and it has been stated that I attribute
the modification of species exclusively to natural selection, I may be permitted to remark that in
the first edition of this work, and subsequently, I placed in a most conspicuous position—namely
at the close of the Introduction—the following words: “I am convinced that natural selection has
been the main, but not the exclusive means of modification.” This has been of no avail. Great is
the power of steady misinterpretation.
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Romanes, whose once famous essay (1900) on Darwin’s pluralism versus the panselec-
tionism of Wallace and Weismann deserves a resurrection, noted of this passage (1900,
p- 5): “In the whole range of Darwin’s writings there cannot be found a passage so
strongly worded as this: it presents the only note of bitterness in all the thousands of
pages which he has published.” Apparently, Romanes did not know the letter Darwin
wrote to Nature in 1880, in which he castigated Sir Wyville Thomson for caricaturing
his theory as panselectionist (1880, p. 32):

I am sorry to find that Sir Wyville Thomson does not understand the principle of natural selec-
tion. ... If he had done so, he could not have written the following sentence in the Introduction
to the Voyage of the Challenger: “The character of the abyssal fauna refuses to give the least sup-
port to the theory which refers the evolution of species to extreme variation guided only by
natural selection.” This is a standard of criticism not uncommonly reached by theologians and
metaphysicians when they write on scientific subjects, but is something new as coming from a
naturalist. ... Can Sir Wyville Thomson name any one who has said that the evolution of species
depends only on natural selection? As far as concerns myself, I believe that no one has brought
forward so many observations on the effects of the use and disuse of parts, as I have done in my
‘“Variation of Animals and Plants under Domestication’’; and these observations were made for
this special object. I have likewise there adduced a considerable body of facts, showing the direct
action of external conditions on organisms.

We do not now regard all of Darwin’s subsidiary mechanisms as significant or even
valid, though many, including direct modification and correlation of growth, are very
important. But we should cherish his consistent attitude of pluralism in attempting to
explain Nature’s complexity.

A Partial Typology of Alternatives to the Adaptationist Program

In Darwin’s pluralistic spirit, we present an incomplete hierarchy of alternatives to im-
mediate adaptation for the explanation of form, function, and behavior.

1. No adaptation and no selection at all. At present, population geneticists are
sharply divided on the question of how much genetic polymorphism within popula-
tions and how much of the genetic differences between species is, in fact, the result of
natural selection as opposed to purely random factors. Populations are finite in size,
and the isolated populations that form the first step in the speciation process are often
founded by a very small number of individuals. As a result of this restriction in popula-
tion size, frequencies of alleles change by genetic drift, a kind of random genetic sam-
pling error. The stochastic process of change in gene frequency by random genetic
drift, including the very strong sampling process that goes on when a new isolated
population is formed from a few immigrants, has several important consequences.
First, populations and species will become genetically differentiated, and even fixed
for different alleles at a locus in the complete absence of any selective force at all.
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Second, alleles can become fixed in a population in spite of natural selection. Even if
an allele is favored by natural selection, some proportion of populations, depending
upon the product of population size N and selection intensity s, will become homozy-
gous for the less fit allele because of genetic drift. If Ns is large, this random fixation for
unfavorable alleles is a rare phenomenon, but if selection coefficients are on the order
of the reciprocal of population size (Ns = 1) or smaller, fixation for deleterious alleles is
common. If many genes are involved in influencing a metric character like shape,
metabolism, or behavior, then the intensity of selection on each locus will be small
and Ns per locus may be small. As a result, many of the loci may be fixed for non-
optimal alleles.

Third, new mutations have a small chance of being incorporated into a population,
even when selectively favored. Genetic drift causes the immediate loss of most new
mutations after their introduction. With a selection intensity s, a new favorable muta-
tion has a probability of only 2s of ever being incorporated. Thus one cannot claim
that, eventually, a new mutation of just the right sort for some adaptive argument
will occur and spread. “Eventually’” becomes a very long time if only one in 1,000
or one in 10,000 of the “right” mutations that do occur ever get incorporated in a
population.

2. No adaptation and no selection on the part at issue; form of the part is a correlated
consequence of selection directed elsewhere. Under this important category, Darwin
ranked his “mysterious” laws of the “correlaton of growth.” Today, we speak of pleio-
tropy, allometry, “material compensation” (Rensch 1959, pp. 179-187) and mechani-
cally forced correlations in D’Arcy Thompson’s sense (1942; Gould 1971). Here we
come face to face with organisms as integrated wholes, fundamentally not decompos-
able into independent and separately optimized parts.

Although allometric patterns are as subject to selection as static morphology itself
(Gould 1966), some regularities in relative growth are probably not under immediate
adaptive control. For example, we do not doubt that the famous 0.66 interspecific al-
lometry of brain size in all major vertebrate groups represents a selected ‘“design crite-
" though its significance remains elusive (Jerison 1973). It is too repeatable
across too wide a taxonomic range to represent much else than a series of creatures
similarly well designed for their different sizes. But another common allometry, the
0.2 to 0.4 intraspecific scaling among homeothermic adults differing in body size, or
among races within a species, probably does not require a selectionist story, though
many, including one of us, have tried to provide one (Gould 1974). R. Lande (personal
communication) has used the experiments of Falconer (1973) to show that selection
upon body size alone yields a brain-body slope across generations of 0.35 in mice.

More compelling examples abound in the literature on selection for altering the tim-
ing of maturation (Gould 1977). At least three times in the evolution of arthropods
(mites, flies, and beetles), the same complex adaptation has evolved, apparently for

rion,
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rapid turnover of generations in strongly r-selected feeders on superabundant but
ephemeral fungal resources: females reproduce as larvae and grow the next generation
within their bodies. Offspring eat their mother from inside and emerge from her
hollow shell, only to be devoured a few days later by their own progeny. It would be
foolish to seek adaptive significance in paedomorphic morphology per se; it is pri-
marily a by-product of selection for rapid cycling of generations. In more interesting
cases, selection for small size (as in animals of the interstitial fauna) or rapid matura-
tion (dwarf males of many crustaceans) has occurred by progenesis (Gould 1977, pp.
324-336), and descendant adults contain a mixture of ancestral juvenile and adult fea-
tures. Many biologists have been tempted to find primary adaptive meaning for the
mixture, but it probably arises as a byproduct of truncated maturation, leaving some
features ““behind” in the larval state, while allowing others, more strongly correlated
with sexual maturation, to retain the adult configuration of ancestors.

3. The decoupling of selection and adaptation.

(i) Selection without adaptation. Lewontin (1979) has presented the following hypo-
thetical example: “A mutation which doubles the fecundity of individuals will sweep
through a population rapidly. If there has been no change in efficiency of resource uti-
lization, the individuals will leave no more offspring than before, but simply lay twice
as many eggs, the excess dying because of resource limitation. In what sense are the
individuals or the population as a whole better adapted than before? Indeed, if a pred-
ator on immature stages is led to switch to the species now that immatures are more
plentiful, the population size may actually decrease as a consequence, yet natural selec-
tion at all times will favour individuals with higher fecundity.”

(ii) Adaptation without selection. Many sedentary marine organisms, sponges and
corals in particular, are well adapted to the flow régimes in which they live. A wide
spectrum of “‘good design” may be purely phenotypic in origin, largely induced by the
current itself. (We may be sure of this in numerous cases, when genetically identical
individuals of a colony assume different shapes in different microhabitats.) Larger
patterns of geographic variation are often adaptive and purely phenotypic as well.
Sweeney and Vannote (1978), for example, showed that many hemimetabolous
aquatic insects reach smaller adult size with reduced fecundity when they grow at tem-
peratures above and below their optima. Coherent, climatically correlated patterns in
geographic distribution for these insects—so often taken as a priori signs of genetic
adaptation—may simply reflect this phenotypic plasticity.

‘““Adaptation”’—the good fit of organisms to their environment—can occur at three
hierarchical levels with different causes. It is unfortunate that our language has focused
on the common result and called all three phenomena ““adaptation”: the differences in
process have been obscured, and evolutionists have often been misled to extend the
Darwinian mode to the other two levels as well. First, we have what physiologists call
““adaptation”: the phenotypic plasticity that permits organisms to mold their form to
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prevailing circumstances during ontogeny. Human ‘“adaptations” to high altitude fall
into this category (while others, like resistance of sickling heterozygotes to malaria, are
genetic, and Darwinian). Physiological adaptations are not heritable, though the ca-
pacity to develop them presumably is. Second, we have a “heritable” form of non-
Darwinian adaptation in humans (and, in rudimentary ways, in a few other advanced
social species): cultural adaptation (with heritability imposed by learning). Much con-
fused thinking in human sociobiology arises from a failure to distinguish this mode
from Darwinian adaptation based on genetic variation. Finally, we have adaptation
arising from the conventional Darwinian mechanism of selection upon genetic varia-
tion. The mere existence of a good fit between organism and environment is insuffi-
cient for inferring the action of natural selection.

4. Adaptation and selection but no selective basis for differences among adaptations.
Species of related organisms, or subpopulations within a species, often develop differ-
ent adaptations as solutions to the same problem. When ‘“multiple adaptive peaks”
are occupied, we usually have no basis for asserting that one solution is better than an-
other. The solution followed in any spot is a result of history; the first steps went in
one direction, though others would have led to adequate prosperity as well. Every nat-
uralist has his favorite illustration. In the West Indian land snail Cerion, for example,
populations living on rocky and windy coasts almost always develop white, thick, and
relatively squat shells for conventional adaptive reasons. We can identify at least two
different developmental pathways to whiteness from the mottling of early whorls in
all Cerion, two paths of thickened shells and three styles of allometry leading to squat
shells. All twelve combinations can be identified in Bahamian populations, but would
it be fruitful to ask why—in the sense of optimal design rather than historical
contingency—Cerion from eastern Long Island evolved one solution, and Cerion from
Acklins Island another?

5. Adaptation and selection, but the adaptation is a secondary utilization of parts
present for reasons of architecture, development, or history. We have already discussed
this neglected subject in the first section on spandrels, spaces, and cannibalism. If
blushing turns out to be an adaptation affected by sexual selection in humans, it will
not help us to understand why blood is red. The immediate utility of an organic struc-
ture often says nothing at all about the reason for its being.

Another, and Unfairly Maligned, Approach to Evolution

In continental Europe, evolutionists have never been much attracted to the Anglo-
American penchant for atomizing organisms into parts and trying to explain each as a
direct adaptation. Their general alternative exists in both a strong and a weak form. In
the strong form, as advocated by such major theorists as Schindewolf (1950), Remane
(1971), and Grassé (1977), natural selection under the adaptationist program can
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explain superficial modifications of the Bauplan that fit structure to environment: why
moles are blind, giraffes have long necks, and ducks webbed feet, for example. But the
important steps of evolution, the construction of the Bauplan itself and the transition
between Baupline, must involve some other unknown, and perhaps “internal,” mech-
anism. We believe that English biologists have been right in rejecting this strong form
as close to an appeal to mysticism.

But the argument has a weaker—and paradoxically powerful—form that has not
been appreciated, but deserves to be. It also acknowledges conventional selection for
superficial modifications of the Bauplan. It also denies that the adaptationist program
(atomization plus optimizing selection on parts) can do much to explain Baupline and
the transitions between them. But it does not therefore resort to a fundamentally
unknown process. It holds instead that the basic body plans of organisms are so inte-
grated and so replete with constraints upon adaptation (categories 2 and 5 of our typol-
ogy) that conventional styles of selective arguments can explain little of interest about
them. It does not deny that change, when it occurs, may be mediated by natural selec-
tion, but it holds that constraints restrict possible paths and modes of change so
strongly that the constraints themselves become much the most interesting aspect of
evolution.

Rupert Riedl, the Austrian zoologist who has tried to develop this thesis for English
audiences (1977 and 1975, translated into English by R. Jeffries in 1978) writes:

The living world happens to be crowded by universal patterns of organization which, most obvi-
ously, find no direct explanation through environmental conditions or adaptive radiation, but
exist primarily through universal requirements which can only be expected under the systems
conditions of complex organization itself.... This is not self-evident, for the whole of the huge
and profound thought collected in the field of morphology, from Goethe to Remane, has virtually
been cut off from modern biology. It is not taught in most American universities. Even the
teachers who could teach it have disappeared.

Constraints upon evolutionary change may be ordered into at least two categories.
All evolutionists are familiar with phyletic constraints, as embodied in Gregory’s classic
distinction (1936) between habitus and heritage. We acknowledge a kind of phyletic
inertia in recognizing, for example, that humans are not optimally designed for up-
right posture because so much of our Bauplan evolved for quadrupedal life. We also in-
voke phyletic constraint in explaining why no molluscs fly in air and no insects are as
large as elephants.

Developmental constraints, a subcategory of phyletic restrictions, may hold the most
powerful rein of all over possible evolutionary pathways. In complex organisms, early
stages of ontogeny are remarkably refractory to evolutionary change, presumably be-
cause the differentiation of organ systems and their integration into a functioning
body is such a delicate process so easily derailed by early errors with accumulating
effects. Von Baer’s fundamental embryological laws (1828) represent little more than a
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recognition that early stages are both highly conservative and strongly restrictive of
later development. Haeckel’s biology law, the primary subject of late nineteenth-
century evolutionary biology, rested upon a misreading of the same data (Gould
1977). If development occurs in integrated packages and cannot be pulled apart piece
by piece in evolution, then the adaptationist program cannot explain the alteration of
developmental programs underlying nearly all changes of Bauplan.

The German palaeontologist A. Seilacher, whose work deserves far more attention
than it has received, has emphasized what he calls “bautechnischer, or architectural, con-
straints” (Seilacher 1970). These arise not from former adaptations retained in a new
ecological setting (phyletic constraints as usually understood), but as architectural
restrictions that never were adaptations but rather were the necessary consequences of
materials and designs selected to build basic Baupldne. We devoted the first section of
this chapter to nonbiological examples in this category. Spandrels must exist once a
blueprint specifies that a dome shall rest on rounded arches. Architectural constraints
can exert a far-ranging influence upon organisms as well. The subject is full of poten-
tial insight because it has rarely been acknowledged at all.

In a fascinating example, Seilacher (1972) has shown that the divaricate form of ar-
chitecture (figure 5.3) occurs again and again in all groups of molluscs, and in brachio-
pods as well. This basic form expresses itself in a wide variety of structures: raised
ornamental lines (not growth lines because they do not conform to the mantle margin
at any time), patterns of coloration, internal structures in the mineralization of calcite
and incised grooves. He does not know what generates this pattern and feels that tradi-
tional and nearly exclusive focus on the adaptive value of each manifestation has
diverted attention from questions of its genesis in growth and also prevented its recog-
nition as a general phenomenon. It must arise from some characteristic pattern of
inhomogeneity in the growing mantle, probably from the generation of interference
patterns around regularly spaced centers; simple computer simulations can generate
the form in this manner (Waddington and Cowe 1969). The general pattern may not
be a direct adaptation at all.

Seilacher then argues that most manifestations of the pattern are probably nonadap-
tive. His reasons vary but seem generally sound to us. Some are based on field observa-
tions: color patterns that remain invisible because clams possessing them either live
buried in sediments or remain covered with a periostracum so thick that the colors
cannot be seen. Others rely on more general principles: presence only in odd and
pathological individuals, rarity as a developmental anomaly, excessive variability com-
pared with much reduced variability when the same general structure assumes a form
judged functional on engineering grounds.

In a distinct minority of cases, the divaricate pattern becomes functional in each
of the four categories (figure 5.3). Divaricate ribs may act as scoops and anchors in
burrowing (Stanley 1970), but they are not properly arranged for such function in
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Figure 5.3

The range of divaricate patterns in molluscs. E, F, H, and L are non-functional in Seilacher’s judge-
ment. A-D are functional ribs (but these are far less common than non-functional ribs of the form
E). G is the mimetic Arca zebra. K is Corculum. See text for details.

most clams. The color chevrons are mimetic in one species (Pteria zebra) that lives on
hydrozoan branches; here the variability is strongly reduced. The mineralization chev-
rons are probably adaptive in only one remarkable creature, the peculiar bivalve Corcu-
lum cardissa (in other species they either appear in odd specimens or only as
postmortem products of shell erosion). This clam is uniquely flattened in an anterio-
posterior direction. It lies on the substrate, posterior up. Distributed over its rear end
are divaricate triangles of mineralization. They are translucent, while the rest of the
shell is opaque. Under these windows dwell endosymbiotic algae!
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All previous literature on divaricate structure has focused on its adaptive significance
(and failed to find any in most cases). But Seilacher is probably right in representing
this case as the spandrels, ceiling holes, and sacrificed bodies of our first section. The
divaricate pattern is a fundamental architectural constraint. Occasionally, since it is
there, it is used to beneficial effect. But we cannot understand the pattern or its evolu-
tionary meaning by viewing these infrequent and secondary adaptations as a reason
for the pattern itself.

Galton (1909, p. 257) contrasted the adaptationist program with a focus on con-
straints and modes of development by citing a telling anecdote about Herbert Spencer’s
fingerprints:

Much has been written, but the last word has not been said, on the rationale of these curious pap-
illary ridges; why in one man and in one finger they form whorls and in another loops. I may
mention a characteristic anecdote of Herbert Spencer in connection with this. He asked me to
show him my Laboratory and to take his prints, which I did. Then I spoke of the failure to dis-
cover the origin of these patterns, and how the fingers of unborn children had been dissected to
ascertain their earliest stages, and so forth. Spencer remarked that this was beginning in the wrong
way; that I ought to consider the purpose the ridges had to fulfil, and to work backwards. Here, he
said, it was obvious that the delicate mouths of the sudorific glands required the protection given
to them by the ridges on either side of them, and therefrom he elaborated a consistent and inge-
nious hypothesis at great length. I replied that his arguments were beautiful and deserved to be
true, but it happened that the mouths of the ducts did not run in the valleys between the crests,
but along the crests of the ridges themselves.

We feel that the potential rewards of abandoning exclusive focus on the adapta-
tionist program are very great indeed. We do not offer a counsel of despair, as adapta-
tionists have charged; for nonadaptive does not mean nonintelligible. We welcome the
richness that a pluralistic approach, so akin to Darwin’s spirit, can provide. Under the
adaptationist program, the great historic themes of developmental morphology and
Bauplan were largely abandoned; for if selection can break any correlation and opti-
mize parts separately, then an organism’s integration counts for little. Too often, the
adaptationist program gave us an evolutionary biology of parts and genes, but not of
organisms. It assumed that all transitions could occur step by step and underrated the
importance of integrated developmental blocks and pervasive constraints of history
and architecture. A pluralistic view could put organisms, with all their recalcitrant yet
intelligible complexity, back into evolutionary theory.
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6 Optimization Theory in Evolution

John Maynard Smith

Introduction

In recent years there has been a growing attempt to use mathematical methods bor-
rowed from engineering and economics in interpreting the diversity of life. It is
assumed that evolution has occurred by natural selection, hence that complex struc-
tures and behaviors are to be interpreted in terms of the contribution they make to
the survival and reproduction of their possessors—that is, to Darwinian fitness. There
is nothing particularly new in this logic, which is also the basis of functional anatomy,
and indeed of much physiology and molecular biology. It was followed by Darwin
himself in his studies of climbing and insectivorous plants, of fertilization mechanisms
and devices to ensure cross-pollination.

What is new is the use of such mathematical techniques as control theory, dynamic
programming, and the theory of games to generate a priori hypotheses, and the appli-
cation of the method to behaviors and life history strategies. This change in method
has led to the criticism (e.g., Lewontin, 54, 55) that the basic hypothesis of adaptation
is untestable and therefore unscientific, and that the whole program of functional ex-
planation through optimization has become a test of ingenuity rather than an inquiry
into truth. Related to this is the criticism that there is no theoretical justification for
any maximization principles in biology, and therefore that optimization is no substi-
tute for an adequate genetic model.

My aim in this review is not to summarize the most important conclusions reached
by optimization methods, but to discuss the methodology of the program and the
criticisms that have been made of it. In doing so, I have taken as my starting point
two articles by Lewontin (54, 55). I disagree with some of the views he expresses, but I
believe that the development of evolution theory could benefit if workers in optimiza-
tion paid serious attention to his criticisms.

From Annual Review of Ecology and Systematics 9 (1978): 31-56. Reprinted by permission of Annual
Review.
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I first outline the basic structure of optimization arguments, illustrating this with
three examples, namely the sex ratio, the locomotion of mammals, and foraging be-
havior. I then discuss the possibility that some variation may be selectively neutral,
and some structures maladaptive. I summarize and comment on criticisms made by
Lewontin. The most damaging, undoubtedly, is the difficulty of testing the hypotheses
that are generated. The next section therefore discusses the methodology of testing; in
this section I have relied heavily on the arguments of Curio (23). Finally I discuss
mathematical methods. The intention here is not to give the details of the mathe-
matics, but to identify the kinds of problems that have been attacked and the assump-
tions that have been made in doing so.

The Structure of Optimization Models

In this section I illustrate the argument with three example: (a) the sex ratio, based on
Fisher’s (28) treatment and later developments by Hamilton (34), Rosado and Rob-
ertson (85), Trivers and Willard (96), and Trivers and Hare (95); (b) the gaits of
mammals—given a preliminary treatment by Maynard Smith and Savage (66), and fur-
ther analyzed in several papers in Pedley (78); (c) foraging strategies. Theoretical work
on them originated with the papers of Emlen (27) and MacArthur and Pianka (57). I
have relied heavily on a recent review by Pyke et al. (81). These authors suggest that
models have in the main been concerned with four problems: choice by the animal of
which types of food to eat (optimal diet); choice of which patch type to feed in; alloca-
tion of time to different patches; pattern and speed of movement. In what follows
I shall refer only to two of those—optimal diet and allocation of time to different
patches.

All optimization models contain, implicitly or explicitly, an assumption about the
“constraints” that are operating, an optimization criterion, and an assumption about
heredity. I consider these in turn.

The Constraints: Phenotype Set and State Equations

The constraints are essentially of two kinds. In engineering applications, they concern
the “strategy set,” which specifies the range of control actions available, and the “state
equations,” which specify how the state of the system being controlled changes in
time. In biological applications, the strategy set is replaced by an assumption about
the set of possible phenotypes on which selection can operate.

It is clearly impossible to say what is the “best” phenotype unless one knows the
range of possibilities. If there were no constraints on what is possible, the best pheno-
types would live forever, would be impregnable to predators, would lay eggs at an infi-
nite rate, and so on. It is therefore necessary to specify the set of possible phenotypes,
or in some other way describe the limits on what can evolve. The ‘“phenotype set” is
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an assumption about what can evolve and to what extent; the “‘state equations” de-
scribe features of the situation that are assumed not to change. This distinction will
become clearer when particular examples are discussed. Let us consider the three prob-
lems in turn.

Sex Ratio For the sex ratio, the simplest assumption is that a parent can produce a
fixed number N of offspring, and that the probability S that each birth will be a male
can vary from parent to parent over the complete range from O to 1; the phenotype set
is then the set of values of S over this range. Fisher (28) extended this by supposing
that males and females “cost” different amounts; i.e. he supposed that a parent could
produce o males and f females, where o and f are constrained to lie on or below the
line o + fk = N, and k is the cost of a female relative to that of a male. He then con-
cluded that the parent should equalize expenditure on males and females. MacArthur
(56) further broadened the phenotype set by insisting only that « and § lie on or below
a line of arbitrary shape, and concluded that a parent should maximize «f. A similar
assumption was used by Charnov et al. (11) to analyze the evolution of hermaphrodi-
tism as opposed to dioecy. Finally, it is possible to ask (97) what is the optimal strategy
if a parent can choose not merely a value of S, hence of the expected sex ratio, but also
the variance of the sex ratio.

The important point in the present context is that the optimal solution depends on
the assumption made. For example, Crow and Kimura (21) conclude that the sex ratio
should be unity, but they do so for a model that assumes that N = o + f is a constant.

Gaits In the analysis of gaits, it is assumed that the shapes of bones can vary but the
mechanical properties of bone, muscle, and tendon cannot. It is also assumed that
changes must be gradual; thus the gaits of ostrich, antelope, and kangaroo are seen as
different solutions to the same problem, not as solutions to different problems—i.e.,
they are different “adaptive peaks” (101).

Foraging Strategy In models of foraging behavior, a common assumption is that the
way in which an animal allocates its time among various activities (e.g., consuming
one prey item rather than another, searching in one kind of patch rather than another,
moving between patches rather than continuing to search in the same one) can vary,
but the efficiency with which it performs each act cannot. Thus, for example, the
length of time it takes to “handle” (capture and consume) a given item, the time and
energy spent in moving from place to place, and the time taken to find a given prey
item at a given prey density are taken as invariant. Thus the models of foraging so far
developed treat the phenotype set as the set of possible behavioral strategies, and treat
structure and locomotory or perceptual skills as constants contributing to the state
equations (which determine how rapidly an animal adopting some strategy acquires
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food). In principle there is no reason why optimization models should not be applied
to the evolution of structure or skill also; it is simply a question of how the phenotype
set is defined.

The Optimization Criterion

Some assumption must then be made concerning what quantity is being maximized.
The most satisfactory is the inclusive fitness (see the section Games between Relatives,
below); in many contexts the individual fitness (expected number of offspring) is
equally good. Often, as in the second and third of my examples, neither criterion is
possible, and some other assumption is needed. Two points must be made. First, the
assumption about what is maximized is an assumption about what selective forces
have been responsible for the trait; second, this assumption is part of the hypothesis
being tested.

In most theories of sex ratio the basic assumption is that the ratio is determined by a
gene acting in a parent, and what is maximized is the number of copies of that gene in
future generations. The maximization has therefore a sound basis. Other maximization
criteria have been used. For example, Kalmus and Smith (41) propose that the sex ratio
maximizes the probability that two individuals meeting will be of different sexes; it is
hard to understand such an eccentric choice when the natural one is available.

An equally natural choice—the maximization of the expected number of offspring
produced in a lifetime—is available in theories of the evolution of life history strat-
egies. But often no such easy choice is available.

In the analysis of gaits, Maynard Smith and Savage (66) assumed that the energy ex-
penditure at a given speed would be minimized (or, equivalently, that the speed for a
given energy expenditure was maximized). This led to the prediction that the propor-
tion of time spent with all four legs off the ground should increase with speed and de-
crease with size.

In foraging theory, the common assumption is that the animal is maximizing its
energy intake per unit time spent foraging. Schoener (87) points out that this is an ap-
propriate choice, whether the animal has a fixed energy requirement and aims to min-
imize the time spent feeding so as to leave more time for other activities (“time
minimizers”), or has a fixed time in which to feed during which it aims to maximize
its energy gain (‘“‘energy maximizers”). There will, however, be situations in which
this is not an appropriate choice. For example, there may be a higher risk of predation
for some types of foraging than for others. For some animals the problem may be not
to maximize energy intake per unit time, but to take in a required amount of energy,
protein, etc. without taking an excess of any one of a number of toxins (S. A. Altmann,
personal communication).

Pyke et al. (81) point out that the optimal strategy depends on the time scale over
which optimization is carried out, for two reasons. First, an animal that has sole access
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to some resource e.g., a territory-holder) can afford to manage that resource so as to
maximize its yield over a whole season. Second, and more general, optimal behavior
depends on a knowledge of the environment, which can be acquired only by experi-
ence; this means that in order to acquire information of value in the long run, an
animal may have to behave in a way that is inefficient in the short run.

Having considered the phenotype set and the optimization criterion, a word must
be said about their relationship to Levins’s (51) concept of a fitness set. Levins was
explicitly concerned with defining fitness “in such a way that interpopulation selec-
tion would be expected to change a species towards the optimum (maximum fitness)
structure.” This essentially group-selectionist approach led him to conclusions (e.g.,
for the conditions for a stable polymorphism) different from those reached from the
classic analysis of gene frequencies (93). Nevertheless, Levins’s attempt to unite ecolog-
ical and genetic approaches did lead him to recognize the need for the concept of a fit-
ness set—i.e., the set of all possible phenotypes, each phenotype being characterized
by its (individual) fitness in each of the environments in which it might find itself.

Levins’s fitness set is thus a combination of what I have called the phenotype set and
of a measure of the fitness of each phenotype in every possible environment. It did not
allow for the fact that fitnesses may be frequency-dependent (see the section on
Games, below). The valuable insight in Levins’s approach is that it is possible to discuss
what course phenotypic evolution may take only if one makes explicit assumptions
about the constraints on what phenotypes are possible. It may be better to use the
term ‘“phenotype set” to define these constraints, both because a description of possi-
ble phenotypes is a process prior to and separable from an estimation of their fitnesses,
and because of the group-selectionist associations of the term ‘“fitness set.”

An Assumption about Heredity

Because natural selection cannot produce adaptation unless there is heredity, some
assumption, explicit or otherwise, is always present. The nature of this assumption
can be important. Fisher (28) assumed that the sex ratio was determined by autosomal
genes expressed in the parent, and that mating was random. Hamilton (34) showed
that the predicted optima are greatly changed if these assumptions are altered. In
particular, he considered the effects of inbreeding, and of genes for meiotic drive.
Rosado and Robertson (85), Trivers and Willard (96), and Trivers and Hare (95) have
analyzed the effects of genes acting in the children and (in Hymenoptera) in the sterile
castes.

It is unusual for the way in which a trait is inherited to have such a crucial effect.
Thus in models of mammalian gaits no explicit assumption is made; the implicit as-
sumption is merely that like begets like. The same is true of models of foraging, al-
though in this case “heredity” can be cultural as well as genetic—e.g. (72), for the
feeding behavior of oyster-catchers.
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The question of how optimization models can be tested is the main topic of the next
three sections. A few preliminary remarks are needed. Clearly, the first requirement of a
model is that the conclusions should follow from the assumptions. This seems not to
be the case, for example, for Zahavi’s (102) theory of sexual selection (61). A more usual
difficulty is that the conclusions depend on unstated assumptions. For example, Fisher
does not state that his sex ratio argument assumes random mating, and this was not
noticed until Hamilton’s 1967 paper (34). Maynard Smith and Price (65) do not state
that the idea of an ESS (evolutionary stable strategy) assumes asexual inheritance. It is
probably true that no model ever states all its assumptions explicitly. One reason for
writing this review is to encourage authors to become more aware of their assumptions.

A particular model can be tested either by a direct test of its assumptions or by com-
paring its predictions with observation. The essential point is that in testing a model
we are testing not the general proposition that nature optimizes, but the specific
hypotheses about constraints, optimization criteria, and heredity. Usually we test
whether we have correctly identified the selective forces responsible for the trait in
question. But we should not forget hypotheses about constraints or heredity. For exam-
ple, the weakest feature of theories concerning the sex ratio is that there is little
evidence for the existence of genetic variance of the kind assumed by Fisher—for refer-
ences, see (63). It may be for this reason that the greatest successes of sex ratio theory
(34, 95) have concerned Hymenoptera, in which it is easy to see how genes in the fe-
male parent can affect the sex of her children.

Neutrality and Maladaptation

I have said that when testing optimization models, one is not testing the hypothesis
that nature optimizes. But if it is not the case that the structure and behavior of organ-
isms are nicely adapted to ensure their survival and reproduction, optimization models
cannot be useful. What justification have we for assuming this?

The idea of adaptation is older than Darwinism. In the form of the argument from
design, it was a buttress of religious belief. For Darwin the problem was not to prove
that organisms were adapted but to explain how adaptation could arise without a cre-
ator. He was quite willing to accept that some characteristics are “selectively neutral.”
For example, he says (26) of the sterile dark red flower at the center of the umbel of the
wild carrot: “That the modified central flower is of no functional importance to the
plant is almost certain.” Indeed, Darwin has been chided by Cain (8) for too readily
accepting Owen'’s argument that the homology between bones of limbs of different
vertebrates is nonadaptive. For Darwin the argument was welcome, because the resem-
blance could then be taken as evidence for genetic relationship (or, presumably, for a
paucity of imagination on the part of the creator). But Cain points out that the homol-
ogy would not have been preserved if it were not adaptive.
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Biologists differ greatly in the extent to which they expect to find a detailed fit
between structure and function. It may be symptomatic of the times that when, in
conversation, I raised Darwin’s example of the carrot, two different functional expla-
nations were at once suggested. I suspect that these explanations were fanciful. But
however much one may be in doubt about the function of the antlers of the irish elk
or the tail of the peacock, one can hardly suppose them to be selectively neutral. In
general, the structural and behavioral traits chosen for functional analysis are of a
kind that rules out neutrality as a plausible explanation. Curio (23) makes the valid
point that the ampullae of Lorenzini in elasmobranchs were studied for many years be-
fore their role in enabling a fish to locate prey buried in the mud was demonstrated
(40), yet the one hypothesis that was never entertained was that the organ was func-
tionless. The same could be said of Curio’s own work (24) on the function of mobbing
in birds; behavior so widespread, so constant, and so apparently dangerous calls for a
functional explanation.

There are, however, exceptions to the rule that functional investigations are carried
out with the aim of identifying particular selective forces, and not of demonstrating
that traits are adaptive. The work initiated by Cain and Sheppard (9) on shell color
and banding in Cepaea was in part aimed at refuting the claim that the variation was
selectively neutral and explicable by genetic drift. To that extend the work was aimed
at demonstrating adaptation as such; it is significant, however, that the work has been
most successful when it has been possible to identify a particular selection pressure
(e.g., predation by thrushes).

At present, of course, the major argument between neutral and selective theories
concerns enzyme polymorphism. I cannot summarize the argument here, but a few
points on methodology are relevant. The argument arose because of the formulation
by Kimura (43) and King and Jukes (44) of the “neutral” hypothesis; one reason for
proposing it was the difficulty of accounting for the extensive variation by selection.
Hence the stimulus was quite different from that prompting most functional inves-
tigations; it was the existence of widespread variation in a trait of no obvious selective
significance.

The neutral hypothesis is a good ‘“Popperian” one; if it is false, it should be possible
to show it. In contrast, the hypothesis of adaptation is virtually irrefutable. In practice,
however, the statistical predictions of the neutral theory depend on so many
unknowns (mutation rates, the past history of population number and structure,
hitch-hiking from other loci) that it has proved hard to test (53). The difficulties have
led some geneticists (e.g., 14) to propose that the only way in which the matter can be
settled is by the classical methods of ecological genetics—i.e., by identifying the spe-
cific selection pressures associated with particular enzyme loci. The approach has had
some success but is always open to the objection that the loci for which the neutral
hypothesis has been falsified are a small and biased sample.
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In general, then, the problems raised by the neutral mutation theory and by opti-
mization theory are wholly different. The latter is concerned with traits that differ
between species and that can hardly be selectively neutral but whose selective signifi-
cance is not fully understood.

A more serious difficulty for optimization theory is the occurrence of maladaptive
traits. Optimization is based on the assumption that the population is adapted to the
contemporary environment, whereas evolution is a process of continuous change. Spe-
cies lag behind a changing environment. This is particularly serious when studying
species in an environment that has recently been drastically changed by man. For ex-
ample, Lack (48) argued that the number of eggs laid by a bird maximizes the number
of surviving young. Although there is much supporting evidence, there are some ap-
parent exceptions. For example, the gannet Sula bassana lays a single egg. Studying
gannets on the Bass Rock, Nelson (71) found that if a second egg is added, the pair
can successfully raise two young. The explanation can hardly be a lack of genetic vari-
ability, because species nesting in the Humboldt current off Peru lay two or even three
eggs and successfully raise the young.

Lack (48) suggests that the environment for gannets may recently have improved, as
evidenced by the recent increase in the population on the Bass Rock. Support for this
interpretation comes from the work of Jarvis (39) on the closely related S. capensis in
South Africa. This species typically lays one egg, but 1 percent of nests contain two. Us-
ing methods similar to Nelson’s, Jarvis found that a pair can raise two chicks to fledg-
ings, but that the average weight of twins was lower than singles, and in each nest one
twin was always considerably lighter than its fellow. There is good evidence that birds
fledging below the average weight are more likely to die soon after. Difficulties of a sim-
ilar kind arise for the glaucous gull (see 45).

The undoubted existence of maladaptive traits, arising because evolutionary change
is not instantaneous, is the most serious obstacle to the testing of optimization
theories. The difficulty must arise; if species were perfectly adapted, evolution would
cease. There is no easy way out. Clearly a wholesale reliance on evolutionary lag to
save hypotheses that would otherwise be falsified would be fatal to the whole research
program. The best we can do is to invoke evolutionary lag sparingly, and only when
there are independent grounds for believing that the environment has changed
recently in a relevant way.

What then is the status of the concept of adaptation? In the strong form—that all
organs are perfectly adapted—it is clearly false; the vermiform appendix is sufficient
to refute it. For Darwin, adaptation was an obvious fact that required an explanation;
this still seems a sensible point of view. Adaptation can also be seen as a necessary con-
sequence of natural selection. The latter I regard as a refutable scientific theory (60);
but it must be refuted, if at all, by genetic experiment and not by the observation of
complex behavior.
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Critiques of Optimization Theory
Lewontin (55) raises a number of criticisms, which I discuss in turn.

Do Organs Solve Problems?

Most organs have many functions. Therefore, if a hypothesis concerning function fails
correctly to predict behavior, it can always be saved by proposing an additional func-
tion. Thus hypotheses become irrefutable and metaphysical, and the whole program
merely a test of ingenuity in conceiving possible functions. Three examples follow:
the first is one used by Lewontin.

Orians and Pearson (73) calculated the optimal food item size for a bird, on the as-
sumption that food intake is to be maximized. They found that the items diverged
from random in the expected direction, but did not fit the prediction quantitatively.
They explained the discrepancy be saying that a bird must visit its nest frequently to
discourage predators. Lewontin (54) comments:

This is a paradigm for adaptive reconstruction. The problem is originally posed as efficiency for
food-gathering. A deviation of behavior from random, in the direction predicted, is regarded as
strong support for the adaptive explanation of the behavior and the discrepancy from the pre-
dicted optimum is accounted for by an ad hoc secondary problem which acts as a constraint on
the solution to the first. ... By allowing the theorist to postulate various combinations of ‘‘prob-
lems” to which manifest traits are optimal “solutions,” the adaptationist programme makes of
adaptation a metaphysical postulate, not only incapable of refutation, but necessarily confirmed
by every observation. This is the caricature that was immanent in Darwin’s insight that evolution
is the product of natural selection.

It would be unfair to subject Orians alone to such criticism, so I offer two further
examples from my own work.

First, as explained earlier, Maynard Smith and Savage (66) predicted qualitative fea-
tures of mammalian gaits. However, their model failed to give a correct quantitative
prediction. I suspect that if the model were modified to allow for wind resistance and
the visco-elastic properties of muscle, the quantitative fit would be improved; at pres-
ent, however, this is pure speculation. In fact, it looks as if a model that gives quanti-
tiatively precise predictions will be hard to devise (1).

Second, Maynard Smith and Parker (64) predicted that populations will vary in per-
sistence or aggressiveness in contest situations, but that individuals will not indicate
their future behavior by varying levels of intensity of display. Rohwer (84) describes
the expected variability in aggressivity in the Harris sparrow in winter flocks, but also
finds a close correlation between aggressivity and a signal (amount of black in the
plumage). I could point to the first observation as a confirmation of our theory, and
explain how, by altering the model (by changing the phenotype set to permit the de-
tection of cheating), one can explain the second.
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What these examples, and many others, have in common is that a model gives pre-
dictions that are in part confirmed by observation but that are contradicted in some
important respect. I agree with Lewontin that such discrepancies are inevitable if a sim-
ple model is used, particularly a model that assumes each organ or behavior to serve
only one function. I also agree that if the investigator adds assumptions to his model
to meet each discrepancy, there is no way in which the hypothesis of adaptation can
be refuted. But the hypothesis of adaptation is not under test.

What is under test is the specific set of hypotheses in the particular model. Each of
the three example models above has been falsified, at least as a complete explanation
of these particular data. But since all have had qualitative success, it seems quite appro-
priate to modify them (e.g., by allowing for predation, for wind resistance, for detec-
tion of cheating). What is not justified is to modify the model and at the same time to
claim that the model is confirmed by observation. For example, Orians would have to
show that his original model fits more closely in species less exposed to predation. I
would have to show that Rohwer’s data fit the “mixed ESS” model in other ways—in
particular, that the fitness of the different morphs is approximately equal. If, as may
well be the case, the latter prediction of the ESS model does not hold, it is hard to see
how it could be saved.

If the ESS model proves irrelevant to the Harris sparrow, it does not follow, however,
that it is never relevant. By analogy, the assertion is logically correct that there will be a
stable polymorphism if the heterozygote at a locus with two alleles is fitter than either
homozygote. The fact that there are polymorphisms not maintained by heterosis does
not invalidate the logic. The (difficult) empirical question is whether polymorphisms
are often maintained by heterosis. I claim a similar logical status for the prediction of
a mixed ESS.

In population biology we need simple models that make predictions that hold qual-
itatively in a number of cases, even if they are contradicted in detail in all of them. One
can say with some confidence, for example, that no model in May’s Stability and Com-
plexity in Model Ecosystems describes exactly any actual case, because no model could
ever include all relevant features. Yet the models do make qualitative predictions that
help to explain real ecosystems. In the analysis of complex systems, the best we can
hope for are models that capture some essential feature.

To summarize my comments on this point, Lewontin is undoubtedly right to com-
plain if an optimizer first explains the discrepancy between theory and observation by
introducing a new hypothesis, and then claims that his modified theory has been con-
firmed. I think he is mistaken in supposing that the aim of optimization theories is to
confirm a general concept of adaptation.

Is There Genetic Variance?
Natural selection can optimize only if there is appropriate genetic variance. What justi-
fication is there for assuming the existence of such variance? The main justification is
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that, with rare exceptions, artificial selection has always proved effective, whatever the
organism or the selected character (53).

A particular difficulty arises because genes have pleiotropic effects, so that selec-
tion for trait A may alter trait B; in such cases, any attempt to explain the changes
in B in functional terms is doomed to failure. There are good empirical grounds for
doubting whether the difficulty is as serious as might be expected from the widespread
nature of pleiotropy. The point can best be illustrated by a particular example. Lewon-
tin (54) noted that in primates there is a constant allometric relationship between
tooth size and body size. It would be a waste of time, therefore, to seek a functional
explanation of the difference between the tooth size of the gorilla and of the rhesus
monkey, since the difference is probably a simple consequence of the difference in
body size.

It is quite true that for most teeth there is a constant allometric relationship between
tooth and body size, but there is more to it than that (36). The canine teeth (and the
teeth occluding with them) of male primates are often larger than those of females,
even when allowance has been made for the difference in body size. This sex difference
is greater in species in which males compete for females than in monogamous species,
and greater in ground-living species (which are more exposed to predation) than in
arboreal ones. Hence, there is sex-limited genetic variance for canine tooth size, inde-
pendent of body size, and the behavioral and ecological correlations suggest that this
variance has been the basis of adaptation. It would be odd if there were tooth-specific,
sex-limited variance, but no variance for the relative size of the teeth as a whole. How-
ever, there is some evidence for the latter. The size of the cheek teeth in females (rela-
tive to the size predicted from their body size) is significantly greater in those species
with a higher proportion of leaves (as opposed to fruit, flowers, or animal matter) in
their diets.

Thus, although at first sight the data on primate teeth suggest that there may be
nothing to explain in functional terms, a more detailed analysis presents quite a differ-
ent picture. More generally, changes in allometric relationships can and do occur dur-
ing evolution (30).

I have quoted Lewontin as a critic of adaptive explanation, but it would misinterpret
him to imply that he rejects all such explanations. He remarks (54) that ‘““the serious
methodological difficulties in the use of adaptive arguments should not blind us to
the fact that many features of organisms are adaptations to obvious environmental
‘problems.’”” He goes on to argue that if natural selection is to produce adaptation, the
mapping of character states into fitnesses must have two characteristics: “continuity”’
and “quasi-independence.” By continuity is meant that small changes in a character
result in small changes in the ecological relations of the organism; if this were not so,
it would be hard to improve a character for one role without ruining it for another. By
quasi-independence is meant that the developmental paths are such that a variety of
mutations may occur, all with the same effect on the primary character, but with
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different effects on other characters. It is hard to think of better evidence for quasi-
independence than the evolution of primate canines.

To sum up this point, I accept the logic of Lewontin’s argument. If I differ from him
(and on this point he is his own strongest critic), it is in thinking that genetic variance
of an appropriate kind will usually exist. But it may not always do so.

It has been an implicit assumption of optimization models that the optimal pheno-
type can breed true. There are two kinds of reasons why this might not be true. The
first is that the optimal phenotype may be produced by a heterozygote. This would be
a serious difficulty if one attempted to use optimization methods to analyze the genetic
structure of populations, but I think that would be an inappropriate use of the method.
Optimization models are useful for analyzing phenotypic evolution, but not the ge-
netic structuring of populations. A second reason why the optimal phenotype may
not breed true is more serious: the evolutionarily stable population may be phenotypi-
cally variable. (This point is discussed further in the section on Games, below).

The assumption concerning the phenotype set is based on the range of variation ob-
servable within species, the phenotypes of related species, and on plausible guesses at
what phenotypes might arise under selection. It is rare to have any information on the
genetic basis of the phenotypic variability. Hence, although it is possible to introduce
specific genetic assumptions into optimization models (e.g., 2, 89), this greatly compli-
cates the analysis. In general, the assumption of “‘breeding true” is reasonable in partic-
ular applications; models in which genes appear explicitly need to be analyzed to
decide in what situations the assumption may mislead us.

The Effects of History

If, as Wright (101) suggested, there are different ““adaptive peaks” in the genetic land-
scape, then depending on initial conditions, different populations faced with identical
‘“problems” may finish up in different stable states. Such divergence may be exagger-
ated if evolution takes the form of a “game’” in which the optimal phenotype for one
individual depends on what others are doing (see the section on Games, below). An ex-
ample is Fisher’s (28) theory of sexual selection, which can lead to an “autocatalytic”
exaggeration of initially small differences. Jacob (38) has recently emphasized the im-
portance of such historical accidents in evolution.

As an example of the difficulties that historical factors can raise for functional
explanations, consider the evolution of parental care. A simple game-theory model
(62) predicts that for a range of ecological parameters either of two patterns would be
stable: male parental care only, or female care only. Many fish and amphibia show one
or the other of these patterns. At first sight, the explanation of why some species show
one pattern and others the other seems historical; the reasons seem lost in an un-
known past. However, things may not be quite so bad. At a recent discussion of fish
behavior at See-Wiesen the suggestion emerged that if uniparental care evolved from
no parental care, it would be male care, whereas if it evolved from biparental care it
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would be female care. This prediction is plausible in the light of the original game-
theory model, although not a necessary consequence of it. It is, however, testable by
use of the comparative data; if it is true, male care should occur in families that also
include species showing no care, and female care in families that include species show-
ing biparental care. This may not prove to be the case; the example is given to show
that even if there are alternative adaptive peaks, and in the absence of a relevant fossil
record, it may still be possible to formulate testable hypotheses.

What Optimization Criterion Should One Use?

Suppose that, despite all difficulties, one has correctly identified the “problem.” Sup-
pose, for example, that in foraging it is indeed true that an animal should maximize
E, its rate of energy intake. We must still decide in what circumstances to maximize E.
If the animal is alone in a uniform environment, no difficulty arises. But if we allow for
competition and for a changing environment, several choices of optimization proce-
dure are possible. For example, three possibilities arise if we allow just for competition:

1. The “maximum” solution: Each animal maximizes E on the assumption that other
individuals behave in the least favorable way for it.

2. The “Pareto” point: The members of the population behave so that no individual
can improve its intake without harming others.

3. The ESS: The members of the population adopt feeding strategy I such that no mu-
tant individual adopting a strategy other than I could do better than typical members.

These alternatives are discussed further in the section on Games, below. For the mo-
ment, it is sufficient to say that the choice among them is not arbitrary, but follows
from assumptions about the mode of inheritance and the population structure. For in-
dividual selection and parthenogenetic inheritance, the ESS is the appropriate choice.

Lewontin’s criticism would be valid if optimizers were in the habit of assuming the
truth of what Haldane once called “Pangloss’s theorem,”” which asserts that animals do
those things that maximize the chance of survival of their species. If optimization
rested on Pangloss’s theorem it would be right to reject it. My reason for thinking that
Lewontin regards optimization and Pangloss’s theorem as equivalent is that he devotes
the last section of his paper to showing that in Drosophila a characteristic may be estab-
lished by individual selection and yet may reduce the competitive ability of the popu-
lation relative to others. The point is correct and important, but in my view does not
invalidate most recent applications of optimization.

The Methodology of Testing
The crucial hypothesis under test is usually that the model correctly incorporates the

selective forces responsible for the evolution of a trait. Optimization models sometimes
make fairly precise quantitiative predictions that can be tested. However, I shall discuss
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the question how functional explanations can be tested more generally, including
cases in which the predictions are only qualitative. It is convenient to distinguish com-
parative, quantitative, and individual-variation methods.

Comparative Tests

Given a functional hypothesis, there are usually testable predictions about the develop-
ment of the trait in different species. For example, two main hypotheses have been
proposed to account for the greater size of males in many mammalian species: It is a
consequence of competition among males for females; or it arises because the two
sexes use different resources. If the former hypothesis is true, dimorphism should be
greater in harem-holding and groupliving species, whereas if the latter is true it should
be greater in monogamous ones, and in those with a relatively equal adult sex ratio.

Clutton-Brock et al. (16) have tested these hypotheses by analyzing 42 species of pri-
mates (out of some 200 extant species) for which adequate breeding data are available.
The data are consistent with the sexual selection hypothesis, and show no sign of the
trend predicted by the resource differentiation hypothesis. The latter can therefore be
rejected, at least as a major cause of sexual dimorphism in primates. It does not follow
that intermale competition is the only relevant selective factor (82). Nor do their obser-
vations say anything about the causes of sexual dimorphism in other groups. It is inter-
esting (though not strictly relevant at this point) that the analysis also showed a strong
correlation between female body size and degree of dimorphism. This trend, as was
first noted by Rensch (83), occurs in a number of taxa, but has never received an en-
tirely satisfactory explanation.

The comparative method requires some criterion for inclusion of species. This may
be purely taxonomic (e.g., all primates, all passerine birds), or jointly taxonomic and
geographic (e.g., all African ungulates, all passerines in a particular forest). Usually,
some species must be omitted because data are not available. Studies on primates can
include a substantial proportion of extant species (16, 68); in contrast, Schoener (86),
in one of the earliest studies of this type, included all birds for which data were avail-
able and which also met certain criteria of territoriality, but he had to be content with
a small fraction of extant species. It is therefore important to ask whether the sample of
species is biased in ways likely to affect the hypothesis under test. Most important is
that there be some criterion of inclusion, since otherwise species may be included sim-
ply because they confirm (or contradict) the hypothesis under test.

Most often, limitations of data will make it necessary to impose both taxonomic and
geographic criteria. This need not prevent such data from being valuable, either in gen-
erating or in testing hypotheses; examples are analyses of flocking in birds (7, 31) and
of breeding systems in forest plants (3, 4).

A second kind of difficulty concerns the design of significance test. Different species
cannot always be treated as statistically independent. For example, all gibbons are mo-
nogamous, and all are arboreal and frugivorous, but since all may be descended from a
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single ancestor with these properties, they should be treated as a single case in any test
of association (not that any is suspected). To take an actual example of this difficulty,
Lack (49) criticized Verner and Willson'’s (98) conclusion that polygamy in passerines is
associated with marsh and prairie habitats on the grounds that many of the species
concerned belong to a single family, the Icteridae.

Statistical independence and other methodological problems in analyzing compara-
tive data are discussed by Clutton-Brock and Harvey (17). In analyzing the primate
data, they group together as a single observation all congeneric species belonging to
the same ecological category. This is a conservative procedure, in that it is unlikely to
find spurious cases of statistical significance. Their justification for treating genera, but
not families, as units is that for their data there are significant differences between
genera within families for seven of the eight ecological and behavioral variables, but
significant additional variation between families for only two of them. It may be, how-
ever, that a more useful application of statistical methods is their use (17) of partial re-
gression, which enables them to examine the effects of a particular variable when the
effects of other variables have been removed, and to ask how much of the total varia-
tion in some trait is accounted for by particular vaiables.

Quantitative Tests

Quantitative tests can be illustrated by reference to some of the predictions of foraging
theory. Consider first the problem of optimal diet. The following model situation has
been widely assumed. There are a number of different kinds of food items. An animal
can search simultaneously for all of them. Each item has a characteristic food value and
“handling time” (the time taken to capture and consume it). For any given set of den-
sities and hence frequencies of encounter, the animal must only decide which items it
should consume and which ignore.

Pyke et al. (81) remark that no fewer than eight authors have independently derived
the following basic result. The animal should rank the items in order of V =food
value/handling time. Items should be added to the diet in rank order, provided that
for each new item the value of V is greater than the rate of food intake for the diet
without the addition. This basic result leads to three predictions:

1. Greater food abundance should lead to greater specialization. This qualitative pre-
diction was first demonstrated by Ivlev (37) for various fish species in the laboratory,
and data supporting it have been reviewed by Schoener (87). Curio (25) quotes a num-
ber of cases that do not fit.

2. For fixed densities, a food type should either be always taken, or never taken.

3. Whether a food item should be taken is independent of its density, and depends on
the densities of food items of higher rank.

Werner and Hall (100) allowed blue-gill sunfish to feed on Daphnia of three different
size classes; the diets observed agreed well with the predictions of the model. Krebs et
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al. (47) studies great tits foraging for parts of mealworms on a moving conveyor belt.
They confirmed prediction 3 but not 2; that is, they found that whether small pieces
were taken was independent of the density of small pieces, but, as food abundance
rose, small pieces were dropped only gradually from the diet. Goss-Custard (29) has
provided field evidence confirming the model from a study of redshank feeding on ma-
rine worms of different sizes, and Pulliam (80) has confirmed it for chipping sparrows
feeding on seeds.

Turning to the problem of how long an animal should stay in a patch before moving
to another, there is again a simple prediction, which Charnov (10) has called the “Mar-
ginal Value Theorem” (the same theorem was derived independently by Parker and
Stuart [77] in a different context). It asserts that an animal should leave a patch when
its rate of intake in the patch (its “marginal” rate) drops to the average rate of intake
for the habitat as a whole. It is a corollary that the marginal rate should be the same
for all patches in the habitat. Two laboratory experiments on tits (20, 46) agree well
with the prediction.

A more general problem raised by these experiments is discussed by Pyke et al. (81).
How does an animal estimate the parameters it needs to know before it can perform
the required optimization? How much time should it spend acquiring information?
Sometimes these questions may receive a simple answer. Thus the results of Krebs et
al. (46) suggest that a bird leaves a patch if it has not found an item of food for some
fixed period r (which varied with the overall abundance of food). The bird seems to be
using r, or rather 1/r, as an estimate of its marginal capture rate. But not all cases are so
simple.

Individual Variation
The most direct way of testing a hypothesis about adaptation is to compare individuals
with different phenotypes, to see whether their fitnesses vary in the way predicted by
the hypothesis. This was the basis of Kettlewell’s (42) classic demonstration of selection
on industrial melanism in moths. In principle, the individual differences may be pro-
duced by experimental interference (Curio’s [23] “method of altering a character’”) or
they may be genetic or of unknown origin (Curio’s “method of variants”). Genetic dif-
ferences are open to the objection that genes have pleiotropic effects, and occasionally
are components of supergenes in which several closely linked loci affecting the same
function are held in linkage disequilibrium, so that the phenotypic difference responsi-
ble for the change in fitness may not be the one on which attention is concentrated.
This difficulty, however, is trivial compared to that which arises when two species are
compared.

The real difficulty in applying this method to behavioral differences is that suitable
individual differences are often absent and experimental interference is impractical. Al-
though it is hard to alter behavior experimentally, it may be possible to alter its conse-
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quences. Tinbergen et al. (94) tested the idea that gulls remove egg shells from the nest
because the shells attract predators to their eggs and young; they placed egg shells close
to eggs and recorded a higher predation rate.

However, the most obvious field of application of this method arises when a popula-
tion is naturally variable. Natural variation in a phenotype may be maintained by
frequency-dependent selection; in game-theoretical terms, the stable state may be a
mixed strategy. If a particular case of phenotypic variability (genetic or not) is thought
to be maintained in this way, it is important to measure the fitnesses of individuals
with different phenotypes. At a mixed ESS (which assumes parthenogenetic inheri-
tance) these fitnesses are equal; with sexual reproduction, exact equality is not guaran-
teed, but approximate equality is a reasonable expectation (91). If the differences are
not genetic, we still expect a genotype to evolve that adopts the different strategies
with frequencies that equalize their payoffs.

The only test of this kind known to me is Parker’s (76) measurement of the mating
success of male dungflies adopting different strategies. His results are consistent with a
“mixed ESS” interpretation; it is not known whether the differences are genetic. The
importance of tests of this kind lies in the fact that phenotypic variability can have
other explanations; for example, it may arise from random environmental effects, or
from genes with heterotic effects. In such cases, equality of fitness between phenotypes
is not expected.

Mathematical Approaches to Optimization

During the past twenty years there has been a rapid development of mathematical
techniques aimed at solving problems of optimization and control arising in eco-
nomics and engineering. These stem from the concepts of “dynamic programming”
(5) and of the “maximum principle” (79). The former is essentially a computer proce-
dure to seek the best control policy in particular cases without the hopelessly time-
consuming task of looking at every possibility. The latter is an extension of the classic
methods of the calculus of variations that permits one to allow for “inequality”
constraints on the state and control variables (e.g., in the resource allocation model
discussed below, the proportion u of the available resources allocated to seeds must
obey the constraint u < 1).

This is not the place to describe these methods, even if I were competent to do so.
Instead, I shall describe the kinds of problems that can be attacked. If a biologist has a
problem of one of these kinds, he would do best to consult a mathematician. For any-
one wishing to learn more of the mathematical background, Clark (12) provides an ex-
cellent introduction.

I discuss in turn “optimization,” in which the problem is to choose an optimal
policy in an environment without competitors; ““games,” in which the environment

”
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includes other ““players” who are also attempting to optimize something; and “games
of inclusive fitness,” in which the “players” have genes in common. I shall use as an
illustration the allocation of resources between growth and reproduction.

Optimization

Choice of a Single Value The simplest type of problem, which requires for its solution
only the technique of differentiation, is the choice of a value for a single parameter. For
example, in discussing the evolution of gaits, Maynard Smith and Savage (66) found an
expression for P, the power output, as a function of the speed V, of size S, and of ], the
fraction of time for which all four legs are off the ground. By solving the equation
dP/dJ =0, an equation ] =f(V,S) was obtained, describing the optimum gait as a
function of speed and size.

Few problems are as simple as this, but some more complex cases can be reduced to
problems of this kind, as will appear below.

A Simple Problem in Sequential Control Most optimization theory is concerned with
how a series of sequential decisions should be taken. For example, consider the growth
of an annual plant (19, 69). The rate at which the plant can accumulate resources
depends on its size. The resources can be allocated either for further growth, or to
seeds, or divided between them. For a fixed starting size and length of season, how
should the plant allocate its resources so as to maximize the total number of seeds
produced?

In this problem the “‘state” of the system at any time is given simply by the plant’s
size, x; the “control variable” u(t) is the fraction of the incoming resource allocated to
seeds at time ¢t; the “‘constraints” are the initial size, the length of the season, the fact
that u(f) must lie between O and 1, and the “‘state equation,”

dx/dt = F[x(t), u(t))], (1)

which describes how the system changes as a function of its state and of the control
variable.

If equation 1 is linear in u, it can be shown that the optimal control is “bang-
bang’—that is, u(t) =0 up to some critical time t*, and subsequently u(t) = 1. The
problem is thus reduced to finding the single value, t*. But if equation 1 is nonlinear,
or has stochastic elements, the optimal control may be graded.

More Complex Control Problems Consider first the “state’” of the system. This may
require description by a vector rather than by a single variable. Thus suppose the plant
could also allocate resources to the production of toxins that increased its chance of
survival. Then its state would require measures of both size and toxicity. The state de-
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scription must be sufficient for the production of a state equation analogous to equa-
tion 1. The state must also include any information used in determining the control
function u(t). This is particularly important when analyzing the behavior of an animal
that can learn. Thus suppose that an animal is foraging and that its decisions on
whether to stay in a given patch or to move depend on information it has acquired
about the distribution of food in patches; then this information is part of the state of
the animal. For a discussion, see (20).

Just as the state description may be multidimensional, so may the control function;
for example, for the toxic plant the control function must specify the allocation both
to seeds and to toxins.

The state equation may be stochastic. Thus the growth of a plant depends on
whether it rains. A plant may be supposed to ‘“know’ the probability of rain (i.e., its
genotype may be adapted to the frequency of rain in previous generations) but not
whether it will actually rain. In this case, a stochastic state equation may require a
graded control. This connection between stochasticity and a ““compromise” response
as opposed to an all-or-none one is a common feature of optimal control. A second ex-
ample is the analysis by Oster and Wilson (75) of the optimal division into castes in
social insects: A predictable environment is likely to call for a single of worker, while
an uncertain one probably calls for a division into several castes.

Reverse Optimality McFarland (67) has suggested an alternative approach. The typical
one is to ask how an organism should behave in order to maximize its fitness. Mathe-
matically, this requires that one define an “objective function” that must be “maxi-
mized” (“objective’” here means “aim” or ““‘goal”); in the plant example, the objective
function is the number of seeds produced, expressed as a function of x and u(t). But a
biologist may be faced with a different problem. Suppose that he knew, by experiment,
how the plant actually allocates its resources. He could then ask what the plant is actu-
ally maximizing. If the plant is perfectly adapted, the objective function so obtained
should correspond to what Sibly and McFarland (88) call the “cost function”—that is,
the function that should be maximized if the organism is maximizing its fitness. A dis-
crepancy would indicate maladaptation.

There are difficulties in seeing how this process of reverse optimality can be used.
Given that the organism’s behavior is “consistent” (i.e., if the prefers A to B and B to
C, it prefers A to C), it is certain that its behavior maximizes some objective function; in
general there will be a set of functions maximized. Perfect adaptation then requires
only that the cost function correspond to one member of this set. A more serious diffi-
culty is that it is not clear what question is being asked. If a discrepancy is found, it
would be hard to say whether this was because costs had been wrongly measured or
because the organism was maladapted. This is a particular example of my general point
that it is not sensible to test the hypothesis that animals optimize. But it may be
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that the reverse optimality approach will help to analyze how animals in fact make
decisions.

Games

Optimization of the kind just discussed treats the environment as fixed, or as having
fixed stochastic properties. It corresponds to that part of population genetics that
assumes fitnesses to be independent of genotype frequencies. A number of selective
processes have been proposed as frequency-dependent, including predation (13, 70)
and disease (15, 32). The maintenance of polymorphism in a varied environment (50)
is also best seen as a case of frequency-dependence (59). The concept can be applied
directly to phenotypes.

The problem is best formulated in terms of the theory of games, first developed (99)
to analyze human conflicts. The essence of a game is that the best strategy to adopt
depends on what one’s opponent will do; in the context of evolution, this means that
the fitness of a phenotype depends on what others are present; i.e., fitnesses are fre-
quency dependent.

The essential concepts are those of a “‘strategy’’ and a “payoff matrix.” A strategy is a
specification of what a “player” will do in every situation in which it may find itself; in
the plant example, a typical strategy would be to allocate all resources to growth for
twenty days, and then divide resources equally between growth and seeds. A strategy
may be “pure” (i.e., without chance elements) or “mixed” (i.e., of the form “do A
with probability p and B with probability 1 — p,” where A and B are pure strategies).

The “payoff” to an individual adopting strategy A in competition to one adopting B
is written E(A,B), which expresses the expected change in the fitness of the player
adopting A if his opponent adopts B. The evolutionary model is then of a population
of individuals adopting different strategies. They pair off at random, and their fit-
nesses change according to the payoff matrix. Each individual then produces offspring
identical to itself, in numbers proportional to the payoff it has accumulated. Inheri-
tance is thus parthenogenetic, and selection acts on the population is infinite, so that
the chance of meeting an opponent adopting a particular strategy is independent of
one’s own strategy.

The population will evolve to an evolutionarily stable strategy, or ESS, if one exists
(64). An ESS is a strategy that, if almost all individuals adopt it, no rare mutant can in-
vade. Thus let I be an ESS, and ] a rare mutant strategy of frequency p « 1. Writing the
fitnesses of I and J as W(I) and W(J),

W(I) = C+ (1 - p)E(LI) + pE(L,]);
W(]) = C+ (1 = p)E(.I) + pE(.]).

In these equations C is the fitness of an individual before engaging in a contest. Since I
is an ESS, W(I) > W(J) for all ] # I; that is, remembering that p is small, either
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Table 6.1
Payoft matrix for a game

Player 2
Player 1 A B
A 1 5
B 2 4

Note: The values in the matrix give the payoff to Player 1.

E(II) > E(J,I),  or
E(ILI)=E(J,I), and  E(,]) > E(].)). (2)

These conditions (expressions 2) are the definition of an ESS.

Consider the matrix in table 6.1. For readers who prefer a biological interpretation, A
is “Hawk’”” and B is “Dove”’; thus A is a bad strategy to adopt against A, because of the
risk of serious injury, but a good strategy to adopt against B, and so on.

The game has no pure ESS, because E(A,A) < E(B,A) and E(B,B) < E(A,B). It is easy
to show that the mixed strategy—playing A and B with equal probability—is an ESS.
It is useful to compare this with other ““solutions,” each of which has a possible biolog-
ical interpretation:

The Maximin Solution This is the pessimist’s solution, playing the strategy that mini-
mizes your losses if your opponent does what is worst for you. For our matrix, the
maximin strategy is always to play B. Lewontin (52) suggested that this strategy is ap-
propriate if the “player” is a species and its opponent nature: The species should mini-
mize its chance of extinction when nature does its worst. This is the “‘existential game”
of Slobodkin and Rapoport (92). It is hard to see how a species could evolve this strat-
egy, except by group selection. (Note that individual selection will not necessarily min-
imize the chance of death: A mutant that doubled the chance that an individual would
die before maturity, but that quadrupled its fecundity if it did survive, would increase
in frequency.)

The Nash Equilibrium This is a pair of strategies, one for each player, such that nei-
ther would be tempted to change his strategy as long as the other continues with his.
If in our matrix, player 1 plays A and 2 plays B, we have a Nash equilibrium,; this is also
the case if 1 plays B and 2 plays A. A population can evolve to the Nash point if it is
divided into two classes, and if members of one class compete only with members of
the other. Hence it is the appropriate equilibrium in the “parental investment” game
(62), in which all contests are between a male and a female. The ESS is subject to the
added constraint that both players must adopt the same strategy.
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The Group Selection Equilibrium If the two players have the same genotype, genes in
either will be favored that maximize the sum of their payoffs. For our matrix both must
play strategy B. The problem of the stable strategy when the players are related but not
identical is discussed in the section on Games between Relatives, below.

It is possible to combine the game-theoretical and optimization approaches. Mir-
mirani and Oster (69) make this extension in their model of resource allocation in
plants. They ask two questions. What is the ESS for a plant growing in competition
with members of its own species? What is the ESS when two species compete with
one another?

Thus consider two competing plants whose sizes at time t are P; and P,. The effects
of competition are allowed for by writing

dPl/dt = (T1 — €1P2)(1 — Lll)Pl7
dPy/dt = (r2 — e2P1)(1 — uy)Ps, (3)

where u; and u, are the fractions of the available resources allocated to seeds. Let
J1[u1(t), uz(t)] be the total seed production of plant 1 if it adopts the allocation strategy
u1(t) and its competitor adopts u,(t). Mirmirani and Oster seek a stable pair of strat-
egies u; (), u;(t), such that

Jilur (), uz ()] < I [y (), u5(8)],  and
Ja[ur (1), u2 ()] < Ja[ug (t), u; (1)) (4)

That is, they seek a Nash equilibrium, such that neither competitor could benefit by
unilaterally altering its strategy. They find that the optimal strategies are again ‘“bang-
bang,” but with earlier switching times than in the absence of competition. Strictly,
the conditions indicated by expressions 4 are correct only when there is competition
between species, and when individuals of one species compete only with individuals
of the other; formally this would be so if the plants grew alternately in a linear array.
The conditions indicated by expressions 4 are not appropriate for intraspecific compe-
tition, since they permit uj(t) and u;(t) to be different, which could not be the case
unless individuals of one genotype competed only with individuals of the other. For
intraspecific competition (r; =1, e; = e;), the ESS is given by

Jilun (), ug ()] < Ja[uy (), uy (£)]- ()

As it happens, for the plant growth example equations 4 and 5 give the same control
function, but in general this need not be so.

The ESS model assumes parthenogenetic inheritance, whereas most interesting pop-
ulations are sexual. If the ESS is a pure stategy, no difficulty arises; a genetically homo-
geneous sexual population adopting the strategy will also be stable. If the ESS is a
mixed strategy that can be achieved by a single individual with a variable behavior,
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there is again no difficulty. If the ESS is a mixed one that can be achieved only by a
population of pure strategists in the appropriate frequencies, two difficulties arise:

1. Even with the parthenogenetic model, the conditions expressed in expressions 2 do
not guarantee stability. (This was first pointed out to me by Dr. C. Strobeck.) In such
cases, therefore, it is best to check the stability of the equilibrium, if necessary by sim-
ulation; so far, experience suggests that stability, although not guaranteed, will usually
be found.

2. The frequency distribution may be one that is incompatible with the genetic mech-
anism. This difficulty, first pointed out by Lewontin (52), has recently been investi-
gated by Slatkin (89-91) and by Auslander et al. (2). It is hard to say at present how
serious it will prove to be; my hope is that a sexual population will usually evolve a fre-
quency distribution as close to the ESS as its genetic mechanism will allow.

Games between Relatives

The central concept is that of “inclusive fitness” (33). In classical population genetics
we ascribe to a genotype I a “fitness” W, corresponding to the expected number of off-
spring produced by I. If, averaged over environments and genetic backgrounds, the ef-
fect of substituting allele A for a is to increase W, allele A will increase in frequency.
Following Oster et al. (74) but ignoring unequal sex ratios, Hamilton’s proposal is that
we should replace W; by the inclusive fitness, Z;, where

R
Zi= ZfijW;w (6)
=1

where the summation is over all R relatives of I; rj; is the fraction of J’s genome that is
identical by descent to alleles in I; and W; is the expected number of offspring of the
jth relative of I. (If ] = I, then equation 6 refers to the component of inclusive fitness
from an individual’s own offspring.)

An allele A will increase in frequency if it increases Z rather than just W. Three warn-
ings are needed:

1. It is usual to calculate r; from the pedigree connecting I and ] (as carried out, for
example, by Malécot (58)). However, if selection is occurring, r;; so estimated is only
approximate, as are predictions based on equation 6 (35).

2. Some difficulties arose in calculating appropriate values of r; for haplodiploids; these
were resolved by Crozier (22).

3. If the sex ratio is not unity, additional difficulties arise (74).

Mirmirani and Oster (69) have extended their plant-growth model along these lines to
cover the case when the two competitors are genetically related. They show that as r
increases, the switching time becomes earlier and the total yield higher.
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Conclusion

The role of optimization theories in biology is not to demonstrate that organisms opti-
mize. Rather, they are an attempt to understand the diversity of life.

Three sets of assumptions underlie an optimization model. First, there is an assump-
tion about the kinds of phenotypes or strategies possible (i.e., a “‘phenotype set”). Sec-
ond, there is an assumption about what is being maximized; ideally this should be the
inclusive fitness of the individual, but often one must be satisfied with some compo-
nent of fitness (e.g., rate of energy intake while foraging). Finally, there is an assump-
tion, often tacit, about the mode of inheritance and the population structure; this will
determine the type of equilibrium to which the population will move.

In testing an optimization model, one is testing the adequacy of these hypotheses to
account for the evolution of the particular structures or patterns of behavior under
study. In most cases the hypothesis that variation in the relevant phenotypes is selec-
tively neutral is not a plausible alternative, because of the nature of the phenotypes
chosen for study. However, it is often a plausible alternative that the phenotypes are
not well adapted to current circumstances because the population is lagging behind a
changing environment; this is a serious difficulty in testing optimization theories.

The most damaging criticism of optimization theories is that they are untestable.
There is a real danger that the search for functional explanations in biology will degen-
erate into a test of ingenuity. An important task, therefore, is the development to an
adequate methodology of testing. In many cases the comparative method is the most
powerful; it is essential, however, to have clear criteria for inclusion or exclusion of spe-
cies in comparative tests, and to use statistical methods with the same care as in the
analysis of experimental results.

Tests of the quantitative predictions of optimization models in particular popula-
tions are beginning to be made. It is commonly found that a model correctly predicts
qualitative features of the observations, but is contradicted in detail. In such cases the
Popperian view would be that the original model has been falsified. This is correct, but
it does not follow that the model should be abandoned. In the analysis of complex sys-
tems it is most unlikely that any simple model, taking into account only a few factors,
can give quantitatively exact predictions. Given that a simple model has been falsified
by observations, the choice lies between abandoning it and modifying it, usually by
adding hypotheses. There can be no simple rule by which to make this choice; it will
depend on how persuasive the qualitative predictions are, and on the availability of
alternative models.

Mathematical methods of optimization have been developed with engineering and
economic applications in mind. Two theoretical questions arise in applying these
methods in biology. First, in those cases in which the fitnesses of phenotypes are
frequency-dependent, the problem must be formulated in game-theoretical terms;
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some difficulties then arise in deciding to what type of equilibrium a population will
tend. A second and related set of questions arise when specific genetic assumptions
are incorporated into the model, because it may be that a population with the optimal
phenotype cannot breed true. These questions need further study, but at present there
is no reason to doubt the adequacy of the concepts of optimization and of evolu-
tionary stability for studying phenotypic evolution.
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7 Empathy, Polyandry, and the Myth of the Coy Female

Sarah Blaffer Hrdy

Sexual selection theory (Bateman, 1948; Darwin, 1871; Trivers, 1972; Williams, 1966) is one of the
crown jewels of the Darwinian approach basic to sociobiology. Yet so scintillating were some of
the revelations offered by the theory, that they tended to outshine the rest of the wreath and to
impede comprehension of the total design, in this instance, the intertwined, sometimes opposing,
strategies and counter strategies of both sexes which together compose the social and reproductive
behavior of the species. (Hrdy & Williams, 1983, p. 7)

But why did that happen, and how? And what processes led to the current destabiliza-
tion of the model and reformulation of our thinking about sexual selection?

Introduction

For over three decades, a handful of partially true assumptions were permitted to shape
the construction of general evolutionary theories about sexual selection. These theories
of sexual selection presupposed the existence of a highly discriminating, sexually
“coy,” female who was courted by sexually undiscriminating males. Assumptions un-
derlying these stereotypes included, first, the idea that relative male contribution to oft-
spring was small, second, that little variance exists in female reproductive success
compared to the very great variance among males, and third, that fertilization was the
only reason for females to mate. While appropriate in some contexts, these conditions
are far from universal. Uncritical acceptance of such assumptions has greatly hampered
our understanding of animal breeding systems particularly, perhaps, those of primates.

These assumptions have only begun to be revised in the last decade, as researchers
began to consider the way Darwinian selection operates on females as well as males.
This paper traces the shift away from the stereotype of female as sexually passive and
discriminating to current models in which females are seen to play an active role in
managing sexual consortships that go beyond traditional ‘“mate choice.” It is impossi-
ble to understand this history without taking into account the background, including

From R. Bleier (ed.), Feminist Approaches to Science (New York: Pergamon Press, 1986), pp. 119-146.
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the gender, of the researchers involved. Serious consideration is given to the possibility
that the empathy for other females subjectively felt by women researchers may have
been instrumental in expanding the scope of sexual selection theory.

Anisogamy and the Bateman Paradigm

In one of the more curious inconsistencies in modern evolutionary biology, a theo-
retical formulation about the basic nature of males and females has persisted for over
three decades, from 1948 until recently, despite the accumulation of abundant openly
available evidence contradicting it. This is the presumption basic to many contempo-
rary versions of sexual selection theory that males are ardent and sexually undiscrimi-
nating while females are sexually restrained and reluctant to mate. My aims in this
paper will be to examine this stereotype of “the coy female,” to trace its route of entry
into modern evolutionary thinking and to examine some of the processes that are only
now, in the last decade, causing us to rethink this erroneous corollary to a body of
theory (Darwin, 1871) that has otherwise been widely substantiated. In the course of
this examination, I will speculate about the role that empathy and identification by
researchers with same-sex individuals may have played in this strange saga.

Obviously, the initial dichotomy between actively courting, promiscuous males and
passively choosing, monandrous females dates back to Victorian times. ‘“The males are
almost always the wooers,” Darwin wrote in 1871, and he was very clear in his own
writings that the main activity of females was to choose the single best suitor from
among these wooers. As he wrote in The Descent of Man and Selection in Relation to Sex
(1871), “It is shown by various facts, given hereafter, and by the results fairly attrib-
utable to sexual selection, that the female, though comparatively passive, generally
exerts some choice and accepts one male in preference to the others.” However the
particular form in which these ideas were incorporated into modern and ostensibly
more ‘“empirical” versions of post-Darwinian evolutionary thought derived from a
1948 paper about animals by a distinguished plant geneticist, Angus John Bateman.

Like so much in genetics, Bateman's ideas about the workings of nature were based
primarily on experiments with Drosophila, the minuscule flies that materialize in the
vicinity of rotting fruit. Among the merits of fruitflies rarely appreciated by house-
keepers are the myriad of small genetic differences that determine a fruitfly’s looks.
Bred over generations in a laboratory, distinctive strains of Drosophila sporting odd-
colored eyes, various bristles, peculiar crenulations here and there, grotesquely shaped
eyes, and so forth can be produced by scientists, and these markers are put to use in
tracing genealogies.

Bateman obtained various lots of differently decorated Drosophila all belonging to the
one species, Drosophila melanogaster. He housed three to five flies of each sex in glass
containers and allowed them to breed. On the basis of 64 such experiments, he found
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(by counting the offspring bearing their parents’ peculiar genetic trademarks) that
while 21% of his males failed to fertilize any female, only 4% of his females failed to
produce offspring.

A highly successful male, he found, could produce nearly three times as many off-
spring as the most successful female. Furthermore, the difference between the most
successful and the least successful male, what is called the variance in male reproduc-
tive success, was always far greater than the variance among females. Building upon
these findings, Bateman constructed the centerpiece to his paradigm: whereas a male
could always gain by mating just one more time, and hence benefit from a nature
that made him undiscriminatingly eager to mate, a female, already breeding near ca-
pacity after just one copulation, could gain little from multiple mating and should be
quite uninterested in mating more than once or twice.

From these 64 experiments with Drosophila, Bateman extrapolated to nature at large:
selection pressures brought about by competition among same-sexed individuals for
representation in the gene pools of succeeding generations would almost always oper-
ate more strongly upon the male than upon the female. This asymmetry in breeding
potential would lead to a nearly universal dichotomy in the sexual nature of the male
and female:

One would therefore expect to find in all but a few very primitive organisms ... that males would
show greater intra-sexual selection than females. This would explain why ... there is nearly always
a combination of an undiscriminating eagerness in the males and a discriminating passivity in the
females. Even in a derived monogamous species (e.g. man) this sex difference might be expected
to persist as a rule. (Bateman, 1948, p. 365)

This dichotomy was uncritically incorporated into modern thinking about sexual se-
lection. In his classic 1972 essay on ‘“Parental Investment and Sexual Selection,” Har-
vard biologist Robert Trivers acknowledged Bateman’s paper as ‘“the key reference”
(provided him, as it happens by one of the major evolutionary biologists of our time,
and Trivers’ main mentor at Harvard, Ernst Mayr). Trivers’ essay on parental invest-
ment, carrying with it Bateman’s model, was to become the second most widely cited
paper in all of sociobiology, after Hamilton’s 1964 paper on kin selection.

Expanding on Bateman'’s original formulation, Trivers argued that whichever sex
invests least in offspring will compete to mate with the sex investing most. At the
root of this generalization concerning the sexually discriminating female (apart from
Victorian ideology at large) is the fact of anisogamy (gametes unequal in size) and the
perceived need for a female to protect her already substantial investment in each ma-
ternal gamete; she is under selective pressure to select the best available male to fertilize
it. The male, by contrast, produces myriad gametes (sperm), which are assumed to be
physiologically cheap to produce (note, however, that costs to males of competing for
females are rarely factored in), and he disseminates them indiscriminately.
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Two central themes in contemporary sociobiology then derive directly from Bate-
man. The first theme is the dichotomy between the “nurturing female,” who invests
very much more per offspring than males, and “the competitive male,” who invests lit-
tle or nothing beyond sperm but who actively competes for access to any additional
female (see for example Daly & Margo Wilson,! 1983, pp. 78-79; Trivers, 1985,
p. 207). As Trivers noted in his summary of Bateman'’s experiments with Drosophila, “‘A
female’s reproductive success did not increase much, if any, after the first copulation
and not at all after the second; most females were uninterested in copulating more
than once or twice” (1972, p. 138). And so it was that ““coyness’’ came to be the single
most commonly mentioned attribute of females in the literature on sociobiology. Un-
like the male, who, if he makes a mistake can move on to another female, the female’s
investment was initially considered to be so great that she was constrained from abort-
ing a bad bet and attempting to conceive again. (Criticisms and recent revisions of the
notion are discussed later in the section, “The Females Who Forgot to be Coy.”) In this
respect, contemporary theory remains fairly faithful to Darwin’s original (1871) two-
part definition of sexual selection. The first part of the theory predicts competition be-
tween males for mates; the second, female choice of the best competitor.

The second main sociobiological theme to derive from Bateman is not explicitly dis-
cussed in Darwin but is certainly implicit in much that Darwin wrote (or more pre-
cisely, did not write) about females. This is the notion that female investment is
already so large that it can not be increased and the idea that most females are already
breeding close to capacity. If this were so, the variance in female reproductive success
would be small, making one female virtually interchangeable with another. A logical
corollary of this notion is the incorrect conclusion that selection operates primarily
on males.

The conviction that intrasexual selection will weigh heavily upon males while
scarcely affecting females was explicitly stated by Bateman, but also appears in implicit
form in the writings of contemporary sociobiologists (Daly & Margo Wilson, 1983,
Chapter 5; Wilson, 1978, p. 125). It is undeniable that males have the capacity to in-
seminate multiple females while females (except in species such as those squirrels, fish,
insects, and cats, where several fathers can sire a single brood) are inseminated—at
most—once each breeding period. But a difficulty arises when the occasionally true as-
sumption that females are not competing among themselves to get fertilized is then
interpreted to mean that there will be reduced within-sex competition among females
generally (e.g., Freedman, 1979, p. 33).

Until about 1980—and even occasionally after that—some theoreticians were writ-
ing about females as though each one was relatively identical in both her reproductive
potential and in her realization of that potential. This erroneous generalization lead
some workers (perhaps especially those whose training was not in evolutionary biol-
ogy per se) to the erroneous and patently non-Darwinian conclusion that females are
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not subject to selection pressure at all and the idea that competition among males is
somehow more critical because “leaving offspring is at stake” (Carol Cronin, 1980,
p- 302; see also Virginia Abernethy, 1978, p. 132). To make an unfortunate situation
worse, the close conformity between these notions and post-Victorian popular preju-
dice meant that ideas about competitive, promiscuous men and choosey women were
selectively picked up in popular writing about sociobiology. An article in Playboy Mag-
azine celebrating “Darwin and the Double Standard” (Morris, 1979) comes most viv-
idly to mind, but there were many others.

The Females Who Forgot to Be Coy

Field studies of a number of animal groups provide abundant examples of females who,
unlike Bateman'’s Drosophila, ardently seek to mate more than once or twice. Further-
more, fertilization by the best male can scarcely be viewed as their universal goal since
in many of these cases females were not ovulating or else were actually pregnant at the
time they solicit males.

It has been known for years (among some circles) that female birds were less than
chaste, especially since 1975 when Bray, Kennelly, and Guarino demonstrated that
when the “master” of the blackbird harem was vasectomized, his females nevertheless
conceived (see also Lumpkin, 1983). Evelyn Shaw and Joan Darling (1985) review some
of this literature on “promiscuous” females, particularly for marine organisms. Among
shiner perch, for example, a female who is not currently producing eggs will neverthe-
less court and mate with numbers of males, collecting from each male sperm that are
then stored in the female’s ovaries till seasonal conditions promote ovulation. Female
cats, including leopards, lions, and pumas are notorious for their frequency of matings.
A lioness may mate 100 times a day with multiple partners over a 6-7-day period each
time she is in estrus (Eaton, 1976). Best known of all, perhaps, are such primate exam-
ples as savanna baboons, where females initiate multiple brief consortships, or chim-
panzees, where females alternate between prolonged consortships with one male and
communal mating with all males in the vicinity (DeVore, 1965; Hausfater, 1975; Caro-
line Tutin, 1975). However, only since 1979 or so has female promiscuity been a sub-
ject of much theoretical interest (see for example Alatalo, Lundberg, & Stahlbrandt,
1982; Sandy Andelman, in press; Gladstone, 1979; Sarah Blaffer Hrdy, 1979; Susan
Lumpkin, 1983; Meredith Small, forthcoming; R. Smith, 1984; Wirtz, 1983), largely I
believe because theoretically the phenomenon should not have existed and therefore
there was little theoretical infrastructure for studying it, certainly not the sort of study
that could lead to a PhD (or a job).

In terms of the order Primates, evidence has been building since the 1960s that
females in a variety of prosimian, monkey, and ape species were managing their own
reproductive careers so as actively to solicit and mate with a number of different males,



136 Sarah Blaffer Hrdy

both males within their (supposed) breeding unit and those outside it. As theoretical
interest increased, so has the quality of the data.

But before turning to such evidence, it is first critical to put sex in perspective. To
correct the stereotype of “‘coyness,” I emphasize female sexual activity but, as always
in such debates, reality exists in a plane distinct from that predefined by the debate.
In this case, reality is hours and hours, sometimes months and months, of existence
where sexual behavior is not even an issue, hours where animals are walking, feeding,
resting, grooming. Among baboons (as in some human societies) months pass when a
pregnant or lactating mother engages in no sexual behavior at all. The same is gener-
ally true for langurs, except that females under particular conditions possess a capacity
to solicit and copulate with males even if pregnant or lactating, and they sometimes do
so. At such times, the patterning of sexual receptivity among langurs could not be eas-
ily distinguished from that of a modern woman. The same could be said for the rela-
tively noncyclical, semicontinuous, situation-dependent receptivity of a marmoset or
tamarin.

With this qualification in mind—that is the low frequencies of sexual behavior in
the lives of all mammals, who for the most part are doing other things—Ilet’s consider
the tamarins.

Tamarins are tiny South American monkeys, long thought to be monogamous. In-
deed, in captivity, tamarins do breed best when a single female is paired with one
mate. Add a second female and the presence of the dominant female suppresses ovula-
tion in the subordinate. (The consequences of adding a second male to the cage are un-
known, since such an addition was thought to violate good management practices.)
Nevertheless, in the recent (and first) long-term study of individually marked tamarins
in the wild, Anne Wilson Goldizen discovered that given the option, supposedly mo-
nogamous saddle-backed tamarins (Saguinus fusicollis) will mate with several adult
males, each of whom subsequently help to care for her twin offspring in an arrange-
ment more nearly “polyandrous” than monogamous (Goldizen & Terborgh, forthcom-
ing). Furthermore the presence of additional males, and their assistance in rearing
young may be critical for offspring survival.) One of the ironies here, pointed out in
another context by Janet Sayers (1982), is that females are thus presumed to commit
what is known in sociobiology as a Concorde fallacy; that is, pouring good money after
bad. Although in other contexts (e.g., Dawkins, 1976) it has been argued that creatures
are selected to cut bait rather than commit Concorde fallacies, mothers were somehow
excluded from this reasoning (however, see Trivers, 1985, p. 268, for a specific ac-
knowledgement and correction of the error). I happen to believe that the resolution
to this contradiction lies in recognizing that gamete producers and mothers do indeed
““cut bait” far more often than is generally realized, and that skipped ovulations, spon-
taneous abortion, and abandonment of young by mothers are fairly routine events in
nature. That is, the reasoning about the Concorde fallacy is right enough, but our
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thinking about the commitment of mothers to nurture no matter what has been
faulty.)

Indeed, on the basis of what I believe today (cf. Hrdy, 1981, p. 59), I would argue
that a polyandrous component? is at the core of the breeding systems of most troop-
dwelling primates: females mate with many males, each of whom may contribute a
little bit toward the survival of offspring. Barbary macaques provide the most extreme
example (Taub, 1980), but the very well-studied savanna baboons also yield a similar,
if more moderate, pattern. David Stein (1981) and Jeanne Altmann (1980) studied the
complex interactions between adult males and infants. They found that (as suggested
years ago by Tim Ransom and Bonnie Ransom, 1972) former, or sometimes future,
consorts of the mother develop special relationships with that female’s infant, carrying
it in times of danger and protecting it from conspecifics, possibly creating enhanced
feeding opportunities for the infant. These relationships are made possible by the
mother’s frequent proximity to males with whom she has special relationships and by
the fact that the infant itself comes to trust these males and seek them out; more is at
issue than simply male predilections. Altmann aptly refers to such males as god-fathers.
Infants, then, are often the focal-point of elaborate male-female—infant relationships,
relationships that are often initiated by the females themselves (Barbara Smuts, 1985).

Even species such as Hanuman langurs, blue monkeys, or redtail monkeys, all pri-
mates traditionally thought to have “monandrous” or ‘“uni-male” breeding systems,
are far more promiscuous than that designation implies. Indeed, mating with outsiders
is so common under certain circumstances as to throw the whole notion of one-male
breeding units into question (Cords, 1984; Tsingalia & Thelma Rowell, 1984). My own
first glimpse of a langur, the species I was to spend nearly 10 years studying intermit-
tently, was of a female near the Great Indian Desert in Rajasthan moving rapidly
through a steep granite canyon, moving away from her natal group to approach and
solicit males in an all-male band. At the time, I had no context for interpreting be-
havior that merely seemed strange and incomprehensible to my Harvard-trained eyes.
Only in time, did I come to realize that such wandering and such seemingly ‘“wanton”’
behavior were recurring events in the lives of langurs.

In at least three different sets of circumstances female langurs solicit males other
than their so-called harem-leaders: first, when males from nomadic all-male bands tem-
porarily join a breeding troop; second, when females leave their natal troops to travel
temporarily with all-male bands and mate with males there; and third, when a female
for reasons unknown to any one, simply takes a shine to the resident male of a neigh-
boring troop (Hrdy 1977; Moore 1985; filmed in Hrdy, Hrdy, & Bishop, 1977). It may
be to abet langurs in such projects that nature has provided them attributes character-
istic of relatively few mammals. A female langur exhibits no visible sign when she is in
estrus other than to present to a male and to shudder her head. When she encounters
strange males, she has the capacity to shift from cyclical receptivity (that is, a bout of
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heat every 28 days) into a state of semicontinuous receptivity that can last for weeks.
Monkeys with similar capacities include vervets, several of the guenons, and gelada
baboons, to mention only a few (reviewed in Hrdy & Whitten, 1986).

A number of questions are raised by these examples. First, just exactly why might
females bother to be other than coy, that is why should they actively seek out partners
including males outside of their apparent breeding units (mate ‘“promiscuously,” seek
“‘excess”’ copulations, beyond what are necessary for fertilization)? Second, why should
this vast category of behaviors be, until recently, so generally ignored by evolutionary
theorists? As John Maynard Smith noted, in the context of mobbing behavior by birds,
“‘behavior so widespread, so constant, and so apparently dangerous calls for a func-
tional explanation” (1984, p. 294).

To be fair, it should be acknowledged that mobbing behavior in birds is more stereo-
typed than sexual behavior in wild cats or monkeys, and it can be more systematically
studied. Nevertheless, at issue here are behaviors exhibited by the majority of species in
the order primates, the best studied order of animals in the world, and the order specif-
ically included by Bateman in his extrapolation from coyness in arthropods to coyness
in anthropoids. Furthermore, females engaged in such “promiscuous matings” entail
obvious risks ranging from retaliatory attacks by males, venereal disease, the energetic
costs of multiple solicitations, predation risks from leaving the troop, all the way to the
risk of lost investment by a male consort who has been selected to avoid investing in
other males’ offspring (Trivers, 1972). In retrospect, one really does have to wonder
why it was nearly 1980 before promiscuity among females attracted more than cursory
theoretical interest.

Once the initial conceptual block was overcome (and I will argue in the last section
that the contributions of women researchers was critical to this phase, at least in pri-
matology), once it was recognized that oh yes, females mate promiscuously and this is
a most curious and fascinating phenomenon, the question began to be vigorously pur-
sued. (Note though that the focus of this paper is on male-centered theoretical for-
mulations, readers should be aware that there are other issues here, such as the gap
between theoreticians and fieldworkers, which I do not discuss.)

In my opinion, no conscious effort was ever made to leave out female sides to sto-
ries. The Bateman paradigm was very useful, indeed theoretically quite powerful, in
explaining such phenomena as male promiscuity. But, although the theory was useful
in explaining male behavior, by definition (i.e., sexual selection refers to competition
between one sex for access to the other sex) it excluded much within-sex reproductive
competition among females, which was not over fertilizations per se but which also
did not fall neatly into the realm of the survival-related phenomena normally con-
sidered as due to natural selection. (The evolution of sexual swellings might be an
example of a phenomenon that fell between definitional cracks and hence went unex-
plained until recently [Clutton-Brock & Harvey, 1976; Hrdy, 1981].) To understand
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female promiscuity, for example, we first needed to recognize the limitations of sexual
selection theory and then needed to construct a new theoretical base for explaining
selection pressures on females.

The realization that male-male competition and female choice explains only a small
part of the evolution of breeding systems has led to much new work (e.g., Wasser,
1983, and work reviewed therein). We now have, for example, no fewer than six differ-
ent models to explain how females might benefit from mating with different males (see
Smith, R., 1984, for a recent review).

These hypotheses, most of them published in 1979 or later, can be divided into two
categories, first those postulating genetic benefits for the offspring of sexually assertive
mothers, and second, those postulating nongenetic benefits for either the female her-
self or her progeny. All but one of these (the oldest, “prostitution hypothesis’”’) was
arrived at by considering the world from a female’s point of view.

Whereas all the hypotheses specifying genetic benefits predict that the female
should be fertile when she solicits various male partners (except in those species where
females have the capacity to store sperm), this condition is not required for the non-
genetic hypotheses. It should be noted, too, that only functional explanations for mul-
tiple matings are listed. The idea that females simply “‘enjoy”” sex begs the question of
why females in a genus such as Drosophila do not appear highly motivated to mate
repeatedly, while females in other species apparently are so motivated and have
evolved specific physiological apparatus making promiscuity more likely (e.g., a cli-
toris, a capacity for orgasm brought about by prolonged or multiple sources of stimula-
tion, a capacity to expand receptivity beyond the period of ovulation, and so forth; see
Hrdy, 1981, Chapter 7 for discussion). Nevertheless, the possibility persists that pro-
miscuous behaviors arise as endocrinological accidents or perhaps that females have
orgasms simply because males do (Symons, 1979), and it is worth remembering that
an act of faith is involved in assuming that there is any function at all. (I mention
this qualifier because I am not interested in arguing a point that can not currently be
resolved.)

Assuming that promiscuous behaviors and the physiological paraphernalia leading
to them have evolved, four hypotheses are predicated on genetic benefits for the
offspring of sexually assertive mothers: (a) the “fertility backup hypothesis,” which
assumes that females will need sperm from a number of males to assure conception
(Meredith Small, forthcoming; Smith, R., 1984); (b) “the inferior cuckold hypothesis,”
in which a female paired with an inferior mate surreptitiously solicits genetically supe-
rior males when conception is likely (e.g., Benshoof & Thornhill, 1979); (c) ‘“‘the
diverse paternity” hypothesis, whereby females confronted with unpredictable fluctua-
tions in the environment produce clutches sired by multiple partners to diversity pater-
nity of offspring produced over a lifetime (Parker, 1970; Williams, 1975); or (d) in a
somewhat obscure twist of the preceding, females in species where litters can have
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more than one father alter the degree of relatedness between sibs and maternal half-
sibs by collecting sperm from several fathers (Davies & Boersma, 1984).

The remaining explanations are predicated on nongenetic benefits for females and
do not assume the existence of either genetic differences between males or the exis-
tence of female capacities to detect them: (e) the “prostitution” hypothesis, whereby
females are thought to exchange sexual access for resources, enhanced status, etc.—
the oldest of all the explanations (first proposed by Sir Solly Zuckerman, 1932, recently
restated by Symons, 1979; see also, Nancy Burley & Symanski, 1981, for discussion); (f)
the ““therapeutic hypothesis” that multiple matings and resulting orgasm are physio-
logically beneficial to females or make conception more likely (Mary Jane Sherfey,
1973); (g) the “keep 'em around” hypothesis whereby females (with the connivance
of dominant males in the group) solicit subordinate males to discourage these disad-
vantaged animals from leaving the group (Stacey, 1982); and (h) the “manipulation
hypothesis,” suggesting that females mate with a number of males in order to confuse
information available to males about paternity and thereby extract investment in, or
tolerance for, their infants from different males (Hrdy, D. B., 1979; Stacey, 1982).

It is this last hypothesis that I now want to focus on, not because that hypothesis is
inherently any better than others, but because I know the most about it and about the
assumptions that needed to be changed before it could be dreamed up.

The “manipulation hypothesis,” first conceived in relation to monkeys, grew out of
a dawning awareness that, first of all, individual females could do a great deal that
would affect the survival of their offspring, and second, that males, far from mere dis-
pensers of sperm, were critical features on the landscape where infants died or sur-
vived. That is, females were more political, males more nurturing (or at least not
neutral), than some earlier versions of sexual selection theory would lead us to suppose.

A Female Is Not a Female Is Not a Female

To his credit, A. J. Bateman was a very empirical scientist. He was at pains to measure
“actual” and not just “potential” genetic contribution made by parents. Not for him
the practice—still prevalent in primatology several decades later—of counting up some
male’s copulations and calling them reproductive success. Bateman counted offspring
actually produced. And, in a genus such as Drosophila, where infant mortality is proba-
bly fairly random and a stretch of bad weather accounts for far more deaths than a
spate of bad parenting, the assumption that one mother is equivalent to another
mother is probably not farfetched. Such factors as the social status of the mother,
her body size, her expertise in child-rearing, or the protection and care elicited from
other animals may indeed make little difference. But what if he had been studying
monkeys or even somebody’s favorite fish? Even for Drosophila conditions exist in
which females benefit from multiple copulations. In a series of experiments with Dro-
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sophila pseudoobscura, Turner and Anderson (1983) have shown that the number of off-
spring that survive to maturity was significantly higher for females allowed to mate for
longer periods and with more partners than for females isolated from males after brief
mating periods. This effect was most pronounced in laboratory groups that were nutri-
tionally stressed.

The female coho salmon buries her eggs in nests, which she guards for as long as she
lives. Females fight over the best nest sites, and about one out of three times, a female
will usurp another female’s nest and destroy her eggs. Females vary greatly in size, and
their differing dimensions may be translated into different degrees of fecundity. A big
female may produce more than three times as many eggs as a small one. Differences
in the survival of eggs to hatching lead to even greater variance in female reproductive
success; there may be as much as a 30-fold difference in number of surviving offspring
(Van den Berghe, 1984).

But the mother salmon only breed once; consider an iteroparous monkey mother
who, although she produces only one or two infants at a time, breeds over many years
and who, like a macaque or baboon, may inherit her feeding range and troop rank
from her mother at birth. These legacies will affect her reproductive output and will,
in turn, pass to her own daughters. Males of course enter this system, and vary among
themselves, but in most instances they are transients, breeding briefly, and indeed,
possibly living shorter lives on average than females. Take the extreme example of the
gelada baboon who has only one chance for controlling access to a small “harem” of
females (who by the way have about as much to do with controlling the male, as he
does in controlling them). The male gelada baboon breeds in his unit for several years
before another male enters, pushing him into forced retirement. The former “harem-
leader” lingers on in the troop, but as a celibate watcher, possibly babysitting, but
breeding no more (Dunbar, 1984). It is a tale of the tortoise and the hare. After the
male hare is dismissed, the female tortoise breeds on year after year.

Although we do not yet have data on the lifetime reproductive success of males or
females from any species of wild primate, I will be surprised if the variance among
males exceeds the variance among females by as much as traditionally thought in spe-
cies such as Japanese or rhesus macaques or gelada baboons. In the most polyandrous
species, such as tamarins, variance in the reproductive success of twin-producing
females may actually be greater than that for males. If we carry out our calculations
over generations, remembering that every male, however wildly reproductively suc-
cessful, has a mother and a grandmother (e.g., see Hartung, in press) differences in the
degree of variance between the two sexes grow even smaller, though extremes of vari-
ance in reproductive success will of course crop up one generation sooner for fathers
than for mothers.

The anisogamy paradigm of Bateman offered powerful insights into the selective
pressures that operate on males; for many mammals, selection weighs heaviest on
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males in competition with other males for access to females. In addition, Bateman pro-
vided the framework that eventually led to an understanding of why males tend to
compete for mates while females compete for resources. But the Bateman and the ani-
sogamy paradigm also led us to overlook the full range of possible sources of variance
in female reproductive success; not only variance arising from female-female competi-
tion over resources to translate into large gametes, but also variance arising from other
factors as well. Not all females conceive. In some cases, such as marmosets, the pres-
ence of the dominant female suppresses ovulation in her subordinates. Some offspring,
once conceived, are not carried to term. Among the factors leading to spontaneous
abortion in baboons may be harassment by other females or the arrival of strange
males (Mori & Dunbar, in press; Wasser & Barash, 1984). And of course, offspring
once born need not survive. If born to a low-ranking toque macaque mother, a juvenile
daughter may die of starvation, or if born to a mother chimp who for some reason is
incapacitated, an offspring may be killed by a higher-ranking female. Having survived,
a maturing female howler monkey may nevertheless find herself unable to join a
breeding group and never have a chance to reproduce. A mother’s condition, her com-
petitive abilities, and her maternal skills are all very much at issue in the case of crea-
tures such as primates. Yet, as amazing as it sounds, 