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CHAPTER 1
WATER QUALITY GUIDELINES

Barry T. Hart

INTRODUCTION

Most countries now have water resources management policies aimed at achieving sus-
tainable use of their water resources by protecting and enhancing their quality while main-
taining economic and social development. Achieving this objective requires that the needs
and wants of the community for each water resource are defined and that these resources
are protected from degradation. These community needs generally are called the environ-
mental values (or beneficial uses) of the water body and can include water for drinking,
swimming, fishing, recreation, agricultural food production, and/or ecosystem protection.

Water quality guidelines (or criteria) are the scientific and technical information used
to provide an objective means for judging the quality needed to maintain a particular envi-
ronmental value. Knowledge-based management decisions made on the basis of this scien-
tific knowledge are far more preferable than those resulting from pressure by narrowly
focused lobby groups.

A number of water quality guideline compilations are now available (e.g., USEPA,
1986a; CCREM, 1991; ANZECC, 1992). With few exceptions, these are broadly similar in
their approach and in the threshold values they recommend. However, the recently released
Australian and New Zealand water quality guidelines mark a radical departure from the
conventionally derived water quality guidelines (ANZECC/ARMCANZ, 2000a). The key
elements of these new guidelines are that they are risk-based, focus on ecological issues
rather than single indicators, provide information for an increased number of ecosystem
types, and require more site-specific information.

This chapter seeks to define the information and knowledge required by water managers
and environmental protection agencies in deciding whether a particular water body has good
or bad water quality. The important role of water quality guidelines in the water resources
management process is covered first. The types of water quality guidelines are then dis-
cussed, focusing first on the human uses of water (e.g., drinking, recreation, and irrigation).
The main part of the chapter relates to guidelines for aquatic ecosystem protection.

USE OF GUIDELINES IN THE SUSTAINABLE
MANAGEMENT OF WATER RESOURCES

The sustainable use of a water resource involves managing both the quantity and quality of
the resource. This chapter will focus mainly on water quality aspects and only briefly cover
other aspects of water resources management. A later section contains a short discussion of
flow and habitat considerations.
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Before considering in detail the water resource management process and the role of
water quality guidelines in this process, a number of important and highly relevant consid-
erations are highlighted.

e Water environments are naturally quite variable systems, particularly in flow and
ecosystem types. Therefore, any process that seeks to manage a water resource ade-
quately must be responsive, flexible, and adaptable (Walters, 1986).

o A key objective of modern water management is to maintain the ecological integrity of
the resource. However, the knowledge base and mechanisms to underpin this new
ecosystem-based management approach are poorly developed (Boon et al., 1992; Sparks,
1995; Hart et al., 1999).

o It is now generally well recognized that most water bodies are closely linked to their
catchment and that activities within the catchment can influence the quality of such water
bodies (lake, reservoir, river, or estuary). Thus integrated catchment and waterways
management is essential if the quality of particular water resources is to be maintained
in the future.

e Water resource management must address community needs and wishes, and to achieve
this, the community must be involved in the management process. Technical and scien-
tific information is essential but not sufficient for the successful management of rivers.

e Water management involves difficult trade-off decisions often between incompatible
objectives, such as ecosystem protection and additional water for irrigation. It is vital that
the decision-making process is as transparent as possible if such decisions are to be
accepted by the community.

Figure 1.1 shows the main steps involved in the water resource management process
(Hart et al., 1999). These are discussed briefly below.

Knowing the system. A good scientific and technical understanding of the aquatic sys-
tem is essential if it is to be managed effectively. In particular, information is needed
about the condition of the catchment, the water resource itself, the present water qual-
ity and stressors* likely to degrade the quality, and uses of the water resource.

Management goals. Clearly, it is essential in any management process to decide why the
system is being managed. At the highest level, the goal of managing a natural resource
is to improve community well-being through sustainable use and protection of the nat-
ural environment. Effective management of a nation’s water and aquatic resources is
crucial to the continued viability of society.

Environmental values (or beneficial uses). Identification of the community needs and
wishes for the water resource (e.g., agricultural water supply, swimming, fishing, and
protection of the ecosystem) provides the first step in defining the environmental values
of a particular water body. The major environmental values considered in most guide-
line documents are

Ecosystem protection

Drinking water supply

Recreational water use

Agricultural water use (e.g., irrigation, stock watering, aquaculture)
Water for industry

*Stressors are the physical, chemical, or biologic factors that can cause an adverse effect on an aquatic ecosys-
tem. Toxic stressors include heavy metals and toxic organic compounds, salinity, and pH. Nontoxic stressors include
nutrients, turbidity and suspended particulate matter, organic matter, flow, and habitat.
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FIGURE 1.1 Water resources management framework.
(Modified from Hart et al., 1999.)

Since these uses may change with time, the water quality management process must be
sufficiently adaptive to allow the goals to change in step with community values. There
is no simple method for determining management goals. The process must be interac-
tive and should involve at least the community, resource managers, and researchers.

Objectives or targets. Each environmental value requires a certain level of water qual-
ity to be maintained. The water quality to sustain environmental values may be
defined by establishing water quality objectives that become the goals for manage-
ment action. This is a complex process that depends on such factors as feasibility and
costs of achieving the desired water quality and the lost opportunity costs to the com-
munity if these environmental goals are not reached. The objectives usually aim either

e To protect waterway values (e.g., those which do not allow waste discharge, no sand
extraction, and those which apply restrictions on catchment activities) or

e To restore waterway values (e.g., works programs to prevent existing erosion of
banks, stabilize beds, revegetate banks, and restore catchment buffer strips)

Key indicators of quality. These water quality objectives are established in terms of key
indicators of quality that provide a means of identifying and measuring change in the
environmental values. They can include physical, chemical, radiologic, microbial, or
biological measures of water quality. Broadly, three types of indicators of environmen-
tal quality exist:

o Indicators that are normally present in the water and can be monitored usefully for a
change in concentration, quantity, or quality (e.g., salinity and nutrient and heavy
metal concentrations)
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o Indicators that are not normally present but which if detected in certain concentra-
tions or quantities can be used to identify a change (e.g., concentrations of pesticides
and other toxic organic compounds)

¢ Indicators that are normally present but the absence of which reflects a change

Guidelines. These provide an objective means for judging the quality needed to maintain
a particular environmental value. Normally they are described in terms of the key indi-
cators of quality (but see page 1.12 for a new way to define water quality guidelines).

Management actions. Water quality objectives defined by the preceding process will
require actions to maintain and/or attain the desired quality and therefore achieve the
environmental values identified by the community. Programs or strategies that might be
developed to achieve these objectives could include control of waste discharges, water
quality protection, catchment revegetation, nutrient reduction, river rehabilitation,
resnagging of a river, and the provision of adequate environmental flows.

Performance assessment. There is now increased pressure on water management
agencies to assess their performance and report the results publicly. This requires
that an effective monitoring program is put in place and that there is an appropriate
feedback mechanism to confirm that the various management goals are being met
or that they need to be revised (ANZECC/ARMCANZ, 2000b). In the past, perfor-
mance has been judged on the basis of whether threshold physicochemical indica-
tor (e.g., dissolved oxygen, nutrients, pH, heavy metals) concentrations are
achieved or not. In situations where protection of the ecosystem is the goal, moni-
toring of the biota is a more direct indicator of whether the goal has been achieved
than measuring a physicochemical surrogate. For more details on indicators of
ecosystem health, see Loeb and Spacie (1994), Davis and Simon (1995), Norris et
al. (1995), and Wright et al. (2000).

Research. The ecological understanding of most aquatic environments is inadequate,
this being particularly so for rivers and streams (Boon et al., 1992; Cullen et al., 1996;
Lake, 2000). Obtaining the required information will demand sustained and focused
long-term ecological research on these ecosystems. Where possible, these studies
should be multidisciplinary and catchment-based and done as collaborative partnerships
between researchers and managers.

WATER QUALITY GUIDELINES FOR HUMAN USES

Guidelines have been established for all the major uses of water. In this section we cover
those relating to human uses: drinking water, agricultural water (including aquaculture),
and water for recreational and aesthetic uses. Guidelines for ecosystem protection are cov-
ered in later Sections.

Drinking Water

Drinking water should be safe to use and aesthetically pleasing. The quality of drinking
water is focused primarily on the protection of human health, and for this reason, drinking
water guidelines mostly have been established by health authorities, e.g., the World Health
Organization (WHO, 1984) and the Australian National Health and Medical Research
Council (NH&MRC/ARMCANZ, 1996).

These authorities list guideline values for a wide range of indicators, including
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e Microorganisms (e.g., pathogenic bacteria, viruses, toxic algae)
e Inorganic chemicals (e.g., nitrates, heavy metals)
e Organic chemicals (e.g., toxic organic compounds, pesticides, disinfection by-products)

e Radioactive materials

These guideline values apply at the point of use, normally the home tap. However, the
more progressive water authorities are increasingly seeking to manage the total supply sys-
tem—the streams and rivers in the catchment, storage and service reservoirs, treatment and
disinfection facilities, service mains, and consumer plumbing and appliances.

Agricultural Water

Guidelines generally are provided for three broad agricultural uses of water: irrigation,
stock watering, and aquaculture.

Irrigation. In most developed countries of the world and in an increasing number of
developing countries, irrigation uses a substantial proportion of the available water
resource (UNEP, 2001). For example, approximately 70 percent (approximately 12,000
gigaliters) of Australia’s developed water is used for irrigation compared with 21 percent
for urban and industrial purposes and 9 percent for rural water supply (NLWA, 2001).

Guidelines for irrigation water quality generally focus on the physical, chemical, and
microbiological factors that may affect crop growth or the soil environment. Trigger val-
ues or thresholds are provided for

e Microbiological indicators (e.g., human and animal pathogens, plant pathogens)
o Salinity and sodicity (these can affect both plant growth and soil structure)
e Inorganic contaminants (e.g., chloride, sodium, heavy metals)

¢ Organic contaminants (e.g., pesticides)

Stock Watering. Good water quality is essential for successful livestock production.
Animal production and fertility can both be impaired by poor-quality water. Contaminants
in water can result in residues in animal products (e.g., meat, milk, and eggs) that can cre-
ate human health risks and adversely affect their salability.

Guidelines for stock water quality generally focus on the physical, chemical, and
(micro)biological factors that may affect animal health. The tolerance to contaminants
varies among animal species (generally decreases in the order sheep, cattle, horses, pigs,
and poultry), between different stages of growth and animal condition, and between mono-
gastric and ruminant animals (ANZECC/ARMCANZ, 2000a).

Guidelines provide threshold values for

e Microbiological indicators (e.g., cyanobacteria, pathogens, and parasites)
e Inorganic ions (e.g., calcium, magnesium, nitrate, sulfate, salinity, and heavy metals)

e Organic contaminants (e.g., pesticides)

Agquaculture. Aquaculture is a rapidly growing industry that involves production of food
for human consumption, fry for recreational and natural fisheries, and ornamental fish and
plants for the aquarium trade. Poor water quality can result in loss of production of culture
species and also may reduce the quality of the end products.
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Few guidelines are available for aquaculture water quality; however, Australia and New
Zealand have published such guidelines for the first time (ANZECC/ARMCANZ, 2000a).
These focus on the physical, chemical, and microbiological factors that may affect the pro-
duction or quality of the food for human consumption. Guidelines (trigger values) are pro-
vided for

e Microbiological stressors (e.g., cyanobacteria, pathogens, and parasites)
e Physicochemical stressors (e.g., dissolved oxygen, pH, salinity, and temperature)
¢ Inorganic and organic toxicants (e.g., heavy metals and pesticides)

Recreational Water

Water-based recreational activities are popular in many countries. Guidelines have been
established to protect these waters for recreational activities, such as swimming and boat-
ing, and to preserve the aesthetic appearance of the water bodies. Guideline values are pro-
vided for the following indicators:

e Microbiological stressors (e.g., pathogens and viruses)

e Nuisance organisms (e.g., algae)

o Physical and chemical stressors (e.g., color, clarity, turbidity, pH, and toxic chemicals)
It is the microbiological stressors that normally are the main focus of recreational water

quality guidelines. More information on recreational water quality guidelines can be found

in USEPA (1986b), ANZECC (1992), WHO (1998, 1999), and ANZECC/ARMCANZ
(2000a).

ECOSYSTEM PROTECTION

Existing Water Quality Guidelines

Water quality guidelines for ecosystem protection were first introduced in the early 1970s
(Hart, 1974; NAS/NAE, 1973). These early guidelines focused primarily on physical and
chemical stressors and provided threshold values for two broad water types: fresh and
marine waters. These threshold values often are interpreted as indicating degradation if
they are exceeded and safe conditions if not exceeded; unfortunately, they often become
pseudostandards. This is so despite the fact that most of the guideline documents stress that
the published values are for guidance only and that if conditions in a particular system
approach or exceed the guideline value for a particular indicator, more site-specific work
should be undertaken (ANZECC, 1992; Hart et al., 1999).

The ecosystem protection guidelines in use over the past 10 years are little different
from these earlier guidelines in that they still focus heavily on physical and chemical stres-
sors, although some have included biological indicators (USEPA, 1986a; CCREM, 1991;
ANZECC, 1992). The physicochemical indicators can be classified into two groups:

e Those which have direct toxic effects on the biota (e.g., heavy metals, salinity, pesti-
cides, and temperature)

o Those which affect ecosystems indirectly (e.g., nutrients, turbidity, and excess organic
matter)
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The way in which these guidelines are established is discussed briefly below. Then we
identify a number of limitations to these guidelines as a lead-in to discussion of the new
risk-based approach recently adopted by the Australian government.

Physicochemical Indicators. Threshold values are provided for a range of physicochem-
ical indicators, including

e Color (this can influence primary production)
e Dissolved oxygen (this can adversely affect fish and invertebrates)
¢ Nutrients (in excess, these can result in cyanobacterial (blue-green algae) blooms)

e pH (low pH can adversely affect aquatic biota directly and also can result in release of
heavy metals from sediments)

o Salinity (high salinity can adversely affect freshwater macrophytes and other aquatic biota)
¢ Suspended particulate matter and turbidity (these can influence primary production)
e Temperature (both high and low temperatures can adversely affect aquatic biota)

Different threshold values normally are provided for freshwaters and marine waters.
Few of the guidelines make any provision for the site differences that can occur between
ecosystem types within these two broad categories.

Toxicants. Most of the trigger values for toxicants are derived using data from single-
species toxicity tests on a range of test species. Readers are referred to Chapman (1995),
OECD (1995), and Warne (2001) for details on toxicity testing. It would be preferable to
use data from multispecies toxicity tests because these would better represent the complex
interactions that occur in the field. However, few such data are available.

A number of extensive databases containing toxicity data for many inorganic and
organic compounds and for many test organisms (e.g., fish, zooplankton, macroinverte-
brates, and algae) now exist (USEPA, 1994; Warne et al., 1998, 1999). These generally
contain a large amount of data on acute toxicity and a smaller amount on chronic toxicity.*

Guideline values for a number of types of toxicants are listed in many of the existing
guideline documents (e.g., USEPA, 1986a; ANZECC, 1992):

e Inorganic compounds (e.g., ammonia, cyanide, and hydrogen sulfide)
e Heavy metals (e.g., copper, cadmium, mercury, and arsenic)
¢ Organic compounds (e.g., pesticides, PCBs, and dioxins)

These are derived largely from acute toxicity data using the assessment-factor
method. This method involves dividing the lowest acute toxicity value by an arbitrary
assessment factor to provide a safe level. A factor of 0.05 was used for toxicants that are
nonpersistent or are not accumulated, and a factor of 0.01 was used for toxicants that are
persistent. This method is far less rigorous than the statistical methods now in use and is
used only as a default when insufficient data were available. Further information on the
newer statistical methods is provided on page 1.23 (see also Aldenberg and Slob, 1993;
Warne, 2001).

*Acute toxicity is the rapid death of organisms caused by a toxicant. It is normally specified as the concentration
of the toxicant that causes death to 50 percent of the test organisms in a set time, often 96 hours—this concentration
is referred to as the 96h-LC50. Chronic toxicity is the biological response to the long-term exposure to a toxicant. A
chronic toxicity test generally attempts to test over several generations of the test organism and can extend from
weeks to months.
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Biological Indicators. Few of the existing water quality guidelines contain information on bio-
logical indicators. The 1992 Australian water quality guidelines were the first to do so
(ANZECC, 1992). These guidelines recommended that four biological indicators be considered:

e Species richness

e Species composition
e Primary production

e Ecosystem function

These guidelines did not provide specific information of what species should be con-
sidered or how the measurements should be taken. However, in requiring that these bio-
logical indicators be considered, the guidelines provided the impetus for Australian natural
resource management agencies to develop the required methods (Norris et al., 1995;
Schofield and Davies, 1996; Simpson and Norris, 2000).

Limitations of the Existing Water Quality Guidelines

Ecological Guidelines or Water Quality Guidelines. Water quality is only one aspect of
maintaining a healthy ecosystem. Other factors also can be important, including flow
regime, habitat quality, sediment quality and the condition of the riparian vegetation, bar-
riers to fish migration, and connections between the river and its catchment and floodplain
(Fig. 1.2). Ideally, all these factors should be considered when defining the water resource
management program. For example, in many parts of Australia, water quality is reasonably
good, but the goal of maintaining ecosystem health is not being achieved because too much
water is being abstracted for irrigation or there is significant degradation of the in-stream
habitat because most of the snags (large woody debris) have been removed.

The currently available water quality guidelines still focus largely on the water com-
partment and assume that this will protect the whole ecosystem adequately. However, there
is currently considerable activity in many parts of the world aimed at establishing guide-
lines for these other factors that also influence ecosystem health, e.g., environmental flows
and habitat quality (Cullen et al., 1996), and sediments (ANZECC/ARMCANZ, 2000a;
Batley, 2000). In time, this information will be linked with available water quality guide-
lines to produce broader ecological guidelines for ecosystem protection.

The establishment of appropriate flow regimes to sustain the ecological values of rivers,
wetlands, and estuaries is one of the most contentious issues currently facing water man-
agers in many countries (Calow and Petts, 1992; Cullen et al., 1996; Stanford et al., 1996).
Effective river flow management, where the primary objectives are conservation of native
aquatic biodiversity and protection of ecosystem functions, needs to focus on achieving as
close to the natural flow regime as possible, even in cases where the total annual flow has
been reduced because of heavy consumptive uses. This natural-flow paradigm is based on
the emerging evidence that the full range of natural intra- and interannual variation in the
hydrologic regime is critical in sustaining the biodiversity and integrity of aquatic ecosys-
tems (Richter et al., 1997).

Limited Use of Biological Indicators. ~As noted earlier, available water quality guidelines
focus mainly on physicochemical stressors, with little information on biological indicators.
An exception is the 1992 Australian guidelines (ANZECC, 1992). Many researchers have
noted the advantages in monitoring the biota (rather than physicochemical surrogates) to
provide a better indication of ecosystem health (Norris et al., 1995).
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FIGURE 1.2 Key factors influencing ecosystem health.

Over the past 10 years, many countries have introduced national biological monitoring
programs (Rosenberg and Resh, 1993; Schofield and Davies, 1996; Wright et al., 2000).
Figure 1.3 illustrates schematically the power of a sensitive biological indicator in record-
ing both the degradation in ecosystem quality that all to often is taking place and the sub-
sequent improvement over time with management action. Such biomonitoring programs
focus mainly on detecting changes in the patterns (e.g., abundance, richness, and species
composition) of particular biological communities (e.g., macroinvertebrates, fish, and
algae) compared with known reference systems. For example, Australia has a national pro-
gram based on macroinvertebrates, the Australian River Assessment System (AUSRIVAS;
see Simpson and Norris, 2000). As part of a recent national land and water audit, these data
have been used to complete an assessment of the ecological health of the nation’s rivers
(Norris et al., 2001).

Bunn and Davies (2000) have shown that changes in pattern do not always equate to
changes in ecological integrity. They make a case for also including measures of key eco-
logical processes (e.g., benthic metabolism, gross primary production, respiration, nitrifi-
cation, and denitrification) in programs to assess the health and integrity of ecosystems.
Over the next few years we should see the development of more robust ecosystem process
measures that can be incorporated into existing biological monitoring programs.

Toxicity Testing. Guidelines for toxicants are based very largely on laboratory-based sin-
gle-species toxicity testing of a limited number of biological species. It is assumed that if
these key organisms are protected from toxic effects, this will be sufficient to protect the
whole ecosystem. It is well known that a number of modifying effects can occur in the envi-
ronment, but it is quite difficult to take this into consideration. One exception is the com-
plexation of heavy metals with carbonate and bicarbonate that generally is taken into
account (Markich et al., 2001). Additionally, there are very few data relating to the testing
of toxicant mixtures, the situation that exists most commonly in the real world.

Ecosystem Types. Available guidelines recommend thresholds for freshwater and marine
environments. This approach neglects the quite major differences between the types of
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FIGURE 1.3 Schematic of the types of changes that may occur in ecosystem indicators with time and the
subsequent improvement with management actions.

ecosystems that exist within these broad categories. For example, freshwater ecosystems
can include permanent and ephemeral upland and lowland rivers and streams, wetlands,
lakes, and reservoirs spread over temperate, tropical, and arid regions.

Modifying Factors. The current guidelines take little account of environmental factors
that can modify the effect of a stressor. For example, it is well known that many heavy met-
als can complex with natural organic matter and suspended particles, reducing toxicity to
aquatic organisms. However, there is little account for metal speciation in available water
quality guidelines, which still focus on total metal concentrations and make no allowance
for bioavailable forms (Markich et al., 2001).

Ecological Issues Rather Than Indicators. Most of the existing water quality guidelines

provide information on indicators (or stressors) rather than on the ecological issues that
need to be managed. This aspect is covered in the next section.

NEW RISK-BASED WATER QUALITY GUIDELINES

This section covers the key elements of new risk-based water quality guidelines recently
introduced in Australia and New Zealand that should lead to more effective management
and protection of aquatic ecosystems (ANZECC/ARMCANZ, 2000a; Hart et al., 1999;
Fox, 2001; Warne, 2001; Batley, 2000; Markich et al., 2001). The essential elements of the
new approach are (Fig. 1.4)

e FEcosystem-based. The guidelines are ecosystem-specific.
e [ssue-based. The guidelines focus on the actual ecological issues caused by physical,
chemical, and biological stressors rather than on the individual indicators or stressors.

o A risk-based approach. This addresses the great difficulty in deciding whether adverse
biological effects will result from various stressors added to an ecosystem. The new
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FIGURE 1.4 Risk-based approach (involving guideline packages) for assessing the risks of ecological
problems occurring because of stressors.
(Modified from ANZECC/ARMCANZ, 2000.)

approach develops guideline “packages” for each issue and, where possible, for each
ecosystem type. Each package consists of three parts: specified key performance indicators,
trigger values for these indicators (i.e., levels that indicate the risk that adverse biological
effects may occur), and for potentially high-risk situations where trigger values are
exceeded, a protocol for considering the effect of ecosystem-specific factors in reducing (or
enhancing) the biological effects.

Two case studies—the excessive growth of cyanobacteria (algal blooms) and heavy
metal toxicity—are presented to illustrate how the new risk-based guidelines are applied.

Ecosystem-Specific Guidelines

Many different types of aquatic ecosystems exist. These often function quite differently
from one another, making it desirable that ecosystem-specific management guidelines be
developed where this is possible.

Aquatic ecosystems are characterized by great variability and complexity and the fact
that they are now increasingly affected by human activities occurring within the catchment.
Variations in the physical (e.g., light, temperature, mixing, flow, and habitat) and chemical
(e.g., organic and inorganic carbon, oxygen, and nutrients) factors that control these
ecosystems can occur naturally due to droughts and floods, climatic conditions, and erosion
events. Changes in these variables can have important consequences for the numbers and
types of biota present at any one time. Aquatic ecosystems also are characterized by a large
number of quite complex interactions (Harris, 1994), the details of which are often known
on the broad scale but are less well known on a smaller scale.
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Additionally, a wide range of human-related stressors can have an impact on aquatic
ecosystems and modify their health. These include pollution from industrial, urban, agri-
cultural, and mining sources; regulation of rivers through the construction of dams and
weirs; salinization; siltation and sedimentation from land clearance, forestry, and road
building; clearance of stream bank vegetation; overexploitation of fisheries resources;
introduction of alien plant and animal species; and removal and destruction of habitat, to
name but a few.

All too often the presently available guidelines simply lump ecosystems into two cate-
gories: freshwater and marine (USEPA, 1986a: ANZECC, 1992). This is insufficient to
discriminate between the ecosystem types that exist in many countries. Obviously, the
biotic communities and the ecosystem functioning within this wide range of ecosystem
types will differ, sometimes markedly. Thus it is difficult to see how effective management
can occur without some further discrimination between ecosystem types than the simple
freshwater and marine categories.

The new Australian and New Zealand guidelines recommend six ecosystem types:
upland rivers, lowland rivers, lakes and reservoirs, wetlands, estuaries, and marine
(ANZECC/ARMCANZ, 2000a). However, even with this admittedly limited number of
ecosystem types, there is often a lack of knowledge on what lives in them and in particular
how they function. This lack of knowledge has precluded a further segmentation of these
ecosystem types on the basis of geography (e.g., tropical versus temperate, coastal versus
inland), although, hopefully, this will come in the near future.

Management Objectives (or Targets)

An important part of any water quality or ecosystem management plan is a clear statement
of the objectives or targets to be achieved. Typically, the objective for the protection of
aquatic ecosystems is “...to protect biological diversity (biodiversity) and maintain eco-
logical processes and systems” (ANZECC, 1992).

Ideally, the targets or objectives specifically aimed at protecting an ecosystem should
be set in terms of ecosystem-specific indicators. At present, in those cases where this is
done, it is largely restricted to changes in the patterns of biological communities (e.g.,
reduction in biodiversity and/or abundance caused by toxicants or changes in species com-
position and/or abundance caused by excessive nutrients). With time, targets related to
measures of ecosystem functioning (e.g., gross primary production and community respi-
ration) also will be included (Bunn and Davies, 2000).

Before ecosystem management targets can be established, the type of ecosystem desired
must be decided on. This generally means deciding what level of protection is required for
the ecosystem. Of the many levels of ecosystem protection that could be defined, the new
Australian and New Zealand guidelines recommend three:

o High conservationl/ecological value systems. These are effectively unmodified or other
highly valued ecosystems. Typically, they occur in national parks, conservation reserves,
or remote and/or inaccessible locations.

o Slightly to moderately disturbed systems. Ecosystems in which aquatic biological diver-
sity may have been changed to a relatively small but measurable degree by human activ-
ities. The biological communities remain in healthy condition, and ecosystem integrity
is largely retained.

o Disturbed systems. These are measurably degraded ecosystems of lower ecological
value. Most urban streams receiving road and storm water runoff would be disturbed
systems.
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The provision of the highest level of protection for pristine or near-pristine ecosystems
in a national park is obvious. However, for a significantly modified urban creek, it is
unlikely even with the best will in the world (and an appropriate bank account) that this
could be rehabilitated to a near-pristine system. In particular, the flow regimes in most
urban systems have been changed permanently. To ensure that there is some balance and
practicality in the targets set, it is therefore essential that decisions on the level of protec-
tion and the targets to achieve this level are negotiated among the stakeholders, who may
include the community, management agencies, and dischargers.

Measurement of acceptable ecological change is difficult (Mapstone, 1995). In very few
situations is our scientific knowledge sufficient for us to gauge with any certainty what
change from the target condition will cause an adverse ecological effect. Both the time and
duration of the change and the absolute level of change can be important. For example, an
increase in toxicant concentration over a very short time period can cause a significant
reduction in the biological diversity, whereas the deposition of particulate matter or silt on
the bottom of a small stream to levels that cause problems may occur over a considerable
time period. For these reasons, there are very few examples where the level of change from
some prescribed target condition has been specified in a water quality management plan.

It is quite possible, of course, to define a particular level of change in statistical terms
given an adequate data set (Mapstone, 1995; Quinn and Keough, 2001). However, a
defined statistical change in a physicochemical or biological indicator does not necessarily
equate to any particular ecological change.

As described earlier, the new Australian and New Zealand guidelines use comparison
with an appropriate reference ecosystem as the basis for judging whether the test ecosys-
tem is being protected adequately. This referential approach is also being adopted widely
for interpreting the results of macroinvertebrate monitoring [e.g., the AUSRIVAS approach
in Australia (Simpson and Norris, 2000) and the RIVPACS approach in the United
Kingdom (Wright, 1995; Wright et al., 2000)].

Focus on Issues

Existing water quality guidelines focus almost exclusively on the individual stressors, e.g.,
on nutrients, turbidity, or particular toxicants such as copper. However, it is generally the
ecological issues caused by physical, chemical, and/or biological stressors that need to be
tackled by management agencies, and these are rarely caused by only one stressor. Most
ecological issues are multistressor problems. Therefore, it more appropriate to focus on the
issues rather than on single indicators or stressors. Such an issue-based focus requires that
the guidelines be organized in terms of “packages” of information provided on the stressors
(and modifying factors) that relate to each particular issue.

Ecosystem management issues for which guideline packages have been developed in
the new Australia and New Zealand guidelines include (ANZECC/ARMCANZ, 2000a)

o Effects due to toxicants (e.g., heavy metals, toxic organic compounds) in the water col-
umn (changes in biological diversity, fish kills)

o Effects due to toxicants in sediments (changes in biological diversity)
¢ Nuisance growths of aquatic plants (eutrophication)
e Lack of dissolved oxygen (asphyxiation of respiring organisms)

o Excess suspended particulate matter (smothering of benthic organisms, inhibition of pri-
mary production)

o Unnatural change in salinity (change in biological diversity)
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¢ Unnatural change in temperature (change in biological diversity)
o Unnatural change in pH (change in biological diversity)

o Poor optical properties of water bodies (reduction in photosynthesis, change in predator-
prey relationships)

Risk-Based Approach

The effect of a particular stressor on the biological diversity and abundance* depends on
three major factors:

¢ The type of ecosystem and hence the biological communities
o The types of stressors and the issues (or problems) these cause

o The influence of environmental factors (which also may be stressors) that may modify
the effect of the stressor

As noted earlier, many of the existing water quality guideline documents do not ade-
quately address either the variability and complexity known to characterize all aquatic
ecosystems. This variability and complexity make effective management of aquatic ecosys-
tems extremely difficult. Additionally, the influence of environmental factors in modifying
the ecological effects of key stressors is rarely considered in existing guidelines.

The new Australian and New Zealand guidelines have adopted a risk-based approach,
which by implicitly accounting for the variability and complexity should provide a more
realistic and effective means of protecting the biodiversity or ecological integrity of aquatic
ecosystems (ANZECC/ARMCANZ, 2000a). This risk-based approach is based on the eco-
logical risk assessment (ERA) methodology, a process for determining the level of risk
posed by stressors (e.g., chemicals and nutrients) to the survival and health of aquatic
ecosystems.

The ERA process has evolved because of difficulties in assessing the impact of multi-
ple stressors on complex ecosystems (Suter, 1993; USEPA, 1995). Initially, most ERAs
focused on the risks associated with the effects of toxic chemicals. There is now a growing
realization that degradation of catchments and waterways is also related to physical and
biological stressors (e.g., nutrients, environmental flows, habitat, sediments, and exotic
species) in addition to chemical stressors and that the ERA process must be expanded to
address these broader issues (Burgman et al., 1993; Hart et al., 2001). Risk assessment
involving aquatic ecosystems is particularly challenging because of the large number of
different species involved and the difficulties in deciding what end points or targets are to
be used to assess whether adverse effects have occurred.

Risk is defined as the probability of a hazard occurring times the consequence if the haz-
ard does occur, and ecological risk is defined as the likelihood of an ecological effect times
the consequence of that effect. Thus ecological risk assessment includes a consideration of
both the severity (consequence) and frequency (likelihood) of the issue. For example, a sit-
uation where an extremely toxic chemical (e.g., mercury) is effectively contained so that
there is no exposure to the ecosystem represents a low risk. On the other hand, a less haz-
ardous material (e.g., orthophosphate) that is released in large quantities into the environ-
ment can result in a high-risk situation if toxic cyanobacterial blooms occur.

*Broadly, the effects on the biologic diversity and abundance are (1) reduction in biodiversity andlor abundance
due to toxicants such as heavy metals, pesticides, or salinity and (2) changes in species composition and/or abun-
dance, particularly toward nuisance populations caused by excess nutrients or a lack of light (e.g., caused by
increased turbidity).
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In commenting on the application of ERA to river management, Hart et al. (2001) iden-
tified two aspects of the risk-based approach that need to be developed further. The first is
to develop explicit conceptual models that link the key stressors (or drivers) with the eco-
logical consequences for the system being managed. It should then be possible to quantify
these linkages (e.g., via stochastic models or decision trees) and to develop more helpful
and predictive decision support tools. The second aspect identified by Hart et al. (2001) was
to invest additional time and effort to undertake more quantitative risk analyses. These
should provide elements of transparency, internal consistency, and freedom from ambigu-
ity that are difficult or impossible to obtain in subjective risk assessments. There is now a
worldwide push to develop more quantitative (model-based) risk assessment methods that
include the use of fault and event trees, interval arithmetic, probability arithmetic, bayesian
statistical inference methods, Monte Carlo simulations, confusion matrices and receiver
operating characteristic (ROC) curves, and quantitative ecological modeling (Burgman et
al., 1993; Swets et al., 2000; Hart et al., 2001).

Defining Low-Risk Trigger Values

Low-risk trigger values are the concentrations of the key performance indicators for the
ecosystem type being managed below which there is a low risk that adverse biological
effects will occur. They are not designed to be used as “magic numbers” or threshold val-
ues at which an environmental problem is inferred if they are exceeded. Rather, they are
designed to provide an initial assessment of the state of a water body regarding the ecolog-
ical issue in question. They can trigger two possible responses (see Fig. 1.4):

o If the test-site value is less than the trigger value, a low-risk situation exists. The man-
agement response would be to continue monitoring.

o [f the test-site value is greater than the trigger value, a possible high-risk situation exists.
The management response here would be either to introduce some remedial actions or to
undertake further site-specific investigations. The aim of the site-specific investigations
would be to determine whether or not a problem exists.

Two methods are commonly used to derive low-risk trigger values for the designated
performance indicators. These are biological effects data and data from a reference ecosys-
tem. Additionally, professional judgment may be needed for cases where it is not possible
to obtain appropriate data for a reference ecosystem either because no appropriate reference
system exists or because insufficient study has been undertaken to provide an adequate
database. This professional judgment should be backed by appropriate scientific informa-
tion (Hart, 1974, 1982; USEPA, 1986a; CCREM, 1991; ANZECC, 1992).

Biological Effects Data (Bioassays). These data are obtained either from biological
effects testing (known as bioassays or toxicity tests) using local biota and local waters, if
possible, or from the scientific literature. This method is most appropriate for toxicants
(e.g., heavy metals, toxic organic compounds, salinity, and ammonia) but also can be used
for naturally occurring stressors such as nutrients (e.g., nutrient addition bioassays).
Information on biological testing procedures can be found in Chapman (1995), OECD
(1995), and Warne (2001). There are a number of very good compilations of biological
effects data (e.g., USEPA, 1994; Warne et al., 1998, 1999).

Reference System Data. The use of reference-site data to judge acceptability or otherwise
of a particular test ecosystem is a key feature of the new Australian and New Zealand guide-
lines. These reference data are obtained either from the same (undisturbed) ecosystem (i.e.,
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from upstream of possible impacts), from a local but different system, or from regional ref-
erence ecosystems. This approach is particularly useful for aquatic ecosystems where the
management target is to maintain or restore the system in an essentially natural or unmodi-
fied condition and where there are sufficient resources available to obtain the required infor-
mation on the reference ecosystem (Reynoldson et al., 1997; Bailey et al., 1998). This
method takes account of the natural variability of the key indicators in the reference system.

The new Australian and New Zealand guidelines define low-risk trigger values for slightly
or moderately disturbed ecosystems in terms of the 80th and/or 20th percentile values
obtained from an appropriate reference system (ANZECC/ARMCANZ, 2000a). For stressors
where high concentrations cause problems (e.g., nutrients, turbidity, BOD, and salinity), the
low-risk trigger level is taken as the 80th percentile of the reference distribution. For stressors
where low concentrations cause problems (e.g., low-temperature water releases from reser-
voirs, low salinity in estuaries, low dissolved oxygen in waterbodies), the 20th percentile of
the reference distribution is taken as the low-risk trigger level. For stressors where both high
and low levels can result in problems (e.g., temperature, salinity, and pH), the desired range
is defined by the 20th and 80th percentiles of the reference distribution.

The choice of the 80th and 20th percentile cutoffs to represent a well-functioning,
unmodified ecosystem is arbitrary. There is currently no consensus on how best to define
the influence of variations of physical and chemical stressors on the ecological functioning
of an aquatic system.

Guidelines as Packages of Information

For each issue, the Australian and New Zealand guidelines provide a guideline package
rather than threshold values for single indicators. Each guideline package consists of two
components (see Fig. 1.4 and Table 1.1):

o Key performance indicators. These are used to make an initial decision on the risk (high
or low) that an adverse biological effect will occur in the particular ecosystem type.
Table 1.1 lists the performance indicators specified for each of the ecological issues. The
low-risk trigger values for these key performance indicators were established as outlined
on page 1.17.

e A protocol for further investigating the risk when the trigger value is exceeded. For
potentially high-risk situations, ecosystem-specific modifying factors that may alter the
biological effect of the key stressor need to be considered before the final risk can be
decided. The two case studies below illustrate how these modifying factors can be taken
into consideration.

Sediment Quality

Sediments often contain high concentrations of toxicants. They can act as both a sink and
a source of toxicants and can be detrimental to aquatic organisms living in or using bottom
sediments. Additionally, under certain conditions (e.g., anaerobic conditions), heavy met-
als may be released back into the water column and cause toxic problems. There has been
considerable research over the recent years on developing methods for assessing the toxic-
ity of sediments (Burton, 1992).

The new Australian and New Zealand guidelines provide for the first guidance on low-
risk concentrations of toxicants in sediments in any guideline document (Batley, 2000;
ANZECC/ARMCANZ, 2000a). The recommended guidelines draw heavily on the large
North American effects database because of a lack of local data. This database defines the
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TABLE 1.1 Summary of the Condition Indicators and Performance Indicators for Each Ecological Issue

Use
Method ecosystem-
Condition Performance for obtaining specific
Issue indicator/target indicator trigger values  modifiers
Toxicity Species composition/  Toxicant Reference data Yes
abundance concentration
Nuisance Species composition ~ Total phosphorus Reference data Yes
aquatic plants Cell numbers concentration
Chlorophyll a Total nitrogen
concentration concentration
Chlorophyll a
concentration
Lack of dissolved Reduced DO DO concentration ~ Reference data Yes
oxygen (DO) concentration
Species composition/
abundance
Excess of Suspended  Species composition/ ~ SPM concentration  Reference data Yes
particulate abundance Turbidity
matter (SPM)
Change in salinity Species composition/  Electrical Reference data No
abundance Conductivity
(salinity)
Change in Species composition/  Temperature Reference data No
temperature abundance
Change in pH Species composition/  pH Reference data No
abundance
Poor optical Species composition/  Turbidity Reference data No
properties abundance Light regime

10th and 50th percentile concentrations for a range of toxicants. The 10th percentile con-
centrations have been adopted as the interim trigger values. It is assumed that below these
values there will be a low probability of adverse effects on benthic biota. The median val-
ues provide an indicative higher concentration above which there is a high probability of
that biota will be affected. A selection of interim trigger values is given in Table 1.2.

It should be noted that the 10th percentile value is not equivalent to the protection of 90
percent of the species in the same sense that the water quality guidelines for toxicants have
adopted. The latter were derived from toxicity tests on a large range of species, whereas the
sediment toxicity data are usually from one test organism (a burrowing amphipod) and
occasionally include two other tests on species whose ecological relevance is questionable.
The uncertainties in the derived trigger values are larger than the water quality values, and
this should be recognized in their application.

Case Study 1: Nuisance Aquatic Plant Growth

Issue. The ecosystem issue considered in this case study is the excessive growth of nui-
sance algal species, an increasingly important problem in many countries including
Australia (SoE, 1996). High concentrations of nutrients, particularly phosphorus (P) and
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nitrogen (N), can result in excessive growth of aquatic plants, such as phytoplankton,
cyanobacteria, macrophytes, sea grasses, and filamentous and attached algae, in most
ecosystems. These excessive growths can lead to problems such as toxic effects, particu-
larly due to cyanobacteria in fresh and brackish waters and dinoflagellates in marine
waters; reduction in dissolved oxygen concentrations when the plants die and are decom-
posed; reduction in recreational amenity (phytoplankton blooms and macrophytes in wet-
lands and lakes, sea grasses in estuaries and coastal lagoons); blocking of waterways and
standing waterbodies (macrophytes); and changes in biodiversity as the species composi-
tion is changed.

Targets. For this issue, the targets could be set in terms of chlorophyll a concentration,
cell numbers (particularly of cyanobacteria), or species composition. The key stressors are
assumed to be the nutrients P and N, and the potential ecosystem factors that could modify
the biological effects of these nutrients would include hydraulic retention time (flows and
water body volume), mixing regimes, light regime, turbidity, temperature, suspended
solids (nutrient sorption), estimates of grazing rates, and type of substrate (Harris, 1994).
Nutrients also may become available as a result of remobilization from sediments, where
nutrient release is influenced by the composition of the sediments (particularly bioavailable
organic matter, Fe, S, N, and P), temperature, mixing regime of the water body, and oxy-
gen transfer rates (Bostrom et al., 1988; Harper, 2001).

Trigger Values. 1f sufficient information is available, the low-risk trigger concentrations
for the three key performance indicators (chlorophyll a, total P, and total N) should be
determined from an appropriate reference system. In cases where this is not possible, the
new Australian guidelines provide default trigger values. Table 1.3 contains the default
trigger values for nutrients for six ecosystem types within southeast Australia. The trigger
values were derived either from the nutrient distributions for unmodified ecosystems (80th
percentile) or using professional judgment.

Use of the Guideline Package. Figure 1.4 shows the recommended approach for deter-
mining the risk of nuisance aquatic plant growth occurring in a particular ecosystem. The
approach involves three steps:

1. Test the three performance indicators (chlorophyll a, total P, and total N concentrations)
for the particular ecosystem against the appropriate low-risk trigger values for that
ecosystem type. Compare the trigger value with the median (50th percentile) concen-
tration for the test system measure under low-flow or high-growth conditions. Fox
(2001) explains the basis for comparison of the 50th percentile from the test system with
the 80th percentile from the reference system (Ps,-Py, comparison).

TABLE 1.2 Interim Sediment Quality Trigger Values for Five Contaminants

Contaminant Interim trigger value (mg/kg) Interim high-risk value (mg/kg)
Zinc 200 410
Lead 50 220
Copper 65 270
Mercury 0.15 1
Arsenic 20 70

Note: Also listed are the interim high-risk values (Batley, 2001).
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TABLE 1.3 Default Trigger Values for Stressors Causing Algal Problems in Slightly Disturbed
Ecosystems in Southeast Australia.

Chl a TP FRP TN NO, NH;
Ecosystem type (pgliter)  (pgfliter)  (pg/liter)  (wg/liter) (pg/lliter)  (pg/liter)

Upland river na 20 15 250 15 13
Lowland river 5 50 20 500 40 20
Freshwater lakes

and reservoirs 5 10 5 350 10 10
Wetlands nd nd nd nd nd nd
Estuaries 4 30 5 300 15 15
Marine 1 25 10 120 5 15

Note: na = not applicable; nd = no data; Chl a = chlorophyll a; TP = total phosphorus; FRP = filterable
reactive phosphorus; TN = total nitrogen; NO, = oxides of nitrogen (mainly nitrate); NH;r = ammonium.
Trigger values derived from data supplied by state agencies. Where possible, trigger values were the 80th per-
centiles of data distributions from unmodified ecosystems (ANZECC/ARMCANZ, 2000).

2. If test values are less than trigger values, there is low risk of adverse biological effects,
and no further action is required, except for regular monitoring of the key performance
and condition indicators.

3. However, if the test values are higher than the trigger values, there is an increased risk
that adverse biological effects will occur, and either management action or further
ecosystem-specific investigation is required.

Decision Tree. Figure 1.5 is an example of a simple decision tree for assessing the risk
of cyanobacterial blooms occurring in a lowland river due to nutrients added by irriga-
tion drains (Hart et al., 1998). This decision tree is based on a simple conceptual model
where it is assumed that cyanobacterial growth in lowland rivers is controlled by three
major factors:

o The concentrations of the nutrients P and N
e The light climate (turbidity used as a surrogate because of a lack of data on light)

e The flow conditions in the river when cyanobacterial growth can occur

The guideline package in this case includes values for the key stressors (chlorophyll a,
total P, total N) and values for turbidity and flow as the modifiers. The values provided in
the decision boxes for total P and turbidity should be taken as indicative only because they
will depend on the particular ecosystem being considered. The decision box for flow was
based on the need for a sufficient period of low flow to allow cyanobacterial numbers to
increase to an alert level of 5000 cells/ml. A period of 6 to 10 days was estimated based on
a cyanobacterial doubling time of 2 days and an initial cyanobacterial concentration of 10
to 100 cells/ml. A growth event was then defined as a period consisting of at least 6 con-
secutive days when the flow was less than the 25th percentile flow obtained from the long-
term flow record for the system.

For the system described in Fig. 1.5, a high-risk situation is indicated if the total P con-
centration is greater than 15 pg/liter, the turbidity is less than 30 NTU, and there is more
than one growth event of more than 6 days’ duration per year. In this case, further investi-
gation and appropriate management actions would be warranted.
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YES = TP>50 Mg fL
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YES =Turb <30 NTU
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YES = Flow event

High Risk |

FIGURE 1.5 Decision tree for assessing risk of cyanobacterial blooms in a lowland river.
(Modified from Hart et al., 1999.)

Total (acid-soluble) metals analysis
Hardness corrected for freshwaters

Below Above
trigger value trigger value

Biological Dissolved metals analysis

effects 0.45-um membrane filtration

unlikely

~ Below Above
trigger value trigger value

Biological Consider speciation
effects Measure pH, DOC, etc.
unlikely

— Speciation modeling
Chemical measuements
— Toxicity testing

FIGURE 1.6 Decision tree for assessing risk of toxic effects from copper in a lowland river.
(Modified from Batley, 2001.)
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Case Study 2: Toxicants

Issue. The ecosystem issue considered in this case study is the toxicity to aquatic organ-
isms cause by excessive concentrations of copper. Copper is known to be toxic to a wide
range of aquatic animals and plants (CCREM, 1991; ANZECC/ARMCANZ, 2000a).

Targets. Targets could be set in terms either of water column copper concentration or
biological species composition or abundance (see Table 1.1). The key stressors are
assumed to be copper, and the potential ecosystem factors that could modify the biological
effects of this toxicant are hardness/alkalinity, suspended and dissolved organic matter, pH,
temperature, and salinity (Markich et al., 2001).

Trigger Values. In the new Australian and New Zealand guidelines, trigger values for
heavy metals and organic toxicants were derived mainly using the statistical-distribution
method. The assessment-factor method, discussed earlier, was used as a default to obtain
interim trigger values for toxicants where insufficient toxicity data exist. The statistical
method uses the distribution of all toxicity data and determines the toxicant concentration
that will protect an agreed percentage of species. The Australian guidelines use an adapta-
tion of the Aldenberg and Slob (1993) approach. The objective is to determine the toxicant
concentration required to protect some high percentage (typically 95 percent) of the aquatic
biota. An extra statistical dimension is introduced by specifying a level of confidence to the
stated concentration. For example, for slightly to moderately degraded ecosystems, the new
Australian guidelines adopt 95:50 as the basis for setting trigger values; i.e., 95 percent of
the species are protected with 50 percent confidence. Fox (2001) provides further explana-
tion of the statistical basis of this method.

Table 1.4 records the trigger values derived for some common heavy metals in fresh-
water ecosystems. Note that these are affected by the level of protection required.

Use of the Guideline Package. The recommended approach for determining the risk that
toxic effects will occur in a particular ecosystem is shown in Fig. 1.4. Three steps are involved:

1. Test the performance indicators (total toxicant concentrations) for the particular ecosys-
tem against the appropriate low-risk trigger values for that ecosystem type. Compare the
trigger value with the median (50th percentile) concentration for the test system.

2. If test values are less than trigger values, there is low risk of adverse biological effects,
and no further action is required, except for regular monitoring of the key performance
and condition indicators.

TABLE 1.4 Trigger Values for Different
Levels of Protection in Freshwater (Calculated
for a Hardness of 30 mg/liter CaCO;)

Trigger value (ug/liter)

Toxicant 99% 95% 90%
Cadmium 0.06 0.2 0.4
Lead 1.0 34 5.6
Zinc 24 8 15
Silver 0.02 0.06 0.11

Note: The 99%, 95%, and 90% refer to the percent
of species protected by the indicated trigger value.
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3. However, if the test values are higher than the trigger values, there is an increased risk
that adverse biological effects will occur, and either management action or further
ecosystem-specific investigation is required.

Decision Tree. Figure 1.6 shows a typical decision tree that can be used to assess the eco-
logical risk from heavy metals in freshwater ecosystems (Batley, 2000). Thus, to assess the
ecological risk from copper in a river system, the following steps would be involved:

o [nitial measurement of total copper concentration. Assume that the trigger value for cop-
per (modified for the hardness of the river) is 2.6 pg/liter and that an initial measurement
of total copper in an unfiltered water sample was 15 pg/liter. Then, because the test mea-
sure is higher than the trigger value, the decision would be to do further analyses.

o Filterable copper concentration. If the sample was filtered through a 0.45-pm filter,
acidified and the filterable copper concentration measured at 6.4 pg/liter (still above the
trigger value), still further work would be required.

e Bioavailable copper concentration. Suppose now that speciation modeling showed that
dissolved inorganic copper was 1.8 pg/liter, that this result was confirmed by chemical
measurements of labile copper using anodic stripping voltammetry (2.0 pg/liter), and
that the test water was shown in a toxicity test to be nontoxic to sensitive algal species.
Since the bioavailable copper concentrations was below the trigger value (2.6 pg/liter),
it would be reasonable to assume that the water quality is acceptable.
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CHAPTER 2

DESIGN OF WATER QUALITY
MONITORING PROGRAMS

William A. Maher and Graeme Batley

INTRODUCTION

Water quality monitoring programs are undertaken to provide information to answer ques-
tions relating to the management of water bodies and their catchments. They may be a sin-
gle exercise to examine a particular issue, or they may be ongoing monitoring programs to
ensure that acceptable water quality is maintained. Both single investigations and ongoing
monitoring programs require careful planning if they are to give value for money.

Good monitoring programs obtain information and are not just data-collection exercises
(Table 2.1). Such programs should be cost-effective yet provide information and knowl-
edge to inform those commissioning the data collection

When planning a monitoring program, it is essential before field work is commenced to
have clear objectives and documented methods that will be used to analyze data. There are
many examples of studies where insufficient thought has gone into planning and the wrong
parameters have been measured, often at inappropriate scales and time intervals.

Monitoring programs require the systematic collection of physical, chemical, and biologic
information and the interpretation of those measurements. Decisions have to be made as to

e The information that is required
e Specific data requirements
e Where, when, and how data are to be collected
e Occupational health and safety issues
e How the data are to be analyzed and interpreted
e How the quality of data is to be assessed
e What procedures are needed to ensure that data are of a defined standard
e How data are to be managed, i.e., checked and stored
e How information is to be presented and communicated to those who need it
A framework for addressing these questions is given in Fig. 2.1. Each of the elements

in Fig. 2.1 is expanded in the text. Since designing monitoring programs is an iterative
process, each of the elements will need to be refined as other elements are considered.

2.1
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TABLE 2.1 Distinction between data and information

Data, measurements Information, interpretation/knowledge

Total Phosphorus, filterable reactive Spatial patterns
Phosphorus, trace metals,

E. coli, algal counts Trends
Effects
Differences
Risks
Feedback on management initiatives

SETTING MONITORING PROGRAM OBJECTIVES

A number of questions need be considered when designing monitoring programs. These
can be thought as “how” questions, i.e., how to collect, what to collect, when to collect,
where to collect, and how to store and analyze samples. These are unanswerable without a
clear specification of the information required. Without knowing the answer to the “why”
question, it hardly matters how we answer the “how” questions.

Defining the Issue

A preferred approach initially will consist of identifying and articulating the issue (Ellis and
Lacy, 1980). This is an interactive process between the designer of the monitoring program
and the user(s) of the information.

Issues normally fall into four categories:

o Establishment of environmental (ecosystem/use) values and long-term management,
protection, and restoration of aquatic ecosystems

¢ Identification of contaminant sources and cycling in aquatic ecosystems and assessment of
the magnitude of problems and measures that need to be taken to protect ecosystem values

o Evaluation of the performance of management strategies
¢ Compliance with legislative or administrative standards

How an issue is defined will be a function of values, previous knowledge, and experi-
ence. The initial statement of the issue may be the most crucial single step in determining
the information required from a monitoring program (Miller et al., 1960; Bardwell, 1991).
Being able to redefine or reframe an issue and to explore the issue may change the per-
spective on the information to be obtained.

The Need for a Conceptual Process Model

Once the issue has been defined, the aquatic ecosystem under consideration needs to be
defined in general terms; i.e., the key processes that define how the system works must be
identified. The system may be a river, lake, estuary, or coastal zone, and it will have unique
key processes.

Conceptual process models may be no more than simple box diagrams. They should,
however, be made explicit to illustrate the components and linkages in the system to be
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Setting program objectives:

e Has the issue been defined?

e Has the identity of all the information users been ascertained so that all information required is
obtained?

e Has a shared conceptual process model of the system been developed and made explicit?

e Has an analysis been undertaken to identify the essential water quality information required?

e Have the specific objectives been stated?

Study design, data analysis techniques, and specific data requirements:

Have the study location and spatial boundaries been defined?

Has the scale of measurements been considered?

Has the duration of the study been defined?

Has the study type been made explicit and agreed on?

Have the parameters to be measured been chosen?

Have appropriate data presentation format and summary statistics been selected?

Have appropriate techniques been selected to allow inferences, testing of hypotheses, or changes

over time to be assessed?

e Have specific data requirements been clearly stated?

Sampling:

e Has a reconnaissance or literature study been undertaken to characterize spatial and temporal vari-

ability of variables?

Is spatial and temporal (frequency and timing) replication adequate to obtain information required?

Are sampling sites safe and accessible under adverse weather conditions?

Have the smallest differences or changes to be detected been specified?

Have appropriate sampling equipment, storage containers, and preservation procedures been iden-

tified?

e Is a quality assurance/control program in place to identify, measure, and control sampling errors?

e Have all the reasonable steps been taken to protect health and safety of employees?

e Has the cost-effectiveness of the sampling program been assessed?

Laboratory analysis:

e Have the analytes to be analyzed been clearly stated?

Will the analytes be processed within the sample’s storage life?

Is an appropriate analysis technique being used?

Does the laboratory have the equipment, expertise, and experience to undertake the planned

analyses?

e [s a quality assurance/control plan in place to identify, measure, and control errors?

e Have all the reasonable steps been taken to protect health and safety of employees?

Data management and analysis:

e Has a data management system been established?

o Are the data analysis techniques selected to allow inferences, testing of hypotheses, or changes over
time available and competent staff available to use them?

Reporting:

o Has the identity of all information users been ascertained and the level of understanding of each user
been established?

e Has the time frame in which each information user requires information been established?

e Has the appropriate form of information presentation that will best convey information been
decided?

e Have the available forms of information transmission been ascertained and what form of transmis-
sion is most appropriate for each information user?

FIGURE 2.1 Framework for designing monitoring programs.

monitored. These components present the factors that are perceived to be driving the
changes in the system and the consequences of those changes. Models can be based on mass
transport or flux, equilibrium considerations or kinetics (Fig. 2.2). The illustrations of
important processes in Fig. 2.2 are highly simplified. In nature, key processes can interact
in more complex ways.
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OXIC  and burial and burial
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Water column:

Precipitation reactions: Cu?* —» Cu(OH)2 {mins) — tenorite (?) (hours-days)

Reaction with dissolved organics: cu*+ L —» Cu-L — (minutes)

Reactions with metal organic complexes: Cu?* + ML —a Cu-L + M (days-months)

Mobilisation fram suspended sediments: Cu- Sed + L — CuL + Sed
(hours)facilitated-by-dissolved-organics

Release of capper from antifouling paints: Polymer-CUSCN —» Cu® months

Sediment:

Oxidation of coppersulfides: CuS —» Cu? + SO2 (days-months)

Oxidation of iron sulfides: FeS -—» Fe* + 5042 (hours)

(©)
FIGURE 2.2 Types of conceptual process models for movement and reactions of copper in aquatic envi-
ronments: (a) mass transport; (b) equilibrium; (c) rate.

Conceptual process models assist in defining the “why” questions. The models enable
us to illustrate our knowledge of an aquatic system in an explicit manner; especially our
assumptions of how a system functions and what we believe to be the important processes.
It is best if such models articulate the collective wisdom, experience, and perspectives of
more than one individual.

Conceptual process models can be used to help define

e What the important components of the system are and what the important linkages are
likely to be
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¢ The important questions to be assessed

o The key processes and cause-effect relationships

o The spatial boundaries

o The temporal and seasonal considerations

o The scales at which measurements are to be made

¢ Site selection

e What the valid measurement parameters are for the processes of concern

Conceptual process models can be a powerful tool when we argue about them and come
to a shared understanding of the system that is the basis for the study. It is desirable for the
parties involved in planning the monitoring program to develop their own concept of the
system and then to share and integrate these conceptual models. Differences in the models
can be important in clarifying the real issues and setting monitoring objectives. When this
process is not undertaken, the different concepts of the system held by individuals can lead
to disagreements about operational decisions and the importance of various types of data.
Ultimately, this can lead to samples and data being collected that are not needed or used.
Once an appropriate process model of the system has been made explicit and agreed on,
then many of the design questions become more obvious. However, all process models are
simplifications of reality and involve personal judgments. They do not need to be so com-
prehensive as to embrace all components of the system, but they do need to be sufficient
for the issue being investigated.

It is important to be aware that the conceptual process model being used might be
wrong. Data that seem inconsistent can be important, leading to significant scientific break-
throughs when new conceptual process models evolve.

Often the models will be based on accumulated wisdom as opposed to hard data. The
assumptions underlying the process model need to be articulated, and the gaps in informa-
tion supporting these assumptions need to be identified. These assumptions also must be
reviewed critically because incorrect assumptions may lead to incorrect conclusions being
drawn as to information needs. One objective of the monitoring program then will be to col-
lect data to validate these assumptions. As information is collected and reviewed, the
assumptions underlying the model should be validated and, if necessary, the model
changed to reflect any changed perspectives.

Identifying the Water Quality Information Required

It is necessary to become aware of other studies that have been undertaken (or currently in
progress) on the system of concern or on any similar system. Existing data need to be col-
lected, checked, and put into a common form. These data will include water quality mea-
surements; stream-flow, tidal, or current records; and any biologic data that might be
available. Some of these studies may have been published; others may be in the depart-
mental records of various agencies or in local university departments. Once existing data
are reviewed, gaps and other information needs will become more apparent.

Articulating Specific Program Objectives

The setting of specific monitoring program objectives commonly will go beyond scientific
issues to address management issues. This means that the resource manager needs to be
involved in this negotiation. The resource manager often will have only a limited range of
intervention options available and will seek to specify objectives that improve the capacity
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to make an appropriate choice between them. The resource manager needs to be clear about
how the information to be collected will be used in the decision-making process.

Clear objectives make it possible to design a sampling program to obtain the informa-
tion required. Developing useful objectives requires practice and experience. Table 2.2 pre-
sents a list of some criteria that may be used as a checklist for writing objectives so as to
get beyond data to information.

Study Design, Data Analysis Techniques, and
Specific Data Requirements

The study design stage is fundamental for ensuring a cost-effective sampling and analysis
program. Based on the monitoring program objectives and the agreed-on conceptual
process model, general decisions must be made on

e Spatial boundaries

e Measurement scales

e Study duration

e Study type

e Measurement parameters

e Presentation and interpretation of data

This information is used to specify the data requirements to satisfy the monitoring program
objectives.

Defining Spatial Boundaries, Measurement Scales, and Study Duration

Once the conceptual process model is agreed on, the spatial boundaries of the system being
investigated can be set and questions of measurement scale considered. These considera-
tions are important because inappropriate boundaries may focus the study away from
important driving factors. The investigation of disturbances in rivers and estuaries, for
example, normally will require the spatial boundaries to be those of the catchment. The per-
tinent point here is that the people designing the study need to explain the logic for their
decisions with respect to the spatial boundaries chosen.

The measurement scales of the monitoring program need to be determined. Scale refers
to the units of space or time at which the system is observed. What is the level of resolu-
tion appropriate to address the issue of concern? Different processes operate at different
scales (Table 2.3).

These measurement scale decisions should be made after considering the measurement
opportunities at the various possible scales and the likelihood that reliable and valid mea-

TABLE 2.2 Criteria for writing good objectives

Good Bad
Specific, precise General, vague
Measurable Nonmeasurable
Result orientated Activity orientated
Realistic, obtainable Unrealistic, unattainable
Meaningful Trivial
Concise and clear Elaborate, complex
Understandable Obscure
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TABLE 2.3. Processes operating within a catchment or water body and scale

Process

Spatial or Temporal Scale

Hydrological (Rainfall-runoff response)
Urban

Minutes-Hours

Rural Days
Physical

Particle settling silt/rocks/clays Meter/h
Molecular diffusion of oxygen—no mixing Meter/day
Oxygen diffusion (oxidized sediment microlayer) One cm/day
Chemical

Iron oxidation Minutes
Manganese oxidation Days
Biological

Bacterial growth Hours
Algal growth Days
Macroinvertebrate community establishment Months

Mass transport
Nonpoint sources
Point sources (mixing zones)

Catchment wide
Meters to kilometers

surements can be made. The costs of data collection at the various measurement scales need
to be considered. The uniformity over space of the parameters of interest also must be con-
sidered. The larger the spatial extent of data collection, the greater will be the heterogene-
ity or the patchiness of the measures, and the greater will be the number of replicate
samples needed to achieve the same confidence in the results. It is essential to choose a
measurement scale that is appropriate for the parameter under consideration and then sam-
ple at that scale.

Similar problems exist with the decision on the duration required to obtain the infor-
mation required. For example, given the natural rainfall and hence stream-flow variability,
what might be required to get an appropriate understanding of the remobilization, transport,
and effects of contaminants in an estuary? The system will need to be sampled in both dry
and wet conditions to get some idea of how the system functions. In addition, variables such
as the influence of tides and long-term climatic changes also may need to be considered.
Contaminants may only be causing sublethal effects, and changes in biota abundance and
diversity may only occur over a long period.

The appropriate duration of the monitoring program is an important issue that is often
ignored. Few hydrologists are expected to make definitive statements on the quantity of
water resources with data sets for as little as 2 or 3 years, yet in water quality studies, such
expectations are common.

Study Type

It is necessary to decide if the monitoring program is to have a descriptive focus (i.e.,
describing the state of a system or some change that has occurred) or whether it is to focus
on understanding system processes. This decision will have a major influence on the sam-
pling regime chosen and the path subsequent data analyses take. Study types and their
application are summarized in Table 2.4.
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Descriptive studies are concerned with gathering data and conducting analyses to
describe the state of a system or predict its state at a future time or under different circum-
stances. We might wish to determine the current concentration of a particular contaminant
and compare it with guideline values or across localities, or we might wish to monitor
trends in concentration through time. We also might wish to quantify the relationships
between several variables and develop models for the prediction of one or more variables
from measurements of the others. These descriptive models can enable us to make
informed predictions on the numerical values of unmeasured variables within the bounds
of the data we have collected.

In studies designed to increase our understanding of processes, we are often interested in
establishing causality. Understanding causal relationships among the variables operating in
an aquatic system allows us to make informed predictions about the behavior of the system
outside the bounds of our data and experience. If the monitoring program is to establish
causal relationships, the sampling program must be designed to this end from the start. This
is often taken to imply controlled manipulation of the system and measurement of the

TABLE 2.4 Study purpose, design, and application

Study Purpose Design Application
Reporting of status ~ Spatial and temporal Documentation of the state of the system,
and trends studies of parameters or predicting state at a future
to obtain summary statistics time or under changed circumstances
and trends
Measurement of 1. BACI (before/after, Detection of environmental
change due to a control/impact ) designs change from an activity suspected
disturbance in which multiple to cause a disturbance

samples are taken before

and after a disturbance from
both control locations and the
affected site

2. Inference from change over
time in which samples are taken
from one or more sites before
and after disturbance

3. Inference from spatial changes
in which no samples can be
collected before the disturbance.
Other sites are sampled and
used for comparison, e.g.,
upstream of a disturbed site or
from similar aquatic ecosystems

Prediction Quantify relationships between Development of models for predicting
variables to develop a predictive  one or more variables from
model relating variables measurements of other variables.

Often used to compare reference and
test sites to establish if a disturbance
has occurred

After Green 1979; Stewart-Oaten, Murdoch and Parker 1986; Welsh and Stewart 1989; Keough and Mapstone
1995,1997; Underwood 1991, 1992, 1994, 1996
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response of the system to that manipulation. Intervention followed by a reproducible out-
come, with all other confounding variables held constant, is taken as sound evidence of
cause and effect. Manipulative experiments that are conducted in the field can be expensive,
and the prerequisite control over all confounding variables may be impossible to achieve.

Another approach is to propose a conceptual process model of the system that links cause
and effect and then make observations or measurements that refute or support the model. If
our process model predictions fail, we must accommodate the failure by modifying our
model. The sampling design should allow the process model to be refuted or supported. This
approach is important when we wish to demonstrate that a particular human activity or man-
agement intervention will cause a specified effect on the system under consideration.

Whatever the approach, any statistical analysis typically will focus on detecting a differ-
ence between observed or measured and predicted events, and sampling must be adequate
to provide a rigorous test of predictions.

Selection of Measurement Parameters

There are decisions to be made as to whether driving or causal factors should be measured
or whether consequential or resulting factors are more appropriate to address the issue of
concern. Or do you need to measure both? If so, why? For example, the result may be
excessive algal biomass (indicated by chlorophyll), and the cause may be enrichment with
phosphorus or nitrogen.

When selecting parameters to be measured, the following considerations should be
borne in mind:

e Relevance. Do measurement parameters directly reflect the issue of concern? In our
example, the issue of concern is the consequences of an algal bloom, not the concentra-
tion of phosphorus in water.

e Validity. Do parameters respond to changes in the environment and have some explana-
tory power?

o Diagnostic value. The parameter must be able to detect changes in conditions that occur
over the duration of the monitoring program. Do the parameters detect changes early
enough to enable a management response, and will they reflect changes due to the
manipulation by management?

o Reliability. The parameters should be measurable in a reliable and cost-effective way.

Many monitoring programs include measurements of parameters that do not relate to
the conceptual process model of the system and therefore have no predictive power. The
inclusion of these measurements needs to be justified. Table 2.5 gives a summary of some
parameters and the reasons they might be chosen to be measured.

Presentation and Interpretation of Data

To present and convey essential information contained in a data set, data reduction is desir-
able using summary statistics presented in tables (e.g., means, medians, frequencies, dis-
tributions, standard deviations, percentiles, etc.) and graphs (e.g., histograms, box plots,
scatterplots, time series, etc.). Decisions on what sort of data set is required for this purpose
need to be made before data are collected so that they are adequate for the appropriate
analyses to be performed and unwanted data are not collected.

Most interpretations of data are based on statistical analyses designed to infer some
characteristic about the population from samples drawn from that population. There are two
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TABLE 2.5 Some measurement parameters and their use

Parameter Use
Conductivity Salinity
Algal counts Algal growth
Chlorophyll Algal growth
Turbidity Suspended solids

Coliforms (e.g., E. coli)
Biochemical oxygen demand
pH

Trace metals

Bacteria, viruses, protozoa
Biodegradable organic carbon
Acidity

Potential exposure to

organisms and possible
toxicity

Pesticides Potential exposure to organisms
and possible toxicity
Macroinvertebrate Ecosystem health
community structure
Fish community structure Ecosystem health
Stream community
metabolism Ecosystem health

main categories of inferential statistics: estimation and hypotheses testing. Estimation is
where a value or a range of values is given that approximates the true value (e.g., confi-
dence limits). Hypothesis testing is making a judgment about a spatial or temporal differ-
ence or cause and effect (e.g., null-hypothesis tests) (Sokal and Rohlf, 1981). All statistical
procedures have specific data requirements and assumptions that need to be satisfied. Thus
decisions on how data are to be analyzed have to be made before data are collected.

Articulating Specific Data Requirements

Once decisions on the preceding issues have been made, a summary of the specific data
requirements needs to be created. Specific data requirements would include location, spa-
tial boundaries, measurement scales, study duration, type of study, parameters to be mea-
sured, and techniques to be used for data presentation and interpretation. This summary
serves as the concrete instructions for decisions to be made as to the appropriate sampling
and analysis program.

Sampling

Sampling involves the collection from a defined population of a portion that represents the
population as a whole with respect to some measurement parameter. Sampling can involve
the physical collection and removal of a subset of the system for later analysis or the taking
an in situ measurement at a selected place and time. The major problem of sampling is rep-
resentativeness. Errors in accurately representing a water body or population by a subsample
can far exceed errors in analyses (Gy, 1986). The aim of a sampling program is to collect use-
ful data that result in information that satisfies the monitoring program objectives with the
least cost. Data are not information (see Table 2.1), so if the samples cannot provide the infor-
mation required, they are not worth the time and expense of collection and analysis.
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Sampling-Site Selection

While preliminary selection of sites may be undertaken from maps and aerial photographs,
it is important to undertake a field reconnaissance to check each proposed site. Safe access
under all weather and flow conditions should be verified. It is important to test that the
water at the site is reasonably well mixed and that a sample does represent the flow in the
river or the tidal stretch of the estuary. It is not reasonable to assume that any water body is
uniformly mixed. Even fast-flowing mountain streams have been observed flowing
“uphill” in eddies next to the bank. The issue of edge sampling versus a transect across a
water body also needs consideration. It is important to ensure that weirs, perhaps installed
for flow gauging, will not alter the water quality and that samples can be collected above
any such structures in free-flowing waters.

It is important to select sites that provide appropriate spatial information. The issue
being addressed largely will determine the location of sampling sites.

Characterization of Spatial and Temporal Variability

Obtaining representative samples is difficult because of environmental heterogeneity,
both spatial and temporal (Eberhardt, 1978; Kerekes and Freedman, 1989). Such vari-
ability will determine the number of sites, number of replicates, and the frequency of col-
lection. High environmental variability and logistical and financial constraints on sample
collection and analysis often result in data that are too variable to detect a disturbance or
trend.

Types of variability include

o Spatial variability of parameters because of environmental heterogeneity
¢ Time dependency and temporal and seasonal effects

¢ Disruptive processes (e.g., floods, droughts, and global warming)

¢ Dispersal of pollutants

Normally, the design of an ongoing monitoring program will require a short period of
intensive monitoring as a reconnaissance study to determine the spatial and temporal vari-
ability characteristics of the system. The necessary sampling regime and frequency neces-
sary to provide a representative profile of the system then can be determined for each
parameter. Estimating the variability of the system will allow an appropriate number of
replicate samples to be taken that will provide the precision required for the data interpre-
tation and analysis.

Three types of sampling regimes are used to account for spatial and temporal variability:

o Systematic sampling. Samples are collected at regular intervals in space or time.
Sampling sites are selected by personal judgment to best cover the area and may be
biased. For example, contaminants in sediments may not be distributed uniformly but
may be high near sources and low elsewhere. Sampling would be intensive around these
sources. If systematic sampling is chosen, any assumptions need to be stated and vali-
dated to prevent criticisms.

e Random sampling. This is a requirement of many statistical tests, and there are clear pro-
cedures that are not based on haphazard sampling for achieving this (Cochran, 1977;
Elliot, 1977). Normally, samples within a site are collected randomly, such that each
sample has an equal chance of representing the whole. An equal chance of being selected
during sampling is a precondition for valid statistical conclusions. There should be no
conscious or unconscious selection of samples. Samples selected in a casual or haphaz-
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ard way are not random. Random number tables or grids with random orientation of axes
can be used as a means of selecting random sites. Because of the inherent variability in nat-
ural systems, random sampling will require the greatest replication.

o Stratified random sampling. A substantial reduction in variability often can be achieved
by using this in place of random sampling. The system to be sampled is divided into parts
(strata), each as uniform in the parameter of interest as possible. Strata do not need to be
of equal size, and the number of samples is usually in proportion to the variance of the
strata. For example, for water sampling to obtain nutrient, chlorophyll, and algal mea-
surements, a lake can be divided into two strata (i.e., epilimnion and hypolimnion) and
estuaries via salinity gradients. If we are collecting fish in a lake to look at the accumu-
lation of contaminants, such concentrations often increase with fish age. Fish also may
be mobile. Fish age (size) becomes the sampling unit, not geographic location.

Stratified sampling is judgmental in that prior information is used to choose strata, but
this is probably the best compromise between random and systematic sampling because it
is relatively free of personal judgment and reduces replication needs. Sampling precision is
improved because uncertainty arises from variations within strata, not differences between
strata.

There may be spatial variation within a site that needs to be quantified in the monitor-
ing program because otherwise the estimates of the chosen measurement parameters may
be imprecise or even inaccurate. For example, in thermally stratified waters, the depth of
sampling is important because the concentrations of many measurement parameters (e.g.,
hydrogen ions, dissolved oxygen, nitrate, hydrogen sulfide, and plankton) can vary greatly
between the top and bottom layers. In rivers, samples taken from the edge rather than from
midstream are likely to contain quite different amounts of suspended material and therefore
different amounts of various compounds bound to the particulate matter. In benthic sam-
pling for biota or for sediments, the habitats or sediment types may vary at a site depend-
ing on the behavior of the overlying waters. In formal terms, these different habitats or
water types within a site are called strata.

There are three options for dealing with such strata:

1. Sample a particular stratum. For example, if sandy sediments dominate the substrate at
all the study sites, it may be sensible to confine sampling to sandy substrates. However,
the inferences drawn are limited to sandy substrates within the sites and cannot be gen-
eralized to the strata that were not sampled.

2. Sample each stratum. For example, at each site in a reservoir or lake we may take water
samples from the epilimnion and the hypolimnion (i.e., two strata) but keep these strata
separate in the analysis because we are interested in reporting on chemical components
in each of these strata.

3. Divide the sampling effort among the strata. Here, the goal is to estimate the value of the
measurement parameter for each site as a whole rather than for an individual stratum.

Frequency and Timing of Sampling

Timing of sampling might range from intermittent to continuous. The consideration of tim-
ing depends on the process under investigation (see Table 2.3). In an algal bloom develop-
ment, the numbers of algal cells may double every 2 to 3 days. If the question relates to
suspended sediments, i.e., nutrient or heavy metal loads, then sampling needs to reflect
flow events that transport them into and through the aquatic system.

Some parameters give snapshots of existing condition; some are integrating measures that
reflect conditions over the past (x) months. These decisions on time scale need to consider
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o The purpose of the data collection.

o The characteristics of the response of interest. For example, weekly measurements of
algal cells might be appropriate during the development of an algal bloom but would be
inappropriate for investigating fish. The generation time of the organism might be the
critical determinant of time scales.

o The statistical or other tools that will be used to interpret the data. For instance, time-
series analysis may require a set sampling interval, and the critical decision is what the
interval should be.

¢ Anything that takes longer to happen than the period over which measurements are made
cannot be detected.

Some phenomena, such as the mass transport of substances, are best sampled on a
hydrologic rather than a calendar basis. In many water bodies, the greatest input of conta-
minants can occur during a small number of storm events. Events transport particulate mat-
ter, nutrients, heavy metals, pesticides, and other organic compounds into streams and
estuaries (Maher et al., 1995). Higher flows resuspend material that has settled out. There
also may be seasonal variations relating to grass cover and agricultural land management
in the catchment that affect the quantity and quality of the runoff. For these measurements,
it is important to sample during high-flow events because a large number of measurements
taken during low flow may be relatively unimportant. Event-based sampling is best under-
taken using automatic sample collection equipment that is activated by changes in stream
height. Decisions have to be made as to whether to use continuous data collection or dis-
crete sampling.

Biological sampling also must take into account the time dependency of an organism’s
behavior. For example, Magman (1991) reexamined a published study on Phoxinus eos and
Phoxinus neogaeus in which the densities of both fish were reported to be at their highest
at or near the shore, the reported conclusion being that both species exploited the same
microhabitat. Fish were sampled by trapping over a 16- to 18-h period beginning at 1600
to 1900 h. The initial study failed to recognize that P. eos has a diurnal pattern of inshore-
offshore migratory behavior. The fish swim in shoals in the inshore zone (<0.5 m depth)
during the day and migrate to the offshore zone (>2 m depth) at sunset when shoals break
up into single fish and then go back to inshore zone at sunrise. A shorter interval of sam-
pling (3—4 h) was required to observe this movement. The density of fish offshore seemed
to be lower because the fish shoals had broken up. Subsequent studies revealed that the diet
of P. eos was zooplankton rather than green algal diatoms, indicating that the fish’s main
food source was offshore and not inshore.

Mathematical formulas are available to calculate the sampling frequency required for a
particular study (Sharp, 1971; Montgomery and Hart, 1974); however, these are not in
widespread use.

Precision and Replication

It is important to decide on the smallest differences or changes that must be detected
because this determines the number of replicates and the precision needed (Norris and
Georges, 1986). If a copper guideline concentration is 5 pg/liter, is it important to be able
to identify 5.01, 5.1, or 5.5 pg/liter? Note that this is a decision about the ecological or
socioeconomic importance of the difference or change that needs to be detected. This is not
the same as statistical significance (see Mapstone, 1995).

Once the difficult questions about the size of the differences or magnitude of the trends
that must be detected have been answered, then the statistical question of how many repli-
cates are required can be answered by performing the appropriate calculations (see Green,

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



DESIGN OF WATER QUALITY MONITORING PROGRAMS

DESIGN OF WATER QUALITY MONITORING PROGRAMS 2.15

1989, 1994; Cohen, 1988; Norris et al., 1992; Sokal and Rohlf, 1995; Keough and
Mapstone, 1995, 1997; McBride and Smith, 1997). Most sampling programs will require
subsampling within sites and within time periods to improve the precision of measure-
ments.

We need to be clear about what constitutes true replication in a monitoring program
because pseudoreplication occurs often (Hurlbert, 1984; Stewart-Oaten et al., 1986;
Eberhardt and Thomas, 1991) when it is believed that samples are being replicated when in
fact they are not. For example, taking multiple subsamples in a river above and below the
site of a disturbance to determine an effect is pseudoreplication. True replication would
require sampling at a number of times.

Field Measurements

Some measurements need to be taken directly in the field, such as pH and temperature,
because they may alter during transport and storage. Field measurements consist of

e Data measured by field sensors
e Remote sensing
o Field observations

e Real-time measurement by automatic means

It is important to ensure that appropriate calibration of instruments is undertaken. Each
measurement should be given a reality check in the form of the question, “Does this seem
reasonable in terms of the water body?”

Field measurements of parameters allow cost-effective, real-time investigation of spa-
tial distribution of contaminants. Unfortunately, the precision of such measurements is
usually poor because of the low detection limits required for most contaminants, so they
are best used as screening tools. Successful in situ monitoring of nutrients has been used,
however.

Sample Collection

Decisions have to be made about the most appropriate ways to actually collect data from
each site. Some of the choices include

e Collection of a sample by hand for later analysis

e Collection by automatic sampler

If samples are to be collected for later analysis, the sampling device to be used will need to
be tested for its efficiency to collect a representative sample. Sample contamination must
be avoided when ultratrace contaminants are to be measured.

Green (1979) in his 10 principles of sampling stated the need to “verify that the sam-
pling device is sampling the population you think it is sampling with equal or adequate effi-
ciency over the entire range.” This requires specification of what population is to be
sampled and what is the likely spatial and temporal variability. The ability of the collecting
device to collect an undisturbed and representative sample might need to be tested. Device-
related sampling errors cannot be accounted for by statistical methods or replication, and
in many cases, they will be undetectable unless specific tests have been undertaken. For
example, in rivers, discharge can change by two orders of magnitude, and the effectiveness
of sampling devices may change over this velocity range.
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The sampling device should not significantly disturb the environment being sampled or
alter the samples taken. The problems in sediment sampling illustrate these difficulties
(Blomgqyvist, 1991). Grab samplers often do not enter sediments perpendicularly, and mix-
ing of sediment layers occurs on closing. Most grabs have jaws that close semicircularly,
and sediment layers below the initial penetration are sampled only semiquantitatively.
Coring devices must be designed to ensure that easily resuspended surficial material is not
washed away (Mudroch and Azcue, 1995).

Quantitative biologic sampling also presents a challenge. If trawling is used to catch
fish, the question arises as to whether you are capturing a representative sample of fish. Fish
may be avoiding the nets, and only specific species and sizes of fish may be caught by the
trawl. Devries and Stein (1991) in their comparison of the efficiency of three devices (i.e.,
tube sampler, vertical tow net, and Schindler-Patlalas trap) for collecting zooplankton
found that there was no best method. Zooplankton consist of a mixture of copepods, clado-
cerans, and rotifers. Generally, copepods and cladocerans were best collected using the
tube sampler, whereas rotifers were best collected using the Schindler-Patalas trap.
However, some species were best collected using the vertical tow net. Decisions need to be
made as to what organisms need to be collected and the appropriate equipment and proce-
dures to be used. It may be that several devices will need to be used to ensure quantitative
sampling of all the required organisms.

Sampling devices should be tested under controlled conditions to determine if they
quantitatively collect the sample of interest. In lieu of this, studies that have compared the
efficiency of sampling devices and document the limitations of various alternatives should
be consulted (e.g., water samplers: Harris and Keffer, 1974; sediments: Blomqvist, 1991;
Schneider and Wyllie, 1991; Mudroch and Azcue, 1995; biota: Devries and Stein, 1991).
Using this information, a choice of sampling device can be made based on the matrix to be
sampled and the unique conditions at the chosen sampling site. Checks should be made that
sampling devices are not made of materials that will contaminate samples (Batley, 1989).

Note that sampling errors may occur by the device being in contact with media other
than the sample of interest. For example, when collecting subsurface water samples for
hydrocarbon analysis, the sample collection device should be closed as it enters the water,
or it may pick up hydrocarbons from the surface microlayer.

Sample Preservation and Storage

In most cases, samples need to be stored prior to analysis. In all cases, clear and distinctive
sample labeling is important. Precautions must be taken to ensure that samples do not
become contaminated or change after collection before being analyzed. Once the samples
have been collected, it usually will be necessary to preserve them to retard physical, chem-
ical, and biological changes. Protocols must specify the appropriate sample container and
preservation technique. Preservation choices will vary depending on the analyte to be mea-
sured. Some possible changes and preservation/storage procedures are listed in Table 2.6.

Considerations for preservation and storage include selection and decontamination of
sample containers, selection of a preservation technique, and the acceptable time interval
between sample collection and analysis. Choices will vary depending on the parameter to
be measured. Standards exist to provide guidance in this area (e.g., AS/NZS, 1998).

The composition of the sample container may affect the stability of the sample through
adsorption and reactions of constituents with container walls. For example, adsorption of
phosphorus and trace metals from water samples occurs with glass and plastic bottles,
whereas gases may diffuse through plastic bottles (Batley, 1989; Maher and Woo, 1999).

Contamination of samples may occur from contaminants leached from containers,
e.g., trace metals from glass or organics from plastics (Ahlers et al., 1990). Bacteria on
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TABLE 2.6 Changes and preservation/storage procedures
for physical, chemical, and biological samples.

Change Preservation Techniques
Physical
Adsorption/absorption Inorganic: acidify
losses Organic: add solvent
Volatilization losses No head space
Diffusion losses Choose correct container

type and cap liners

Chemical
Photochemical Use dark containers
decomposition

Precipitation Lower pH, avoid use of
chemicals which cause
precipitation (e.g., sulfates)

Biological

Microbiological Reduce pH,
add bactericide e.g., for
sulfide add zinc acetate

Freeze
Cell degradation Freezing, add fixing agent e.g.,

formaldehyde, ethanol

After, Maher, Cullen, and Norris 1994.

container walls may use nutrients from the solution. The caps of containers often contain
inserts (e.g., cardboard, cork, or rubber) that may cause contamination, and these should
be removed. Containers need to be cleaned rigorously to remove possible contaminants
and should be stored in a manner to prevent contamination. Containers should be chosen
such that contamination of the sample is avoided. For example, if pesticide analyses are
to be undertaken, plastic bottles and caps should not be used because of the presence of
plasticizers, which even after container cleaning may be leached by the sample.

Normally, to prevent chemical and biologic changes, samples are frozen or a chemical
is added. Freezing (—10°C) reduces but does not eliminate biologic activity in samples. All
biologic activity is eliminated effectively only at —40°C. Chemicals such as chloroform
and mercuric acetate also have been used to prevent biologic activity. Acid often is added
to prevent adsorption of metals to containers (and precipitation of insoluble salts; Batley,
1989), whereas solvents (e.g., hexane) are added to prevent losses of organic compounds
such as polycyclic aromatic hydrocarbons.

Chemical preservatives should be avoided, if possible, because they may contami-
nate samples or interfere in chemical or biologic analysis. For example, mercury can
interfere in the colorimetric determination of phosphate (Maher and Woo, 1999). If
preservatives are used, their contribution to the measured parameters also should be
taken into account.

Even if a sample is frozen or a preservative is added, samples can only be stored for a
finite time. In some cases this period may be years (e.g., phosphorus in seawater) but in
other cases may be much shorter (e.g., 6 h for E. coli). This needs to be determined before
samples are collected, and protocols must be designed to ensure that samples are analyzed
before a significant change in composition occurs.
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Quality Assurance in Sampling

If samples are to be the basis for later legal proceedings, the following areas are likely to
be under challenge:

o Exactly where was the sample taken from?
e Was the person taking the sample competent to do so?

e How was the sample labeled to ensure that no possibility of mixup or substitution
occurred?

e Was there any possibility of contamination of the sample during collection?
¢ Did the sample deteriorate after collection?
e Was sample storage adequate to avoid losses?

Once sampling sites have been determined, their locations must be specified accu-
rately, preferably using a geographic positioning system. Where transects are sampled,
the location range should be specified if this is within the precision of the positioning
instrument. The exact location of sampling sites and any subsites must be recorded in
the sampling protocol. Field notebooks must contain an accurate description of where
samples were collected to allow cross-checking with those specified in the sampling
protocol. Taking note of the time when samples were taken (standard or daylight sav-
ings time) is an obvious but frequently overlooked requirement of rigorous sample def-
inition. Where automatic sampling devices are used, their timing mechanism must be
calibrated to ensure that samples are acquired at the specified intervals. This is espe-
cially critical where hydrologic or other conditions result in significant short-term con-
centration variations.

Transfer of results to a database should be automated where possible, with checking of
the printout against the field and analysis register. Validation of entries can be achieved by
electronic screening against expected range, other analytes for the same site, and sampling
date and field measurements.

Chain-of-custody documentation is the formal means of recording the people who have
been in contact with a sample from collection to analysis (Table 2.7). This is mandatory in
legal cases.

A field-sampling sheet is mandatory if parameters are to be measured in the field. All
field data are recorded on this sheet, as well as instrument calibration data. All field
records must be completed before a sampling site is left. Any observations or informa-
tion on the conditions at the time of sampling that may assist in interpretation of data
should be entered on the field-sampling sheet or in a field notebook. This information
may explain unusual data, which may have been attributed to problems in sampling or
analysis.

All equipment and field instruments should be kept clean and in good working order,
with records kept of calibrations and preventative maintenance. Records should be kept of
all repairs to equipment and instruments and of any incidents that may affect the reliability
of equipment.

Quality Control in Sampling

The objective of a field quality control program is to control sampling errors to acceptable
levels. Thus procedures are designed to prevent, detect, and correct problems in the sam-
pling process and to statistically characterize errors through quality control samples.

Major errors to be avoided are faulty sampling device operation, incorrect sample col-
lection and labeling, and sample changes before measurement (e.g., contamination or
chemical/biological changes).
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TABLE 2.7 Chain-of-Custody documentation

Process step Quality Assurance Procedure

Field sampling Field register of sample number,
site, type/technique, time, date,
technician, field data sheet

Sample storage Field register of transport container
and transport number and sample numbers, time, date

Laboratory receipt of samples  Laboratory register of transport container
number and sample numbers, time, date

Laboratory storage of samples Laboratory register of storage location,
type, temperature, time, date

Sample preparation Analysis register of sample (laboratory)
number, pretreatment, date, technician

Sample analysis Analysis register of instrument, calibration,
technician, standard method, date, result

Sampling Protocols

Sampling errors can be minimized by ensuring that correct procedures have been followed
during field sampling, transport, and storage. Sampling protocols (procedures to be fol-
lowed in the collection, labeling, transport, and storage of samples and ancillary field data
required) need be written and adhered to. Protocols will be matrix- and constituent-specific
and will determine the sample collection device, type of storage container used, and preser-
vation procedures.

The protocol also will specify the types and numbers of quality control samples to be
taken. This will require consideration of the nature of errors to be assessed (both system-
atic and random) and the accuracy desired. Sources of error include reaction with sample
or sample container, contamination (sampling device and containers), chemical and phys-
ical instability, and biologic changes.

Training of the sampler to use sampling equipment is also specified within the protocol.
Attention should be given to anticipating problems in the field. Sample containers may be
lost, and sample volumes may be low. Do we include foreign objects? What criteria do we
set for rejecting foreign matter? What do we do if sites cannot be sampled? Adherence to
chain-of-custody procedures, whether or not required externally, is necessary if sample
integrity is to be defensible.

Before a sampler is permitted to do reportable work, competence in sampling and tak-
ing field measurements should be demonstrated. At a minimum this would include a
demonstration of adherence to protocols and evidence of not contaminating samples and
the ability to calibrate field instruments and make field observations.

Prevention of Sample Contamination

One of the major challenges of sampling is the prevention of contamination. Basic precau-
tions to avoid contamination that must be included in protocols include

o Field measurements should be made on a separate subsample of water.
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e Sample containers must be cleaned.

¢ Only the sample bottles recommended for each analyte should be used.

o Container lids should be checked for liners that may cause contamination.

o Containers used for other purposes should be discarded.

o The insides of containers and lids should not come in contact with hands or objects.

¢ Sample containers and filter units should be kept in a clean environment away from dust,
dirt, fumes, etc.

o Preservatives should be tested for contamination.

¢ Attention should be paid to not cross-contaminating samples when adding preservatives.

¢ Sample containers used for collecting samples for microbiological analyses must be sterilized.

o Sample collectors should keep their hands clean.

Where the possibility exists of the introduction of contamination into the sampling
process, a blank should be devised to detect and measure the contaminant (Lewis, 1988).
There are various types of blanks:

Container blanks. Prior to sampling, containers of each type to be used for sampling
(about 1 in 10) are selected at random and filled with high-purity deionized water or sea-
water and preserved in the same manner as field samples. Analysis of these blanks is
used to detect contamination during container preparation.

Equipment blanks. Water/solvent is used to rinse the sampling equipment between sam-
ples, and this is analyzed to determine contamination introduced through contact with
sampling equipment and or sampler.

Trip blanks. These are samples that are similar to the sample collected (e.g., high-purity
water or seawater) in which the analyte of interest is at background or low levels. They are
used to assess gross cross-contamination of samples during transportation and storage.

Field blanks. One in every 10 samples should be a blank prepared by filling sampling
containers in the field with high-purity deionized or seawater and, if necessary, adding
preservative. This allows estimation of contamination from the environment in which
sample containers are being filled.

Field filter blanks. Blanks should be prepared by passing a sample of high-purity deion-
ized or seawater through a precleaned filter. A preservative may have to be added to the
deionized or seawater sample in the field. This allows estimation of contamination by
filtration in the field.

Often we are not able to avoid contamination but rather seek contamination levels that are
stable. Contamination outside our acceptable limits indicates new sources of contamination.

Reproducibility and Accuracy
Three procedures are commonly used to ensure reproducible and accurate sampling:

Duplicate samples (splits). Duplicate samples are obtained by dividing one sample into
two or more subsamples. This allows the magnitude of errors (contamination, random,
and systematic) occurring from sampling to sample analysis to be determined.

Replicate samples. Two or more samples are collected simultaneously to establish the
reproducibility of sampling.
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Recovery of known additions. Spiking of subsamples in the field with a known amount
of the analyte of interest and subsequent measurement will allow the detection of
change.

Quality assurance/control is a partly reactive process. If changes in samples are detected
by spikes and blanks, a specified procedure is required to determine and rectify the prob-
lem and resample if necessary.

Field Occupational Health and Safety

Hazards and risks involved in field sampling need to be identified and documented on a
preliminary site visit. The major issues could include

e Access. Can samplers reach the site in safety?

e Can a sample be taken safely? Is the water fast-flowing? Is a boat to be used? Is there
safe boat access? Is the site prone to flash floods? Is the bank stable? Are tidal changes
likely?

o Will samplers be exposed to toxic or other hazardous substances?

o Will samplers be exposed to any pathogens, e.g., Ross River virus, malaria, etc.?

¢ Will any potentially dangerous fauna be encountered, e.g., spiders, ticks, snakes, leaches,
crocodiles, sharks, pigs, etc.?

o Are weather conditions likely to endanger personnel? In alpine areas especially, weather
patterns are extremely variable.

Personnel who are to conduct sampling should be physically and mentally able to carry
out field work. For example, if problems do occur (such as falling into a water body), sam-
pling personnel must be physically fit enough to survive without assistance (although sam-
plers should never work alone in the field). It is necessary that samplers working near water
be able to swim. They also may need to be able to climb up river banks. Proper professional
practice requires that risks be reduced as much as possible and that samplers not be required
to operate in conditions where they are unsafe.

All staff must be appropriately trained as part of the formal risk-minimization strategy.
Training will include

e Familiarization with environmental hazards that may be encountered

o Familiarization with sampling protocols (e.g., sampling procedures, chain-of-custody
considerations, etc.)

e Use of sampling equipment

¢ Qualification to drive appropriate vehicles (e.g., off-road four-wheel-drive vehicles,
bikes, tractors, or boats)

o Familiarization with safety procedures

e Qualification in advanced first aid

Actions to reduce risks include

o Choose safe sites with safe access. Potential sites should be visited and checked after ten-
tative selection from map surveys. They should have reasonable access; be free of dan-
gerous animals or prickly or poisonous plants; have no steep, slippery, or unstable
banks; and should not be prone to rapid flooding or tidewater rise without warning.
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o Wear appropriate clothing. Weather forecasts for an area to be sampled need to be
obtained. Staff should be prepared, for example, to wear raincoats if there is likelihood
of rain, warm clothing if it is cold, hats and sunscreen at all times, and footwear with a
good grip on wet rocks (do not go barefoot, risking injury from sticks or broken glass),
and extra clothes and a towel should be taken in case someone falls into the water.

o Take appropriate safety gear and a first aid kit. Lifejackets should be worn when sam-
pling near deep water with poor footing or from a boat. Rubber gloves are essential when
handling chemicals or polluted water for anyone who has an open or bandaged wound or
if the water quality at the site is unknown. A fully stocked first aid kit should be taken to
the monitoring site, and ideally, someone in the monitoring party should have first aid
training.

e Maintain contact with help, and never sample alone. Work with at least two others, and
stay in contact with someone who can raise an alarm. Carry a mobile telephone, if avail-
able, or at least keep coins or a phone card to be able to make a telephone call. In remote
areas, carry maps, compass, mirror, and matches, and inform a responsible person of
intended movements. Written procedures must be in place indicating how emergency
services are to be accessed.

e Never go into deep water. If sampling has to be done in deep water, use of an appropri-
ate boat with the necessary safety equipment (e.g., life jackets, flares, etc.), if required.
Sample from a bridge or use a cableway if installed at the site.

e Avoid contact with contaminated water. Carry drinking water; do not drink from the
source being monitored. Always wear gloves when water quality at the site is unknown
and in particular when collecting samples where the presence of algae, pathogenic organ-
isms and/or toxins can be expected (blue green algae can cause skin and eye irritations).
Wash hands after monitoring and before eating. Treat all bacterial cultures as pathogenic.

Cost-Effectiveness of the Sampling Program

It is desirable that the cost of sampling programs be as low as possible to meet the stated
monitoring objectives. Cost-effectiveness considerations involve trade-offs between the
data required for statistical analyses and the cost of data acquisition. It is necessary to deter-
mine all the resources and associated costs required, thereby ensuring that the study can be
carried out. Costs of data acquisition are determined by the number of sampling sites, the
number of sampling occasions, replication, cost of sample collection (e.g., staff, transport,
and consumables), cost of analyses, and the cost of data handling and interpretation.

There is extensive information available concerning the optimization of sampling pro-
grams with regard to precision and cost (Ebehart, 1976; Montgomery and Hart, 1974; Ellis
and Lacy, 1980; 1985; Lettenmaier et al., 1984.

LABORATORY ANALYSIS

Choosing an Analytical Technique

Appropriate chemical and biologic analysis procedures can be determined via reference to
accepted published procedures such as Standard Methods for the Examination of Water
and Wastewater (APHA, 1998) or U. S. Environmental Protection Agency (EPA) sampling
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and analysis methods (Keith, 1991). The choice of an appropriate analytical method is
based on three considerations:

1. The range of concentrations of the analyte that need to be determined. Detection limits
are method-specific, and the lowest concentration of interest will need to be specified.

2. The accuracy and precision required. All results are only estimates of the true value,
and the greater the accuracy and precision required, the greater are the analytical com-
plexity and cost.

3. The maximum period between sampling and analysis. Real-time analysis may be
required given the use the data have to be put to.

Before analysis is undertaken, data users should check that the laboratory has the appro-
priate equipment, expertise, and experience to undertake the analysis chosen. In addition,
an adequate quality assurance program is needed.

Quality Assurance in Analysis

The objective of a laboratory quality assurance program is to control subsampling and ana-
lytical measurement errors and produce data for the user that are acceptable. Thus proce-
dures are designed to prevent, detect, and correct problems in the measurement process and
to statistically characterize errors through quality control samples.

Traceability of Results

The record system needs to provide a traceable pathway covering all activities from receipt
of samples to disposal and allow retrieval, for a period of at least 3 years, of all original test
data within the terms of registration. Therefore, for all analyses, the following are required:

¢ Unique sample identification

o Identification of analyst

o Identification of equipment used

¢ Original data and calculations

o Identification of manual data transfers

e Documentation of standards preparation
o Calibration solutions used

o Certified reference materials used

When samples are delivered to the laboratory for analysis, it is essential that the samples
are signed into the laboratory and given a unique identification code. This ensures the
integrity of the sample from collection to final analysis. Where possible, data should be trans-
ferred automatically from the instruments to a database to prevent any transcription errors.

Laboratory Facilities, Human Resources, and Protocols

The laboratory environment must be clean and checked regularly for airborne contamina-
tion that can enter through air-conditioning systems or be generated by users of the labora-
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tory. Deionized water is the most extensively used reagent in the laboratory and must be
maintained to an appropriate standard. The conductivity of the deionized water should be
monitored regularly, and the absence of contaminants should be confirmed on a regular
basis. To prevent contamination, deionized water should not be stored.

All equipment should be kept clean and in good working order, with records of calibra-
tions, preventative maintenance, all repairs, and any incidents that may affect equipment
reliability.

All staff undertaking analyses must be technically competent and skilled in the particu-
lar techniques being used and should have a professional attitude toward their work. Staff
will need to be trained in all aspects of the analyses being undertaken.

Laboratories undertaking analyses need to fully document the methods used. The meth-
ods must be described in sufficient detail that an experienced analyst, unfamiliar with a par-
ticular method, can follow the procedure and obtain acceptable results

The importance of strict adherence to analytical protocols and an appreciation of the
need for rigorous quality assurance and control in the laboratory are far more thoroughly
appreciated than in the field. Proper laboratory practice is codified in the requirements of
registration authorities. Accredited laboratories will be familiar with the effort required to
ensure a credibly performing facility.

Before analysts are permitted to do reportable work, their competence to undertake lab-
oratory measurements must be demonstrated. At a minimum, this would include demon-
strating adherence to a written protocol and evidence of not contaminating samples, ability
to work safely in the laboratory, and producing data that are of acceptable accuracy and
precision.

Quality Control in Analysis

All laboratories must have a formal system of periodically reviewing the technical suit-
ability of analytical methods. If standard methods are used, it is not enough to quote the
standard method. Any variation of the standard method must be technically justified and
supported by a documented study on the effects of the changes.

The principal indicators of data quality are their bias and precision. Bias is a measure-
ment of systematic error and can be attributed to either the method or the laboratory’s use
of the method. Precision is the nearness with which measurements of a given sample agree
with each other. When combined, bias and precision are expressed as accuracy, i.e., the
nearness of the mean of a set of measurements to the true value. Data can be referred to as
being accurate when both the bias is low and the precision is high. Techniques used to
ensure the quality of measurement processes in terms of accuracy and precision and
to detect contamination are given below.

Analysis of Certified Reference Materials

Certified reference materials are materials of a known concentration with a similar matrix
to the sample being analyzed that have been analyzed comprehensively such that their com-
position can be certified reliably. The accuracy of laboratory methods and procedures can
be established by comparison of results with the certified values. Results within the confi-
dence limits specified for the certified reference material are deemed acceptable. The
National Institute of Science and Technology (United States), the National Research
Council (Canada), the International Atomic Energy Agency (Europe), the Institute
for Reference Materials and Measurements (Belgium), and the National Institute of
Environmental Standards (Japan) provide a comprehensive range of certified reference
materials.
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Independent Methods Comparison

Analytical inaccuracies can be determined by the analysis of samples by two or more inde-
pendent methods. For the methods to be independent, they must be based on different mea-
surement principles. For example, the determination of iron in water can be ascertained by
atomic absorption spectrometry or molecular absorption of a colored iron complex. Bias in
methods (i.e., interference or insensitivity to chemical species) can result in different con-
centrations being obtained by different methods.

Recovery of Known Additions

By spiking a sample with a known amount of analyte, it’s possible to estimate the recovery
and hence the accuracy of the method used. It is assumed that any interference or other
effects biasing the method will affect the spike in a similar way to the analyte in the
unspiked sample. Note that single-point standard addition assumes a linear concentration
dependence and should be avoided. Multiple standards are required to confirm this linear-
ity. Hence good recoveries of the spike indicate accurate methods. This approach may be
invalid if

e The chemical species added are different from the native chemical species in the sample.
An example is the spiking of marine biological samples with AsO; when arsenic is pres-
ent as arsenobetaine ((CH,);As*CH,COO").

¢ An interfering species is dependent on the relative concentration of the analyte and the
interferent, but addition of a spike changes this dependency.

e An interference is constant regardless of the analyte concentration. Recoveries can be
quantitative, but analysis of the original analyte in the sample may have large errors.

Calibration Check Standards

The linearity of calibration plots must be verified initially by the use of multiple standards.
Standard curves can then be verified daily by analyzing at least one standard within the lin-
ear range. This will ensure that the instrument is giving the correct response and reduce the
likelihood of concentrations in samples being under- or overestimated.

Blanks

Blanks should be incorporated at every step of sample processing and analysis. However,
only those blanks which have been exposed to the complete sequence of steps within the
laboratory usually will be analyzed unless contamination is detected in these fully integra-
tive blanks; i.e., blanks incorporated at intermediate steps are retained for diagnostic pur-
poses only and should be analyzed when problems occur so as to identify the specific
source of contamination. In principle, only field blanks need to be analyzed in the first
instance because they record the integrated effects of all steps. However, a laboratory nor-
mally will wish to test the quality of its internal procedures independently of those in the
field, so laboratory procedural blanks usually will be included in a suite for analysis in addi-
tion to field blanks.

Blanks cannot be used to detect analyte loss. They are useful only to detect contamina-
tion. They are particularly useful in detecting minor contamination, where the superimposi-
tion of a small additional signal on a sample of known concentration may not be evident in
the statistical evaluation of analytical data; i.e., blanks are more sensitive to contamination.

If any blank measurement is greater than 3 standard deviations of the mean, or if two of
the three successive blanks measurements are greater than 2 standard deviations of the
mean, discontinue analyses and correct the problem.
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Replicate Analyses

Duplicate analyses of samples are used for assessing precision. At least 5 percent of sam-
ples should be analyzed in duplicate.

Quality Assessment of Analyses

Quality assessment is the process using internal and external measures to determine the
accuracy and precision of the analytical data being produced. Techniques used to assess the
quality of measurement in terms of accuracy and precision and detect contamination are
given below.

Internal Evaluation Samples

These are samples with a known analyte concentration prepared in the laboratory but inde-
pendent of the analyst or obtained from an outside source (e.g., certified reference materi-
als). The acceptable range of measurement (recovery and precision) needs to be
established, and the analyst is expected to be within this range on all samples tested.

Proficiency Testing Programs (Interlaboratory Comparisons)

Interlaboratory comparison of unknown samples is useful for testing instrument calibra-
tion, performance, and operator skills, and accreditation authorities frequently sponsor
these programs. Generally, only a modest degree of sample preparation is required, proba-
bly to restrict the range of sources of variance between laboratories.

An individual laboratory will compare its results with the consensus values generated
by all the laboratories participating in the program to assess the accuracy of its results and
hence its procedures. However, it should be noted that the consensus values can be wrong.
There should be a known result from the authority conducting the proficiency program.

Results within the confidence limits specified for the unknown samples are deemed
acceptable.

Performance Audits

Performance audits are unscheduled checks in which deviations from standard operating
procedures and protocols are identified and corrective action taken.

Laboratory Occupational Health and Safety

Occupational health and safety requirements for analytical laboratories are provided in the
relevant standards. In Australia, Australian Standard AS 2243-1982 sets out the require-
ments and recommended procedures for safe working practices in laboratories.

Practical guidance on safety procedures and information needed to perform practical
scientific work and practices in the laboratory are available in Laboratory Safety Manual:
An Essential Reference for Every Laboratory (Haski et al., 1997).

The hazards and risks associated with laboratory work need to be identified and docu-
mented. The major issue is, Will staff be exposed to toxic or other hazardous substances or
be placed in a position of potential physical danger?

All staff must be appropriately trained as part of the formal risk-minimization strategy.
Training will include familiarization with protocols (analysis procedures, safe handling
procedures, disposal procedures, chain-of-custody considerations, etc.), use of laboratory
equipment, familiarization with safety procedures, and qualifications in advanced first aid.

Proper professional practice requires that risks be reduced as much as possible and that staff
not be required to operate in conditions where they are unsafe. Actions to reduce risks include
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e Wearing appropriate clothing. Staff should wear appropriate clothing and footwear to
protect against accidental chemical spills.

e An appropriate first aid kit should be in close proximity to where analyses are being
undertaken.

o Training of laboratory staff in first aid procedures.

e Maintaining contacts with help and never working alone. Work with at least two others,
and stay in contact with someone who can raise an alarm. Written procedures must be in
place indicating how emergency services are to be accessed.

Data Analysis and Management

Decisions about specific data requirements and data presentation and interpretation are
made as part of the general study design. It is essential that appropriate statistical tools are
available and that the person(s) undertaking the analysis of data has sufficient training to
do so. There are many pitfalls in data analysis, and an awareness of the assumptions under-
lying statistical procedures and the limitations of the statistical package being used is
required.

Data Management

Need for a Data Management and Reporting System. In view of the substantial invest-
ment in data collection, it is important that data are archived in a systematic and easily
accessible manner. The sheer magnitude of data accumulated after just a few years of mon-
itoring dictates the adoption of computer-based data management systems as the basis for
data storage and retrieval.

Types of Data Management Systems. A number of databases have been developed, often
associated with the operational systems of particular authorities (e.g., water supply, waste-
water management, and storage management). The difficulty with these systems has been
the cost of updating them to use new computer technologies and their incompatibility with
other databases, resulting in difficulties of transferring data.

There has been substantial growth in electronic transfer and online access to data in
recent years, requiring standardization of databases. There are a number of commercially
available databases, e.g., dB4, dB5, ACCESS, and FoxPro. The wide industry adoption of
these databases and the suppliers’ commitment to their periodic upgrading to exploit new
computer technologies and software developments ensure their ongoing relevance and util-
ity. The choice of a particular database depends on the types and intended use of the data
and the types and compatibility of the computer hardware and software.

System Design Considerations. The needs of the user are the most important feature in
the design of a water quality database. A data management system should have

e Reliable procedures for recording results of analyses or field observations

e Procedures for systematic screening and validation of entered data

e Secure storage of information

o A simple retrieval system

¢ A simple means of analyzing data

o Flexibility in terms of accommodating additional information, e.g., analytes and sites
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The following attributes need to be considered at the design stage:

e Scope of data to be stored. Sources, sample numbers, sample types, sites, time/date,
field, descriptive notes, analytes, number of records.

o Multiple sources of data. Validation and standardization procedures, transfer formats,
and harmonization.

e Quality assurance, quality control, and quality assessment. Validation procedures and
chain-of-custody documentation.

o Documentation. Laboratory standard methods and validation procedures.
e Access to data. Online real-time and online retrieval.

e Analysis. Descriptive, trends, regression, and multivariate statistics.

The record system needs to provide a traceable pathway covering all activities from
receipt of samples to disposal to ensure the integrity of the sample from collection to final
analysis with respect to the variables of interest. All data need a unique identification code.
Data entry protocols need to be developed to ensure that the entry of data is accurate. Data
from instruments should be transferred automatically to the database where possible to pre-
vent transcription errors. Storage of chain-of-custody documentation ensures that these
questions can be answered.

The harmonization of data refers to the ability to compare or use two or more data sets
concurrently. For example, if nutrient loads are to be calculated, nutrient concentrations
and flow data must be collected at the same location at the same time.

Reporting and Information Dissemination

Monitoring programs should clearly identify the end users’ needs and their information
requirements. A reporting system is required that efficiently and accurately transmits this
information.

Monitoring programs normally provide information to a number of different clients.
These clients may want data in different forms and on different time scales. It is important
to identify the various users and work with them to articulate their data needs. Water users
may be concerned with failure of particular measurements to be within safe operating lim-
its and will seek urgent advice when numbers depart from this range. Water managers’
needs are similar to those of users, but water managers also will seek diagnostic informa-
tion to identify where and when interventions may be needed to rectify situations.
Environmental managers may be concerned with providing a report on the state of a water
body that summarizes conditions over one or more years and identifies trends. Resource
managers may be interested in the effects of activities in catchments or remedial works on
water quality. Community groups may wish to provide feedback on the state of the waters
to help communities understand their land and water resources.

User(s) will request information over different time frames depending on the use and
application of the information. In a monitoring program supplying information on the qual-
ity of drinking water, information will need to be transmitted rapidly to the user because of
the obvious ramifications. Often information used for long-term planning will not be
required as urgently as this, but it will still be required within a certain time frame. In both
short- and long-term monitoring programs, a realistic time frame in which to report the
information must be developed. Factors that need to be considered include the duration of
the study, legal requirements of the study, sampling frequency, and laboratory turnaround
time and data entry and verification.
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The scope and format of reports will be a function of the client or community groups to
which they are targeted. Types of reports include scientific journals, conference papers,
technical reports, guidelines, and manuals. Avenues for dissemination include the Internet,
compact discs, videos, industry and professional association seminars and workshops,
abstracting services, community group presentations, and media articles.
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Source: ENVIRONMENTAL MONITORING HANDBOOK

CHAPTER 3

IN SITU MEASUREMENT OF
PHYSICOCHEMICAL WATER
QUALITY PARAMETERS

lan D. McKelvie

INTRODUCTION

A number of physicochemical measurements can be made on site when collecting samples
for other analyses of nutrients, metals, organic, or major ions. These in situ measurements
may include pH, electrical conductivity, temperature, dissolved oxygen concentration,
redox potential, and turbidity or irradiance. While the choice of these parameters is to some
extent an artifact of the relative ease of their measurement, each of these parameters pro-
vides vital information on the state and/or behavior of a water body. As such, they often
may be used as gross measures of water quality or to provide an early warning of an excur-
sion from normal conditions because of contamination, illicit discharge, or some measur-
able ecological or biological change. However, a single or even several different in situ
parameters seldom would provide sufficient information about the sorts of changes
described earlier and would be used in conjunction with sampling and analysis of other
more specific chemical or biological parameters.

The advantages of in situ measurements are that they obviate the need to collect, trans-
port, and store samples pending analysis and that they provide an instantaneous indicator
of the prevailing physicochemical conditions. For this reason, increasing use is made of on-
site instrumental techniques for monitoring simple water quality parameters, and there is
active research and development into new sensors and techniques.

pH

Significance Many processes in natural waters are either dependent on or alternately are
manifest by some change in the hydronium ion (H;O" or H*) concentration. For example,
the surface charge of colloids in natural waters and hence their ability to coagulate or sorb
ions will depend on the hydronium ion concentration, as will the solubility and speciation
of dissolved ions, such as dissolved carbonates. The hydronium ion concentration com-
monly is expressed as the pH value:

pH = — log,, [H"]

3.1
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3.2 WATER

However, in all but dilute solutions (total ionic strength << 0.1; total ionic strength I =
1/2C, z?, where C is concentration in mol/liter and z is the ionic charge), the hydronium ion
concentration should be replaced by the activity a,;*, and it is this quantity that is measured
experimentally. Thus

pH = — log ay;*

The logarithmic pH scale is defined by the ionization constant for water, K, = 1 X
107 at 25°C, such that

(= logay™) + (= logay, ) = —logK, = 14

At 25°C, a pH value of 7 is considered neutral, whereas values higher than 7 are basic and
those lower than 7 are acidic, respectively.

The pH value of a natural water sample reflects the natural buffering by dissolved car-
bonates that originate either from the dissolution of atmospheric carbon dioxide or from the
weathering of calcareous rocks in the stream catchment. In most natural waters the pH typ-
ically ranges between 6.5 and 7.5, whereas in marine waters the presence of borates may
extend this range to approximately 8.3.

Thus a measured pH change provides a very useful indication that some biogeochemi-
cal effect has caused the buffer capacity of a water body to be exceeded. Possible causes of
a decrease in the measured pH include the intentional or accidental release of strongly
acidic waste into a stream; the influence of acid rain, bacterial nitrification, or sulfate reduc-
tion; and the release of acid mine drainage water. Increases in pH may be caused by accel-
erated algal growth, such as that which may occur during an algal bloom (when pH can
exceed 10) and denitrification (Table 3.1).

TABLE 3.1 Effects of Some Biogeochemical Processes on pH and Alkalinity in Closed Systems

Process (forward reaction) Alkalinity pH change

Photosynthesis and respiration:
CO, + H,0 — “CH,0” + O, None None
106CO, + 16NO,~ + HPO> +
122H,0 + 18H" — C,;H,5;0,,0N, P
+ 1380, Increase Increase

Algal protoplasm:
106CO, + 16NH,* + HPO,>~ +
108H,0 — C,(¢Hy5;0,,0N,¢P + 1070,

+ 14H" Decrease Decrease
Nitrification:
NH,* + 20, - NO,~ + H,0 + 2H" Decrease Decrease
Denitrification: Increase pH < 6.3,
5CH,0 + 4 NO,~ + 2H" — 5CO, pH increases; pH > 6.3,
+ 2N, + 7H,0 pH decreases slightly
Sulfate reduction: Increase pH < 6.3, pH increases;
SO,>” + 2CH,0 + 2H+ — H,S + 7.0 > pH > 6.3, pH constant;
2H,0 + 2CO, pH > 7, pH decreases
Sulfide oxidation: Decrease Increase

HS™ + 20, - SO,>~ + H*
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Measurement. The pH of natural waters is measured most commonly by potentiometry
using a glass electrode and a suitable reference electrode. The glass electrode consists of a
thin glass envelope filled with HCI and containing a reference electrode (Ag/AgCl or
calomel). For convenience, the glass and reference electrodes are commonly manufactured
as a combination electrode, i.e., in the same electrode probe body. The potential difference
of the two electrodes is measured using a high-input-impedance voltmeter or potentiometer
calibrated in pH units. The potential difference between the reference and glass electrodes is
a function of the hydrogen ion concentration and is related by the Nernst equation; that is,

F(Es— Ep)
= + —2
PHs = PHy = ™ 303k
where pHy is the measured sample pH, pHj is the pH of a calibration buffer, F is the
Faraday’s constant (96,487 J - V™! - mol™"), E is the measured sample emf (V), E, is the
calibration buffer emf (V), R is the gas constant (8.3143 J - K™! - mol™!), and T is the tem-
perature (K). The expression F/(2.303RT) is called the Nernstian slope and varies accord-
ing to the temperature, as shown in Fig. 3.1b.

Calibration of a pH electrode and meter always should be performed prior to measure-
ment of pH in the field and involves

1. Using a buffer of standard pH to set the intercept control (also called asymmetry, stan-
dardize, or set buffer) such that the response curve is shifted so that at pH 7 the cell emf
is 0 mV (see Fig. 3.1(a).

2. Adjusting the slope control (also called femperature or offset) with a second buffer

(e.g., pH 4) by rotating the slope of the response curve about the isopotential point so
that the influence of temperature is compensated.

Calibration buffers should be chosen so that they span the range of likely sample pH val-
ues. Some suitable primary standards for buffer solutions are listed in Table 3.2. Buffers should
be prepared from analytical-grade reagents, but for maximum accuracy, certified buffer mate-
rials from the National Institute of Standards and Technology (NIST) should be used.

The glass electrode is highly selective toward the hydronium ion activity, and the only
major interference is from higher concentrations of sodium ions (the so-called sodium

500 £ 500 [
. Isopotential
S ;
g £ point
s g
g0 g 0
S a
3 3
° £ 0°C{54 mV/pH unit)
g 8
w w 50°C (64 mv/pi unit)
-500 -500 100°C(74mV/pH unit)
0 ~ 14 0 7 14
(a) (b)

FIGURE 3.1 Relationship between intercept and slope controls in pH measurement. (@) lateral adjustment
of the electrode potential using the intercept control; (b) effect of temperature on pH electrode response.
(Modified from APHA/JAWWA/WEF, 1998.)
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TABLE 3.2 Some Standard Buffer Solutions Suitable for pH Calibration

Buffer solution pH (°C)

Saturated potassium hydrogen tartrate 3.557
0.05 M potassium dihydrogen citrate 3.776
0.05 M potassium hydrogen phthalate 4.004
0.025 M potassium dihydrogen phosphate

and 0.025 M disodium hydrogen phosphate 6.863
0.008695 M potassium dihydrogen phosphate

and 0.03043 M disodium hydrogen phosphate 7.415
0.01 M sodium tetraborate decahydrate 9.183
0.025 M sodium bicarbonate and 0.025 M

sodium carbonate 10.014

Source: Modified from APHA/AWWA/WEF, 1998.

error) that occurs at pH > 10. Specially manufactured low-sodium-error combination elec-
trodes are available if this effect is likely to be problematic.

When not in use, combination pH electrodes should be stored in saturated KCl. The
response of combination pH electrodes may deteriorate because of the porous liquid junc-
tion of the reference electrode or because of fouling of the glass electrode surface. The glass
electrode surface may be cleaned by alternately immersing the membrane in 0.1 M HCl fol-
lowed by 0.1 M NaOH three times. A 30-s rinse in KF solution also may be employed for
more intractable cases. Following this treatment, the electrode should be rinsed and then
allowed to soak overnight in pH 7 buffer (APHA/AWWA/WEF, 1998).

Short-term measurements of pH in the field can be made accurately and reproducibly
using a calibrated combination electrode. However, for longer-term in situ measurements,
potentiometric measurements may be less effective because of problems such as electrode
drift, clogging of the reference electrode, or biofouling of both electrodes. Thus, for
extended in situ measurement of pH (e.g., in seawater during an oceanographic cruise), pH
may better be determined by spectrophotometry using an indicator solution (Dickson,
1993). Bellerby et al. (1995) have described a flow injection system used for this purpose,
whereas Tapp et al. (2000) have more recently described a continuous-flow spectrophoto-
metric system for pH measurement. Both these spectrophotometric devices are capable of
high-precision pH measurements.

Electrical Conductivity (EC)

Significance. Conductivity K or specific conductance is a measure of the electric current-
carrying ability of water and is related to the concentration of dissolved ions present. In situ
measurement of electrical conductivity in freshwaters provides an instantaneous estimate
of the dissolved solids concentration, whereas in marine waters it is used commonly to
measure the salinity S. In situ conductivity measurements can be used as a simple and effec-
tive means of monitoring temporal or spatial changes in salt concentrations (Fig. 3.2) such
as those that occur in catchments undergoing salinization. Short-term temporal changes in
conductivity may be detected in streams during flooding or as a result of illicit or acciden-
tal discharges or in estuaries as part of their normal tidal cycles.

Conductivity may be used as a means of assessing and classifying the potability of
water, as shown in Table 3.3.
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FIGURE 3.2 Electrical conductivity measurements on the Murray-Darling River system showing the
effect of progressively increasing salt load.

TABLE 3.3 Classification of Potability Based on Electrical Conductivity (MDBC, 2001)

Potability Range of conductivity

classification (1S -em™h) Beneficial use

Fresh <325 Potable water

Marginal >325 but <975 At the limit of potable water, suitable for watering of live-
stock, irrigation, and other general uses

Brackish >975 but <3250  Suitable for selective irrigation and watering of almost all
livestock

Saline >3250 Suitable for a diminishing range of salt-tolerant livestock up

to about 9750 p.S - cm™!
Suitable for coarse industrial processes up to about 32,500
wS - cm™!

Measurement: Electrical Conductivity. The conductance G (™' or Siemen S) of a
water sample is the reciprocal of the electrical resistance R measured in a conductance cell
comprising two electrodes of surface area A (cm?) at a distance 1 cm apart and is related by

1 A
G=—=K=—
R 1
where the constant of proportionality K is the conductivity in siemens per centimeter.
Hence

= =
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The conductance electrode is usually constructed of either carbon or platinum that has
been coated with platinum black (APHA/AWWA/WEF, 1998) such that the cell constant
k (cm™1) is unity. In practice, it is difficult to construct a cell with these exact dimensions,
and the cell constant must be determined using solutions of known conductivity as part of
the instrument calibration. Most conductivity instruments produced for water quality mon-
itoring provide a direct readout of K in millisiemens or microsiemens per centimeter (some
manufacturers persist with the unit micromhos per centimeter) but the cell constant must
be obtained first to enable direct conversion of G to K.

The cell constant calibration is performed by measuring G for a solution of known con-
ductance (usually 0.0100 M KCI) at a given temperature. The temperature-corrected value
of conductivity for this solution is given by

where K. is the expected conductivity (uS-cm™'), and 7 is the observed temperature (°C).

(APHA/AWWA/WEF, 1998). Hence
K

i . _
k= % (units: cm ~ ")

This k value is thus stored or set on the meter, enabling conductivity K to be read
directly. Both K and G are temperature-dependent and should be reported at a standard
temperature (usually 25°C, although 18°C also has been used historically by limnologists)
(Wentzel and Likens, 1991). Many commercially produced conductivity probes include a
temperature sensor, and the conductivity is corrected automatically to 25°C, but for those
instruments which do not have this facility, the following correction should be applied:

K measured

K -
B 1+40.0191 ( — 25)

where K|, ...q 1S the measured conductivity in microsiemens per centimeter at #°C.
Conductivity meters and probes should be checked prior to use in the field by measur-
ing the conductivity of a standard potassium chloride solution whose conductivity is known

(Table 3.4).

Conductivity: TDS Relationship. Electrical conductivity is used commonly to conve-
niently estimate the total dissolved solids (TDS) concentration in freshwaters. Examples of

TABLE 3.4 Conductivity K of Standard Potassium
Chloride Solutions at 25°C (APHA/AWWA/WEF, 1998)

KClI concentration (M)  Conductivity K (uS-cm™!)

0.0001 14.9
0.0005 73.9
0.0010 146.9
0.0050 717.5
0.0100 1,412
0.0500 6,667
0.1000 12,890
0.5000 58,670
1.0000 111,900
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typical K = TDS relationships are shown below and are based on the assumption that pH
lies between 4 and 9. At pH values outside this range, the conductivity of H" or OH~
becomes significant. These relationships are empirical and quite specific to regions or even
catchments and should be used on this basis. Depending on whether waters are dominated
by chloride or sulfate, the relationship typically might range from TDS (mg/liter) = 0.64K
(wS-cm™!; chloride-dominated waters) to TDS (mg/liter) = 0.765K (wS-cm™!; sulfate-
dominated waters) (Evangelou and Sobek, 1988).

Conductivity: Salinity Relationship. Because the major ion composition of seawater is
quite constant, salinity S may be determined accurately from K measurements, and most
field conductivity meters designed for water quality measurement provide the option to dis-
play salinity directly. Whereas salinity was defined previously by the salinity-chlorinity rela-
tionship S% = 1.80655C1%, where Cl% is the chlorinity in grams per kilogram obtained
from argentometric titration (Riley and Chester, 1971), the Practical Salinity Scale 1978 is
set relative to the conductivity of a potassium chloride solution of known concentration. By
definition, seawater with Practical Salinity S = 35 has the same conductivity (or resistivity
= 1/conductivity) as a 32.4356 g/kg KCI solution at 15°C. Salinity-resistivity equations
with temperature corrections are listed in standard methods (APHA/AWWA/WEF, 1998).

Dissolved Oxygen Concentration (DO)

Significance. Natural waters in equilibrium with the atmosphere will contain dissolved
oxygen concentrations ranging from about 14.5 to 5 mg O, per liter depending on the water
temperature, salinity, and altitude. The dissolved oxygen concentration present in water
reflects atmospheric dissolution, as well as autotropic and heterotropic processes that,
respectively, produce and consume oxygen (Fig. 3.3). Thus, in rivers and streams, dis-
solved oxygen concentrations might be expected to vary with time because of the changing
influence of photosynthesis, respiration, and temperature throughout the day and night.

In lakes, the dissolved oxygen concentration may decrease with depth, especially in a
stratified lake, where the bottom hypolimnetic waters become oxygen-depleted because of
bacterial respiration and there is no reoxygenation through atmospheric contact (Fig.
3.4a). In streams that receive point-source inputs of high-oxygen-demand sewage or
industrial wastes, the dissolved oxygen concentration downstream of the discharge point
decreases rapidly (the so-called oxygen sag effect) because of increased microbial respi-
ration. With time and distance, the stream may become reoxygenated through direct con-
tact with the atmosphere, hydromechanical agitation, and increasing photosynthesis (see
Fig. 3.4D).

Analysis of dissolved oxygen is extremely important in determining water quality. The
dissolved oxygen concentration provides information on the biological and biochemical
reactions occurring in a water body and therefore is an important indicator of stream metab-
olism (Wetzel and Likens, 1991). In situ measurements of this parameter can be used as a
primary indicator of water quality, and regulatory and advisory agencies often will recom-
mend a minimum dissolved oxygen requirement for maintenance of fish populations [e.g.,
“dissolved oxygen should not be permitted to fall below 6 mg/liter or 80 to 90 percent sat-
uration, this being determined over at least one diurnal cycle” (ANZECC, 1992)].

Measurement: Electrometric Method. DO usually is measured in the field using an elec-
trometric technique based on a galvanic or voltametric membrane sensor (the Clark elec-
trode). This consists of a platinum disk cathode held at a potential of approximately —0.6 V
with respect to the annular silver anode surrounding it. A thin (approximately 20 wm)
gas permeable membrane (e.g., PTFE or polyethylene) is held in tension across the end of
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FIGURE 3.3 Energy relationships in streams showing production and consumption of dissolved oxygen.
(Adapted from Stumm and Morgan, 1996.)
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FIGURE 3.4 Spatial variation in dissolved oxygen concentration in (@) a stratified lake and () a stream
receiving a point-source discharge of waste with a high biologic oxygen demand.
(Adapted from Stumm and Morgan, 1996.)

this assemblage such that there is a thin film (approximately 10 wm) between the mem-
brane and the anode and cathode (Fig. 3.5) immersed in a buffered KCl electrolyte solution.
When the sensor is immersed in water containing dissolved oxygen, molecular oxygen dif-
fuses through the membrane and the internal electrolyte film, and the following electrode
processes occur:

Cathode reaction:
O, + 4H" + 4e = 2H,0
Anode reaction:

Ag + Cl™ = AgCl(s) + e
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The diffusion current that flows between the electrodes is proportional to the oxygen
concentration and, by calibration, can be set to read directly in milligrams of O, per liter.
The galvanic electrode is similar in construction and operation, except that the electrode
reaction occurs spontaneously.

Because the sensor response is highly temperature-dependent, temperature compensa-
tion must be performed, and many sensors have a thermistor incorporated in the probe body
that permits automatic compensation.

The sensitivity of DO sensors is also strongly dependent on salinity or ionic strength,
whereby greater amounts of oxygen diffuse through the gas permeable membrane. This
effect must be taken into account when measuring DO concentrations in waters of widely
varying salinity such as may be encountered in an estuary. Most modern DO instruments
include an adjustment control that allows compensation for this salinity effect.

For reliable and accurate results, the DO sensor and probe should be calibrated regu-
larly, certainly on a daily basis and more frequently if measurement is made at a range of
altitudes. A single-point calibration usually is performed using water-saturated air at a mea-
sured temperature or, alternately, with water having a known oxygen concentration mea-
sured by the Winkler titration (see next section). A zero DO sample may be prepared by
adding saturated sodium sulfite. Where possible, water with the same salinity as the sam-
ples should be used for calibration purposes, except in the case of wastewaters, where
deionized water or unpolluted seawater should be used in order to avoid membrane conta-
mination.

Insulated

/ electrode
support

Buffered KCI

: / solution
_ . / Pt disk electrode

Annular
Ag anode

Electrolyte solution
10 pm thick

Replaceable O,
permeable
membrane

(-20 pm thick)

FIGURE 3.5 Voltametric oxygen electrode (Clark-type).
(Adapted from Skoog et al., 1998.)
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Because both galvanic and voltametric DO sensors involve electrode reactions that con-
sume O,, samples should be actively transported across the membrane surface continually
to avoid fluctuating or drifting electrode response. This may be achieved by the use of a
mechanical stirring paddle attached to the probe or by agitation of the probe while mea-
surements are being made.

With regular maintenance (changing the membrane and replenishing the electrolyte)
and calibration, DO membrane electrodes should be capable of measurements with
an accuracy of 0.1 mg O, per liter and a precision of 0.05 mg O, per liter
(APHA/AWWA/WEEF, 1998), although most commercially available electrodes are unre-
liable in the concentration region of 0 to 1 mg O, per liter (Wetzel and Likens, 1991).

Recent developments in electrode technology have seen the commercial introduction of
solid-state or microelectrode-array sensors for oxygen. These electrodes tend to have sim-
ilar sensistivity and better stability and may not require agitation to achieve a steady signal.

Measurement: Titrimetric Method. The alternative method for DO determination is the
Winkler method. While this method lacks the convenience of the electrometric DO meth-
ods, it does provide results with the greatest accuracy and precision. In this method, a
manganous hydroxide floc is formed in the water sample by the addition of NaOH/Nal
reagent to manganous sulfate (3.1). The manganous hydroxide is readily oxidized by dis-
solved oxygen to manganic hydroxide (3.2), and at this stage the DO is fixed and the sam-
ple can be transported back to the laboratory for analysis or, alternately, titrated in the field.
When sulfuric acid is added, manganic hydroxide is solubilized, and the manganese is
reduced from Mn(IV) to Mn(II) (3.3), whereas the iodide present is oxidized to free iodine
(3.4). The free iodine is then titrated with sodium thiosulfate solution (3.5) to a starch end
point (Wetzel and Likens, 1991).

Mn (II) SO, + 2NaOH — Mn (II) (OH), + Na,SO, 3.1)
2Mn (II) (OH), + O, + 2H,0 — 2Mn (IV) (OH), (3.2)
2Mn (IV) (OH), + 4H,S0, — 2Mn (IV) (SO,), + 8H,0 (3.3)
2Mn (IV) (SO,), + 4Nal — 2Mn (II) SO, + 2Na,SO, + 21, (3.4)
4Na,$,0, + 21, — 2Na,S,0, + 4Nal 3.5)

The Winkler titration of DO suffers from a number of interferences, the most common
being caused by nitrite, which reacts with iodides as follows:

2NO,” + 2I" + 4H* - I, + N,0, + 2H,0
N,0, + 1/20, + H,0 — 2NO, ~ + 2H*

As the reaction proceeds, more nitrite is formed, followed by the formation of free
iodine (I,). Thus a cyclic reaction occurs, making it impossible to titrate a permanent end
point. This is overcome by the sodium azide, or the Alsterberg modification of the Winkler
method, which involves the removal of interfering nitrites by reducing them to nitrous
oxide and nitrogen, that is,

2NaN, + H,S0, — 2HN, + Na,SO,
HNO, + HN; - N,0 + N, + H,0

The Winkler method also depends on the pH of the water sample, and enough acid must
be added to bring the pH below 1.7. Other interferences may occur when there are high con-
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centrations of Fe(IlI), such as that found in acid mine drainage or in waters containing acti-
vated sludge with high O, demand. Techniques for suppressing these interferences may be
found in standard methods (APHA/AWW A/WEF, 1998).

From the stoichiometric relationships in Egs. (3.2) to (3.5), it can be shown that

1 T (ml
mgO,/liter = — X Limbh
4 1000

X [S,077] (mol/liter) X X 32,000 mg/mol

1
V (ml)

where T is the titration volume and V is the volume of sample titrated. If [S,0,> ] is 0.0250
M and a sample volume of 200 ml is used, then the titration gives the dissolved oxygen con-
centration directly; i.e., mg O,/liter = titer (ml).

Relative (Percentage) Saturation. Comparisons of DO concentrations from the same
stream or lake over time or at different locations or between different water bodies largely
will be meaningless because DO depends on temperature, salinity, and altitude. For this
reason, relative or percentage saturation often is reported, where

DO observe
%Saturation = DOl omenea. X 100
[DO]

saturated

Algorithms for calculation of the saturation concentration of DO over a range of tem-
perature and salinity values can be found in standard methods (APHA/AWWA/WEF,
1998), and these have been used to calculate the saturation values shown in Table 3.5. Most
commercial DO instruments have a %Saturation option for data readout.

TABLE 3.5 Calculated Oxygen Saturation Values at Different Salinity and Temperature

Conditions
Salinity (S)
Temperature

(°C) 0 5 10 15 20 25 30 35
0.0 1462 1412 13.63 13.16 1271 12.28 11.85 1145
1.0 1422 1373  13.26 12.81 12.38  11.96 11.55  11.15
2.0 13.83 1336 1291 12.48 12.06  11.65 11.26  10.88
3.0 1346  13.01 12.58 12.16  11.75 11.36 1098  10.61
4.0 13.11 12,67 12.25 11.85 1146  11.08 10.71 1035
5.0 1277 1235  11.95 11.55 11.17  10.81 10.45  10.11
6.0 1245  12.04 11.65 11.27 10.90  10.55 10.21 9.87
7.0 12.14 1175 11.37 11.00  10.65 10.30 9.97 9.65
8.0 11.84 1146 11.10 10.74 1040  10.07 9.74 9.43
9.0 11.56  11.19  10.84 1049  10.16 9.84 9.53 9.22
10.0 11.29 1093  10.59 10.26 9.93 9.62 9.32 9.02
11.0 11.03  10.68 10.35 10.03 9.71 9.41 9.12 8.83
12.0 10.78 1044  10.12 9.81 9.50 9.21 8.92 8.65
13.0 10.54  10.21 9.90 9.60 9.30 9.02 8.74 8.47
14.0 10.31 9.99 9.69 9.39 9.11 8.83 8.56 8.30
15.0 10.08 9.78 9.48 9.20 8.92 8.65 8.39 8.14
16.0 9.87 9.57 9.29 9.01 8.74 8.48 8.22 7.98
17.0 9.66 9.38 9.10 8.83 8.57 8.31 8.06 7.82
18.0 9.47 9.19 8.92 8.65 8.40 8.15 7.91 7.68
19.0 9.28 9.00 8.74 8.48 8.24 8.00 7.76 7.53
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TABLE 3.5 Calculated Oxygen Saturation Values at Different Salinity and Temperature
Conditions (Continued)

Salinity (S)
Temperature

(°O) 0 5 10 15 20 25 30 35

20.0 9.09 8.83 8.57 8.32 8.08 7.85 7.62 7.40
21.0 8.92 8.66 8.41 8.17 7.93 7.70 7.48 7.26
22.0 8.74 8.49 8.25 8.01 7.78 7.56 7.34 7.13
23.0 8.58 8.33 8.10 7.87 7.64 7.43 722 7.01
24.0 8.42 8.18 7.95 7.73 7.51 7.30 7.09 6.89
25.0 8.26 8.03 7.81 7.59 7.38 7.17 6.97 6.77
26.0 8.11 7.89 7.67 7.45 7.25 7.05 6.85 6.66
27.0 797 7.75 7.53 7.33 7.12 6.93 6.73 6.55
28.0 7.83 7.61 7.40 7.20 7.00 6.81 6.62 6.44
29.0 7.69 7.48 7.28 7.08 6.89 6.70 6.52 6.34
30.0 7.56 7.35 7.15 6.96 6.77 6.59 6.41 6.24
31.0 7.43 7.23 7.04 6.85 6.66 6.48 6.31 6.14
32.0 7.30 7.11 6.92 6.73 6.55 6.38 6.21 6.04
33.0 7.18 6.99 6.81 6.63 6.45 6.28 6.11 5.95
34.0 7.06 6.88 6.70 6.52 6.35 6.18 6.02 5.86
35.0 6.95 6.77 6.59 6.42 6.25 6.08 5.92 5.71
36.0 6.84 6.66 6.48 6.32 6.15 5.99 5.83 5.68
37.0 6.73 6.55 6.38 6.22 6.06 5.90 5.75 5.60
38.0 6.62 6.45 6.28 6.12 5.96 5.81 5.66 5.51
39.0 6.52 6.35 6.19 6.03 5.87 5.72 5.58 5.43
40.0 6.41 6.25 6.09 5.93 5.78 5.64 5.49 5.35
41.0 6.31 6.15 6.00 5.84 5.70 5.55 5.41 5.27
42.0 6.21 6.06 591 5.76 5.61 5.47 5.33 5.20
43.0 6.12 5.97 5.82 5.67 5.53 5.39 5.25 5.12
44.0 6.02 5.87 5.73 5.58 5.45 5.31 5.18 5.05
45.0 5.93 5.78 5.64 5.50 5.37 523 5.10 4.98
46.0 5.84 5.70 5.56 5.42 5.29 5.16 5.03 4.90
47.0 5.75 5.61 5.47 5.34 5.21 5.08 4.96 4.83
48.0 5.66 5.53 5.39 5.26 5.13 5.01 4.88 4.76
49.0 5.58 5.44 5.31 5.18 5.06 493 4.81 4.70
50.0 5.49 5.36 5.23 5.11 4.98 4.86 4.74 4.63

Note: These values are calculated for sea-level barometric pressure of 1 atm (760 torr). At higher alti-
tudes, the solubility values should be corrected; thus S, = S (P/760), where S, is solubility at pressure P, S
is solubility at 760 torr, and P is atmospheric pressure in torrs

Source:  Adapted from APHA/AWWA/WEF, 1998.

Optical Measurements: Turbidity and Quantum Irradiance

Significance. Small particles and colloidal material in suspension affect the clarity of
water. This material may originate from erosion and consist of clay colloids and silt parti-
cles, or it may be biological in origin and consist of phytoplankton and other aquatic organ-
isms. Turbidity is a measure of the clarity of water and is determined by the amount of light
scattering caused by suspended particulate and colloidal material. It is often used as an indi-
cator of the effectiveness of water and wastewater treatment and clarification processes and
often may be specified as a wastewater discharge consent condition.
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Quantum irradiance, on the other hand, measures the intensity of photosynthetically
active radiation (PAR), i.e., light that occurs in the wavelength range of 350 to 700 nm and
which is a limiting factor in photosynthesis by plants and phytoplankton. Penetration of
PAR into the water column is controlled by the optical properties of the water body,
namely, absorption by the water, dissolved organic matter, particles, and phytoplankton,
and by scattering by particles and phytoplankton. These absorption and scattering effects
are all included in the vertical attenuation coefficient K,, which is determined by measur-
ing the quantum irradiance at specified depths below the surface.

Measurement: Turbidity. The turbidity of a sample is determined by a light scattering
technique (nephelometry) by measuring the amount of scattered light at 90 degrees from
an incident beam with a photocell or photodiode in the wavelength range of 400 to 600
nm, although International Standards Organization (ISO) standard 7027 specifies a
detection wavelength of 860 nm (Siouffi, 2000). A primary standard is prepared by mix-
ing hydrazine sulfate with hexamethylenetetramine to produce a formazin polymer that
has a turbidity of 4000 nephelometric turbidity units (NTUs) (APHA/AWWA/WEF,
1998), and after suitable dilution with 0.1-pm filtered water, this can be used for cali-
brating the turbidimeter or nephelometer at appropriate levels of turbidity. Instrument
manufacturers also may provide secondary standards prepared from suspensions of
styrene-divinylbenzene copolymer or latex.

Portable turbidimeters are common, and although they may not be as sensitive as their
laboratory counterparts, they can be used successfully in the field, provided that they are
maintained and calibrated properly. Care should be taken to ensure that there is a gentle
flow of sample through the detection cell to avoid sedimentation of fine particulate mate-
rial and to ensure the displacement of any stray bubbles present in the sample. When
measuring turbidity in streams, the probe should be immersed completely in the stream
water in the flow but not in areas where there is sufficient agitation and aeration to form
fine bubbles that also will cause light scattering. Routine maintenance of field tur-
bidimeters should involve cleaning of the light source and detector windows of the tur-
bidity cell with a soft brush or cloth to remove any accumulated particulate material or
biofilm. This is especially important where field turbidimeters are deployed in situ for
extended periods.

Measurement: Quantum Irradiance. Quantum irradiance is measured using a light
meter that detects the radiant flux per unit area of PAR (in microeinsteins per second per
square meter). Irradiance probes consist of either a submersible planar sensor that is used
to measure the irradiance in the upward or downward direction or a scalar sensor that inte-
grates light intensity almost over a whole sphere. By determining the quantum irradiance
values E,(z)) and E(z,) at two individual depths z; and z, the vertical attenuation coeffi-
cient K, can be obtained for that depth segment of water; i.e.,

1 N E, (11)
T E,(z)

K,=

The euphotic depth z,, can be determined from the attenuation coefficient. It is defined
as the depth of river or lake water at which the quantum irradiance is reduced to 1 percent
of the surface value. The euphotic depth is assumed to define the depth of water that
receives sufficient light to support photosynthesis (Fig. 3.6). Manipulation of the preced-
ing K, expression gives

4.6

K,

Zeou =
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FIGURE 3.6 Quantum irradiance data illustrating the low attenuation of marine water (Bateman’s Bay)
compared with more turbid inland waters (Burrinjuck Dam and Lake Burley Griffin). The “Limit of Euphotic
Zone” line corresponds to the depth at which the surface quantum irradiance has been reduced by 99 percent.
(Adapted from Kirk, 1983.)

A major source of error in the measurement of quantum irradiance is in measurement of
the surface or near surface irradiance value. This is may fluctuate widely and rapidly
because it is affected by varying clouds, wave action, and shading from the sampling ves-
sel. Ideally, the incident irradiance value should be integrated over a period of several min-
utes, and this facility is offered in some commercial light meters.

An approximate but cheap, convenient, and widely used technique for estimating the K,
value that has been used since the nineteenth century is that involving the Secchi disk. This is
a metal disk 20 cm in diameter painted with alternating black and white quadrants. It is low-
ered into the water, and the depth at which it can no longer be seen is recorded as the Secchi
depth; this depth corresponds to a reduction of between 99 and 85 percent light intensity
depending on the nature of the water (Wetzel and Likens, 1991). Secchi disk transparencies
can vary from a few centimeters in turbid river waters to many meters in pristine lake waters.

Redox Potential

Significance. Redox reactions play a crucial role in the behavior of many so-called inor-
ganic and biochemical processes in aquatic systems. The biogeochemical cycles of impor-
tant elements such as sulfur, nitrogen, iron, oxygen, and carbon and numerous metals in
aquatic systems are all influenced strongly by redox processes, and the speciation and
behavior of such elements will depend largely on the prevailing pH and oxidation-reduc-
tion potential (Eh, also abbreviated as ORP). Eh is the oxidation-reduction potential of the
system in volts with respect to the standard hydrogen electrode potential.

For a given redox couple, such as Fe*™ 4+ ¢ — Fe?*, the theoretical E, can be related to
the activities of the individual chemical species by the thermodynamic Nernst relationship:
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3+
E In Are
2+

nF ag,

E,=E°+

and at 298K, this can be written as

00592 "
log a2t
Fe

E,=E°+

where EC is the standard reduction potential (volts), R is the gas constant (8.3143 J - K™! -
mol™ "), n is the number electrons transferred in the reaction (=1 in this case), F is
Faraday’s constant (96,487 J - V™! - mol ™), and T is the temperature in kelvins.

In some disciplines (e.g., biochemistry, geochemistry, and aquatic chemistry), £, may
be expressed in terms of the electron activity or redox intensity pe. For the preceding exam-
ple, the corresponding pe expression would be

3+
aFe

1
pe = pe’ +— log
n

2+
Ap,

where pe® is the standard or equilibrium electron intensity, which is related to the equilib-
rium constant and E°; thus

1
ped = " log K,

and since
K = ¢ AGYRT — ,—nFE"RT
eq
it can be shown that
o_ 2303RT
E°= —— pe
nkF
and, similarly, that
_ 2.303RT
o nF pe

However, these are thermodynamic predictions for reversible reactions with fast electrode
kinetics.

The practical measurement of E, involves determining the potential difference of a
platinum electrode coupled to either an Ag/AgCl or calomel reference electrode. The Pt
electrode acts as either an electron donor or acceptor of electrons from the electroactive
species in solution, and the measured E,, can provide an indication of whether the system
is in an oxidizing or reducing state. However, measured or apparent E/ values seldom cor-
respond with those calculated based on thermodynamic theory. This is so because many
different redox couples exist in natural water, some of which may undergo irreversible
reactions, whereas others might poison the electrode surface. Furthermore, the Pt elec-
trode does not respond to many important redox couples that are present in aquatic and
wastewater systems, including O,/H,0, SO,*~/H,S, CO,/CH,, NO, /N,, and N,/NH,*.

The principal value of measured or apparent E/ values is that they can be used to assess
whether a water or sediment system is in an oxidizing or reducing environment. In aquatic
systems, measured £, values vary from greater than 500 mV in well-oxygenated waters to
less than —100 mV in anaerobic sediments. In general, any water with £, > 100 to 200 mV
is considered to be oxidizing (Golterman et al., 1978).
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Measurement. [E, is measured using a pH-millivoltmeter with a Pt indicator electrode and
either an Ag/AgCl or calomel reference electrode. Gold or wax-impregnated graphite also
may be used as indicator electrode materials. The electrode-meter assembly may be cali-
brated against a standard that is both chemically stable and provides a specified electrode
potential for a particular indicator—reference electrode combination. The most commonly
used standard is Zobell’s solution, which consists of a mixture of 3 mM potassium ferri-
cyanide and 3 mM potassium ferrocyanide in 0.1M KCI. For the Pr Ag/AgCl electrode
combination, the E, of Zobell’s solution is given by

E, =0.428 — 0.0022 (T — 25)

where T is the sample temperature in the range 8 to 85°C (APHA/AWWA/WEEF, 1998).
To measure the E, of a sample, the cell potential should be measured for both sample
and Zobell’s solution. The apparent E,, for the sample can then be calculated from
E

h sample

=FE

h measured

+ E

h Zobell theoretical E

h Zobell measured

where E, | ..qreq 15 the measured cell potential for the sample relative to the reference elec-
trode, E}, 7 pen theoretical 15 determined from the preceding equation, and E;, ;o1 measurea 15 the
measured E, for the Zobell’s solution standard relative to the reference electrode.

E, preferably should be measured in situ because sediment-water redox chemistry is
inherently unstable and is susceptible to even small environmental changes. For example,
waters from the anoxic hypolimnion of a lake will contain higher amounts of Fe'", and this
will oxidize to Fe(IlI) within a minute of being brought in contact with air. Where in situ
measurement is not feasible, closed sampling devices should be used that permit electrode
potential measurement without exposure of the sample to air or at least allow sample mea-
surement in a glove bag filled with an inert gas such as argon.

Most experimental difficulties in the measurement of E, are associated with poisoning
or contamination of the electrodes. This may be due to sorption of contaminants such as
sulfide, bromide, dissolved organic matter, or biofilms on the electrode surface. For this
reason, the indicator electrodes should be cleaned regularly by soaking in strong acid (e.g.,
aqua regia or chromic acid) or hydrogen peroxide or polished with jeweler’s rouge
(Langmuir, 1971; APHA/JAWWA/WEF, 1998). For reference electrodes, the most com-
mon maintenance requirement is replacement of the electrolyte solution in the salt bridge.

Repeated E, measurements on the same sample should be within 10 mV if the elec-
trode and meter combination are functioning properly.

Multiparameter Instruments and Portable Analysis Systems

A number of instrument manufacturers offer multiparameter instruments that include all or
some of DO, pH, EC, turbidity, and temperature as a standard instrument configuration
(e.g., Horiba, YSI, and WTW#*). While the initial purchase cost of these multiparameter
instruments may be large, this is still probably more cost-effective than purchasing indi-
vidual instruments. From the perspective of portability and ease of application, multiparam-
eter instruments are highly advantageous. Most multiparameter instruments have the
option of either data storage or data logging and data transport capability (radio, cellular
telephone, or satellite), and a number offer a much wider range of parameters than those
just discussed. One manufacturer offers a system capable of in situ measurement of up to
17 parameters. In addition to pH, DO, EC, 7, E,, and turbidity, the system has the facility

*Trade or company names have been used for illustrative purposes only and do not imply any endorsement of
these companies or their products.
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to determine depth, chlorophyll by fluorescence measurement, and ammonia, nitrate, and
chloride by potentiometry. However, “fitness for purpose” should be a guiding principle in
selecting such instruments. For example, a multiparameter system that uses ion-selective
electrodes for ammonia and nitrate determination may be suitable for measurements in
waste and receiving waters but insufficiently sensitive for determinations in pristine waters,
where the concentrations of these parameters may be in the range of 10 pg/liter or less.

The same care should be exercised in the application of portable photometric analysis
kits that have been developed specifically for the water industry. While these systems are
based on established, robust detection chemistries and are very satisfactory for wastewater
analysis, the achievable sensitivity and accuracy may not be suitable for analysis of uncon-
taminated waters.

Flow (Discharge) Measurement

In addition to the measurement of concentrations of water quality parameters such as nutri-
ents, metals, and pesticides, most of which are determined in the laboratory, there is often
a need to determine the chemical load L of these species in a stream. Calculation of chem-
ical load requires a knowledge of the flow or discharge; that is,

L=CQ

where L is the load (grams per second), C is the concentration (grams per cubic meter), and
Q is the flow (cubic meters per second).

Thus, in addition to collection of water quality samples and measurement of in situ param-
eters, sampling personnel also may be required to measure the discharge. Detailed descrip-
tion of flow measurement techniques may be found elsewhere (Wetzel and Likens, 1991;
Gordon et al., 1992). These can be summarized as follows:

Velocity-Area Techniques. The velocity or current of the stream is measured with a cal-
ibrated electromechanical current meter at measured distances across the stream. In shal-
low streams the average velocity is measured at 40 percent of the depth above the bottom,
whereas in deeper channels the average may be determined from measurements made at 20
and 80 percent of the depth; that is, 0.4 of total depth from bottom for shallow streams
(<0.5 m depth):

V= Vg
0.2 and 0.8 of total depth from bottom:
_ Vo2t Vog
V=T
2

From these data, the flow is computed for each segment of the stream, and summation
yields the total flow O = 3, (segment discharges):

Q=3wD, v, +w,D,v, + -+ + w,D,v,)

where w is the width and D is the depth of each segment. This method is suitable for streams
with moderately uniform channel shape.

Dilution gauging. For smaller streams with less uniform bed shape, dilution gauging can
be used. This involves discharge of a concentrated nonreactive tracer solution into the
stream. The concentration of this tracer is monitored downstream either by a direct-reading
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instrument such as a conductivity meter (e.g., where NaCl is used as the tracer) or by col-
lection of samples for later laboratory analysis (e.g., bromide as tracer). Two types of tracer
discharge may be performed:

Constant-discharge injection. This is where a known concentration of tracer C; is
allowed to flow or is pumped into the stream at a constant rate ¢ (Fig. 3.7a, and the equi-
librium concentration C, reached downstream is measured. If the background stream
concentration of tracer is C,, then the stream discharge Q can be calculated from

C
Q:in_id
¢ —-C

Slug injection. This is a known volume V of tracer of concentration C, is discharged
(tipped from a bucket) into the stream, and concentration C is recorded at regular intervals
as the slug of tracer that passes the downstream measurement point (Fig. 3.7b). In this
case, Q is calculated by integrating the area under the concentration-time peak; that is,

0= VC,;
f«c—cyar
Gauging Structures. Where water quality measurements are made regularly at the same
location in a stream, discharge may be determined using a gauging structure such as a weir
or flume. A weir consists of a retaining wall containing a rigid plate of stainless steel with a
V-shaped or rectangular notch through which water may flow (Fig. 3.8). The height of water
H above the bottom of the V measured by a staff gauge or hydrostatic head sensor can be
related to the discharge by an appropriate equation; e.g., for a 90-degree V-notched weir:

Q = 1.38H?°

C

/ d

Concentration

Time

Concentration

Time

T
T 2
(b)

FIGURE 3.7 Concentration-time responses observed for (a) constant
discharge and (b) slug injection techniques of dilution gauging.
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FIGURE 3.8 Front (a) and side (b) elevations of a typical V-notch weir setup for measuring discharge.

where Q is in cubic meters per second, and H is in meters. A range of equations is available
for determining discharge from weirs with different shaped notches, e.g., rectangular,
stepped, 120-degree, and compound.

These structures can be either temporary or permanent and constructed of metal, wood,
concrete, or perpex (the V notch should be made from stainless steel). A disadvantage of
weirs is that they tend to accumulate sediment over time and periodically need cleaning. An
alternative to the weir for gauging is the use of a flume. This is a rectangular-shaped chan-
nel that has a step or projection in the center over which the water must pass to exit. In a
similar manner to that for weirs, the height of water passing over the stepped section can
be related to the discharge by the appropriate calibration equation.

A similar principle is involved in the use of stage-discharge relationships to determine
flow, except that the natural river channel is used as the gauging structure. For a regularly
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FIGURE 3.9 Stage-height relationship for determining discharge of a river or stream.

visited site, a stage (height) versus discharge relationship can be obtained by recording the
water height and at the same time measuring the discharge by velocity-depth or dilution
gauging. When sufficient data are collected, a stage-discharge relationship can be deter-
mined (Fig. 3.9) and thereafter used to determine discharge simply on the basis of water
level. Stage-height relationships typically are of the form

Q=a(h—2zf

where Q is discharge (m%/s), h is gauge height (m), z is zero-flow gauge height (m), and a
and b are coefficients. Such arrangements can be telemetered or logged to provide frequent
or remote measurements of discharge. However, allowance needs to be made for changes
in stream morphology with season or flooding.
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Source: ENVIRONMENTAL MONITORING HANDBOOK

CHAPTER 4

WATER QUALITY
ASSESSMENT BY ALGAL
MONITORING

Martyn Kelly

INTRODUCTION

The term algae refers to a highly diverse group of organisms that can be found in almost
all habitats on earth (terrestrial as well as aquatic). There are, at a conservative estimate,
35,000 species of algae distributed throughout freshwater, marine, and terrestrial ecosys-
tems worldwide (Anderson, 1992). Which species are found in any particular sample will
depend on the interaction between environmental factors and physiological processes oper-
ating at a variety of different scales. Several of these factors can be modified by human
activities, and as knowledge of the impact of these activities has increased over the past
century or so, so it has become possible to make inferences and predictions about environ-
mental conditions based solely on the algae found at a site.

Proposals for using algae in this way extend back to the introduction of the saprobian
system (Kolkwitz and Marsson, 1908, 1909), but the practical application of such systems
is much more recent. In the first half of the twentieth century, this largely reflects the
absence of the raison d’étre that strong, enforceable environmental legislation creates, but
more recently, algal-based methods were overshadowed by more practically oriented inver-
tebrate-based methods. Only in the last two decades of the twentieth century have algal-
based methods taken a prominent role in the toolkits of regulatory organizations in the
developed world.

The literature on algal-based methods is very broad, and this review, necessarily, is
selective. It concentrates on the role of algae in monitoring rivers—reflecting my own
interests—but the role of algae in monitoring other environments also will be highlighted
where appropriate. This review also concentrates on community-level approaches—which
infer water quality from the known tolerances of the organisms present—rather than sin-
gle-organism approaches such as tissue analysis or bioassays. These latter techniques were
reviewed by Whitton and Kelly (1995).

The decision about whether or not use of algae is appropriate in a monitoring program is
essentially about determining the value of the information provided by algae over that pro-
vided by chemical analyses or analyses of other biological elements that are present. This is
well illustrated by the case of eutrophication (pollution by inorganic nutrients), which is one
of the main areas where algae are used as environmental monitors. Although the chemical
factors responsible for eutrophication (phosphorus and nitrogen) are measured relatively

4.1
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easily in an analytical laboratory, both show considerable spatial and temporal variation.
Moreover, the deleterious effects of eutrophication are not caused directly by the chemicals
themselves but by the response of aquatic organisms (particularly algae) to these chemicals.
Although it is possible theoretically to use almost any taxonomic group for monitoring
eutrophication, it is the primary producers (algae and higher plants) that have the most direct
response because it is these which assimilate the nutrients (Kelly and Whitton, 1998). The
extent to which such effects are transmitted to higher trophic levels (if at all) depends on a
number of ecological and hydrological factors (see Biggs et al., 1998; Stevenson, 1997a,
1997b). Algal-based monitoring therefore is justified in studies of eutrophication.

Another example of a situation where algae are the preferred organisms for biological
monitoring is the Artois-Picardie Region of northern France, where many of the rivers are
deep, turbid, canalized, and often highly polluted. Under circumstances such as these, inver-
tebrate-based monitoring techniques are limited by habitat and sampling techniques. By
contrast, the diversity of diatoms (a common group of algae) was not limited by habitat in
the same way, and as a result, pollution indices based on diatoms were able to differentiate
between sites and provide valuable information for water quality managers (Prygiel, 1991).

By contrast, biologists with the United Kingdom Environment Agency routinely collect
invertebrate samples following intermittent pollution incidents. These samples are used to
locate the source of the pollution and can be used as supporting evidence in subsequent
prosecutions under the 1991 Water Resources Act. There is no a priori reason why algal
samples should not be collected at the same time; however, it is arguable that the extra
effort would not be justified because invertebrate samples alone can provide sufficient bio-
logical evidence of the pollution event, and their use in a prosecution in the United
Kingdom is supported by case law.

PRACTICAL ISSUES

Experimental Design: The Importance of Temporal Scale

Until relatively recently, most algal-based monitoring took the form of broad surveys of
water quality with the objective of providing managers and planners with an overview of
conditions in a particular geographic area. Although the objectives of biological monitor-
ing are widely accepted, most legislation is still cast in terms of measurable chemical vari-
ables, and the role of biological monitoring therefore is usually subsidiary to that of
chemical monitoring. This situation is changing gradually with the European Union begin-
ning to frame water quality objectives in ecological rather than chemical terms (e.g.,
European Community, 1991, 1992). Undoubtedly, this will necessitate a reexamination of
the statistical basis of sampling design. For example, if the mean value of an algal variable
from an affected site is not significantly different from that at an unaffected one, does this
mean that there is really no difference between the two sites or, alternatively, was the sam-
pling strategy inadequate to detect the change?

The short generation times of many microalgae, combined with their susceptibility to
hydrological events, means that temporal scale is an important issue when designing a
monitoring program. This also has implications for how resources are allocated to studies.
Assuming a finite budget, then basic data collected frequently might be of more long-term
value than detailed data collected less often. From the point of view of detecting a change,
then the sensitivity of any statistical analysis will depend on understanding the scale of
within-year and between-year variation at a site.

For example, temperate rivers often experience a spring bloom of diatoms, during
which the concentration of cells increases by several orders of magnitude over the course
of a few weeks. The onset of this bloom depends on factors such as water turbidity, which
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is related to the amount of detrital material washed into the river following heavy rain.
Marker and Collett (1997) noted that the spring bloom of phytoplankton in the River Great
Ouse (United Kingdom) started 2 months earlier in 1990, when the last major spate of the
winter was in early February, compared with 1989, when the late winter—early spring
period was characterized by several major floods. Under circumstances such as these, a sin-
gle sample cannot be considered to be representative, and it is accepted practice for phyto-
plankton studies to be based on a series of samples collected over the course of a year.

The frequency at which phytoplankton assemblages are sampled is therefore an impor-
tant question when designing monitoring program. Kiss et al. (1996) examined a dataset of
phytoplankton samples collected at weekly intervals from the River Danube at God
(Hungary) and then used this dataset to simulate the effect of sampling at fortnightly,
monthly, or quarterly intervals (Fig. 4.1). While the simulation of fortnightly sampling
detected most of the main trends in the data, sampling at coarser temporal scales led to a
loss of the main characteristics of the seasonal changes in phytoplankton density.

Taxonomy

Algal taxonomy can appear daunting to a nonspecialist. Many algal “species” are deter-
mined on morphological criteria alone, and in many cases, environmental rather than
genetic factors have been shown to be responsible for much natural variability (Wood and
Leatham, 1992). The inevitable outcome is a confusing morass of nomenclature caused by
different people studying the same organism in different habitats. Many regions of the
developed world lack specialist floras on all groups, and workers in these areas have to
resort to foreign-language publications. Such problems inevitably can discourage nonspe-
cialists with limited time and budget from maximizing the value of algal-based monitoring.

cells/ml cells/ml
100000 A a) 100000 A b)
80000 < 80000 o
60000 < 60000
40000 + 40000 +
20000 + 20000 +
0 0
100000 7 () 100000 7 )
80000 < 80000 -
60000 < 60000
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FIGURE 4.1 Change of phytoplankton density at God (Hungary) in 1979. The solid line links weekly sam-
ples; bars represent subsets of samples chosen to simulate (a) fortnightly, (b) three-weekly, (¢) monthly, and
(d) quarterly sampling intervals.

(From Kiss et al., 1996.)
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General principles that result from this situation include the need for a consistent
approach to taxonomy within a study—using taxonomic conventions embodied in a rele-
vant national checklist of flora and the importance of archiving material in local and
national herbaria for future reference (see below).

A further important consideration is to concentrate on a level of taxonomy that is
achievable under all situations. A trend of recent years has been to develop diatom-based
indices based on finite numbers of taxa, lumping rarer species together in order to ease the
burden on analysts (Kelly, 1998b; Lenoir and Coste, 1996; Rumeau and Coste, 1988).
Nomenclatural disagreements tend to increase at successively finer taxonomic levels (see
Kelly, 1999b), and while the establishment of taxonomic standards for a study will not
overcome these completely, they at least provide a common measure against which sam-
ples can be compared. The problem with such an approach is that the value of the data for
long-term monitoring is reduced, although archiving material, whenever possible, allows
reexamination when necessary.

Quality Assurance

As the importance of ecological data to environmental decision making increases, so the
necessity for quality assurance of these data also increases. The principles of quality assur-
ance (QA) are widely understood (see, e.g., American Public Health Association, 1989),
and the principles of international quality standards such as ISO 9000 (International
Standards Organization, 1994) can be applied to analytical laboratories. However, there are
relatively few methods specifically describing QA methods suitable for algae. Kelly
(1999b) provides an overview of the issue for benthic diatoms and phytoplankton, whereas
Kelly (2001c) proposes an audit protocol in which the Bray-Curtis similarity measure is
used to compare the taxonomic composition of two samples.

USE OF PLANKTON

There is an enormous literature on the ecology of phytoplankton in both freshwater and
marine environments (e.g., Reynolds, 1984). Due to the impact of eutrophication on water
supplies and the aesthetic and amenity value of lakes in particular, there have been many
attempts to use algae as part of monitoring and management programs. The subject is
highly technical, and only a few brief guidelines can be offered here. More details of prac-
tical techniques can be found in manuals such as American Public Health Association
(1989) and Olrik et al. (1998).

In monitoring studies, there is a choice between direct measurement of the phytoplank-
ton assemblage, typically involving identification of some or all taxa along with manual
counting, and indirect measurements. The latter include measurements of chlorophyll con-
centration, in vivo fluorimetry, and turbidity. Identification and enumeration of phyto-
plankton assemblages provide good insights into the underlying ecological processes that
drive community change within water bodies but are time-consuming and require a high
level of expertise. By contrast, chlorophyll analysis can be performed quickly and cheaply
by most water analysis facilities. Typically, chlorophyll is collected and analyzed along
with chemical determinants during routine sampling runs, and the relative low cost of
analyses allows for more frequent sampling than is possible when undertaking direct meth-
ods. Turbidity is measured most easily as the inverse of lake transparency, which can be
measured very quickly and cheaply in situ with a Secchi disk. Turbidity usually is corre-
lated closely with chlorophyll (Harper, 1992) but can be derived from other sources (e.g.,
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humic materials, boat traffic stirring sediment in shallow lakes and rivers, etc.) and there-
fore needs to be interpreted with caution. Indirect methods of analysis work best where
communities are overwhelmingly dominated by a single taxon; where this assumption does
not hold, then there is no substitute for direct methods of identification and enumeration.

These data can be used to classify lakes into one of a number of categories depending
on the level of eutrophication. The most widely used classification for lakes and reservoirs is
that developed by the Organization for Economic Cooperation and Development (Table 4.1).
However, all data interpretation should take into account year-to-year variation as well as
within-year variations (see above). Measurement of other variables such as Z, the depth to
the thermocline, provide useful insights into the physical processes that will drive the phy-
toplankton sucession through the year (Reynolds, 1984).

An important focus of much phytoplankton monitoring by regulatory authorities is
to determine the risk of toxic algal blooms. These include blue-green algae (cyanobac-
teria) in freshwaters and dinoflagellates and, to a lesser extent, diatoms in the marine
environment. Identification and enumeration play an important role in such risk assess-
ments, although where large numbers of lakes have to be screened, it is possible to use
relatively quick semiquantitative analyses of key species (National Rivers Authority,
1990). Computer models such as PROTECH (Phytoplankton Responses to Environmental
Change) can be used to predict the risk of such blooms occurring (Reynolds and
Irish, 1997).

The same principles as described for lakes also apply to rivers, although hydrological
events have a more pronounced effect on species composition and abundance than in the
relatively stable environment of a deep lake (Reynolds, 1994; Marker and Collett, 1997).
Nonetheless, regular sampling can reveal long-term trends [e.g., Hinddk and Makovinskd
(1999) for River Danube]. Valuable information for identifying long-term trends can be
obtained from routine chlorophyll analyses (Balbi, 2000; Kelly and Whitton, 1998); how-
ever, a case also can be made for identification and enumeration (Noppe and Prygiel, 1999).
Since different groups of algae have different seasonal trends, such data also provide a bet-
ter basis for developing predictive models of phytoplankton behavior than chlorophyll data
alone (Billen et al., 1994; Kowe et al., 1998).

USE OF BENTHIC MACROALGAE

A number of algae are large enough to be recognizable with the naked eye. These include
the seaweeds of the marine and brackish littoral zone, along with several species found in
freshwaters. Techniques for using these algae for monitoring can be divided into two broad

TABLE 4.1 Boundary Values for Lake Trophic Categories

Trophic Total Maximum Secchi Maximum

category Phosphorus  Chlorophyll  chlorophyll depth Secchi depth
Ultraoligotrophic =4 =1 =25 =12 =6
Oligotrophic =10 =25 =8 =6 =3
Mesotrophic 10-30 2.5-8 8-25 6-3 3-1.5
Eutrophic 35-100 8-25 25-75 3-1.5 1.5-0.7
Hypertrophic =100 =25 =75 =1.5 =0.7

Note: All variables in micrograms per liter except Secchi depth (in meters).
Source: Modified from Organization for Economic Cooperation and Development (1982).
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FIGURE 4.2 Coverage of intertidal flats in the Ythan estuary (Scotland) by macroalgal mats (>1 kg/m?),
estimated from aerial photographs.
(From Raffaelli et al., 1999.)

categories: survey methods that rely on measuring the abundance of one or more indicator
species and those which measure physiological properties of these species.

Surveying Species Composition and Abundance

While techniques of terrestrial ecology (e.g., point transects) can be adapted to provide
semiquantitative estimates of abundance, such procedures are time-consuming, and simple
visual estimates often provide sufficient information to be valuable for management pur-
poses. Several survey techniques for macroalgae in rivers have been developed, often as
part of more general surveys of all photosynthetic organisms (Standing Committee of
Analysts, 1987; Osterreichisches Normunginstitut, 1995; Jarlman et al., 1996). Similar
techniques also exist for the marine and estuarine environment.

Three examples of how macroalgae abundance data can be used in practical monitoring
situations are described below:

1. Control of filamentous algae in River Sihl, Switzerland (Elber et al., 1996). The natural
flow of the River Sihl was disrupted in the 1930s when a pressure tunnel diverted water
from an upstream lake (Sihlsee) through a hydroelectric plant and then to Lake Zurich.
One effect of the reduced flow was less dilution of effluents from sewage discharges
entering the river downstream of this point, leading to profuse algal growth and associ-
ated fish kills. Elber et al. (1996) quantified the relationship between algal density (clas-
sified on a simple six-point scale) and discharge. Noting that high discharge (associated
with spates) lead to a reduction in the density of filamentous algae, they proposed a
management strategy that involved regular monitoring using the six-point scale. If den-
sity exceeded point 4 on this scale, then the next natural high-water event is supple-
mented by water from the Sihlsee in order to ensure that discharge exceeds a critical
point where filamentous algae are scoured away.

2. Detection of eutrophication in Scottish streams (Marsden et al., 1997). New regulatory
requirements necessitated collecting data on trophic status of a large number of streams
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TABLE 4.2 Classification Limits Used to Describe the Trophic
Status of Streams and Rivers in the Forth Catchment

Total reactive Algal abundance
phosphorus (mg/liter) index (AAI)
Oligotrophic <20 <20
Mesotrophic =20, <99 =20, <49
Eutrophic =100, <499 =50, <69
Hypertrophic >500 >70

Source: Modified from Marsden et al. (1997).

in the Forth catchment in Scotland during the early 1990s. Many of these streams were
already visited as part of a routine invertebrate sampling program, and benthic algal
cover had been recorded on these visits using a semiquantitative scale of abundant,
common, present, rare, and none. These data were converted into a simple scale, the
algal abundance index (AAl), using the following formula:

2 (number of abundant records) + number of common records % 100
number of site visits

AAI =

A simple scale was used to relate AAI to phosphorus concentrations in the river
(Table 4.2), and as a result, the trophic status of 67 percent of the 3247 km of rivers in the
catchment was defined. Twenty-six percent of these were classified as eutrophic accord-
ing to currently accepted guidelines (described in Marsden et al., 1997), and these could
then be subjected to more detailed study. Although the AAI is very simple, it is a good
example of how simple observations can provide valuable data for management purposes.

Repeated visits to the same site overcome the temporal variability in filamentous
algal abundance, as highlighted by the Elber et al. (1996) study. However, a further issue
when studying macroalgae is that of spatial variability and, in particular, the reliance on
suitable substrata for macroalgal growth. The mean trophic rank macrophyte index
(which includes algae such as Cladophora and Enteromorpha) includes special proce-
dures to ensure that comparisons between sites above and below sewage discharges of
interest are not distorted by changes in substrate composition (Holmes et al., 1999). A
final cautionary note is that under some circumstances excessive algal growth can be
caused by an absence of grazers rather than an excess of nutrients. Streams with high lev-
els of heavy metals are a case in point (Armitage, 1979). Light availability and water tem-
perature are also important factors influencing macroalgal biomass.

3. Detection of eutrophication in River Ythan estuary, Scotland (Raffaelli et al., 1999).
This example involves estimating changes in macroalgal cover on intertidal mudflats
using aerial photographs. Comparisons between surveys in the period 1986-1997 with
earlier surveys show a clear trend toward higher macroalgal abundance in the estuary as
a whole (Fig. 4.2) and a change in spatial patterns of macroalgal cover. These changes
are consistent with predictions concerning the effects of eutrophication. The low algal
abundance in 1996 was attributed to severe floods in September 1995 that probably
scoured away much of the overwintering biomass that forms the inoculum for the spring
bloom. Raffaelli et al. (1999) were able to calibrate the aerial surveys to establish a
detection limit of about 1 kg/m? of algal biomass measurable from aerial surveys.
Limitations of the method include the inability to identify individual algal genera, but
in this case the information was already well known, with Enteromorpha most common
at downstream sites and Chaetomorpha and Ulva more abundant at upstream sites. This
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study also illustrates that it is important to extend the sampling program over several
years in order to understand the extent of between-year variation and to reduce the prob-
ability of a freak year such as 1996 influencing interpretation.

These three examples are linked by their relative simplicity, achieved through concen-
trating efforts on the dominant photosynthetic organisms in the system at the expense of
rarer organisms. As such, they may not be suitable for some monitoring purposes (e.g., bio-
diversity studies); however, in the case of eutrophication, excess growth of dominant pho-
tosynthetic organisms often has deleterious effects on other trophic levels of the ecosystem
(Raffaelli et al., 1998). The conceptual model of Biggs et al. (1998) for stream periphyton
dynamics provides some theoretical support for this approach to monitoring.

Measuring Tissue Concentrations of Contaminants

The ability of macroalgae (along with bryophytes) to accumulate heavy metals has been
proposed as a monitoring tool in both freshwater (e.g., Whitton et al., 1989) and marine
(e.g., Say et al., 1990) environments. The issue has been reviewed in Whitton and Kelly
(1995), and only brief comments will be made here.

Whitton et al. (1991) summarize methodology. Briefly, plants are harvested and trans-
ferred to the laboratory in a moist condition, where they are washed in distilled water to
remove sediment, etc. Dependng on the study, either whole plants or tip material (typically
the first O to 2 cm) is removed. This material can then be either air dried for long-term stor-
age or digested in acids and analyzed for metal content directly.

Although efforts have been made to quantify the relationship between metals accumu-
lated in the alga and water, the most effective, practical use of algae (and bryophytes) has
been to indicate the presence of intermittent discharges in rivers or to locate “hot spots” of
metal pollution in estuaries where dissolved metal concentrations are highly variable due
to tides (Kelly, 1989). Such techniques are not confined to heavy metals; they also have
been used as monitors of radionuclides (Howe and Hunt, 1984; Howe and Lloyd, 1986) and
organic pesticides (Mouvet et al., 1993). The latter study used the moss Cinclidotus danu-
bicus, but the same principle could be applied easily to macroalgae.

USE OF BENTHIC MICROALGAE

A large number of methods for monitoring rivers based on benthic microalgae have been
developed in recent years. Early methods were elaborations of the Kolkwitz and Marsson
(1908, 1909) saprobic system and included all taxonomic groups (Zelinka and Marvan, 1961;
Sladacek, 1973), although more recently attention has concentrated on the diatoms. Diatoms
have several advantages for environmental monitoring: They are one of the most common
groups of benthic algae in rivers, their taxonomy is relatively well understood, and the prop-
erties of the silica cell wall (or frustule) mean that permanent slides can be prepared and stored
indefinitely. Finally, quantification of diatoms on permanent slides is much easier than that
of assemblages of the entire algal community (a mixture of unicells, colonies of various sizes,
and filaments), for which special counting chambers are required. A few recent studies have
concentrated on other groups such as epilithic cyanobacteria (Perona et al., 1998), but the
practical usefulness of such work remains to be tested.

Sampling of benthic diatoms from running waters is relatively simple: If cobbles or
small boulders are present, then the upper surfaces of at least five replicates are scrubbed
with a hard toothbrush to remove the brown surface film. This is then collected in a sam-
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ple bottle for transfer to the laboratory, where it is treated with one or more oxidizing agents
to remove organic material, and permanent slides are prepared (Kelly et al., 1998). If cob-
bles and boulders are not present, then there are various options, including the use of arti-
ficial substrates or sampling from submerged or emergent macrophytes.

Organic Pollution

Two groups of indices based on diatoms are widely used. Many German-speaking coun-
tries use modifications of a saprobic zoning system proposed by Lange-Bertalot (1979),
whereas French-speaking countries have tended to develop water quality indices based on
the index of Descy (1979). In particular, Michel Coste has developed indices based on
species-level identification [indice de polluosensibilité: (IPS); Coste in CEMAGREF,
1982] and generic-level identification [generic diatom index (GDI); Rumeau and Coste,
1988]. The latter is very easy to use, but its effectiveness is variable. Some workers (e.g.,
Coste et al., 1991; Kelly et al., 1995) found very good relationships between IPS and GDI,
whereas others (van de Vijver and Beyens, 1998) found a poor relationship. To overcome
some of these problems, indices based on intermediate levels of taxonomy have been devel-
oped for practical use in France (Lenoir and Coste, 1996).

pH

Battarbee et al. (1999) describe the historical development of these methods. Most recent
work has used statistical techniques such as weighted averaging to assign pH optima and
pH tolerances for taxa (Birks et al., 1990). These values generally are derived from train-
ing sets of sites in the same region as the site of interest. One of the most impressive uses
of diatoms for monitoring has been the reconstruction of pH using diatoms preserved in
lake cores. These transfer functions should be used with caution in streams; however, a few
studies have concentrated particularly on pH and stream diatoms (e.g., van Dam and
Mertons, 1995; Pan et al., 1996). The study of Lancaster et al. (1996) deserves special men-
tion because it describes techniques by which long-term trends in acidification (and other
pollutants) can be monitored.

An alternative approach to monitoring pH was developed by Coring (1996). His diatom
assemblage type analysis (DATA) does not attempt to model the relationship between
community composition and pH but instead attempts to differentiate between permanently
acidic streams, periodically acidic streams, and circumneutral streams using the following

types:

1. Permanently neutral, alkaline; pH never <7.0, no danger of acidification.

2. Endangered by acidification; pH minimum never <6.0; pH generally <6.5 and mostly
about 7.0.

3. Episodically slightly acidic; pH similar to types 1 and 2, but rare pH depressions not
<5.5.
4. Periodically acidic streams; pH normally <6.5, minimum <5.5.

5. Permanently acidic streams; pH <5.5, minimum often <5.0, sometimes <4.3.

There is also a separate category for dystrophic streams. Coring (1996) contains a clas-
sification scheme, based on Hustedt’s (1938-1939) pH groups (Table 4.3) plus a key to aid
assessment of acidity in calcium-poor, low-buffered mountain streams. This key is very
useful for quick assessments of pH.
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Eutrophication

Eutrophication only recently has been recognized as a serious problem distinct from
organic pollution, and development of diatom-based indices is, as a consequence, only just
beginning. Early attempts include a modification of the zoning system of Lange-Bertalot
(1979) to take account of inorganic nutrient enrichment. This system, developed by
Steinberg and Schiefele (1988), was based on 50 species and subsequently was developed
into a quantitative weighted-average-based index by Schiefele and Kohmann (1993). This
index was tested by Kelly et al. (1995) and found to be relatively insensitive to U.K. con-
ditions. This, in turn, stimulated the development of the trophic diatom index (TDI) in the
United Kingdom (Kelly and Whitton, 1995; Kelly, 1998b). More recently, trophic indices
have been developed in Germany (Coring et al., 1999) and Austria (Rott et al., 1999).
Interestingly, all these studies, along with that of Pan et al. (1996), produced indices that,
when regressed against the variable of interest, had R? values that were lower than for com-
parable models of stream pH. Pan et al. (1996) suggested that this reflected the greater tem-
poral and spatial variability of phosphorus compared with pH. Despite this, however, the
United Kingdom TDI has been used widely as part of a suite of methods to implement
tighter nutrient controls on large sewage works (Harding and Kelly, 1999).

The experience in the United Kingdom led to some insights relevant to data interpreta-
tion in other environments. These included the importance of not confusing the response of
organic pollution with that of eutrophication and the necessity of understanding the limits
of community-based indices (Kelly, 1998a). To date, most trophic indices assume that
phosphorus is the limiting nutrient. In practice, the role of nitrogen is difficult to separate
from that of phosphorus. If the objective of the monitoring program is to manage phos-
phorus (as it was in the United Kingdom), then the TDI would not be appropriate in a river
where primary production was limited by nitrogen (Kelly, 1998a). Finally, it is important
that interpretations are based on surveys with sufficient temporal replication to account for
within-site variations.

Species Diversity

A wide range of species diversity measures are available, and Magurran (1988) provides a
helpful review. The use of species diversity as a direct measure of pollution has been tested
frequently and found to be inadequate (van Dam, 1982; van de Vijver and Beyens, 1998).
Unpredictable and unstable environments are dominated by one or a few very common

TABLE 4.3 Classification Scheme for the Estimation of Types of pH Responses in
Streams Using the DATA System of Coring (1993, 1996)

Percentage of Hustedt’s pH groups

Acidobiontic  Acidophilous Circumneutral ~ Alkaliphilous
Type 1 <10 30-60 30-80
Type 2 <10 50-90 <10-50
Type 3 <20 5-50 30-70 <20
Type 4 15-70 5-50 10-40 <10
Type 5 20-90 10-70 <10 <5

Note: Based on the pH classification of Hustedt (1938-1939). Acidobiontic taxa have an
optimal distribution at pH 5.5 or below; acidophilous taxa have an optimum between pH 5.5 and
pH 7; circumneutral taxa (“indifferent” in Hustedt’s original classification) have an optimum of
about pH 7; and alkaliphilous taxa have an optimum of greater than pH 7.
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species and a smaller number of rarer species (May, 1975); such conditions are typical of
flashy streams even in the absence of pollution. Indeed, moderate levels of enrichment can
lead to increases in diversity, although interpretation is difficult. In the case of the River
Wear, upstream sites consistently have lower diversity than sites further downstream, but
the range of diversity values at all sites is wide (Fig. 4.3, based on unpublished data col-
lected by the author). This, in turn, reflects conditions within the river; any factor that per-
mits a single taxon to flourish at the expense of others will lead to low diversity values. At
the upstream sites, this may reflect the harsh environment created by fast current velocities,
whereas at the midstream and downstream sites, low diversity was observed frequently in
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FIGURE 4.3 Longitudinal changes in diversity (as Hill's N, diversity) at sites along the River Wear,
County Durham, NE England, between 1993 and 1997.
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FIGURE 4.4 Relationship between total zinc and the number of algal taxa in streams in the northern
Pennine orefield. Open circles represent two outliers representing a particularly species-rich environment
(downstream of the confluence between rivers contributing different inocula to the flora) and a particularly
impoverished site very close to a stream source. Equation for the relationship (excluding outliers): Number
of taxa = —0.082 log Zn + 1.48; R*> = 0.76; F = 17.9; P < 0.001.
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the summer when one species (often Cocconeis placentula) dominates due, presumably, to
selective grazing by benthic invertebrates. Species diversity indices are useful as adjuncts
to pollution indices when interpreting results, but they are of otherwise limited usefulness
for environmental monitoring purposes.

One example of where a species diversity measure may be of value is for monitoring
heavy metals. A very simple measure, the number of taxa recorded, decreases as heavy metal
concentrations increase (Kelly, 1999a), and this was used as part of a study on the potential
for rehabilitation of streams draining an abandoned lead-zinc mining area (Fig. 4.4). The
potential benefit of various remediation schemes on water quality (estimated from hydro-
logical models) could then be translated into an ecological benefit using the relationship
between species numbers and total zinc in streams in the vicinity. Although very simple, it
provided a rapid and cost-effective insight into the problem.

ASSESSING BASELINE CONDITIONS

As ecological principles are gradually incorporated into environmental legislation, so the
role of biological monitoring is changing gradually, from a reconnaissance and investigative
tool that supports legislation that usually is drafted in terms of chemical variables to a means
of quantifying a fundamental characteristic of an aquatic ecosystem. Terms such as biolog-
ical (or ecological) integrity and ecosystem health are being used with increasing frequency
not just in the scientific literature (e.g., Rapport, 1992), but also in legislation and monitor-
ing and restoration programs. The objective is to define a pristine (or at least preimpact) state
for a particular ecosystem, against which anthropogenic pertubations can be measured.

In the case of standing waters, it is possible to identify the preimpact state using palaco-
limnological methods to identify fossil remains in sediment cores. The best example is the
use of diatoms in such cores to demonstrate the acidification of lakes in regions with low
natural buffering capacity (Battarbee et al., 1999). By linking changes in dated cores with
known historical events, this work played a significant role in shaping public policy toward
sulfur dioxide emissions in the United Kingdom during the 1980s. It does, however, raise
an interesting philosophical point. Identification of the factors responsible for floristic
changes helps to define a trajectory for subsequent remediation. However, in the case of the
liming of Loch Fleet (southwest Scotland) to restore chemical conditions capable of sup-
porting fish life, the diatom assemblage after restoration was significantly different from
that of the preimpact state of the lake (Flower et al., 1990). The role of diatoms in studies
such as these and elsewhere (e.g., establishing the natural trophic state of lakes; Bennion et
al., 1996) lies in determining whether or not changes are due to anthropogenic causes. The
decision about appropriate targets realistically is a matter of aesthetics, amenity, and eco-
nomics as much as it is one of ecological niceties.

Such palaeolimnological studies are necessarily confined to depositional environments,
and efforts to extend the methodology to running waters (e.g., Reavie et al., 1998) are
unconvincing. Alternative approaches include the analysis of material stored in herbaria:
either archived diatom slides (Battarbee, 1981; Flower, 1986) or diatom epiphytes dried on
macrophyte specimens (van Dam and Mertens, 1993). Investigating a macrophyte-rich
shallow lake in the Netherlands, van Dam and Mertens (1993) were able to demonstrate a
shift from species typical of oligotrophic conditions for samples collected in 1934 to
species typical of meso- and eutrophic conditions from samples collected in 1989.

If such historical reconstructions are not possible, then another option is to develop an
artificial index of biological integrity. Development of such indices for diatoms is still at an
early stage, but they typically involve a statistical comparison between a sample site and a
group of (relatively) unaffected reference sites that match the site of interest in physical and
geomorphologic characteristics. Chessman et al. (1999) adopted the approach developed for
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the invertebrate-based RIVPACS (see references Chap. 1) and classified a series of refer-
ence sites using cluster analysis and then used discriminant analysis to relate the clusters to
environmental variables (mainly geomorphological characteristics unaffected by human
activity). Test sites could then be related, via discriminant analysis, to the most appropriate
cluster, and then the ratio of observed to expected characteristics such as number of genera,
water quality indices, etc.) could be calculated. However, this model was relatively unsuc-
cessful at allocating sites to the correct cluster, possibly due to the fact that generic, rather
than specific, determinations were used (Chessman et al., 1999).

A second approach to evaluating biological integrity is to use the average (or sum) of
several attributes of the assemblage. This is known as the multimetric approach and is par-
ticularly common in the United States. Kentucky Division of Water (1994) have developed
one such approach, the diatom bioassessment index (DBI), that uses five variables: taxa
richness, diversity, pollution tolerance index, percentage abundance of pollution-sensitive
species, and percentage similarity of assessed and reference sites (Table 4.4). Low values
of the DBI indicate severe impairment, whereas high values indicate excellent ecological
integrity. Another approach is described by Hill et al. (2000). Their periphyton index of
biotic integrity (PIBI) is not limited to diatoms and includes measures of biomass and
enzyme (alkaline phosphatase) activity as well as analyses of the algal taxa present at a site
(Table 4.5). For the Mid-Appalachian region of the United States, where the index was
developed, acceptable stream conditions were defined as the upper 25th percentile of sites
(PIBI = 72), although the authors also noted significant between-year variations in PIBI
that may confound interpretation. Many ecologists may quibble with the details of these
multimetric indices, and my earlier comments on the use of species diversity highlight one
weakness with both the DBI and PIBI. However, Hill et al. (2000) stress that this type of
simplification is necessary if it is to be understood by nontechnical resource managers.
More work clearly is needed on techniques such as this.

Some progress also has been made toward a system for classifying the ecological
integrity of running waters in Austria based on the entire algal community at a site (Pipp
and Rott, 1996).

ARCHIVED MATERIAL

The problems of establishing a baseline reflect the extent to which the demands made by
current legislation have pushed the monitoring agenda in hitherto unforeseen directions.

TABLE 4.4 Variables and Scoring Ranges Used to Calculate the Diatom
Bioassessment Index (DBI) of Kentucky Division of Water

Score  Taxarichness  Diversity DTI RA(s) PSc
1 <20 <15 1.0-1.5 <0.1 <10
2 20-30 1.5-2.5 1.5-2.0 0.1-1 10-30
3 30-50 2.5-3.5 2.0-2.5 1.0-5.0 30-50
4 50-70 3.5-4.5 2.5-3.0 5.0-20 50-75
5 > 70 >45 >3.0 20-100 75-100

Note: Taxa richness is based on number of taxa in a count of 500 to 1000 valves;
diversity uses Shannon’s (1948) index; DTI is a pollution index similar to the diatom-
based indices discussed elsewhere in this chapter; RA(s) is the relative abundance of
sensitive species (using the pollution tolerance ranks of the DTI; PSc is the percentage
similarity of the assessed and reference assemblages. DBI is the mean of all five metrics.

Source: Modified from Kentucky Division of Water (1994).
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What will the next generation of monitoring biologists want to measure, and where will
they find their baseline data?

The ease with which permanent slides of diatom samples can be prepared makes this
group an ideal candidate for a record of contemporary conditions that future generations
can reanalyze, if necessary, in various means. The situation at present is that the best-stud-
ied sites are not necessarily those of most interest to regulatory agencies, and the level of
documentation is not always sufficient. Kelly et al. (1996) suggest that samples collected
from contemporary monitoring programs should be archived routinely in national herbaria.

A second possibility is that macroalgal tissues are dried and stored in herbaria for future
analysis of contaminants. Again, contemporary analyses depend on the availability of
material from relevant sites and are destructive to the tissue in question. Material is cheap
to collect and process to a state where it can be stored and provides a valuable database to
monitor trends in variables that may not be considered problematic at the time of sampling
(Whitton and Kelly, 1995; Kettrup and Marth, 1998).

CONCLUDING COMMENTS

Algal-based monitoring is a large and rather diffuse field. It is also one in which the litera-
ture contains rather more good ideas than actually survive the transition from academic
research laboratory to practical management tool. In this review, I have attempted to pro-
vide as many practical examples as possible. While much of the literature makes too many
assumptions about the taxonomic expertise of end users, I have tried to emphasize instead
the need for consistent and reliable techniques that can be repeated over several years in
order to give a picture of between-year variation.

The changes over the past two decades have been dramatic as new legislation has forced
regulatory agencies to explore new techniques. As public perceptions of the environment
increase, so too does the need for robust monitoring tools. Some of the methods described
here have provided evidence on which multimillion-pound investments are made. This suc-
cess has, in itself, brought new challenges not just in data interpretation but also in issues
such as quality assurance.
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CHAPTER 5

BIOLOGICAL MONITORING
AND ASSESSMENT USING
INVERTEBRATES

lan C. Campbell

INTRODUCTION

This chapter will focus primarily on the use of benthic macroinvertebrates for monitoring
freshwater ecosystems. Many of the techniques and principles discussed are equally applic-
able to marine systems or the use of zooplankton for water quality monitoring, but given
the constraints of a single chapter, it is not possible to encompass these other systems in any
detail.

Biological versus Chemical Monitoring Programs

The selection of biological versus chemical monitoring and the balance between the two
will depend on the purpose of the monitoring program. Biological monitoring has the capa-
bility of detecting unexpected impacts on aquatic systems because the biota will respond to
any impacts whether expected by the investigator or not. Biological data are more directly
related to the ecological condition or “ecological health” of aquatic ecosystems than chem-
ical data, although the concept of ecological health is itself somewhat problematic
(Fairweather, 1999; Norris and Thoms, 1999; Wicklum and Davies, 1995). However, bio-
logical data are less specific than chemical data, and it may not be obvious whether an
affected biological community is responding mainly to poor water quality or poor habitat
quality, for example. The two are often linked.

Chemical water quality monitoring has the advantage of specificity. If a water body is
being monitored for the pesticide lindane, for example, and high levels are found, it is clear
that the water body has been contaminated with lindane. Continuing the monitoring will
demonstrate clearly whether contamination is continuing and, when it ceases, the pattern of
decline of lindane concentrations. This sort of information is essential to determine whether
abatement or policing practices are effective and the safety of the water for human use.
However, chemical monitoring requires the specific chemical contaminants to be known
prior to the sampling program commencing. A monitoring program for lindane will not
detect contamination by mercury, and if contamination by mercury is not expected and
therefore not tested for, it will not be discovered.

5.1
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In a number of examples, contamination of aquatic ecosystems remained undetected
despite chemical monitoring programs because the nature of the contamination was unex-
pected. For example, McKaige (1986) conducted a 1-year study of the invertebrate assem-
blages of the Thredbo River in southeastern Australia. The stream, which is located in
Kosciusko National Park, had been the subject of several previous investigations of chem-
ical water quality because of particular concerns about the impact of sewage effluent from
the Thredbo Ski Village on the river (Hogg, 1984). However, McKaige (1986) found that
at a site downstream of the village in July (southern hemisphere winter), species richness
was reduced to 50 per Surber sample compared with 60 and 63 at the two upstream sites.
Total number of individuals was depressed to 330 per sample (0.05/m?) compared with
1500 and 1502 at the two upstream sites. These results are consistent with toxic pollution,
presumably from leachate from the village waste dump, rather than sewage impacts, which
would depress species numbers but increase total numbers of organisms. Toxic leachate
had not been suspected previously as a problem, and thus no chemical monitoring for tox-
icants had been conducted previously.

Biological monitoring can detect the impacts of all stressors present. It is thus ideally
suited to routine ambient monitoring programs and to broad-scale environmental condition
surveys. Chemical monitoring is far more suitable for compliance monitoring and the mon-
itoring of specific sites where problems have been clearly identified and the nature of the
contamination is established.

Why Use Invertebrates?

The invertebrates are one of the components of aquatic ecosystems most widely used for
biological monitoring for a number of reasons. These have been documented by numerous
previous authors (e.g., Hynes, 1960; Hellawell, 1986; Rosenberg and Resh, 1993). The first
and most obvious reason is the diversity of invertebrates, particularly insects, which make
up about 54 percent of all described species of organisms (Wilson, 1988). Any biological
monitoring program that does not include invertebrates is likely to be excluding much of
the biodiversity present at a site. Intuitively, groups with many taxa present at a site are
likely to contain more specialists, which are likely to be sensitive to environmental change.

Second, invertebrates are almost ubiquitous in aquatic systems—wherever there is
water, there are likely to be invertebrates. Consequently, seldom can invertebrates not be
used for monitoring because they are absent from the system to be monitored. Third, inver-
tebrates have limited mobility, so they are not able to move out of an area if conditions dete-
riorate and then quickly return later. They thus reflect the history of the site, enabling
intermittent contaminants to be detected. Finally, their life cycles are usually on the order
of months to years long, which also limits their ability to recolonize sites rapidly.

Types of Biological Monitoring

Biological monitoring is carried out most frequently for large-scale assessment of ecosystem
condition, routine ambient monitoring, or to assess local environmental impacts. Monitoring
of the first type would be used for state-of-the-environment reporting, and the second type
would be used to establish whether the waterways of a particular region are deteriorating,
improving, or stable in terms of their overall ecological condition. Monitoring of the third
type is at a smaller scale, attempting to answer questions about the impact of a particular dis-
charge or other activity on a particular stream or other water body. Monitoring may use the
entire biological community or, more commonly, a subset of it, such as invertebrates, algae,
or fish. More restricted subsets also are used frequently, such as the EPT (Ephemeroptera,
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Plecoptera, Trichoptera) orders (e.g., Lenat, 1988) or single species, as in fluctuating asym-
metry in Chironomidae and other invertebrates (e.g., Clarke, 1993). Various physiological
responses, such as changes in respiration rates in fish or invertebrates, also may be used for
continuous effluent monitoring (e.g., Morgan, 1976). This chapter will emphasize inverte-
brate assemblage analysis because this is the most widely practiced form of invertebrate mon-
itoring, but the use of fluctuating asymmetry also will be briefly discussed.

DESIGN OF MONITORING PROGRAMS

The design of biological monitoring programs has always been problematic (Rabeni et al.,
1995; Resh et al., 1995). Monitoring at a single site over time is relatively straightforward.
As long as the sampling and sorting methods and the taxonomic resolution remain uniform,
change through time can be detected, although see Linke et al. (1999). For broadscale ambi-
ent monitoring, the detection and measurement of change may be sufficient to answer ques-
tions about the trends in environmental quality. However, there are two areas where
difficulty arises.

The first difficulty occurs when we wish to identify causes of environmental impacts.
Standard scientific procedure requires the use of controls, in this case a similar site or sites
unaffected by the putative impact. The simplest experimental design involves selection of
sites prior to impact commencing, including one site or group of sites that is subjected to
the impact and one that is not—the so-called BACI design (before after control impact)
(Green, 1979; Underwood, 1991). Difficulties arise in use of these designs in studies of
streams and rivers because the control sites often are upstream of the impacted sites, which
becomes a confounding factor in the design. There is also an assumption required for the
statistical analysis of BACI designs that the control and impacted sites are independent of
each other, even though much of stream ecological theory is based on the assumption that
downstream sites are influenced by and not independent of upstream sites.

BACI designs are not always possible in biomonitoring. For example, there is often a
need to assess the impact of an activity that has already commenced and may have been
operating for a number of years. The difficulty lies in establishing what the biota of a site
would have been in the absence of any impact. It is well established that spatial variations
in invertebrate communities are considerable even in the absence of any impacts (e.g., see
Hynes, 1970). Control sites, in the sense of sites apparently unaffected, may be available,
e.g., upstream sites in rivers, but in many cases control sites on the same river may not be
available. Where unaffected sites are available, it is important that several are sampled to
provide data with which the data from the putatively affected site can be compared. This at
least allows the investigator to see whether the data from the impact site lies within or out-
side the range of that from the control sites.

The second difficulty arises when there is a requirement to make a judgment about the
environmental quality of a site. While detecting trends is simple, to judge the quality
requires some assessment of what the assemblage at the site would have been in the absence
of human disturbance. This problem is related to the preceding problem. Is there an objec-
tive method of assessing what the biological community at a site would have been prior to
human impact? Three approaches have been employed to solve this problem. One is the
selection of control sites on the same stream, as discussed previously. The second approach
has been to find reference sites, i.e., sites with little or no impact that may be on the same
stream or on other streams in the same region to which the fauna of the impact sites can be
compared. The third approach has been to develop models to predict what the fauna at the
impact site should have been in the absence of impact and compare the existing fauna with
that. This third approach will be discussed in more detail below.
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The difficulty with the reference-site approach is that of finding unaffected sites or even
sites that are only slightly affected. For smaller streams, most regions have some sites that
are in relatively good ecological condition, but the problem is acute for assemblages in
large rivers. Each large river is virtually always the only large river in its region. With what
could one compare invertebrate assemblages from the Mississippi, the Murray, or the
Mekong? Yet large rivers are also the recipients of the problems of all their tributaries, so
frequently the whole main channel is degraded to a significant extent.

For smaller streams, reference sites on other streams are more likely. One issue may be
deciding when a site is too distant to act as an effective reference. Within the United States,
ecoregions have been mapped that are based on soils, land use, land surface form, and
potential natural vegetation (Bailey, 1976; Omernik, 1987; Gallant et al., 1989). This has
been done to assist managers of aquatic resources to understand regional patterns of attain-
able quality. Aquatic biologists have suggested that reference sites should be located within
the same ecoregion as the site to be evaluated. However, the ecoregions do not incorporate
biogeographic information on aquatic invertebrates and a quick comparison of the patterns
of ecoregions (Omernik, 1987) with the distribution patterns of North American mayflies
(Allen, 1990) indicates little correspondence. Thus it is unlikely that the U.S. ecoregion
approach will be a successful predictor of aquatic invertebrate assemblage composition.
Marchant et al. (1999) found that terrestrial biogeographic regions were a poor predictor of
stream invertebrate assemblage composition in southeastern Australia. The issue has been
addressed recently by a full issue of the Journal of the North American Benthological
Society (see Hawkins and Norris, 2000), with 15 papers all concluding that the terrestrial
ecoregions approach was not successful in predicting invertebrate community distribu-
tions. Curiously, none of the papers took the relatively simple approach of comparing pub-
lished biogeographic data with published ecoregions.

SAMPLING METHODS

Standardization

Biological monitoring and assessment are essentially comparative studies—comparing the
biota of a site at a given time with that at the same site at another time or comparing unaf-
fected with putatively affected sites. The key factor in selection of sampling methods for
biological monitoring or assessment, therefore, is repeatability. The suite of techniques
used must be equally applicable at all sampling locations and at all sampling times and must
be adhered to rigidly. If this is not the case, there is no way of determining whether differ-
ences between samples are caused by environmental impacts or simply are artifacts of the
sampling process or changes in the procedure. While these principles may appear obvious,
it is astonishing how often they are not followed, often because someone decided that there
was a better sampling procedure than that being followed. For most monitoring programs,
it is far less important that the samples provide the best possible representation of the sys-
tem being sampled than that the sampling procedure is replicated identically.

The particular sampling method selected will depend on the specific environment. For
plankton samples, either nets that filter out the plankton or water samplers that collect a
fixed volume could be used equally well at any site. Benthic environments are far more het-
erogeneous, and the Surber or Hess samplers that are suitable for use in stony cobble stream
beds cannot be used to sample fine silt or wood habitats. For benthic studies, detailed
descriptions of sampling equipment are provided by Welch (1948), Hauer and Resh (1996),
Smock (1996), Hellawell (1978), Merritt and Cummins (1996), Southwood (1978), Weber
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(1973), and Britton and Greeson (1987). Many rapid assessment methods now simply use
standardized pond nets, which do not provide quantitative samples but can be used in a vari-
ety of habitats (e.g., see Wright, 2000).

Sampling Natural Substrates

Sampling of natural substrates generally is preferred in biologic monitoring of benthic
assemblages primarily because the sample represents the natural system. The difficulty
is that the spatial and temporal physical variability of the benthic environment adds a sig-
nificant noise component to the data obtained. Benthic invertebrate abundance and dis-
tribution have long been known to be strongly influenced by the nature of the physical
habitat (e.g., Cummins et al., 1966; Hynes, 1970). The variability in natural habitats, both
spatial and temporal, is often a significant confounding problem. For example, if a ben-
thic invertebrate monitoring program were required to sample the entire length of a river
from the mountains to the sea, there would be great difficulty in using a single sampling
procedure. The upland erosional section of the river probably would have a bed of rock,
boulders, and stones, whereas the downstream depositional section would have a bed of
sands and silts. No sampling apparatus appropriate for one type of substratum would be
successful for the other. There are several possible solutions. One is to use a sampling
technique that samples benthic invertebrates indirectly, such as drift sampling (e.g.,
McKaige, 1987). Drift sampling could be used wherever there was sufficient current,
which may or may not be possible in the lower reaches of a river. A second possibility is
to use an artificial substratum method, although an artificial substratum appropriate to
the upper reaches may not be appropriate for the lower reaches. A third possibility is to
use several different techniques and spatially overlap them. For example, Surber sam-
pling could be used at erosional sites and grab sampling at depositional sites, and at sev-
eral sites in the middle, where both sets of substrates occur, both erosional and
depositional habitats could be sampled so that the two sampling methods could be cali-
brated against each other.

Temporal overlap also can be used where the sampling technique is to be changed
for some reason. The new and old techniques can be operated in parallel for some period
so that the new method is calibrated against the old. It will then be clear whether any
changes in the data resulted from changes in the sampling method or from some other
factor.

Sampling Artificial Substrata

Use of artificial substrata in invertebrate biomonitoring has been reviewed by Rosenberg
and Resh (1982). Artificial substrata include structures such as Hester-Dendy plate sam-
plers, bags of stones or wood, and crumpled nylon bags. Some, such as the bags of stone or
wood, are intended to mimic natural substrata, but samplers such as the plate samplers or
the ground-glass slides used for sampling stream algae are designed primarily to facilitate
extraction or examination of the biota.

Artificial substrata have the advantage over natural substrata of greater uniformity.
Variation between samples caused by differences in the nature or amount of the sampled
substratum will be reduced. The disadvantage is that it is never quite certain what the biota
that colonizes the substratum actually represents. If the biota in the artificial substratum is
depauperate, does this indicate a depauperate biota in the river or merely that the site had
few organisms capable of colonizing the substratum?
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Sample Size and Number

Because sample processing (sorting, identifying, and counting of invertebrates) is the most
time-consuming part of a biological monitoring program, there is considerable pressure to
minimize the number of invertebrates processed to the fewest consistent with the sensitiv-
ity required for the study. Two approaches have been used to achieve this aim. The first is
to subsample or reduce the area sampled but always to sample a fixed area. The other has
been to identify a fixed number of invertebrates regardless of the number present in the
sample (as long as this number is larger than the number required).

There has been considerable discussion in the literature about the influence of
fixed-sampling-area and fixed-count sampling on the sensitivity of the sampling pro-
gram. The discussion has focused particularly on the effect on species richness com-
parisons, a common suite of metrics in water quality assessment (see below). This is
not surprising in view of the extensive discussions in the ecological literature about
species area relationships (e.g., Arrhenius, 1921; MacArthur and Wilson, 1967;
Douglas and Lake, 1994). Courtemanch (1996) argued that sampling a fixed number of
organisms would produce unstable estimates of taxa richness and that the measure-
ments thus produced would, as a consequence, not be usable for comparison with ref-
erence values. They suggested three alternative strategies: whole-sample processing
but with the sampling area adjusted through experience so that median size of the sam-
ples was manageable within time and budgetary constraints; a two-phase approach as
suggested by Vinson and Hawkins (1996), which used a search of the whole sample for
large, rare species followed by a subsample; or a serial processing technique where a
fixed number of organisms is counted followed by a search of the whole sample for
additional species.

Barbour and Gerritson (1996) argue that fixed-count sampling provides good compara-
bility among samples and provides more effective discrimination between sites than fixed
area samples. Vinson and Hawkins (1996) reanalyzed an existing data set to simulate fixed-
count sampling, which they compared with the taxon richness based on total taxa identified
using area-based sampling. They suggested that where fixed-count sampling was based on
less than 150 individuals there may be a loss of sensitivity and decreased ability to detect
real differences between collections but that above this number the sensitivity of the tech-
nique was similar to that of total counts as long as only comparisons of taxon richness are
being made. Where other metrics, such as community similarity or presence or absence of
specific indicator groups, are to be used, then fixed-count enumeration may have low
power to discriminate between invertebrate assemblages.

Larson and Herlihy (1998) conducted a field test by sampling 35 wadable streams in
Oregon. They collected 16 to 50 Surber samples from each stream, calculated species
richness at three different sampling areas, and used a rarefaction equation (Hurlbert,
1971) and data from the pooled set of samples at each site to estimate the numerical
taxon richness for various fixed counts. They found a high degree of correlation
between the two when counts and areas were both high (counts = 500; area = 0.45 m?)
but poor correlations (R*> = 0.54) where numbers and areas were low (count = 100; area
= 0.09 m?).

One of the most thorough assessments of sample size and processing methods on rapid
assessment outcomes was conducted by Growns et al. (1997). They concluded that a selec-
tive 100-animal subsample was the most cost-efficient technique to obtain effective dis-
crimination between unimpacted and mildly polluted sites around Sydney, Australia.
Somers et al. (1998) also found that subsamples of 100 animals were sufficient to distin-
guish littoral benthic communities of small inland lakes in southern Ontario. They con-
cluded that increased sampling effort (double or triple) produced little additional benefit
but that not all the indices they tested were equally effective.
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Sorting and Identification

Sorting the invertebrates from the detritus and other debris present in the sample and iden-
tifying them are the most time-consuming components of invertebrate monitoring. A num-
ber of methods can be used to speed both processes. Samples may be collected and
preserved in the field or sorted in the field. Several field sorting methods have been advo-
cated in the literature (e.g., by Chessman, 1995; Plafkin et al., (1989). Several advantages
may accrue from field sorting. The first is time saved through the absence of double han-
dling of samples; the second is that field sorting picks out live organisms. Some organisms,
such as many of the stick-dwelling caddises, are easier to locate when they are alive and
moving. Finally, field sorting reduces the exposure of sampling staff to preservatives such
as ethanol and formaldehyde, commonly used to preserve samples, and reduces the total
amount of preservative used because only a small volume of invertebrates is preserved
rather than a large sample of invertebrates, water, and debris. The disadvantage of field
sampling is a possible bias toward selecting large, active or otherwise conspicuous organ-
isms from the sample.

Where field sorting is not used, samples returned to the laboratory may be fully sorted,
so that all invertebrates are removed, using several types of aids. Staining with stains such
as rose-Bengal makes invertebrates in the sample more conspicuous, and flotation using
calcium chloride, kerosene, or sugar solutions may speed removal of many species, partic-
ularly in samples that contain relatively little plant material. However, samples still must
be sorted manually for gastropods, bivalves, and many of the cased caddisflies, which can-
not be floated off.

Sample processing time can be reduced by subsampling. Subsampling may be carried
out as a field exercise; for example, rapid assessment techniques often involve field sorting
and the collection of a fixed number of invertebrates from the sample (Chessman, 1995).
Alternatively, the sample may be returned to the laboratory and then subsampled, some-
times after the removal of large items of debris. Common splitting techniques include the
Folsom plankton splitter (e.g., Waters, 1969; McKaige, 1986), which divides the sample
into two equal subsamples on each iteration, or quadrant-based subsamplers such as that
developed by Marchant (1989).

Invertebrate Identification

The level to which invertebrates should be identified in biological monitoring exercises has
been the subject of considerable debate (e.g., Resh and Unzicker, 1975). There are three
sets of issues. The first is the extent to which information is lost when invertebrates are not
identified, as often as possible, to species. The second is the cost of identification in both
time and money. The third is the practicality of identification.

Several authors have argued that the use of species-level identification in biologic mon-
itoring improves the sensitivity of the monitoring, particularly to subtle impacts (e.g., Furse
et al., 1987). Resh and Unzicker (1975) pointed out that many genera of aquatic inverte-
brates include species with quite different tolerances to organic pollution, for example.
Thus they suggested that the presence or absence of particular genera at a site is not likely
to be a useful indicator of the water quality.

However, other authors have compared the outputs of water quality assessments or
macroinvertebrate community analysis using different levels of identification of the inver-
tebrates. For example, Marchant et al. (1995) compared the outputs of two different multi-
variate analyses on a suite of data sets from nine rivers that were based on species-level
resolution. They then created data sets with taxonomic resolution reduced to the generic
and family levels, a data set converted from abundance to presence-absence, and finally, a
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data set based just on EPT (Ephemeroptera, Plecoptera, and Trichoptera). They concluded
that the same patterns were evident with both ordination methods and all data sets. Thus
species-level identification does not appear necessary at least where reasonably strong
environmental gradients are present.

DATA ANALYSIS AND INTERPRETATION

Multivariate Systems

Biological monitoring data are almost always multivariate, consisting of lists of taxa and
their abundances (Resh and McElravy, 1993). Multivariate analyses assess the similarities
or dissimilarities between samples (Gauch, 1982), and results normally are expressed as
cladograms or, more popularly, ordination plots. A wide variety of multivariate algorithms
is available, and the results may differ appreciably depending on the algorithm employed.
Since multivariate techniques increasingly are included in standard statistical packages and
specialized multivariate statistical packages are becoming relatively cheap and accessible,
data processing is relatively simple. It is usually advisable to analyze data using several
algorithms to test whether the patterns found are robust, i.e., are features of the data rather
than artifacts of the analysis. Specific computer packages available for multivariate statis-
tical analysis include MVSP, PC-ORD, PRIMER, and PATN. Most multivariate methods
are techniques for finding patterns in data, not for hypothesis testing or assessing environ-
mental quality. They can identify a sample or a group of samples with invertebrate assem-
blages that differ from others included in the analysis. Some techniques, such as ANOSIM,
can determine whether the differences are statistically significant (Clarke, 1993), but they
cannot determine whether patterns are attributable to water quality. When environmental
data are analyzed along with the invertebrate data using techniques such as MDS or DEC-
ORANA, one can identify which environmental parameters are correlated with the inver-
tebrate data. However, correlation does not equate to causality.

Indices and Metrics

The alternative to analyzing multivariate data with multivariate techniques is to collapse the
information to a single index or metric. The earliest techniques for biological assessment of
water pollution, proposed by Kolkwitz and Marsson (1902, 1906), used such metrics. The
simplest measures are those concerned with species richness or species diversity. Of the two,
species richness measures generally are to be preferred because diversity measures gener-
ally compound species richness and evenness, making comparisons more difficult to inter-
pret (Hurlbert, 1971). It should be noted that although diversity indices are intended to be
independent of sample size, they are usually not. Figure 5.1 presents diversity spectra
(Margalef, 1968) developed by calculating diversity indices for benthic invertebrate samples
collected using a Surber sampler from riffles in the Yarra River, Victoria, Australia
(Campbell et al., 1982). Five samples were collected per site per occasion. Index values were
calculated for each individual sample, then for each possible combination of two samples
pooled, and then each possible combination of three and so on up to five samples. The mean
diversity values for individual samples and the various combinations were then plotted.
Effectively, this demonstrates how diversity index values change as sample size, in this
case equivalent to sampling area, increases. Figure 5.1 presents data for the Shannon and
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Weaver index (1949), but the same pattern was found using a species richness index pro-
posed by Margalef (Hellawell, 1978) and Pielou’s (1969) modification of a diversity index
proposed by Simpson (1949) (Campbell et al., 1982). At 11 of 15 sites, index values
increased appreciably as sample size increased, but of greatest concern were the rates of
change; these differed between sites so that the relative rankings of sites changed as sample
area increased.

While various measures of taxa richness are now widely used (Resh and Jackson, 1993),
there is still considerable debate about which are most appropriate.

Specific metrics for assessment of water pollution use the relative abundances of spe-
cific taxa selected for their known tolerance of or sensitivity to water quality or other envi-
ronmental quality parameters. The most elaborate example is the saprobien system
originally developed by Kolkwitz and Marsson (1902, 1906) but since elaborated by
Sladecek (1979) and others. Saprobic-based indices are still used in Germany (Persoone
and DePauw, 1979) and parts of the Netherlands (Tolkamp, 1985). In Great Britain, the
Trent Biotic Index (Woodiwiss, 1964) was developed in the early 1960s but was replaced
by the BMWP system (National Water Council, 1981) in the 1980s. In South Africa, an
index initially proposed by Chutter (1972) and subsequently further developed and is used
widely (Dallas and Day, 1993).

In the United States, a number of different metrics have been proposed. Beck (1955) and
Beak (1964) both proposed biotic indices based on indicator groups, Goodnight and
Whitley (1961) proposed an index based on the abundance of oligochaets, and Patrick
(1949) suggested a method based on species abundances. Most recently, the Index of Biotic
Integrity (IBI) developed by Karr and others (Karr, 1981, 1991; Karr et al., 1986) has been
used in a number of North American studies (Karr, 1999). The index was based initially on
an assessment of the fish assemblage, but modified versions have been based on inverte-
brates (Karr, 1999).

A problem with any of the metrics proposed for water quality assessment is that of vali-
dation. There is no reason to expect that any biological metric will correlate precisely with,
for example, chemical or physical water quality parameters. Indeed, if it did, there would be
little need for the metric. The difficulty, then, is how to tell whether the results calculated
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FIGURE 5.1 Changes in diversity index value at three sites on tributaries of the
Yarra River, Victoria, Australia, as the effective sampling area was increased. Note that
one site with the lowest diversity if only single sample size was considered had the
highest diversity of the five pooled samples that were considered.
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using the metric are expressing an ecological reality or are simply an artifact of the metric.
The literature on biologic water pollution assessment is replete with examples of modified
metrics. In some cases, the metrics have been adapted through biogeographic necessity, as
was the case when the IBI was modified for Australia (Harris and Silviera, 1999). In other
cases, metrics appear to have been modified because the modified metric gave a better result,
which presumably is one that more closely matches the subjective impression of the inves-
tigator.

Chessman and coworkers (Chessman, 1995; Chessman et al., 1997) have developed a
very successful index called SIGNAL for use in Australia. Many of the validation short-
comings of other indices have been avoided (Chessman et al., 1997), and the index does
appear to be particularly sensitive (Chessman, 1999).

Predictive Models

Predictive models are one of the more recent developments in water quality assessment. As
noted previously, one difficulty in assessing quality of a site using invertebrates is the lack
of information on what the invertebrate assemblage at the site would have been before sig-
nificant human impact. The modeling approach uses a model to predict the assemblage
composition. The actual assemblage found can then be compared with the assemblage
expected and the degree of correspondence scored.

The approach was first developed by the Freshwater Biological Association in Great
Britain (Armitage et al., 1992; Moss et al., 1999; Wright et al., 1984; Wright et al., 1989;
Wright, 2000) and named RIVPACS. As many unaffected sites as possible were sampled,
the invertebrates collected, and a variety of physical and chemical parameters recorded. In
particular, physicochemical parameters were selected that were unlikely to be altered by the
most frequent types of human impact. Thus latitude and longitude, alkalinity, gradient, sub-
strate type, and distance from the source were among those recorded, whereas dissolved
oxygen concentrations and phosphorus and nitrogen levels were not measured. Multiple
Discriminant Analysis (MDA) (Klecka, 1975) was then used to identify the suite of physico-
chemical parameters that gave the best fit to the invertebrate assemblage classification.
This suite could then be used to predict the assemblage composition at a test site by assum-
ing that the probability of occurrence of any given taxon at a test site was a function of its
frequency of occurrence within the appropriate reference classification group and its fre-
quency of capture. The test site could then be sampled and the appropriate physicochemi-
cal data collected to allow a prediction of the test-site invertebrate assemblage. An index of
quality can be determined using a ratio of the number of taxa observed to number of taxa
expected at some predetermined level of probability.

The technique has passed through a number of iterations in Great Britain (Wright et al.,
1989; Wright, 2000) and has been based on data from 614 sample sites in Great Britain and
a further 70 sites in Northern Ireland. It also has been applied with apparent success in
Spain (Armitage et al., 1990). In Australia, the method has been developed further by com-
bination with rapid-assessment protocols similar to those developed in the United States by
Plafkin et al. (1989) and named AUSRIVAS (Davies, 2000).

Rapid-Assessment Methods

A problem with traditional biologic assessment techniques has been the length of time required
to process samples and interpret the data. This slowness is problematic because of its impact
on the speed of feedback, which made these methods unsuitable for short-term impact moni-
toring. If the samples take weeks to months to process, the results are obtained too late to
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inform many of the decisions about effluent standards. Slow processing is particularly labor-
intensive, which made large-scale programs using these methods extremely expensive.

Two solutions have been applied. The most widely applied solution has been rapid field
assessment methods such as those developed in the United States by Plafkin et al. (1989)
and discussed previously. These methods attempt to reduce the time taken to sort and iden-
tify invertebrates.

Alternative Monitoring Strategies

Alternatives to community monitoring use particular species or species groups. One alter-
native to ambient community monitoring, which has a growing number of adherents, is the
evaluation of fluctuating asymmetries.

Fluctuating asymmetries are minor morphologic deviations from normal symmetries,
which are detected as nondirectional differences between left and right members of paired
bilateral characters in animals (van Valen, 1962). They have been suggested as potentially
sensitive biologic indicators of environmental stress (Valentine et al., 1973; Leary and
Allendorf, 1989; Parsons, 1990; Clarke, 1993). In aquatic systems, this approach has been
applied most widely to the impacts of toxic contaminants such as trace metals and organic
toxicants on fish (e.g., Utayopas, 1996) and chironomid mouthparts (Wiederholm, 1984;
Diggins and Stewart, 1998). Several studies that considered the total chironomid fauna failed
to find a significant relationship between the frequency of chironomid mouthpart deformities
and levels of toxicants in sediments. However, investigations limited to particular suites of
sensitive species such as the Chironomus thummi group (Diggins and Stewart, 1998) and the
Chironomus plumosus group (van Urk et al., 1992) have been more successful, in both cases
finding significant regressions between percentage of deformed individuals and principal
components analysis (PCA) factor scores for toxic contaminants in the sediments.

Another alternative that can provide very rapid feedback in a monitoring program is the
establishment of some form of continuous monitoring, either in-stream using enclosures or
on effluent prior to discharge into a receiving water. In-stream enclosure methods have
been applied most frequently with sedentary species such as mussels (e.g., see Walker,
1981) but also with plants and fish (Hellawell, 1986). Continuous biologic effluent moni-
toring has been practiced most widely with fish (e.g., see Morgan, 1976; Dickson et al.,
1980), but similar systems also have been used for oyster larvae (Roberts, 1980).

Statistical Power Considerations in Environmental Monitoring

Environmental monitoring of any kind is carried out most frequently with the purpose of
detecting whether or not a change has occurred. Standard statistical tests are designed pri-
marily to avoid type I errors that occur when a test shows that a change has occurred when
in fact no change has occurred. In environmental monitoring, it is type Il errors that are nor-
mally of greater concern; these occur when the test shows no change when in fact there has
been a change (Fairweather, 1991). In much of our environmental monitoring, particularly
of relatively unaffected systems, we are hoping that the system has not changed since the
previous set of measurements and that degradation has not occurred. In order to have con-
fidence that results showing no statistical difference reflect the ecological reality, we need
to know how large an effect must occur before our sampling program can detect it.

Power analysis can be used to determine the type II error rate, as well as the minimum
effect size that could have been detected with a given sampling design. Alternatively, it can
be used to determine the number of samples necessary to detect an effect of a given size
(Cohen, 1988). Power analysis is as yet a greatly underused tool in water quality monitoring.
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CHAPTER 6

MONITORING OF TRACE
METALS AND METALLOIDS IN
NATURAL WATERS

Simon C. Apte, Graeme Batley, and William A. Maher

INTRODUCTION

Metals* are ubiquitous contaminants of the aquatic environment. Regulatory concerns
arise from their potential toxicity to aquatic biota and detriment to human health through
ingestion of waters and contaminated foodstuffs. Water quality legislation (e.g.,
ANZECC/ARMCANZ, 2000; U.S. Federal Register, 1998; Gardner and Zabel, 1989) nor-
mally focuses on regulating dissolved metals because these are considered to be the most
bioavailable to aquatic organisms (Campbell, 1995; Luoma, 1983). The trace metals of
greatest concern include aluminium, arsenic, cadmium, copper, lead, nickel, mercury, sele-
nium, silver, and zinc. The maximum tolerable concentrations, as defined by various water
quality guidelines, typically are in the 1 to 100 pg/liter range; however, some forms of
organometallic compounds (e.g., methylmercury and tributyltin) are highly toxic at quite
low (nanogram per liter) concentrations.

Metals have both natural and anthropogenic sources. Natural background concentra-
tions largely are determined by catchment geology and can be very variable (Jacinski,
1995). The waters draining mineralized regions may contain naturally elevated metal con-
centrations. For example, surface waters in the geothermal regions of New Zealand contain
high concentrations of arsenic and mercury (Craw et al., 2000). Acid-rock drainage result-
ing from the natural weathering of sulfidic ores can be responsible for elevated dissolved
metal concentrations in some water bodies (Furniss et al., 1999).

Anthropogenic sources of metals include point-source inputs such as industrial dis-
charges, sewage treatment effluents, mining discharges (e.g., tailings, waste rock, mine
drainage), mineral processing, and power generation (Jacinski, 1995). Diffuse inputs aris-
ing from stormwater and road runoff have been identified as the major sources of zinc,
lead, and copper in urban environments (Makepeace et al., 1995). Atmospheric sources
can be significant for some metals (e.g., lead and platinum) and are associated with vehi-
cle emissions (Barefoot, 1999; Weiss et al., 1999), and mercury is associated with coal
combustion (Pirrone et al., 1996). Shipping could be considered a diffuse source of met-
als largely derived from antifouling paints (copper and tributyltin) (Batley et al., 1989).

*The term metals is also used in this chapter to cover metalloids.

6.1
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Contaminated benthic sediments, which are common in many aquatic systems, also can
be a diffuse source of metals to the water column. Metals such as copper, cadmium, lead,
and zinc can be mobilized during the oxidation of anoxic sediments through the oxidation
of sulfide phases (Kerner and Wallmann, 1992) and the oxidation of organic matter
(Forstner et al., 1989).

If we are to understand the fate and effects of metals in aquatic environments and meet
water quality guidelines, accurate measurements of metal concentrations are required. This
chapter critically reviews the field and laboratory procedures for monitoring metal con-
centrations in fresh, coastal, and estuarine surface waters. The highly specialized area of
ultratrace open-ocean sampling and analysis is not considered. For further information on
this topic, the book by Grasshoff et al. (1999) is recommended.

FORMS OF TRACE METALS AND RELEVANCE TO
MONITORING: WHAT SHOULD BE MEASURED?

Trace metals in natural waters may be present in a variety of forms (Fig. 6.1) having differ-
ent reactivities and bioavailabilities. Unfortunately, analytical techniques are not available to
measure all these species. The metal fractions typically measured in natural waters are sum-
marized in Fig. 6.2. All these measurements are operationally defined and bear little relation
to the true forms of the metals existing in solution (see Fig. 6.1). For example, filtration using
a 0.45-pm membrane filter is used widely to differentiate between dissolved and particulate
forms of trace elements (Hunt and Wilson, 1986). This definition of dissolved metals ignores
the true form of metals in the dissolved phase (see Fig. 6.1). The dissolved fraction isolated
by this procedure is more appropriately termed filterable metals. Filtration is covered in detail
in a later section. The filter pore size and structure will determine the amount of colloidal
material (including bacteria and other organisms) that will pass through the filters
(Danielsson, 1982). This will influence the dissolved metal concentration measured.

The measurement of total metals can be questioned in terms of its relevance. Apart
from giving estimates of trace metal loads from various sources, total metal concentra-
tions give little information on processes or biological impacts. In most aquatic systems,
sediments contain the most metals, and the suspended sediment concentrations largely
determine the total metal concentrations. It can be reasonably argued that those metals
which are not solubilized by dilute acid need not be considered as having potential
bioavailability. For this reason, the standard methods adopted by agencies such as the
U.S. Environmental Protection Agency (EPA) have involved sample acidification
(Martin et al., 1986, 1991).

While regulating metals based on their total concentrations is a first step, this alone is
insufficient to address the important issues of metal bioavailability and toxicity.
Generally, a poor correlation exists between total trace metal concentrations and biolog-
ical effects (Allen et al., 1980; Campbell, 1995). This is so because metals in natural
waters can be present in a variety of forms or species that have different reactivity,
bioavailability, and toxicity to aquatic organisms (see Fig. 6.1). For several metals,
bioavailability is better correlated with the concentration of simple aquated ion and inor-
ganic complexes (Campbell, 1995). Metal speciation is influenced by pH, alkalinity, and
the presence of natural organic matter. In order to gain a better understanding of these
important issues, a second tier of environmental monitoring in systems where elevated
metal concentrations already have been identified as a concern involving speciation mea-
surements together with ecotoxicological investigations is advisable. The measurement
of trace metal species that are more relevant measures of toxicity and bioavailability are
covered in a later section.
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Nonfiltered Filtered

Digestion Acidification ASV or DGT

| | Acid-extractable ] ]
Total metals metals Filterable metals | | Labile metals

FIGURE 6.2 Some examples of operationally defined metal fractions in water samples.

DESIGN OF MONITORING PROGRAMS

The essential processes involved in developing a monitoring program are discussed in
Chap. 2. These include defining the objectives of a monitoring exercise and addressing the
why, what, where, when, and how questions. Development of the sampling program
involves consideration of system heterogeneity and hence variability and the minimum spa-
tial and temporal resolution needed. This will determine the number of sampling sites and
replicates required to address the study objectives satisfactorily. The number of samples
and statistical considerations are covered by in the book by Keith (1996).

Monitoring programs for trace metals can be classified broadly into two groups: those
which aim to measure metal concentrations accurately in a water body and those which wish
to check compliance against fixed values such as water quality guidelines. In most water
bodies, actual metal concentrations are well below compliance concentrations. Greater rigor
is required to measure actual trace metal concentrations accurately compared with the efforts
required for compliance monitoring. The data obtained using less stringent protocols may
overestimate the true trace metal concentrations. This can create problems if such data are
later used for other purposes, such as compilations of background water quality.

Care should be taken to ensure that monitoring exercises are resourced appropriately
and have a sufficient level of quality assurance. Cost-driven monitoring is invariably a false
economy. Based on our own experiences, there have been many cases where perceived
metal contamination problems actually were problems with the quality and representative-
ness of monitoring data. Significant effort and resources are then wasted fixing problems
that do not actually exist.

Environmental samples must be representative of the portion of the environment being
investigated. The behavior of metals will be influenced by physical and chemical parame-
ters such as temperature, flow, pH, hardness, salinity, dissolved organic carbon, redox
potential, and total suspended solids (TSS). Physical processes such as water column strat-
ification, river flow, mixing of water streams at a junction, tidal movement, wind-induced
turbulence, and sediment resuspension events contribute to the observed variability in
metal concentrations. Seasonal and climatic variability also may be important.
Consideration of these processes for the system of interest is essential in designing a mean-
ingful monitoring program. Exploratory monitoring surveys are often of value for scoping
problems and establishing the level of replication required to achieve the desired statistical
power. Consideration also needs to be given to any additional parameters that should be
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measured, e.g., TSS, pH, temperature, dissolved oxygen (DO), and discharge. Both
process-based models and empirical relationships can be derived from such data that are
invaluable in refining monitoring programs.

Monitoring typically comprises three phases: sample collection, sample pretreatment,
and sample analysis. These will be dealt with separately in the ensuing sections.

SAMPLE COLLECTION

Water sampling generally involves collecting volumes of water at precise locations in both
space and time. Depending on the nature of the sampling site, this may involve sampling
by hand from bank locations, by boat, or from some sort of structure such as a bridge, jetty,
or discharge pipe. Samples also may be taken at various positions within the water column
(e.g., surface, mid-depth, and bottom). Sampling frequency may be at a regular time inter-
val (e.g., daily, weekly, or monthly) or may be event-related (e.g., taken at certain flow or
weather conditions).

Sampling estuarine water bodies is complicated by tidal effects and water-column strat-
ification (freshwater lying above denser seawater). This often necessitates taking samples
based on the salinity of the water rather than geographic location. Unless tidal effects and
changes in salinity are taken into account, data interpretation can be very difficult. Metal
concentration versus salinity plots give important information on mixing processes that can
assist in data interpretation (Burton and Liss, 1976; Howard et al., 1984). Freshwater bod-
ies (especially lakes) also may become thermally stratified at certain times of year. These
examples illustrate the need for auxiliary measurements, e.g., conductivity, temperature,
and dissolved oxygen, that assist in the identification of physical mixing processes.

Care must be taken to ensure that the actual sampling site is representative of the stretch
of water under study. For instance, a river or lake shore sampling location may be subject
to backwater effects that make water quality different from that in the middle of the water
body. Sewer inflows and groundwater intrusions also may influence local water quality.
The selection of representative sampling sites requires some local knowledge and, in many
cases, exploratory (pilot) studies where the factors influencing water quality variability at
each sampling site are investigated in detail.

Field sampling and sample pretreatment have been identified as the greatest potential
sources of errors in any metal monitoring exercise (Batley, 1999). These are likely to be far
greater than the errors associated with chemical analysis, especially at ultratrace (submi-
crogram per liter) concentrations. This emphasizes the need for quality assurance and qual-
ity control (QA/QC) protocols that cover field operations as well as laboratory analysis.

Because metals are ubiquitous, a major concern is that samples may become contami-
nated during the actual process of sampling and during subsequent storage and analysis.
There are many potential sources of metal contamination, including the persons involved
in sampling, dust from the atmosphere, dirt from the sampling site, and metals released
from the sampling equipment or structures from which the samples are taken. Generally,
sampling locations are not particularly clean, and apparatus can be dirtied even in storage.
Keeping equipment and sample bottles in large plastic bags contained in sealed plastic con-
tainers therefore is recommended. Surfaces that come into contact with the water samples
are the largest source of contamination. This will include, in the first instance, the sampling
device and sample containers. The lavish use of polyethylene sheeting for wrapping equip-
ment and to cover work areas on boats, river banks, etc., is an effective way to minimize
field contributions of metals. Dust, powder, skin, and hair are obvious external sources of
metals, and rigorous protocols are also required to minimize their effects. Plastic gloves
must be used to reduce contamination from skin. However, the type of plastic gloves used
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requires some scrutiny. Gloves containing talcum powder are to be avoided because the talc
contains high levels of trace metals.

Ultimately, the skill and care taken by the operator will determine the quality of the
results obtained. Detailed protocols for ultratrace sampling have been described in the liter-
ature (Ahlers et al., 1990; Apte et al., 1998; Nriagu et al., 1993; Nolting and de Jong, 1994).
It is difficult to judge how much care is actually required to avoid contamination because it
depends on many site- and laboratory-specific factors. This highlights the need for pilot
studies to check out these issues prior to the commencement of larger sampling campaigns.

The recommended sampling protocol for ultratrace analysis uses the dirty-hand, clean-
hands approach (Ahlers et al., 1990). This involves two people both wearing (powder-free)
polyethylene gloves. Double-bagged bottles are unwrapped sequentially. The first “dirty”
assistant removes the outer bag and hands the inner bag containing the bottle to the “clean”
assistant, who removes the bottle and then undertakes the sampling. Bottles then are
immersed in the water to be sampled by gloved hand or with a sampler or are filled with
water collected using an appropriately cleaned depth sampler. Bottles usually are filled
with the sample, capped, shaken, and the water discarded two to three times before the final
filling. The bottle is then returned to the two bags before storage.

The importance of using such a rigorous procedure has been demonstrated convincingly
by Ahlers et al. (1990). Using a less involved bottle preparation and handling procedure,
measured zinc concentrations in upland New Zealand rivers showed great variability. With
the rigorous protocol, measured concentrations were almost a factor of 3 lower (150-300
ng/liter), with little difference between sampling sites. Similar examples are provided in
studies of trace metals in saline waters (Nolting and de Jong, 1994; Apte et al., 1998).

WATER SAMPLING DEVICES

General Considerations

Ideally, sampling devices should not affect the concentration of metals in the sample.
However, no form of sampler is perfect, and all devices will contaminate the sample to
some extent. The aim should be to minimize contamination to acceptable or nondetectable
levels. Sampling devices fall into five basic categories:

. Grab sampling of surface waters

. Pumping systems for sampling surface to medium (6—8 m) depths

1

2

3. Depth samplers

4. Flow- or time-activated (automatic) samplers
5

. Integrating samplers

Grab Sampling of Surface Waters

Many waters bodies are shallow (<5 m depth) and well mixed because of wind action and
water currents (Cowgill, 1996). In these situations, surface (0—1 m) water sampling is all that
is required to obtain a representative sample of the water column. For this purpose, immer-
sion of a sample bottle by hand to just below the surface (typically 0.25-0.5 m depth) is sat-
isfactory, provided any contribution from surface films is avoided and the sampler (or hand)
does not contaminate the water. When sampling from a boat or from the shore, collection is
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best done with the sample bottle held in acrylic jaws at the end of a polycarbonate pole (1-2 m
long, 2 cm in diameter) (Fig. 6.3a). An alternative is a bottle or bucket fixed to a plastic rope,
although this is less maneuverable and difficult to submerge unless weighted. Care should
be taken to ensure that the sampling equipment is kept clean between uses.

Boats can be a source of contamination, creating a halo of elevated metal concentrations
around the vessel. Boats should be inspected for any obvious signs of corrosion that may
contaminate the surrounding water body. Whatever the size of vessel used, it is advisable
to minimize the halo effect by positioning the craft into the ongoing current and taking
water samples from the front of the vessel (Apte et al., 1998). To avoid contamination, a
rubber dinghy often is used and launched from the shore or from a support vessel. In ultra-
trace studies, the dinghy should be precleaned thoroughly by washing with clean water
(obtained from an uncontaminated field site) before launching.

Pumping Systems

Pumping systems generally are not desirable for ultratrace metal sampling because of the
large surface area to volume ratio of the tubing that may introduce adsorption/contamina-
tion problems, but they are suitable for situations where the tubing can be cleaned and con-
ditioned by pumping large volumes of water. Pumps in which the water passes into internal
chambers (e.g., bladder pumps) are not suitable for trace metal sampling because of conta-
mination problems. Peristaltic pumps are preferred. Water is pumped to the surface via
appropriate lengths of precleaned polyethylene, silicone, or PTFE tubing (approximately 1
cm in diameter) directly into a plastic sample bottle (Hamilton-Taylor et al., 1996; U.S.
EPA, 1996). Online filtration also may be applied (U.S. EPA, 1996). Peristaltic pumps have
a lift limitation of about 8 m. Vacuum samplers in which the sampling chamber is located
before the vacuum pump (see Fig. 6.3b) also may be applied. One potential difficulty with
the use of pumping systems is contamination of tubing between use, especially if long
lengths are used. This necessitates particular attention to storage and handling issues.

Discrete Volume Depth Samplers

For depth sampling, a range of purpose-built samplers is available (Batley, 1989), most of
which were designed originally for oceanographic applications. Their basic operation
involves deployment of a bottle (either closed or open) via a wire or plastic line to the
required depth, at which filling is triggered by a weight sent down the line. Most commer-
cially available samplers are not designed specifically for the purpose of trace metal sam-
pling, so it is important to test for contamination by filling the sampling device with water
similar to the type being sampled for a duration similar to that of the sampling event and
analyzing the resulting metal concentrations. Most samplers are made of a tough plastic
(e.g., PVC) with some metallic components (see Fig. 6.3¢). The metal components should
be checked for contamination and should be plastic-coated (or replaced with plastic com-
ponents) where necessary. Samplers that do not use potentially contaminating rubber clo-
sures or plastic lines that run through the bottle are preferred. The commercially available
Mercos sampler (Freimann et al., 1983) (see Fig. 6.3d), which uses a cluster of Teflon bot-
tles, is suitable for obtaining water-column depth profiles of trace metals including mercury
at depths to 100 m. The use of metal cables to deploy depth samplers should be avoided
because they can be a source of contamination. A variety of strong synthetic fiber (e.g.,
Kevlar and Nylon) cables and lines are available that may be cleaned thoroughly before
use. Since contamination often increases with age of the sampling device, contamination
checks should be carried out at regular intervals over the lifetime of the device.
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(b)

FIGURE 6.3 Examples of water samplers suitable for trace metals. (a) hand-held plastic surface water
sampler; (b) vacuum sampling apparatus; (c) Go-flo sampler depth sampler; (d) Mercos ultratrace metals
sampler.
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FIGURE 6.3 (d) Mercos ultratrace metals sampler.

Flow- or Time-Activated Samplers

A number of commercially available devices are used for unattended water sampling (Dick,
1996). These basically consist of a pump system, controller, and an array of sample bottles
contained within a protective housing. The samplers can be preprogrammed to collect sam-
ples on a flow- or time-related basis. For event-related sampling, such as collecting
stormwater runoff, collection can be triggered by water flow or level. The sampling device
also may be programmed to collect composite samples. Flow-proportional sampling
(nonuniform with time) that takes into account rapid changes in water quality is also pos-
sible. As discussed earlier, sample contamination checks need to be carried out at regular
intervals. The issue of sample preservation (see below) needs to be addressed if samples are
to remain in the sampling device for long periods. Some flow- or time-activated samplers
have refrigerated housings for sample storage.

Integrating Samplers

In situations where water quality is highly time-dependent, information provided by dis-
crete samples will not be representative of temporal changes. In these cases, samplers that
integrate or time-average metal loads over a fixed time period or volume are an alternative.
Davison and Zhang (1994) have developed novel, diffusive gel samplers for this purpose.
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These consist of a 0.45-wm membrane overlying a hydrous polyacrylamide diffusive gel
(0.8 mm depth) and a further hydrogel layer impregnated with Chelex-100 resin (0.14 mm
depth). These are contained within a polyethylene housing (Fig. 6.4). The samplers rely on
the diffusive gradients in thin films (DGT) principle in which the diffusion of large mole-
cules within the gel is slow compared with that of smaller species (Davison and Zhang,
1994). A linear concentration gradient is established within the diffusive gel, and the dif-
fusion coefficient, surface area, and deployment time control the metal concentrations
reaching the Chelex collector gel (Zhang and Davison, 1995). Typically, DGT samplers
might be deployed for 24 to 72 hours, at the end of which the Chelex gel is removed and
placed in a known volume of dilute nitric acid (Davison and Zhang, 1994; Denney et al.,
1999). The elutriate is analyzed subsequently for trace metals. It should be noted that these
methods measure a labile metal fraction, which is a subset of the total dissolved metals con-
centration. The proportion of the dissolved metal fraction determined will depend on the
rate and extent of metal complex dissociation in the presence of the chelating resin and the
diffusion coefficients of the individual metal species. These issues should be checked
before full-scale use in monitoring programs. Before using integrating samplers in systems
where water quality is highly variable over short time scales, some consideration should be
made as to how the data obtained will be interpreted. The use of mathematical models that
simulate the actions of the samplers is helpful in this respect (Harper et al., 1999).

SAMPLE BOTTLE SELECTION AND PREPARATION

A number of different plastic and glass bottles have been used for trace metal sampling, and
their propensity for sample contamination has been reported thoroughly (Hunt and Wilson,
1986; Reimann et al., 1999). Glass is not favored owing to high concentrations of trace met-
als in the glass and the potential for adsorptive losses. Polyethylene (low or high density)
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FIGURE 6.4 Construction of DGT assemblies for time-integrated sampling (DBL is the diffusive bound-

ary layer).
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or Teflon FEP bottles are the most favored types owing to their low metal content and ease
of cleaning Moody and Lindstrom, 1977). Clear plastics are preferred because the pigments
added to colored plastics often contain metals. Fluorocarbon polymer [PTFE (Teflon) or
FEP] bottles are usually used only for collecting samples for mercury analysis owing to
their high cost. These are preferred for their low mercury content, ability to withstand very
strong acids, and low permeability toward elemental mercury vapor (diffusion of mercury
from the atmosphere into the sample on storage is a major potential source of contamina-
tion). Polyethylene terephthalate (PET) bottles have been proposed recently as a low-cost
alternative for the collection and storage of mercury-containing samples (Fadini and
Jardim, 2000). Pyrex glass (impermeable to mercury vapor) also may be used for mercury-
containing samples.

High-quality bottles are recommended, e.g., Nalgene, because these have good closures
that prevent sample leakage. Such bottles are strong and do not rupture on storage or rough
treatment. The additional cost of using superior-quality bottles generally is small compared
with other field costs.

Prior to use, bottles require cleaning to remove trace metals and unwanted residues from
the manufacturing process. This usually involves soaking in acid. The rigor of this proce-
dure depends on the intended application and concentration range of metals to be investi-
gated. Some workers have advocated direct use of certain bottles types without the need for
any cleaning (Reimann et al., 1999). Such generalizations are ill advised given that the
quality of materials and degree of metal contamination often changes between manufac-
turing locations and between batches. The need for each laboratory to perform its own tests
on locally available materials cannot be overstressed.

In our laboratories, the minimum cleaning procedure for trace metal sampling at the
microgram per liter level involves soaking the bottle in 10% (v/v) nitric acid for at least 24
hours, followed by rinsing with copious quantities of deionized water. The cleaned bottles
are double bagged using two Ziploc polyethylene bags and stored in plastic containers that
are transported into the field. Such precautions are worthwhile on most occasions, given the
cost of sampling (especially if helicopters or boats are involved). Acid washing is carried
out in a dedicated dust-free laboratory, with the acid baths stored in a bunded and vented
area. For sampling at the submicrogram per liter level, additional care is required. In our
laboratory this involves successive soaking of bottles in detergent solution (to remove
grease), strong acid, and then weak acid. The bottles are rinsed between each stage with
high-purity water. Ahlers et al. (1990) advocated that Nalgene bottles for zinc analysis be
soaked in hot 50% nitric acid for 2 days, rinsed with high-purity water, then leached in 1%
nitric acid for 2 weeks. The value of such extreme care was demonstrated clearly in the reli-
ability of the resulting analytical data. Preparing bottles for ultratrace mercury analysis also
requires special care. Bottles typically are soaked in strong hydrochloric acid (65-75°C)
for several days, followed by exhaustive rinsing with ultrapure water (U.S. EPA, 1996). For
some elements/organometallic compounds, contamination from bottles is not an issue, and
cleaning is of little value. The actual care required to prepare bottles needs to be assessed
by individual laboratories, taking into account the objectives of the sampling program.

QA/QC IN FIELD SAMPLING

Given the issues already identified, appropriate QA/QC for field sampling should seek to
check exposure to contamination. The most widely adopted procedures include the use of
field blanks and sample duplicates. Field blanks are bottles filled with ultrapure water (or
a natural water sample low in trace metals) that are taken on the field trip and subjected to
as many of the operations as that of a real sample as possible. On return to the laboratory,
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the field blanks, together with aliquots of the source water used to prepare the field blanks,
are analyzed alongside samples. If there is a statistically significant difference between the
field blanks and the source water, contamination is indicated. If the level of contamination
is of sufficient concern, the sources of contamination can then be investigated and appro-
priate remedial action taken. While this approach is the most practically feasible, not all
aspects of sample contamination can be checked using field blanks; e.g., contamination
arising from the sampling device is generally not included. Trip blanks, which focus on
contamination during transportation and storage, also may be employed. These represent a
subset of the overall field blank. Including a control site where the metals of interest are at
background concentrations is an excellent way to provide additional QA. Provided that the
metal concentrations are measurable and not below detection limits, this also allows vari-
ability resulting from natural processes (e.g., seasonal changes) to be characterized.

Taking replicate samples in the field and comparing them with the typical variability
encountered for analytical measurements on a single sample allows some characterization
of the variability introduced by sampling. Large variability between field replicates also
may indicate sample contamination problems.

Generally, each batch of 10 samples should have at least one field blank and a duplicate
sample. Setting action limits for blank contributions and duplicates allows effective man-
agement of contamination issues. Typically, blank concentrations should be less than one-
tenth the levels to be measured. This is not always achievable, and alternative criteria may
need to be applied.

The spiking of samples in the field has been advocated to check for metal losses during
storage. This procedure is only applicable if total metals are being determined. If samples
are to be filtered, spiking should only be done after filtration. As part of the QA plan, it is
advisable to specify holding times between sample preparation, filtration, and preservation.
If refrigeration during transportation is required, this may be tracked using a recording ther-
mometer.

SAMPLE PRETREATMENT

Sample Filtration

Although glass and plastic filtration units are available, plastic units are preferred because
they are less prone to adsorptive losses. Filtration may be carried out under positive pres-
sure or vacuum. Excessive pressure or vacuum should be avoided because this may cause
rupture of algal cells retained by the filter and release of their intracellular contents into the
filtered sample (Hunt and Wilson, 1986; Batley, 1989). For filtering small sample volumes,
disposable plastic syringes and encapsulated filters are useful. Several detailed reviews of
filtration procedures are available (Brock, 1983; Buffle et al., 1992).

Filters having different structures, pore sizes, and composition are available. These can
be classified into two broad categories: depth filters having a complex system of channels
within the body of the filter and screen filters with a matrix of very uniform sized
unbranched pores. The effective pore size of depth filters changes as the filter becomes
more loaded with particles, whereas the effective pore size of screen filters is not affected
by filter loading. The most widely used filters in water analysis are cellulose-based (depth)
membrane filters (e.g., Millipore HA). Glass fiber (depth) filters are not normally used for
trace metals analysis but can be used for the filtration of samples prior to mercury analysis
because they can be cleaned effectively by heating to 500°C (Fitzgerald and Gill, 1979).
Etched-track polycarbonate filters (e.g., Nuclepore) are the most commonly used screen fil-
ters; however, their use is limited by their cost and low sample volume capacity.
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It is essential that the filters and filter units are decontaminated before use. Filter units
should be acid washed using similar procedures to those used for sample bottles. The clo-
sures of some plastic filter units are sealed with silicone O-rings that are not suited to clean-
ing with strong acids. In our laboratory, these are separated from the filter units and soaked
in 1% nitric acid for a few hours, followed by rinsing with deionized water. Alternatively,
they can be replaced with Teflon O-rings. Acid-washed PTFE tweezers are used for all del-
icate handling operations, including reassembly of the filter units. Prior to use, the assem-
bled filter units are stored in resealable plastic bags. Filters may be precleaned by filtering
aliquots of dilute acid and then deionized water through the filter, followed by a small
aliquot of the sample (filtrate discarded to waste). Apart from cleaning the filter, this acts
as a conditioning step and reduces adsorptive losses. When using this procedure, it is essen-
tial to thoroughly rinse the filter unit to remove all traces of acid. Otherwise, the sample pH
may drop, resulting in release of metals from particulate material. Touching filters and the
inside of the filter units with fingers must be avoided. Following the preceding washing
process, a volume of sample is then filtered and discarded to waste. The use of gridded fil-
ters (as used in microbiological analysis) should be avoided. This is so because the inks
used to produce these filters may contain metals that can dissolve and contaminate samples.

An alternative approach involves in-line filtration. This can use encapsulated filters
(available from most suppliers of filtration equipment) or commercially available filter
holders that are loaded with filters before use. Plastic tubing and a peristaltic pump are used
to pass the sample through the filter assembly. This procedure is particularly suited to the
filtration of large sample volumes (>1 liter). Decontamination is carried out by passing
volumes of dilute acid and then high purity water through the assembly. This procedure
may be combined with pump sampling (see earlier section) and used in the field.

Adsorption of metals may occur onto the inner surfaces of the filtration unit or the fil-
ter itself. Adsorptive losses generally are lower in samples having high calcium and mag-
nesium concentrations (seawater, hard waters) or low pH and are highest in low-hardness
waters and alkaline solutions. This is so because of competition from alkali earth metals
and protons for potential metal binding sites that reduces adsorptive losses (Hunt and
Wilson, 1986). High dissolved organic carbon (DOC) concentrations also can reduce the
losses of some metals either by forming soluble complexes that do not adsorb onto the sur-
faces of the filter unit or by coating the surfaces of the filter unit, thus blocking access to
potential metal adsorption sites. The relative importance of these two mechanisms depends
on the nature of the metal and its binding affinity for DOC. Assessing the extent of metal
sorption is difficult. Testing for adsorption by spiking samples with ionic metals is likely
to overestimate metal losses because the ionic forms may not fully equilibrate with all the
natural metal forms in solution and therefore may behave differently. Refiltering a filtered
sample and comparing concentrations before and after, although not ideal, is probably the
most reasonable approach for evaluating adsorptive losses.

Filtering turbid samples often can be a problem because filters easily clog. The simplest
solution is to allow the sample to settle for a period of time (minutes to hours). Use of a
coarse prefilter before the main filter can be effective in removing coarse particles but will
not alleviate problems caused by fine particulates. Centrifugation prior to filtration also
may be effective. This problem is best resolved by using in-line filtration with high-capac-
ity disposable cartridge filters. The cartridges, which are constructed from synthetic poly-
mers, are available commercially (0.2- and 0.45-pm pore sizes) from a number of suppliers
and are particularly useful for filtering large sample volumes (20-100 liters). They can be
precleaned before use by filtering successive volumes of acid solution and deionized water.
As with other filtration procedures, a volume of sample is filtered to waste in order to con-
dition the filter. The main disadvantage is the high cost of these disposable devices.

Filtration normally is carried out in a laboratory; however, it may be carried out in the
field. Small nitrogen/air cylinders are used for positive-pressure filtration. Both hand- and
battery-powered vacuum pumps are available for field use.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



MONITORING OF TRACE METALS AND METALLOIDS IN NATURAL WATERS

MONITORING OF TRACE METALS AND METALLOIDS IN NATURAL WATERS 6.15

It is important to minimize the time between sample collection and filtration because
adsorption/desorption reactions involving particulates and bacterial activity can lead to
changes in sample composition (Hunt and Wilson, 1986). These effects may be minimized
by storing samples at 4°C in the dark. This often necessitates storing collected samples in
ice-packed containers or portable, battery-powered refrigerators. Maximum holding times
should be specified.

Sample Storage and Preservation

Sample acidification to a pH of below 2 is the most widely used form of stabilization for
trace metals analysis. This procedure halts most biological activity and limits adsorption
onto container walls. Nitric and hydrochloric acids are the most commonly used acids
because they are readily available in high-purity grades. Typically, between 2 and 10 ml of
concentrated acid is added per liter of sample. Given that the added acid is a potential
source of metals, it is advisable to add the minimum amount of acid. The metal content of
acids varies between batches, and the purity of each acid batch should be screened before
use. The compatability of the preservation acid with the metal analysis procedures also
should be checked. For instance, nitric acid is preferred for graphite furnace atomic absorp-
tion spectrometry (GFAAS) and inductively coupled plasma mass spectrometry (ICP-MS)
because high chloride concentrations can interfere with both techniques (May and
Weidmeyer, 1998).

The addition of an oxidizing agent such as acidified bromine monochloride (5 ml/liter)
has been recommended for the preservation of mercury samples (U.S. EPA, 1996). This
prevents the formation of volatile elemental mercury. Recently, an artifact has been
reported to affect the sampling and preservation of sulfidic waters (Simpson et al., 1998).
In the presence of high sulfide concentrations, copper forms soluble sulfide species. On
acidification, these complexes dissociate and form copper sulfide (insoluble in dilute acid),
which adsorbs onto the container walls. Samples preserved using the conventional preser-
vation procedure are likely to underestimate copper concentrations. This artifact can be
avoided by adding an oxidizing agent prior to acidification.

TRACE METALS ANALYSIS

Selection of Analytical Methods

The most widely used methods for the determination of metals in waters and their
detection limits are summarized in Table 6.1. For further details on these procedures
and background to the analytical techniques employed, the reference text Standard
Methods for the Examination of Water and Wastewater and (APHA, 1998) on standard
methods for the examination of water and the books by Grasshoff et al. (1999) and
Ebdon et al. (1998) are recommended.

The selection of an appropriate method involves consideration of all or some of the fol-
lowing factors:

e The chemical form of the metal to be analyzed
e The range of analyte concentrations to be measured

e The lowest concentrations of interest

e The sample matrix and potential interferences

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



MONITORING OF TRACE METALS AND METALLOIDS IN NATURAL WATERS

"(8661) ‘[& 12 UOPQY WOLJ SHIWI] UONINI(

1o 0] 00 C ! — 10 1 uz
10 — 10 - 01 0 I 0S¢ )
I'0 0] S00°0 - € - S0 Sl qd
1o — $00°0 S I - 0 8 IN
- — 2000 I 1’0 - S0 [4 UN
— — 200 — — 10 — 091 3H
10 — S0'0 C 1 - S0 9 od
1’0 0] S00°0 C [ - S0 4 o
10 - S0'0 C I - 10 S D
1’0 0] 00 C [ - 1’0 L0 PO
1o — S00 01 % 0 I 170 sV
10 - 100 0 o - I 81 v
— — 200 — T0 — 1'0 C 3y
Anowwe)[oA  ANQWIWRI[0A Anowonoads (Terper) (Te1xe) Anowonoads Anowonoads Anowonoads wAnowonoads  juowog
Surddins Surddins ssewr ewsed Anowonoads uorsstwa ewsed uondiosqe orwole  uondiosqe orwoye uondiosqe
J1poyIe) orpouy pordnoo Ajeanonpuy uorsstw ewse[d  po[dnod Ajeanonpuy  1odea pjoo/opupAH  oovuiny ydern  orwoje swel
pardnoo Ajoanonpuy
SPOYIOI [BONATRUY Pas) A[uowrwo) Jo (1a)1)/31) uonoda( jo siwry [eodAL L' I19V.L

6.16

Any use is subject to the Terms of Use as given at the website.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.



MONITORING OF TRACE METALS AND METALLOIDS IN NATURAL WATERS

MONITORING OF TRACE METALS AND METALLOIDS IN NATURAL WATERS 6.17

e Required sample throughput
e Cost

It is advisable to define the required performance criteria before considering cost issues.
Reduction of sample numbers is often preferable to producing more data of inferior quality.

Contamination Control

As with field sampling, adequate control of contamination is a critical factor in obtaining
accurate and precise results. This requires stringent cleaning and washing protocols and
a clean laboratory environment. The difficulties encountered in measuring metal concen-
trations often vary between laboratories and depend on the prevailing sources of contam-
ination. Laboratories in some urban locations may experience problems with lead
contamination. Older laboratories with an extensive history of elemental mercury use can
suffer from mercury contamination problems. Some combinations of instruments are not
suitable in the same laboratory. For instance, equipment that uses mercury electrodes is not
compatible with trace mercury analysis using cold vapor generation owing to elevated
atmospheric mercury concentrations. Given that it is difficult to generalize on such issues,
it is important to conduct in-house tests of contamination and manage each case accord-
ingly. Since working conditions often change, ongoing contamination checks are advisable
as part of routine QC. For example, in our laboratory over the last 5 years, episodic prob-
lems with copper, nickel, and zinc contamination have occurred that have necessitated trac-
ing of contamination sources and corrective actions. Typical causes of these contamination
events have included new batches of reagents and consumable items, modifications to lab-
oratory ventilation systems, and corrosion.

Metal contamination usually arises from three sources: the reagents used in the analyt-
ical procedures, the surfaces that come into contact with the samples, and the laboratory
environment. The first contamination source is usually characterized by a consistent posi-
tive bias and may be reduced by using high-purity reagents and a reliable source of high-
purity water. Ultrapure reagents may be purchased from specialist suppliers or selected by
screening various reagent sources/batches until a suitable one is found. Alternatively, var-
ious procedures are available for purifying reagents, e.g., distillation, coprecipitation, and
recrystallization (Grasshoff et al., 1999; Howard and Statham, 1993). Other contamination
sources usually manifest as erratic variability. A general rule to minimize contamination is
to keep the number of sample-handling steps to a minimum. Laboratory-derived contami-
nation can be reduced by limiting the number of metal surfaces in the laboratory or by con-
ducting analyses in a clean room environment or a class 100 laminar-flow cabinet.

Digestion Procedures

Digestion of water samples is applied prior to total metals analysis to release metals from
particles, dissolve mineral phases, and oxidize organic matter. This typically involves addi-
tion of an acid or combination of acids with or without some form of heating (e.g., ultravi-
olet, convection, or microwave heating). Additional oxidizing agents such as hydrogen
peroxide also can be added. Nitric acid is the acid of choice because it does not interfere
with most instrumental analytical methods; however, hydrochloric, perchloric, and hydro-
fluoric acids are also used (APHA, 1998). Care must be taken to compensate for any
changes in sample volume during digestion. This usually involves a final dilution to a
known mass or volume. Convection heating of acidified samples using a water bath, hot plate,
or heated aluminium block largely has been replaced by the use of microwave heating.
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Microwave heating in sealed vessels with concentrated acids is the preferred procedure.
Dipole heating results in higher temperatures, uniform heating, the effective solubilization
of particles, lower reagent use, and lower blanks (Kingston and Jassie, 1988).

Pretreatment prior to analysis is also required when different metal species give differ-
ent analytical responses: e.g., determination of arsenic species by hydride generation. In
some cases, specific oxidizing agents are added to convert all chemical forms of an element
to the form required for analysis; e.g., persulfate is added to convert organoarsenic com-
pounds to As(V) (Le et al., 1992) and bromine monochloride is added to convert
methylmercury to Hg(Il) (Bloom and Crecelius, 1983).

The analysis of trace metals in saline samples is a specialist activity because most met-
als are commonly present at low nanogram per liter levels and well below the limits of
detection of most instrumental methods. Preconcentration of the metals is required prior to
quantitation of trace metal concentrations. GFAAS has been the single most important
technique owing to its high sensitivity and low sample volume requirement. Analysis often
involves a matrix separation (to avoid interferences from the saline matrix) and a precon-
centration step. These are normally simultaneous procedures, such as chelation/solvent
extraction, involving dithiocarbamate ligands and chlorinated solvents such as Freon, chlo-
roform, or trichloroethane and chelating ion exchange resins, (most commonly Chelex-100)
(Kingston et al., 1978). Further details on these methods may be found in the comprehen-
sive text by Grasshoff et al. (1999). Reagent purity and clean-room laboratory techniques
are vital to attain accurate results.

ANALYTICAL TECHNIQUES

Atomic Spectrometry

Flame atomic absorption spectrometry has limited applications for metal analysis in natural
waters because its sensitivity is usually insufficient for the measurement of most natural
trace element concentrations (see Table 6.1). GFAAS offers higher sensitivity and preci-
sion at low microgram per liter concentrations. It remains a method of choice for small sam-
ple volumes and often is used in conjunction with methods employing sample
preconcentration by solvent extraction or uptake onto chelating resins. Chemical and spec-
tral interferences are a particular concern with GFAAS. Spectral interferences should be
corrected using Zeeman effect background correction (Ebdon et al., 1998). Chemical inter-
ferences should be checked for using spiked-recovery tests. Such interferences may be
overcome using matrix modifiers (such as palladium and magnesium nitrate solutions) or
matrix-matched standards. Further details of such procedures may be found in the book by
Welz and Sperling (1998).

Inductively coupled argon plasma atomic emission spectrometry (ICP-AES) is an
extremely versatile multielemental technique with detection limits in the low microgram
per liter range. It has a high sample throughput and relatively few matrix interferences. Two
configurations, involving radial and axial viewing of the plasma, are used commonly. The
axial configuration offers greater sensitivity and better detection limits (Dubuisson et al.,
1997) and is the preferred configuration for low-level metals analysis. Care should be taken
when analyzing saline waters because for many metals sensitivity depends on the salinity
of the sample. This may necessitate sample dilution and the use of standard addition cali-
bration or matrix-matched standards.

ICP-MS employs an argon plasma to atomize elements in the sample matrix, followed
by introduction of the atoms into a mass spectrometer and subsequent detection. It has the
capacity to measure most metals at concentrations found in natural freshwaters (submicro-
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gram per liter) with the added advantage of near simultaneous multielement analysis (Wolf
and Grossler, 1997). Detection limits for commonly analyzed elements are 0.001 to 0.06
pg/liter (Wolf and Grossler, 1997). A potential drawback when analyzing complex sam-
ples is the interference caused by polyatomic species formed by reaction of matrix con-
stituents with argon in the plasma. For instance, high chloride concentrations can lead to
the formation of ArCl, which interferes with the accurate measurement of arsenic (May and
Wiedmeyer, 1998). Similarly, the formation of ArCe (May and Weidmeyer, 1998) prevents
the accurate measurement of chromium. Sulfur, calcium, sodium, and phosphorus poly-
atomic species also interfere with a range of metals. Careful selection of the isotopes mea-
sured and correction equations can be used to compensate for most of these interferences
(Wu et al., 1997). For freshwaters, most metals can be determined free of interference. In
saline waters containing gram quantities of many cations (sodium, magnesium, etc.) and
anions (chloride, sulfate, etc.), many severe polyatomic interferences exist. It is hard to
generalize about metals that can be determined accurately in brackish water because this is
a function of the metal concentration to polyatomic concentration ratio. Reducing the sol-
vent load by desolvation can be used to reduce polyatomic interferences (Minnich and
Houk, 1998). At present, routine analysis of estuarine and coastal waters requires a separa-
tion step using chelating agents or hydride generation (McLaren et al., 1985; Beauchemin
et al., 1988; Halicz et al., 1996; Willie et al., 1998; Stroh and Vollkopf, 1993) to remove
the analyte from the salt matrix. Alternatively, graphite furnace may be used to volatilize
metals from the salt matrix prior to introduction into the ICP-MS (Chapple and Byrne,
1996). Recently, ICP-MS-MS instruments have become available commercially and allow
the separation of polyatomic species from the analytes of interest and the direct analysis of
seawater. Saline samples still need to be diluted because the high salt content decreases
nebulization efficiency, changes the plasma chemistry, and blocks the inlet of the mass
spectrometer. Nebulizer design is an important determinant of sensitivity and the sample
volume required (Beres et al., 1994; Debrah et al., 1995).

The analysis of mercury by ICP-MS presents an additional problem. Mercury adsorbs
to glass and plastic surfaces and, unless long wash times are used, will build up within the
nebulizer/spray chamber system (U.S. EPA, 1998). The addition of gold(IIl) chloride to
samples and the use of a low-volume nebulizer/spray chamber system will prevent this
problem (U.S. EPA, 1998).

Vapor Generation Techniques

Arsenic and selenium display poor sensitivity when determined directly by atomic absorp-
tion spectromentry (AAS) and atomic emission spectrometry (AES) and are subject to inter-
ferences when using ICP-MS. For this reason, derivatization and introduction of the element
as a gas to the atomization cell or ICP torch is used to improve sensitivity dramatically
(Santosa et al., 1997). Hydride generation involves the reaction of various metalloids with a
reducing reagent (usually sodium tetrahydroborate) to form a volatile hydride. The hydride
is purged from solution, sometimes preconcentrated by cryogenic trapping, and then deter-
mined by some form of atomic spectrometry (usually atomic absorption or atomic fluores-
cence). This approach offers greater sensitivity owing to the preconcentration of the element
in the gas phase and greater atomization efficiency. The main application is to the analysis
of arsenic (and its organoarsenic acids) and selenium. Many transition elements will sup-
press hydride generation (Campbell, 1992), and a chelating agent such as cysteine or thio-
glycollic acid should be added to prevent this problem (Howard and Sabu, 1998; Le et al.,
1994). Continuous-flow or flow-injection systems are available for hydride generation.
Natural waters contain low concentrations of arsenic and selenium (<1 pg/liter As;
<0.2 pg/liter Se), and cryogenic trapping of the generated hydrides with liquid nitrogen
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has to be used to preconcentrate the hydrides before analysis (Apte et al., 1989; Santosa et
al., 1997). Care must be exercised to ensure that quantitative generation of hydrides is
achieved.

Mercury is present in natural waters at typically low nanogram per liter concentrations
and usually is analyzed separately from other metals. Mercury is determined by generating
mercury vapor from samples by reduction (usually stannous chloride), with detection as
elemental mercury by atomic spectroscopy. Preconcentration onto gold foil or columns is
required to enhance the sensitivity of the cold vapor technique (Fitzgerald and Gill, 1979).
AAS has now been replaced by atomic fluorescence spectrometry (AFS), which offers
greater sensitivity (Liang and Bloom, 1993; Cossa et al., 1995). Dedicated instrumentation
normally is required to attain reliable routine performance.

Electrochemical Analysis

The most widely used electroanalytical techniques for the determination of trace metals in
natural waters are anodic stripping voltammetry (ASV) and cathodic stripping voltammetry
(CSV). A major advantage of these techniques is their applicability to saline matrices. With
appropriate care, they are applicable to the analysis of a range of metals in open ocean
waters (Grasshoff et al., 1999; Scarponi et al., 1995). They are comparatively low cost pro-
cedures and offer some simultaneous analysis capabilities. For example, ASV is able to
analyze copper, lead, cadmium, and zinc in one voltamogram. Typical detection limits
obtained with ASV and CSV are given in Table 6.1. Generally, electroanalytical methods
are nonrobust and require a high degree of operator skill. They are used rarely for routine
analysis.

ASYV and CSV measure an electrochemically labile fraction that is determined by both
thermodynamic and kinetic factors (Davison, 1978). To determine total metal concentra-
tions, some form of pretreatment is required. Ultraviolet irradiation with or without the
addition of hydrogen peroxide (Batley and Florence, 1976; Achterberg and van den Berg,
1994) is used for the digestion of filtered samples and unfiltered samples having a low tur-
bidity.

Colorimetric Methods

Colorimetric methods are still used for some metals. These include aluminum, chromium,
iron, and manganese (Hunt and Wilson, 1986; Grasshoff et al., 1999). Typical detection
limits range between approximately 1 and 10 wg/liter. All these procedures are amenable
to automation either using flow-injection or continuous-flow analysis.

ANALYTICAL QUALITY CONTROL

Whatever the analytical method employed, some form of QC is essential. Several compre-
hensive texts detailing analytical quality control in water laboratories are available (Hunt
and Wilson, 1986; Cheeseman et al., 1989; Quevauviller, 1995). Appropriate QC proce-
dures include frequent calibration, spike recovery tests (particularly important when ana-
lyzing new matrices), analysis of sample duplicates, and analysis of a certified reference
material and in-house reference material (see Chapter 2). For large laboratories engaged in
routine analysis, laboratory accreditation and participation in interlaboratory trials and
external QC check-sample programs is also advisable. In a well-run laboratory, typically
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between 10 and 20 percent of total analytical effort is invested in QC. Certified reference
waters are now available from a number of suppliers, such as the National Research Council
of Canada (NRC), the European Bureau of Community Reference (BCR), and the
International Atomic Energy Agency (IAEA). Care should be taken to choose reference
waters that have similar matrices and metal concentrations to the samples being analyzed.
This is not always possible, and in-house QC standards may be used as a substitute. These are
used to check between-batch variability, although they are not generally a check for accuracy
unless the metal concentrations have been determined by several independent laboratories.
The use of reference standards that are prepared in deionized water confirm the accuracy of
calibration but do not test the analytical method’s ability to cope with matrix effects.

TRACE METALS SPECIATION PROCEDURES

As indicated previously, total metal concentrations are generally a poor indicator of metal
bioavailability and toxicity to organisms (Luoma, 1983; Craig, 1986; Campbell, 1995).
Measurements of chemical speciation are required. At present, no universally applicable
technique for determining metal speciation exists. Nevertheless, a number of methods are
available that measure a fraction of the filterable metal concentration that is more closely
related to metal bioavailability (Table 6.2). Metal speciation methods are more complex
than procedures used for measuring total metal concentrations. Extensive reviews of such
techniques may be found in the books by Batley (1989) and Tessier and Turner (1995). A
major problem confronting speciation studies is the lack of analytical methods that can
determine the concentrations of specific inorganic species such as the free metal ion. Ion-
selective electrodes determine free metal ion concentrations but generally are insensitive
and prone to interferences (Batley, 1989). Their application largely has been limited to
studies of copper speciation (Meador, 1991; De Marco, 1994). Electrochemical procedures
such as anodic stripping voltammetry (ASV) and cathodic stripping voltammetry (CSV)
measure labile metal concentrations (assumed to approximate the concentration of inor-
ganic metal species and weakly bound organic complexes) and have been used to elucidate
the extent of complexation by dissolved organic matter for a range of metals (Batley, 1989;
Tessier and Turner, 1995). Size fractionation techniques such as dialysis and ultrafiltration
also have been used (Apte et al., 1989; Buffle et al., 1992; Buftle, 1988), although these
methods give an operationally defined split of metal species that is difficult to relate to
actual chemical species.

For covalently bonded molecules (organometallic species) such as methylmercury and
organoarsenic compounds, the favored approach involves derivatization (e.g., ethylation or
hydride formation), cryogenic trapping, and chromatographic separation, followed by ele-
ment-specific detection using atomic absorption, emission, or fluorescence spectrometry
(Marshall and Momplasir, 1995; Apte et al., 1989; Howard, 1989). Derivatization normally
is necessary prior to gas chromatography to form volatile species (Andreae, 1979; Bloom,
1989; Rapsomanakis and Craig, 1991).

The determination of oxidation states is important for elements such as As, Se, and
Cr because toxicity and reactivity can vary with oxidation state (Cooper and Glover,
1974; Neff, 1997). This may be achieved by selective coprecipitation (Cranston and
Murray, 1978), hydride generation (Andreae, 1977), electrochemical determination
(Florence, 1986), or volatilization following species-selective derivatization (Marshall and
Momplasir, 1995).

Sample storage is a critical issue confronting speciation analysis. Refrigeration at 4°C
and storage in the dark generally are thought to be the best storage procedures because they
slow chemical reactions and biological processes (Batley, 1989). Freezing generally is not
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TABLE 6.2 Summary of Speciation Techniques for Metals in Natural Waters

Metal Technique Species measured
Aluminum CSV,“ cation exchange resin, Reactive aluminum, inorganic,
ligand competition, spectrophotometry, noncomplexed monomeric

solvent extraction AAS”

Arsenic HPLC¢ or hydride GC-AAS (AFS)? As(III), As(V) CH;AsCHOOH,
(CH;),AsCOOH,

Cadmium ASV.,* ligand competition Labile Cd or Cd**

Chromium Resin separations, spectrophotometry Cr(III), Cr(VI)

Copper ASV, CSV, ISE/ ligand competition Labile Cu, Cu**

Lead ASV, CSV, ligand competition Labile Pb, Pb**

Mercury GC-AFS Hg(Il), CH;Hg "

Nickel Ligand competition, CSV Labile Ni

Selenium Hydride or hydride GC-AAS Se(IV), Se (VI), organoselenium
(AFS),¢ derivatization/GC, species
colorimetry

Uranium CSV, TRLFS,® UV-vis" Ul

Vanadium Capillary electrophoresis, IC! VV), V(V)

Zinc ASV, CSV, ligand competition Labile Zn

“Cathodic stripping voltammetry.

’Atomic absorption spectrometry.

‘High-performance liquid chromatography.

4Atomic fluorescence spectrometry.

¢Anodic stripping voltammetry.

/Mon-selective electrode.

$Time-resolved laser-induced fluorescence spectroscopy.
"Ultraviolet visible spectrophotometry.

Ton chromatography.

recommended because it can rupture cells and cause precipitation of some constituents
(Batley, 1989). An alternative approach is the fixing of certain metal species by immobi-
lization onto selective adsorbents in the field (Boussemart and van den Berg, 1994). This
is probably the best approach for highly unstable species. Whichever storage procedure is
adopted, it is highly recommended that rigorous tests are carried out to characterize the
effects of storage on sample stability.

FUTURE DEVELOPMENTS

Improvements in water quality monitoring will be made by the measurement of metal
species concentrations that are more meaningful to answering the questions posed (e.g.,
metal bioavailability). Increased spatial and temporal coverage and reduced time between
sampling, analysis, and decision making are desirable. To achieve these goals, portable
field analysis, in situ sensing, and real-time monitoring of metal concentrations will
become increasingly important.
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CHAPTER 7

ANALYSIS OF ORGANIC
SUBSTANCES IN NATURAL
WATER

Andrew Revill

INTRODUCTION

Organic compounds are ubiquitous in natural waters either as natural products or as conta-
minants. For example, naturally occurring organic compounds from algae and bacteria
include hydrocarbons, heterocyclic compounds, and a range of the so-called volatile
organic compounds (VOCs), whereas water quality guidelines (ANZECC/ARMCANZ,
2000) identify some 220 organic compounds for monitoring. These include organic alco-
hols, chlorinated hydrocarbons, aromatic hydrocarbons, nitroaromatic hydrocarbons, pes-
ticides, and nitrophenols. In addition to these, there will always be specific industrial
discharges that require monitoring.

Natural sources of organic compounds such as algae and bacteria are in general diffuse
sources, although inputs such as natural oil seeps can be a point source. The converse tends
to be true for anthropogenic inputs in that these are generally point sources such as efflu-
ent discharge points, although some contaminants will enter waters via atmospheric depo-
sition, which is a more diffuse source.

The intention of this chapter is to provide information on important factors to consider
when sampling organic compounds and on the range of possible analytical techniques.
However, given the large range of potential analytes, it is clear that no one method can be
used to analyze for all compounds. In general, analytical protocols need to be developed for
particular compound classes.

Sampling Strategy

The subject of sample strategy design is lengthy and complex and is not really appropriate
for discussion in this chapter, but it is relevant to include some general points at this stage
(for a more comprehensive review, see Chap. 2). Where and when to sample are issues that
really can be determined only by the analytes in question and their source. For example, a
survey designed to assess the distribution of a particular naturally occurring compound in
a bay will require a very different sampling strategy from a monitoring program for an
effluent discharge in an estuary. Issues to be considered include current direction and
strength, water chemistry (e.g., fresh versus saline or estuarine mixing zones), frequency of
discharge (e.g., continuous or pulsed), and whether to sample on the surface or at depth.
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Sample Collection

What to Sample? At this stage it is necessary to decide which components of the aquatic
system are to be sampled. Organic compounds are often hydrophobic and thus are associ-
ated primarily with particulate material, although there will be a small dissolved/colloidal
fraction, especially with the more polar compounds such as alcohols and fatty acids. Thus
a common question is whether to collect a whole sample or to filter the sample and ana-
lyze a particulate and dissolved component. From the point of view of a monitoring pro-
gram, a whole sample is the quickest and cheapest way to an assessment of concentrations
of the analyte in question. If this provides a result below guidelines. then no further work
needs to be undertaken. If concentrations are above guidelines, then a decision needs to be
made as to whether a separate assessment of particulate bound or dissolved component
needs to be made. There is often an assumption that the dissolved fraction is the bioavail-
able component, but this is not necessarily the case. For example, filter feeders probably
will be exposed to greater quantities of particulate bound compounds, and once in the
lipophilic environment of their digestive system, these compounds become available. This
question really can only be answered by investigating the literature for the compounds in
question.

Contamination Issues. Some general points about sampling equipment are as follows:
All sampling equipment must be inert and precleaned and rinsed with an organic solvent
such as dichloromethane (unless this is the analyte). For example, sample containers for
waters to be analyzed for hydrocarbons would be glass, washed with a laboratory detergent,
followed by an acid rinse to remove residues, and then rinsed with a solvent such as hexane.
At all stages of the sampling process, the sample must not be allowed to come into contact
with plastic because this may cause contamination with compounds such as phthalates,
which are readily leached by water. A potential source of contamination often missed is
sample container caps, which should be lined with foil or PTFE. Any tubing used should
be PTFE tubing, again to prevent leaching of contaminants. During sampling, all collec-
tions must be carried out wearing inert gloves because contact with the skin can introduce
a relatively high level of contamination with squalene, especially in hot locations.

Any equipment used in filtration or other techniques must be subjected to the same rig-
orous precleaning as described earlier. Filters, generally GF/F, should be precombusted at
450°C prior to use (e.g., Miller, 1999) and stored in precombusted foil until used. There are
filters on the market that are encapsulated to provide greater rigidity. It is important that
these are subjected to a rigorous assessment of potential contamination before use.

A lot of aquatic sampling is performed from boats, and it is essential that this cannot
introduce contamination into the samples. The issues relating to sampling from small boats
tend to be associated with possible contamination from engines, and therefore, wherever
possible, the boat should be anchored and the engines turned off or the boat pointed
upstream of the prevailing current and samples taken from in front of the engines. On larger
ships, the sources of contamination become more numerous, e.g., engine exhaust, winch
cables (oil and grease), and other products being used on the ship such as cleaning fluids.

How to Sample? Water samples can be collected in a variety of ways, from a simple
weighted open bottle to a sophisticated programmable autosampler. Probably the most
common water sampling device is the Niskin bottle. This is an open-ended bottle that can
be lowered to a prescribed depth and the bottle closed by means of a messenger. More
sophisticated setups use a rosette of 12 or 24 bottles, which allows each bottle to be closed
independently for the collection of depth profiles. Niskin bottles tend to have a capacity of
approximately 10 liters, so for compounds in very low concentrations it may be necessary
either to collect multiple samples or to use an alternative method. One alternative is the use
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of pumping systems, where the inlet is lowered to a prescribed depth and the sample
pumped into a collection vessel at the surface. It is important to note that with this type of
system it is preferable to locate the collection vessel prior to the pump in order to minimize
contamination.

If it becomes a requirement to analyze the particulate and dissolved fractions separately,
then a decision has to be made how to do this. A common method is to filter, generally
through a 0.45-pm filter; however, this may or may not be the optimal separation depend-
ing on the analyte in question. Other alternatives are centrifugation and membrane separa-
tion. However, it is important to remember that techniques such as membrane separation,
where conditions are made more favorable for the analyte on one side of a membrane, can
cause a shift in the sample equilibrium and may even lead to desorption of the analyte from
particles, thus introducing a bias.

Other sampling devices include long-term integrating samplers, which may pump the
water through a filter and then trap dissolved components on a resin. This type of sampling
device is often self-contained and can be deployed at specific depths with the use of moor-
ings (Ehrhardt and Burns, 1990). Some systems can include a pumping arrangement and a
series of sample bottles on a carousel; controlled by a personal computer (PC), this type of
system can collect samples at prescribed intervals. A basic form of this system is used in
sediment traps that are designed to collect sinking oceanic particles. These are deployed at
preset depths, either with a mooring or free floating, and basically collect particles into a
container. The trap may have 12 containers, programmed to rotate each month.

More recent developments have been focused on passive samplers that can integrate
(and therefore concentrate) contaminants over long periods. These generally involve the
use of semipermeable membranes encasing a solvent into which contaminants will parti-
tion (Peterson et al., 1995).

Sample Extraction

Why Extract? Extraction of the sample is required basically for one reason, and this is to
transfer the compounds of interest from the water/particulates to an organic solvent, which
has the effect of both concentrating and making them more amenable to analysis. If we con-
sider this section as the interface between the bulk sample and the actual analysis, then we
have to consider the process of extraction and any appropriate fractionation into compound
classes required. This is shown schematically in Fig. 7.1.

Methods Available for Extraction. The extraction process is basically a partition
between the sample matrix (water or particulates) and an organic solvent. The most basic
extraction is a liquid-liquid partition between water and a solvent. The choice of solvent
depends on several factors, but first and foremost it must be immiscible with water. Thus
the water sample is placed in a separating funnel, solvent is added, and the two are shaken
together and allowed to separate, and the solvent is recovered. This is normally repeated at
least once more, assuming the general principle that each extraction obtains approximately
80 percent of the analytes in the water. The solvent is then removed to concentrate the ana-
lytes prior to analysis. Other factors to consider when choosing a solvent are the analytes
of interest, volatility, ease of separation from water, any subsequent separations, and the
final analytical tool. For example, a general rule of thumb is that like dissolves like, which
would suggest that for chlorinated compounds, a chlorinated solvent would work best, and
this is probably true. However, if the final analytical tool is an electron capture detector, a
chlorinated solvent may not be the most appropriate. This said, it is always possible to
exchange solvents prior to analysis. Similarly, if the analytes in question are volatile, then
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FIGURE 7.1 A schematic example of how a water sample may be analyzed for organic contaminants.

a more volatile solvent is preferred to increase the chances of solvent removal while mini-
mizing analyte losses. Some solvents are more miscible with water than others, and this can
be important when attempting to minimize water carry-over from the extraction. For exam-
ple, in a liquid-liquid extraction solvents such as hexane will provide a clean interface with
little carry-over of water, whereas dichloromethane may allow a small amount of water to
be carried over.

Extraction of particulate samples on filters is a little more problematic in that the filters
are the sample matrix, but there is inevitably some water also associated with the filter and
particulates. Thus, if extraction is attempted solely with a hydrophobic solvent, a poor
extraction efficiency will be obtained. It is necessary to use solvent mixtures to allow the
solvent to come into close contact with the analytes. This can be achieved in two ways. The
filters can be extracted sequentially, initially with a more polar solvent such as methanol,
followed by a methanol-dichloromethane mix, and finally with dichloromethane only. The
various solvent extracts are combined, and water is added to form a two-component mix-
ture that is then treated as a liquid-liquid extraction. The alternative method is to use a
three-component single-phase mixture such as chloroform-methanol-water to perform the
extraction. The ratio of the solvents is then altered to break phase, and the resulting two-
component system is treated as a liquid-liquid extraction.

Extraction of organic compounds from their matrix generally requires some form of
energy input. For liquid-liquid extractions, this is generally in the form of shaking; how-
ever, for the extraction of particulates, the choices are more varied. The sample simply can
be shaken with the solvent, or energy can be applied by different means. A classic approach
is Soxhlet extraction, where the sample is placed in a thimble and solvent refluxed to
sequentially extract the analytes. Another common approach is the use of ultrasound to agi-
tate the sample in the solvent. More recently, attempts to reduce solvent use and speed up
extractions have led to techniques such as supercritical fluid extraction (SFE) and enhanced
solvent extraction (Heemken et al., 1997). Dissolved components initially trapped onto
resins or solid-phase cartridges (Table 7.1) generally can be recovered by eluting the
medium with a suitable solvent.
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TABLE 7.1 Examples of Resins Used in Solid-Phase Extraction of Water Samples

Type Phase Porosity (A)* Uses

Cis Cq, Gy, C —Si—R 60, 150, 500 Nonpolar: least selective and most common
adsorbent; will retain most organic
compounds. Degree to which nonpolar
compounds can be eluted depends on the

R=CH,,,, chain length of R.
R = cyclohexyl
Cyclic or phenyl 60 Moderately nonpolar: used when the more

common nonpolar adsorbents do not provide
the desired selectivity.
CN —Si—C;H,CN 60 Moderately nonpolar: used if nonpolar
| analytes irreversibly bonded to more com-
mon adsorbents.
Weak anion: rarely used, more for specialist
NH, —|Si— C;H,NH, 60 applications such as the isolation of acids.

*The larger the pore size, the more macromolecular material will be retained.

Sample Fractionation. Depending on the type of sample and the amount of organic
material extracted, it may be necessary to fractionate the sample into compound classes.
This is generally performed to remove interferences from other compounds, enhancing the
final analysis, and to prevent unnecessary deterioration in analytical equipment. The most
common method of fractionation is column chromatography. In its most simple form, an
adsorbent such as activated silica gel or alumina is packed in a glass column, the sample is
applied to the top, and the components of interest are eluted with a variety of solvents. The
important points to remember are

o Choose the most suitable adsorbent for a mixture.
o Do not overload the column (a 30:1 adsorbent-sample ratio is a good starting point).

o Use a suitable range of solvents for elution starting with the most apolar.

Alternatives to column chromatography include thin-layer chromatography (TLC) and
high-performance liquid chromatography (HPLC). Like column chromatography, TLC is
quite labor-intensive but has the added disadvantages of being more suited to smaller quanti-
ties of sample and is more restricted in terms of the number of solvents that can be used to elute
the plate, so in general it finds less use in a preparative sense. HPLC is a similar technique to
column chromatography, except that it is performed at higher pressure, which reduces the time
required for separation. HPLC has the added advantage that it can be automated.

Once the appropriate fraction has been obtained, a choice of the most suitable analyti-
cal method can be made.

Sample Analysis

High-Performance Liquid Chromatography (HPLC). Although not used as commonly
as gas chromatography in the analysis of organic compounds, HPLC can be used to ana-
lyze compounds with an adsorption and/or fluorescence characteristic, such as PAHs. The
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limited resolving power, compared with gas chromatography, and one-dimensional detec-
tors such as adsorption and fluorescence detectors made this technique of limited use for
mixtures. However, the advent of the photodiode array detector (HPLC-DAD) and the
successful coupling of HPLC with mass spectrometry (HPLC-MS) have increased the
usefulness of this technique in environmental applications. The diode array detector has
the capability to simultaneously measure absorption in multiple wavelengths, thus build-
ing up a three-dimensional “picture” for each eluting peak. By applying absorption char-
acteristics for known compounds, mixtures potentially can be deconvoluted. Similarly,
HPLC-MS allows the mass spectrum of each eluting peak to be analyzed and individual
components identified (Barcelo et al., 2001). The advantage of HPLC is that it can be used
for the analysis of substances not readily amenable to gas chromatography, e.g., algal tox-
ins (Metcalf et al., 2000).

By far the most common analytical technique in the analysis of organic compounds is
gas chromatography (GC), which can be coupled with a variety of detectors. The art of GC
is far too detailed to discuss here, but anyone interested is encouraged to read Jennings
(1987). Suffice to say here that GC provides a final high resolution separation of com-
pounds of interest. The important factors are the choice of GC column and the detector
(Table 7.2).

GC Detectors. There are a wide variety of detectors available for GC, and discussion here

will be restricted to the detectors used most commonly in organic analyses (see Table 7.2).
One of the most common detectors is the flame ionization detector (FID). This is a general-

TABLE 7.2 Examples of GC Columns and Common Detectors

Column phase* Polarity Common applications
100%
dimethylpolysiloxane Nonpolar Hydrocarbons, phenols, pesticides, PCBs
5% diphenyl + 95%
dimethylpolysiloxane Nonpolar PAHSs, fatty acid methyl esters
50% phenyl + 50%
dimethylpolysiloxane Intermediate  Steroids, pesticides
Polyethylene glycol Polar Free acids, alcohols
Detector Uses
Flame ionization Most common general-
detector (FID) purpose detector
Electron capture Halogenated compounds
detector (ECD)
Nitrogen-phosphorous Nitrogen- and phosphorous-
detector (NPD) containing compounds
Flame photometric Sulfur-containing compounds.
detector (FPD) Can also be retuned for organotin
compounds
Atomic emission Metallated compounds
detector (AED)
Mass spectrometer (MS) General-purpose, potentially highly
specific, and provides structural
information

*There are a wide variety of phases that provide a more gradual change in polarity than those shown here.
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purpose detector that responds to carbon-hydrogen bonds in organic compounds, and its
response is directly related to the CH content of the compounds of interest. Thus, while all
organic compounds will cause a response on this detector, some will cause a larger
response than others. This is an important factor if quantitation is to be used because
response factors will be required. The nature of this detector makes it the first choice for
some compounds, e.g., hydrocarbons, but the fact that all organic compounds will respond
means that sample cleanup is very important or the resulting chromatograms will be “busy”
and confusing.

Where the compounds of interest have some functionality, it may be possible to use a
more selective detector. For example, the electron capture detector (ECD) can be used to
detect compounds that contain an electronegative group, and only these compounds will
cause a response. Probably the most common use for this detector is in the analysis of halo-
genated compounds such as pesticides. Other specific detectors include the flame photo-
metric detector (FPD) for sulfur-containing compounds and the nitrogen phosphorus
detector (NPD) for compounds containing nitrogen and phosphorous atoms. These detec-
tors not only provide increased specificity but also can provide increased sensitivity. For
example, the FID commonly will detect compounds in nanogram quantities at the detector,
whereas the FPD will detect compounds such as dibenzothiophene (C,,HgS) at picogram
quantities at the detector (Berthou and Vignier, 1986).

An interesting development in GC has been the coupling of this basically organic ana-
lytical technique with those used more commonly in inorganic analytical chemistry. For
example, GCs have been coupled with inductively coupled plasma instruments (Kim et al.,
1992) and atomic emission detectors (AEDs) (Andersson and Schmid, 1993). These devel-
opments have allowed for more selective analysis of metallated organic compounds, e.g.,
porphorins. The interest in these detectors has been twofold. They have allowed investiga-
tors to analyze the range of metals complexed by organic compounds, but they also allow
investigators to selectively detect compounds containing a specific metal, e.g., copper or
magnesium.

While a lot of information about a sample can be obtained from GC, especially when
coupled with a selective detector, compound identification relies very heavily on the analy-
sis of known standards to obtain retention times, and these must be analyzed frequently to
ensure that changing column conditions and so on are not causing changes. Given this lim-
itation, there will always be compounds present in a chromatogram that are unknown.

Gas Chromatography-Mass Spectrometry. The greatest advance in GC probably has
been the coupling of GC with mass spectrometry (GC-MS). This has allowed thousands of
compounds to be identified and a degree of selectivity to be applied to organic analyses not
previously possible. The basic principles of GC-MS are that the chromatographic peak is
bombarded with electrons, and this results in compounds losing electrons, they fragment,
and the resulting positive ions are detected. These ions can then be reconstructed like a jig-
saw to reveal the compound’s identity. This is basically three-dimensional information in
that a chromatogram is obtained that looks very similar to that from a conventional GC, but
behind every peak is the mass spectrum.

The advantages of this technique from an analytical point of view are several. First, any
unknown peaks in the chromatogram potentially can be identified. Second, the distin-
guishing fragmentation patterns of certain compounds can be used to identify similar com-
pounds within a chromatogram, e.g., a homologous series, and third, this distinctive
fragmentation can be used to filter out unwanted information so that the mass spectrome-
ter will detect only the ions of interest. This is particularly useful when the compounds of
interest are relatively minor components and cannot be separated by any sample pretreat-
ment. This type of analysis is often referred to as selected ion monitoring (SIM), and an
example of how this technique is used in oil fingerprinting in shown in Fig. 7.2. In this
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example, relatively minor but diagnostically important compounds have been highlighted
within a hydrocarbon analysis by using specific fragmentations associated with these com-
pounds. A further enhancement on this technique is GC-MS-MS, where compounds of a
very predictable fragmentation can be analyzed and identified. This generally involves the
use of the first mass spectrometer to isolate an ion of interest and the second mass spec-
trometer to fragment this ion and determine its structure.
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FIGURE 7.2 An example of how minor components in a complex mixture may be highlighted
using GC-MS in SIM.
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Initially, GC-MS instruments relied on the use of large magnetic sector instruments, but
in recent years advances in instrumentation have seen the mass spectrometer shrink from
an instrument that filled a room to one that will sit comfortably on a bench top. This has
resulted in a dramatic increase in the number of laboratories using GC-MS. Initially, bench-
top instruments used a so-called quadrupole geometry and were capable of the basic GC-
MS functions, including SIM. However, recent years has seen the development of
bench-top instruments that use ion-trap technology. These instruments also perform the
basic functions but are also capable of GC-MS-MS techniques.

While techniques such as SIM and GC-MS-MS provide a high degree of selectivity
to analyses, this has now been advanced further by a technique called negative ion
chemical ionization. Chemical ionization is a technique commonly used in MS to
“softly” ionize a compound so as to induce little or no fragmentation to calculate its
molecular mass. Ideally, the technique simply dislodges a single electron using a colli-
sion gas at low kinetic energy that fails to induce fragmentation, allowing the resulting
positively charged molecular ion to be detected. Recently, advances have been made to
allow the polarity of the mass spectrometer ion source (that part which carries out the
ionization) to be basically reversed. Thus, instead of expelling positive ions, it now
expels negative ions. Therefore, any compound that can be induced to gain an electron
instead of losing one can be selectively analyzed. This is now the ECD of mass spec-
trometry and is used for all the same compound types. The advantage, though, is that
when used in an ion-trap GC-MS system, the negative ion can be isolated and then frag-
mented (GC-MS-MS) to provide selectivity and structural information, making it a very
powerful technique.

The ability to selectively analyze for compounds of interest has been and still is very
useful in monitoring the inputs and fates of these compounds in aquatic systems.
However, there is still one aspect of the cycling of these compounds that is unknown, and
this is their source. For example, we can measure what is there and how much is there,
but we also need to know where it came from (and possibly how long has it been there).
In some situations, this question can be answered relatively easily because there may
only be one possible source, but in reality, there are often multiple potential sources for
organic compounds in aquatic systems, ranging from natural to anthropogenic sources.
The greatest advance in this area has been the development of compound specific isotope
analysis (CSIA), which involves the coupling of GC with a stable isotope ratio mass
spectrometer (GC-IRMS).

All organic compounds, by definition, contain carbon, which occurs as '>C and to a
much lesser extent (approximately 1 percent) '3C. Any process that involves chemical
kinetics will lead to a fractionation away from this normal '2C/'3C ratio (Hayes, 1993).
This includes natural processes such as diffusion of CO, and photosynthesis through
synthetic manipulation such as pharmaceutical production. Thus, if the same compound
is produced by two different processes, the ratio of the degree of fractionation may be
different.

This ratio is measured by the GC eluent being directed into a microcombustion furnace
(as opposed to a detector) that quantitatively produces CO,. This CO, is then swept into a
magnetic sector MS measuring the masses 44 ('2C'°0,), 45 (13CO, + '2C'*0'70), and 46
(">)C'%0"0 + 1BC00 + 2C'70,). All measurements are calibrated against an interna-
tional standard (Pee Dee Belemnite, PDB) and expressed as a delta per mil (8%0) notation:

3 = {_LRsam e — 1} X 1000
standard
where R = 13C'2C.
This technique now provides analysts with a potential source indicator for compounds
with potential multiple sources and is already being applied to such areas as PAH contam-
ination in rivers (O’Malley et al., 1994).
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FUTURE DEVELOPMENTS

The area most likely to see a rapid increase in both application and development is that of
compound-specific stable and possible radioactive isotope analyses. Already there are
instruments entering the market that offer compound-specific deuterium (*H) and com-
pound-specific nitrogen (**N) capability. Other functional groups with stable isotopes (such
as chlorine) are certain to receive attention from instrument developers. In addition, work
is underway involving the isolation of specific compounds and then subjecting these to '*C
analysis, which of course provides a potential age signature (Eglinton et al., 1996). At pres-
ent, this technique requires painstaking isolation of compounds by preparative GC fol-
lowed by analysis using an accelerator mass spectrometer (AMS), which is capable of
measuring the small amounts of '“C present. However, this is also destined to receive atten-
tion in the future.
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CHAPTER §

ENVIRONMENTAL
MONITORING OF NUTRIENTS

Grady Hanrahan, Paulo Gardolinski, Martha Gledhill, and
Paul Worsfold

INTRODUCTION

This chapter describes the biogeochemistry of nutrients (nitrogen, phosphorus, and sil-
icon), methods of sampling and storage, and techniques for their determination in
aquatic environments. It also considers the validation of nutrient data, which is impor-
tant for intercomparison purposes, particularly in view of the range of analytical tech-
niques used and the different physicochemical forms of nutrient elements that can exist
in natural waters. The need for accurate and precise data is also driven by water quality
issues (e.g., eutrophication) and legislation. A glossary of key terms is provided at the
end of this chapter.

BIOGEOCHEMISTRY OF NUTRIENTS

Role of Nutrients

Nutrients are essential elements for biochemical reactions and the growth and mainte-
nance of biomass, with nitrogen, phosphorus, and silicon being the most important and
commonly determined nutrients in aquatic ecosystems. This chapter therefore focuses on
these three macronutrients, but it should be noted that a number of other elements also act
as micronutrients.

The cumulative effect of enrichment of water by nutrients, particularly nitrogen and
phosphorus, leads to eutrophication with an accompanying increase in biomass and natural
productivity within a given aquatic community structure and deterioration of the quality of
the water concerned (Wilson et al., 1993; Moss, 1996; Young et al., 1999). This can cause
major ecological changes, e.g., production of algal blooms, reduction in species diversity,
and major changes in community structure. Thus, assessing nutrient concentrations on a
regular basis is of paramount importance for providing an insight into the relative health of
aqueous environments.

8.1
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8.2 WATER

CHEMICAL SPECIATION

Nitrogen

The elemental gas dinitrogen (N,) is the most abundant but least reactive form of nitrogen
in the global environment. However, many biochemical transformations can convert dini-
trogen into dissolved inorganic species, e.g., nitrate (NO; "), nitrite (NO, ), ammonium
(NH,"), and organic nitrogen compounds in both dissolved and particulate forms. Nitrogen
speciation can be defined operationally as total particulate nitrogen (TPN), total dissolved
nitrogen (TDN), dissolved organic nitrogen (DON) and dissolved inorganic nitrogen (DIN)
(Robards et al., 1994). See the Glossary at the end of this chapter for definitions. Figure 8.1
illustrates the aquatic nitrogen cycle, including biochemical transformations. Three of the
processes, i.e., fixation, nitrification, and ammonification, convert gaseous nitrogen into
bioavailable chemical forms. The fourth, denitrification, converts fixed nitrogen back into
gaseous species.

The global distribution of nitrogen is shown in Table 8.1. The atmosphere is the princi-
pal nitrogen reservoir, with over 99 percent of the total in the form of N,. Nitrogen in ter-
restrial systems occurs mainly as soil organic matter, with litter and soil inorganic nitrogen
accounting for the majority (97 percent). N, in dissolved form is the most abundant form
in the world’s oceans. Nitrogen also occurs in various inorganic forms, e.g., nitrate, nitrite,
ammonia, hydrazine, nitrous oxide, and nitrogen dioxide, and organic forms, e.g., amino
acids, amines, and amides. However, the organic fraction is not well characterized.

i . .
Atmospheric (N-) | Fixation

A 4

Air
Water
y r
; Fixation X
| Dissolved N p»{ Organic N
3
Denitrification Assimilation
Inorganic N
( NO3_
Nsz' Nitrification
NH,*
/
Water \\_____'__,/
Sediment
r
Ammonification Organic N

FIGURE 8.1 The aquatic nitrogen cycle.
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TABLE 8.1 The Major Global Reservoirs and Fluxes of Nitrogen

Reservoir 10 ¢ N
Lithosphere 190,000,000
Atmosphere 3,900,000
Oceanic 23,000
Terrestrial 500

Flux 10% g Nyr™!

Dry and wet deposition (terrestrial + oceanic) 0.160-0.450
Denitrification (terrestrial) 0.043-0.390
Denitrification (oceanic) 0.10-0.330
Biological nitrogen fixation (terrestrial) 0.044-0.200
Biological nitrogen fixation (terrestrial) 0.001-0.130
River runoff (terrestrial + oceanic) 0.013-0.040

Source:  Adapted from Bolin and Cook (1983).

Phosphorus

Phosphorus occurs in aquatic systems in both particulate and dissolved forms and can be
defined operationally as total phosphorus (TP), total reactive phosphorus (TRP), filterable
reactive phosphorus (FRP), and total filterable phosphorus (TFP). See the Glossary for def-
initions.

The distribution and transformation of phosphorus in aquatic systems are shown in Fig. 8.2.
Unlike nitrogen, the phosphorus cycle does not have a significant atmospheric component.
A chemical distribution of phosphorus between aquatic and particulate components occurs
via, e.g., adsorption and precipitation processes. The major reservoirs and fluxes of phos-
phorus are shown in Table 8.2. Other bulk sources include marine sediments and crustal
rocks and soil.

Silicon

Globally, silicon (Si) is found primarily as a constituent of various silicate minerals, often
combined with iron, magnesium, and calcium. Free silica occurs in rocks as quartz (SiO,),
and is relatively insoluble. In solution, SiO, is present as silicic acid, which is moderately
soluble and readily undergoes polymerization to form silica: xH,SiO, — (SiO,), + 2xH,0.
The silicon cycle consists of relatively few forms, with the main sources coming from the
weathering of Si-containing minerals in catchments and its subsequent transport to the
oceans (Fig. 8.3).

Anthropogenic Sources of Nutrients in Aquatic Environments

Anthropogenic supply of nutrients to the aquatic environment can be via point or diffuse
sources. Stormwater runoff is the primary component of diffuse-source pollution, with the
water quality of the discharge being determined by the dominant land use of the catchment
area. Nutrient contamination can originate from runoff of fertilizers from agricultural and
residential lands and from livestock and human wastes. Point sources are distinct sources
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FIGURE 8.2 The aquatic phosphorus cycle.

TABLE 8.2 The Major Global Reservoirs and Fluxes of Phosphorus

Reservoir TgP
Marine sediments 840,000,000
Soil 96,000-160,000
Crustal rock 19,000
Biota 2,600

Flux TgPyr!

Marine dissolved — marine biota 600-1,000
Terrestrial biota — soils 200

Crustal rock — soils (weathering) 14
Marine detritus — marine sediment 2-13

Source: Adapted from Bolin and Cook (1983).
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FIGURE 8.3 The global silicon cycle.

of contamination, i.e., those coming from a concentrated point and flowing directly into
water bodies at a discrete point (e.g., industrial discharges, municipal sewage-treatment
facilities, and agricultural animal production facilities).

Legislation Relating to Nutrients in Aquatic Environments

Concerns regarding the environmental impact of elevated nutrient concentrations are
reflected in recent legislation enacted in many parts of the world. For example, the main
European Union (EU) directives relating to the quality of surface and seawaters, with spe-
cial consideration for nitrogen and phosphorus, are as follows (Council of the European
Communities, 1975, 1980, 1991a, 1991b):

Directive 75/440: Abstraction of Drinking Water in Member States. Surface waters
abstracted for drinking water purposes are grouped in three classes, Al, A2, and A3,
based on the type and degree of treatment, with A3 being the most advanced. The
mandatory value for nitrate is 11.3 mg/liter NO, N for all classes. For phosphates, com-
pliance values are 0.17 mg/liter PO, P for Al and 0.31 mg/liter PO, P for A2 and A3.

Directive 80/778: Quality of Water Intended for Human Consumption. This covers all water
intended for human consumption, treated or untreated, regardless of origin. Both guide lev-
els (G) and maximum admissible concentrations (MAC) are listed for most parameters. For
nitrates, values of 5.35 mg/liter NO;-N (G) and 11.3 mg/liter NO;-N (MAC) are reported.
Values for phosphate are 0.17 mg/liter PO,-P (G) and 2.18 mg/liter PO,-P (MAC).
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Directive 91/271: Urban Wastewater Treatment. This concerns the determination of the
required treatment of urban wastewater prior to discharge into a given body of water,
which is based on the receiving water characteristics and sensitivity to eutrophication.
In the case of sensitive areas, the aim is to reduce nitrogen and phosphorus concentra-
tion levels below 10 mg/liter NO5-N and 1 mg/liter PO,-P, respectively.

Directive 91/676: Protection of Waters from Nitrates from Agricultural Sources. This
prescribes surveys for the identification of sensitive surface waters with respect to nitro-
gen inputs, especially of an agricultural origin. It aims to promote sound agricultural
practices in order to reduce pollution caused by nitrogen inputs.

As a general comment, limits for protection and maintenance of sensitive aquatic
ecosystems are much lower than for water intended for human consumption or waters
receiving urban wastewater.

SAMPLING AND STORAGE

Sampling Strategy

The fundamental requirement of any sampling procedure is that the sample taken is repre-
sentative of the bulk material, i.e., a body of water. Most aquatic systems are dynamic in
nature, changing randomly and/or systematically over time and space. Through the sea-
sons, nutrient levels will fluctuate with changes in water temperature, biological activity,
and the status of other water quality parameters, e.g., pH and sediment upwelling (Casey,
1992). Therefore, a well-organized sampling strategy should retain the original chemical
composition of the sample and take account of temporal and spatial variations, site loca-
tions and access, seasonal trends, and most important, cost.

Site Selection

Selecting representative sampling sites is one of the most important factors in any nutrient
monitoring program. The number and location of potential sites should be determined in
the initial phase of the sampling campaign and will depend on the problem that needs to be
addressed. If the purpose of the program is to monitor the impact of point sources, moni-
toring sites should be clustered where nutrients are likely to enter the water body. To help
ensure scientific validity, sites upstream and downstream from the pollutant inflow, as well
as the point of entry, should be monitored to provide comparative data and to monitor dis-
persal/dilution. Other considerations include avoiding boundary areas (e.g., confluence of
streams or rivers), convenience, and overall accessibility (Lambert et al., 1992).

Frequency and Cost

Nutrient concentrations fluctuate with changes in physicochemical conditions and biolog-
ical activity on a diurnal and seasonal basis. The rate and transport of nutrients in surface
waters vary depending on sources, pathways, interactions with particulate matter, and the
inherent biology of the water body. Other factors include in-stream velocity (flow rate), the
proportion of surface runoff, and the blending of water from tributaries of different quality.
Effective monitoring therefore involves sampling at adequately frequent intervals that the
data set spans the inherent changes. However, continuous sampling is not always a viable
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option. Most sampling programs are a compromise in that information is obtained in the
most cost-effective way.

Sample Collection and Storage

Sample collection should be simple and avoid the possibility of contamination or interfer-
ence from foreign substances. Today, there are several types of automatic sampler that can
be programed to take samples at specific time intervals or locations. Individual grab sam-
ples also can be taken at specific times and locations. Whatever method is chosen, it is
important that it minimizes contamination of or alteration to the sample. All sample bottles
should be clean and rinsed at least twice with the water of interest prior to analysis. Care
must be taken to avoid the surface film, which can be enriched with nutrients. The sample
should be collected halfway between the surface and the bottom and upstream of where you
are standing (if collecting grab samples) to avoid disturbing underlying sediments.

For nutrients, preliminary treatment often involves filtration. This process differentiates
between the dissolved phase, operationally defined as that fraction which passes through a
0.45-pm filter (Hurd and Spencer, 1991). Nuclepore material filters and cellulose acetate
membrane filters are reported to be best for dissolved constituents in natural waters (Hall et
al., 1996). High concentrations of suspended solids can cause analytical interference, e.g.,
scattering of light in spectrophotometry. Filtering also removes the majority of bacteria and
plankton that may alter nutrient concentrations during storage but may not eliminate col-
loidal particulate matter that can remove or release nutrients (Horowitz et al., 1992).

Both physical (i.e., refrigeration, freezing, and deep-freezing) and chemical (i.e., addi-
tion of chloroform, mercuric chloride, and acidification) preservation techniques are used
to maintain the original nutrient concentration of a sample. The effectiveness of preserva-
tion methods depends on various factors, including filtration technique, composition of
sample, container type and size, temperature, type of chemical addition, irradiation of sam-
ple, and pasteurization (Kirkwood, 1992; Brezonik and Lee, 1996; Dore et al., 1996; Zhang
and Ortner, 1998). It is also important to consider what actually happens during the storage
process. Biological activity does not cease when samples are collected and stored because
bacteria and microplankton continue to digest and excrete nutrient species. Walls of bottles
and containers are excellent substrates for bacteria, often enhancing bacterial growth, and
therefore rigorous cleaning of all laboratory ware is necessary. This is usually done by
washing with nutrient-free detergent, soaking in 10% HCl overnight, and then final rinsing
with ultrapure water such as Milli-Q.

Breakdown of organic compounds and changes in the speciation of inorganic con-
stituents also may alter measured nutrient concentrations. For example, it has been shown
that both organic phosphorus compounds and inorganic polyphosphates are hydrolyzed in
acidic conditions such as those used in the molybdate colorimetric method shown below
(Clesceri and Lee, 1965; Tarapchak, 1983). Other considerations include adsorption of
nutrients to container walls, contamination from sampling/transfer procedures, and sample
matrix characteristics.

Table 8.3 is a modified and abbreviated table from Maher and Woo (1998) that shows
the methods of storage and maximum storage time for the dissolved fraction obtained using
a 0.45-pm filter. Freezing (to —20°C) is the chosen method for storing samples over sev-
eral weeks or even months. However, silicate is likely to polymerize during the freezing
process, especially low-salinity and low-silicate samples (Alvarez and Sparks, 1985).
Refrigeration is a possible but less likely choice for samples stored for limited time periods
(<2 weeks). The addition of preservatives often is used to combat nutrient loss in stored
samples. Sulfuric acid, chloroform, and mercury(Il) ions are used most commonly to
remove biological effects.
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ANALYTICAL TECHNIQUES

In order to better understand nutrient utilization and transport in aquatic systems, there is
a need to develop sensitive and robust analytical measurement technologies. Monitoring
techniques must be able to provide the necessary detection limit and linear range to meet
all environmental situations. Typical ranges for nitrogen, phosphorus, and silicon in sur-
face waters are given in Table 8.4. The need to measure low levels of analytes has, in many
cases, contributed to problems of poor precision and reduced accuracy (Kirkwood et al.,
1991). It is therefore necessary to adopt an analytical method that meets all the preceding
requirements.

Nitrogen Determination

The cadmium reduction procedure is used widely in both batch and automated (continuous-
flow) spectrophotometric methods for nitrate determination (Margeson et al., 1980; Koupparis
et al. 1982; Skicko and Tawfik, 1988; Van Staden, 1982). Nitrate is reduced to nitrite, which is
then determined by diazotization with sulfanilamide and coupling with NED to form an
intensely pink-colored azo dye. Other methods of nitrogen determination include ion chro-
matography (IC), ion-selective electrodes (ISEs), and flow injection analysis (FIA). FIA is an
automated technique that allows rapid and in situ spectrophotometric determination of nutrients
(Clinch and Worsfold, 1987; Andrew et al., 1994; McKelvie et al., 1994). It is robust, portable,

TABLE 8.4 Typical Nutrient Concentrations in Surface Waters

Nutrient Concentration (mg/liter)
Nitrogen (NO;-N) 0.1-10
Nitrogen (NO,-N) 0.001-1.0
Phosphorus (PO,-P) 0.005-0.020
Silica (SiO,-Si) 1-30

Source: From Chapman (1996).

TABLE 8.5 Overview of Techniques for Nitrogen Determination

Species Matrix Method* Range (mg/liter)

Nitrate River water Automated FIA; diazotization

using sulfanilamide and NED 0.03-12
Nitrite, TON Seawater FIA; diazotization using

sulfanilamide and NED 0.08-0.8
Nitrate Natural waters  Nitrate-selective electrode 1-1000
Nitrite Drinking water ~ Ion-exclusion chromatography 10741
Nitrite River water Diazotization using 3-nitroaniline

and NED 1072-0.8
Nitrate, nitrite ~ Seawater CFA; diazotization using

sulfanilamide and NED 3X107°-1 X 1073

*FIA, flow-injection analysis.
Source:  Adapted from Robards et al. (1994).
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has low power and reagent consumption, and reduces the probability of sample contamination
and loss of stability by analyzing directly in the field. Table 8.5 summarizes the most popular
techniques for nitrogen determination in water.

Phosphorus Determination

Most methods of phosphorus determination are based on the reaction of phosphate with an
acidified molybdate reagent to yield phosphomolybdate heteropolyacid, which is then
reduced to an intensely colored blue compound and determined spectrophotometrically at
840 nm (McKelvie et al., 1995).

PO;~ + 12MoO?~ + 27H* — H,PO, (M00O,),, + 12 H,0
H,;PO, (M0O;),, — phosphomolybdenum blue Mo(V)

Reduction is achieved by the addition of ascorbic acid or tin(II) chloride, with the main
potential interferences being silicate and arsenate. The phosphorus determined is defined
as molybdate-reactive or soluble reactive phosphorus (SRP). Other phosphorus-containing
organic compounds and condensed phosphates can be determined using the molybdate
reaction following chemical, photochemical, thermal, or microwave digestion (Goossen
and Kloosterboen, 1978; Cembella et al., 1986; Johnes and Heathwaite, 1992). As for nitro-
gen, various phosphorus species can be determined by FIA. Table 8.6 summarizes the most
popular techniques for the determination of SRP.

Silicon Determination

Dissolved silica in natural waters usually is determined as silicate by reaction with
molybdate to form yellow molybdosilicate heteropoly acid (H,SiMo,,0,,), which is
then reduced to intensely colored silicomolybdenum blue and measured spectrophoto-
metrically at 810 nm (Fanning and Pilson, 1973). Oxalic acid is added to minimize inter-
ference from phosphate. Other methods for silicate determination include gravimetry
and atomic spectroscopy. It is important to avoid the use of glassware to minimize con-
tamination.

TABLE 8.6 Overview of Techniques for Phosphate Determination as SRP

Matrix Method Detection Range (pg/liter)
Seawater and natural ~ FIA, Spectrophotometry 3.1-31; 0-2000
water (reagent injection,
field system)

Natural waters FIA Spectrophotometry 0-4000
Effluents Batch Spectrophotometry 0.30-600
Seawater FIA Spectrophotometry

(reagent injection) 0.2-130
Natural waters Ton chromatography Spectrophotometry post-

column reactor 100-2000
Natural waters Batch, FIA Gel-phase absorptiometry ~ Various

*FIA, flow-injection analysis.
Source:  Adapted from Robards et al. (1994).
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VALIDATION OF NUTRIENT DATA

A large number of sample storage and preservation techniques, pretreatment procedures,
and analytical methods are used to determine nutrients. It is therefore essential that proto-
cols are in place to ensure that consistently high-quality data (accurate and precise) are
obtained both within and between laboratories.

Controls

In-house quality control samples provide a day-to-day check of variability due to vari-
ous factors, e.g., storage effects, different operators, blanks, instrumental effects, and
environmental effects (Clementson and Wayte, 1992). Synthetic samples can be pre-
pared to represent the sample of interest as closely as possible in terms of nutrient con-
centrations and matrix composition. These synthetic samples can then be analyzed by
the in-house method and percentage recovery determined. Any contamination by for-
eign substances or loss due to removal processes (e.g., biological uptake) can then be
assessed.

Interlaboratory Comparisons

Interlaboratory comparisons are an essential feature of method development and validation
and also play a major part in certified reference material (CRM) programs, which depend
on collaborative certification (Maier, 1991). These exercises are studies in which several
laboratories analyze one or more homogeneous and stable materials under designated con-
ditions, the results of which are compiled, compared, and put into a single report. The main
objectives of interlaboratory exercises are

e To determine the precision and accuracy of results between laboratories for the same
analytical method as well as those for different analytical methods

¢ To provide an impartial evaluation of in-house quality control procedures

e To identify best practice and support training needs

¢ To provide a valuable database of analytical information

Such comparisons are vital for improving the quality and performance of a given labo-
ratory using specific analytical techniques. Many surveys aimed at nutrient monitoring
make use of such data and participate in intercomparison exercises. In practice, such com-
parisons provide the structure of a strong analytical method.

Certified Reference Materials (CRMs)

A CRM is a reference material with one or more component values certified by a tech-
nically valid procedure, accompanied by or traceable to a certificate or other docu-
mentation that is issued by a certifying body (ISO Guide, 1981). CRMs are products of
high added value and play a number of important roles in helping produce reliable
results:

o Calibration and verification of measurement processes

o Quality control
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e Verification of standardized methods

e Development and validation of new methods

By using CRMs to calibrate and validate measurement systems, analytical chemists can
be confident that their measurements will be comparable and traceable. Certification is
based on the analysis of subsamples from a homogeneous and stable bulk sample contain-
ing the analytes (nutrients) in the required sample matrix. This is done using independent
methods (at least three) and a large number of expert laboratories (normally more than 10)
and is governed by accuracy, stability, and physical form requirements (Taylor, 1985). The
major suppliers of CRMs for environmental matrices, especially including nutrients, are
listed in Table 8.7.

CONCLUSIONS

Nutrients are essential to biochemical structure and function and are found in varying pro-
portions in aquatic ecosystems. The availability of some nutrients, particularly nitrogen and
phosphorus, is often limited, and the concentrations of these control the rate of primary pro-
duction. However, an excess of nutrient loading can lead to eutrophication, which ulti-
mately may lead to a deterioration of water quality. An increased public awareness based
on environmental, economic, and sociopolitical concerns has led to the development of
water quality monitoring programs.

Ideally, the chemical composition of the water being analyzed should be measured in
situ. However, this is not always possible and requires the adoption of appropriate sam-
pling, collection, and storage techniques. Currently, numerous sampling and storage pro-
cedures are available. However, waters vary considerably in composition, and what is
suitable for preserving nutrient concentrations in one system may not apply to others. It is
therefore recommended that laboratories carry out their own experiments and set appro-
priate procedures.

Monitoring programs are contingent on good laboratory practices and analytical proto-
col, and the precision and accuracy of measurements must reflect the level of confidence
placed on the measurements. Numerous types of procedures are available to measure nutri-
ents in aquatic systems. However, the measuring systems should be determined by the
objectives of the monitoring program and meet specified objectives. Most laboratories
institute strict quality assurance and quality control methods to ensure consistently reliable
results. Methods employed include controls, intercomparison exercises, and certified ref-
erence materials.

TABLE 8.7 Suppliers of Environmental CRMs

Supplier Country of origin Web site

BCR, European Union EU http://www.irmm.jrc.be/mrm.htm
Laboratory of the Government

Chemists (LGC) UK http://www.lgc.co.uk
National Institute of Standards

and Technology (NIST) USA http://www.nist.gov/
National Research Council (NRC) Canada http:/f'www.nre.ca/
National Water Research

Institute (NWRI) Canada http:/fwww.cciw.ca
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GLOSSARY

CFA Continuous flow analysis. This term applies to any analytical procedure in which the analyte
concentration is measured without stopping the flow of a liquid stream.

DIN Dissolved inorganic nitrogen. The inorganic forms of nitrogen (principally nitrate, nitrite, and
ammonia) that pass through a 0.45-pm membrane filter.

DO Dissolved oxygen. A major indicator of water quality.

DON Dissolved organic nitrogen. The organic forms of nitrogen (principally urea, peptides, pro-
teins, and nucleic acids) that pass through a 0.45-pwm membrane filter.

FIA Flow injection analysis. A type of CFA in which the liquid flow is segmented by air bubbles.
The samples are injected, and chemical equilibrium is not attained in the reaction manifold.

FRP Filterable reactive phosphorus. The amount of phosphorus present in the filtrate of a water
sample passed through a 0.45-pwm membrane filter.

FRSi Filterable reactive silicate. The amount of silicate present in the filtrate of a water sample
passed through a 0.45-pm membrane filter.

G Guide level. Concentration of a substance that should be used as a target to aim for under
European Union directives.

MAC Maximum admissible concentration. The maximum concentration of a substance permitted
in drinking water under European Union directives.

NEDN N—(1-naphthyl)ethylendiammonium chloride.

SFA  Segmented flow analysis. A type of CFA in which the liquid flow is segmented by bubbles.
The samples are aspirated sequentially, and chemical equilibrium is attained within the reaction
manifold.

TDN Total dissolved nitrogen. The total amount of nitrogen (inorganic plus organic) passing
through a 0.45-pwm membrane filter.

TFP Total filterable phosphorus. The amount of phosphorus present in the filtrate of a digested
water sample passed through a 0.45-pwm membrane filter after digestion.

TP Total phosphorus. The total concentration of all forms of phosphorus in an unfiltered sample.
TPN Total particulate nitrogen. The amount of nitrogen retained on a 0.45-pum membrane filter.

TRP Total reactive phosphorus. The amount of phosphorus present in an unfiltered, nondigested
water sample.
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CHAPTER 9

BIOMARKER APPROACHES
FOR ECOTOXICOLOGICAL
BIOMONITORING AT
DIFFERENT LEVELS OF
BIOLOGICAL ORGANIZATION

Richard Handy, Awadhesh Jha, and Michael Depledge

INTRODUCTION

The purpose of biological monitoring (biomonitoring) is to detect environmental hazard
(Lynch and Wiseman, 1998). This information on detected hazards may then be used in the
decision-making process by environmental managers. Traditionally, environmental man-
agers have employed biological monitoring to detect new threats to ecosystems and their
components, as well as ensuring that procedures put in place to limit the impacts of known
pollutants have been effective. The concept of using biological monitoring to detect other-
wise unknown or intermittent pollutants that may be missed during routine water sampling
is well established (e.g., Hellawell, 1977). Researchers in the early 1980s recognized the
value of early warning systems to detect new hazards (Cairns and Schalie, 1980; Morgan
and Kiiln, 1984) and the need to collect ecologically relevant data (Cairns, 1981), with data
interpretation in terms of ecosystem function (Matthews et al., 1982; Boudou and Ribeyre,
1989). Despite this early recognition of the importance of ecosystem function, monitoring
efforts largely have been devoted to measuring contaminant concentrations in water, sedi-
ment, or the tissues of biota (e.g., Schmitt and Brumbaugh, 1990). This was based on the
rationale that organisms should be prevented from being exposed to concentrations of
chemicals that had been shown to cause (or might cause) adverse effects. This approach has
now been revised to integrate chemical data, bioavailability, and taxa diversity with body-
burden data (e.g., metals; see Birge et al., 2000).

In the 1990s it became clear that environmental biomonitoring needed to be robust, sim-
ple, cheap, reproducible, and diagnose the health of an ecosystem at the individual, popu-
lation, and/or community levels (e.g., Lynch and Wiseman, 1998). A number of methods
are now being developed for biomonitoring at different levels of biological organization
(e.g., Salanki et al., 1994; Depledge and Hopkin, 1995; Linthurst et al., 1995; Carlisle and
Clements, 1999; Kedwards et al., 1999). These include ecological survey procedures for
identifying changes in the abundance and diversity of species comprising communities and

9.1
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chemical and biomonitoring procedures for determining the concentrations and bioavail-
ability of anthropogenic contaminants. These methods also include biochemical, physio-
logical, and behavioral biomarkers that signal exposure to and in some cases adverse
effects from pollution [see Depledge (1994) for a review of biomarkers]. The development
of rapid assessment techniques also enables prompt environmental management of emerg-
ing hazards (see below).

It is with levels of biological organization in mind that we subdivide this chapter to
review the merits of biomonitoring approaches starting at the molecular level and working
toward integrated responses of the organism (e.g., animal behavior) that may reflect change
at the population level. In the final sections of this chapter we recognize the need for a prag-
matic framework of assays that works well in the field and enables environmental managers
to logically integrate biological and chemical data in the decision-making process.

BIOMONITORING USING BIOMARKERS OF
GENOTOXICITY

The biomonitoring of genotoxicity in aquatic organisms is important for several reasons.
First, from the ecological perspective, the protection of genetic diversity in natural popula-
tions is important for population survival, and avoiding contaminant-induced mutations
that skew genetic diversity is desirable (Wurgler and Kramers, 1992; Anderson et al., 1994;
Depledge, 1998; Jha, 1998). Second, the detection of carcinogenic effects in aquatic organ-
isms is needed to assess the health of aquatic organisms, as well as to prevent carcinogens
from entering the food chain to humans (Mix, 1986; DeFlora et al., 1991). This section out-
lines the approaches for the direct measurement of genetic damage in aquatic organisms.

Recently, bacterial or in vitro tests (e.g., Ames test, SOS chromotest, Umu test) have
been applied to environmental samples for monitoring purposes (Houk, 1992; White et al.,
1996; Claxton et al., 1998). These in vitro approaches are not reviewed here (see Oda et al.,
1985; White et al., 1996), and the focus remains the measurement of genotoxic activity in
intact organisms in ecologically relevant situations where the toxic response is affected by
the route of exposure, metabolism, and DNA repair efficiency (Jha et al., 2000). In general,
methodologies developed for mammalian or human tissues are more established but may
be adapted for use with aquatic organisms. These methodologies divide broadly into two
classes: (1) biochemical and molecular approaches, which include analysis of DNA
adducts and strand breaks, and (2) cytogenetic approaches, which include analyses of sis-
ter chromatid exchanges (SCEs), of micronuclei, and of chromosomal aberrations. Most of
these methods require collection of cells in the field, e.g., hemocytes from invertebrate
hemolymph samples, red blood cells or lymphocytes from fish (see below for a discussion
of blood sampling), and cells isolated from tissues (e.g., gill biopsy) or derived from
gametes (e.g., oyster larvae). Some examples of biomonitoring for genotoxicity are sum-
marized in Table 9.1.

Analysis of DNA Adducts

This approach takes advantage of the fact that some chemicals react with DNA to form
covalent bonds, and these DNA adducts may be differentiated from normal fragments of
DNA by size (e.g., using high-performance liquid chromatography, or HPLC). Any chem-
ical capable of forming a DNA adduct should be considered a potential mutagen, carcino-
gen, or teratogen (Randerath et al., 1985). The methodology involves isolation of DNA
from the cells (e.g., by phenol extraction), lysing the DNA into nucleosides (by incubation
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with nucleases), and separation of the fragments by HPLC/chromatography, followed by
autoradiograph after radiolabeling (see Randerath et al., 1985). Sensitive techniques have
been developed and modified to detect a large number of chemicals of diverse structure,
even with low DNA binding activities. Such methods have been shown to be capable of
detecting extremely low binding of the order of a single adduct per diploid mammalian
genome of about 1.2 X 10'° DNA nucleotides (Randerath et al., 1985).

It is important to validate methodology in the laboratory for species, age/life stage, sex,
and cell-type differences prior to application in the field. Once validated, this technique has
many applications in environmental monitoring. For example, field and laboratory studies
have shown that DNA adducts are effective molecular dosimeters of genotoxic contami-
nant exposure in marine fish. DNA adduct formation is associated with the incidence of
hepatic lesions, including neoplasms, in fish at contaminated sites (Reichert et al., 1998).
There is now strong evidence of a cause-and-effect relationship between exposure to geno-
toxins in sediment and water and neoplasm epizootics in wild fish populations (see
Baumann, 1998). DNA adducts were induced in intertidal fishes but, interestingly, not
appreciably in invertebrates following the Sea Empress oil spill in February 1996 (Lyons
etal., 1997; Harvey et al., 1999).

Analysis of DNA Strand Breaks

It is well established that physical and chemical genotoxins can influence the integrity of
the genetic material, and the appearance of DNA strand breaks is a sensitive indicator of
genetic damage. Induction of DNA strand breaks, if unrepaired or misrepaired, could lead
to production of chromosomal aberrations, which as discussed below are considered to be
an important biological end point in genotoxicity. DNA strand breaks also have been cor-
related with the mutagenic and carcinogenic potential of genotoxins (Sina et al., 1983).
There are two main approaches to measuring DNA strand breaks: (1) the alkaline elution
method, which involves lysis of cells on to a fine millipore filter and then treatment with
high-alkaline conditions to unwind their DNA; alkaline washes are then carried out, and the
proportion of DNA retained by the filter is measured microfluorometrically (Ahnstrom and
Erixon, 1973; Kohn et al., 1976), and (2) the comet assay, which involves single-cell gel
electrophoresis (SCGE) and has the advantage of identifying damage in individual cells or
nuclei (Ostling and Johanson, 1984; Singh et al., 1988).

Several applications of the alkaline elution technique are reported (see Table 9.1).
Vukmirovic et al. (1994) found high levels of DNA damage in the hemolymph of mussels
collected from the northern Adriatic coast. Bolognesi et al. (1996) applied similar
approaches to the gill cells of mussels. However, incidences of DNA strand breaks are not
always correlated with contamination gradients (Everaarts et al., 1994). Alternatively, the
comet assay also has been applied to the detection of DNA breaks in aquatic organisms (see
Table 9.1). In an interesting study, significant increases in the frequency of cells with dam-
aged DNA were found in mussels with exposure to contaminants in the San Diego Bay,
California (Steinert et al., 1998). This study also demonstrated that sperm, egg, and somatic
cells could be distinguished from one another in the comet assay on the basis of nuclear
diameter and, in the case of eggs, by their unique crescent appearance. The damage also
was consistently higher in sperm cells than in somatic cells.

The comet assay promises a rapid, sensitive, and economical technique to evaluate the
induction of genetic damage in aquatic organisms for biomonitoring purposes, which as a
prerequisite requires a single-cell suspension of the target cells. It is important to recognize,
however, that DNA strand breaks are repairable damage and that this damage may occur
via mechanisms not related to direct genotoxicity of chemicals. The activation of different
endogenous enzymes and reactants could induce strand breaks. Despite these limitations,
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the comet assay offers considerable advantages over many other assays and, with suitable
controls, may be considered a useful assay for environmental monitoring using different
cell types and a variety of organisms.

Analysis of Sister Chromatid Exchanges

Crossover, which involves the exchange of homologous segments between nonsister chro-
matids at meiosis or sister chromatids at mitosis, normally occurs in diploid organisms.
Sister chromatid exchanges (SCEs) are the cytological manifestation of these interchanges
between DNA replication products at apparently homologous loci. The technique involves
cytological examination of chromatids after incubation with a thymidine (base present in
DNA) analogue, bromodeoxyridine (BrdU), for two DNA replication cycles. This tech-
nique has been applied successfully to a wide variety of aquatic organisms, including fish
(Kligerman, 1979; Alink et al., 1980; Zakour et al., 1984; Maddock et al., 1986; Pacheco
et al., 1993), bivalve molluscs (Harrison and Jones, 1982; Dixon and Clarke, 1982; Jha et
al., 2000), and polychete worms (Pesch et al., 1981; Jha et al., 1996). These studies have
demonstrated a dose-response relationship for a wide variety of chemicals and contami-
nants. Since this technique requires incubation with BrdU, application of this assay under
field situations is difficult. Given this problem, Dixon and Pascoe (1994) suggested that it
was possible to detect an increased level of SCEs in the chromosomes of two-cell-stage
mussel embryos originating from field-exposed animals. It is difficult to conceive of the
idea of analysis of SCEs at the two-cell stage, however, given the fact that at least two cell
divisions (leading to production of four cells) are required in the presence of BrdU to elu-
cidate sister chromatid differential staining. In addition, the failure to obtain complete
metaphases during slide preparation at this early stage of the development poses a problem
for the applicability of this technique. Data on SCEs should be interpreted with caution
because apparently nongenotoxic compounds induce SCEs (Galloway et al., 1987). In
addition, the exact mechanism of production of SCEs is still not clear, and SCEs show lim-
ited persistence and accumulation under in vivo conditions (reflecting DNA repair/cell
turnover). Despite these limitations, SCE assays are used widely in mammalian toxicology
and can be used for aquatic organisms in laboratory conditions for hazard assessment.

Analysis of Micronuclei

Micronuclei (MN) normally are formed by broken parts of the chromosomes lacking a cen-
tromere or the whole chromosomes from daughter nuclei at mitosis and exist separately
from the main nuclei of the cell. MN are induced by physical and chemical agents and can
be scored during the interphase stage of the eukaryotic cell cycle. Compared with other
cytogenetic methods, MN assay is considered to be relatively simple and fast and could be
applied to a wide range of different species without any requirement for a detailed knowl-
edge of the chromosome complements (karyotype).

This assay has been applied widely to aquatic organisms. Al-Sabti and Metcalfe (1995)
have reviewed the studies pertaining to MN assay in the erythrocytes and other cells (e.g.,
gills, kidneys, and liver) of teleosts under both laboratory and field conditions. A number
of studies have been carried out using MN assay in bivalves in both marine and freshwater
environments (Mersch and Beauvis, 1997; Brunetti et al., 1988; Wrisberg and Van der
Gaag, 1992; Burgeot et al., 1995; Weis et al., 1995). These studies mainly have used the
gill and blood cells of the bivalves. MN assay also has been applied to echinoderm larvae
under laboratory conditions (Hose and Puffer, 1983). In most of the studies using aquatic
organisms, the MN assay has been reported to be sensitive and reproducible. In the case of

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



BIOMARKER APPROACHES FOR ECOTOXICOLOGICAL BIOMONITORING AT DIFFERENT LEVELS OF BIOLOGICAL ORGANIZATION

9.6 WATER

fishes, however, a very low level of MN induction and lack of adequate information about
the rate of hematopoiesis (of blood cells) and replacement make the system a little insensi-
tive. The hemocytes of bivalves in comparison appear to be more sensitive and repro-
ducible.

Analysis of Chromosomal Aberrations

Analysis of chromosomal aberrations is considered to be the most important genetic end
point because they are associated with the initiation and progression of malignancies, con-
genital abnormalities, and reproductive wastage (Natarajan et al., 1992; Tucker and
Preston, 1996). However, use of this assay for aquatic biomonitoring in the field has severe
limitations because actively dividing cells are required to obtain sufficient metaphase
spreads for the analysis. The chromosomes of aquatic organisms are often small and occur
in large numbers, making the analysis tedious. In addition, unlike mammalian systems (e.g.
bone marrow cells, peripheral blood lymphocytes), attempts to harvest the growing cells at
metaphase stage from aquatic organisms in the field have not given satisfactory results.
Under laboratory conditions, however, this assay has been applied successfully to evaluate
the genotoxic potential of environmental contaminants using different life stages of the
organisms. For example, several studies have been performed to show the suitability of gill
cells of different fish species exposed under in vivo conditions to reference and environ-
mental contaminants (Kligerman et al., 1975; Hooftman, 1981; Krishnaaja and Rege, 1982;
Al-Sabti, 1985). Among the invertebrates, the gill cells of bivalve mussels also have been
explored to analyze chromosomal aberrations with some limited success (Dixon and
Flavell, 1986). In contrast to adult invertebrates, the early life stages (which contain large
numbers of differentiating dividing cells) have been used quite successfully for the chro-
mosomal aberration assay, in particular for polychete worms (Pesch et al., 1981; Jha et al.,
1996, 1997) and for bivalve molluscs (Jha et al., 2000).

In addition to metaphase chromosomal aberrations (which as a prerequisite require
exposure to colchicine), several authors also have attempted to analyze the aberrations at
the anaphase-telophase stage. Since this assay is independent of the chromosome comple-
ment of species, it has an advantage over classic metaphase analyses. In addition to chro-
mosomal damage, this assay also analyzes the lagging chromosomes (aneugenic effects).
This assay has been employed for biomonitoring purposes using several species, including
fish (Hose and Brown, 1998) and mussels (Dixon, 1982), and also has been shown to have
some promises with sea urchins (Anderson et al., 1994) and polychete worms (Dixon et al.,
1999).

BIOMONITORING USING BIOCHEMICAL
BIOMARKERS

Biochemical changes associated with pollutant exposure might include: (1) the inhibition
or induction of enzymes, (2) modulation of cellular defenses involved in chemical chela-
tion/storage of contaminants, (3) induction of specific enzymes involved in the metabolism
of pollutants and the appearance of associated metabolites, and (4) structural changes in
proteins or lipids and the appearance of protein adducts. Examples of biochemical
approaches are shown in Table 9.2. Probably the most widely used of these biomarkers are
induction of the cytochrome P450 system, hepatic metallothionein, and more recently,
stress proteins. These topics have been reviewed individually recently (see references in
Table 9.2), and here we focus on general aspects of methodology and the rationale for
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selection of biochemical assays from the many biochemical biomarkers available.
Integration of these assays with other approaches is discussed later in this chapter. Given
this potential complexity and the logistics of field work, the following issues should be con-
sidered before selecting biochemical assays for monitoring.

Type of Sampling

The collection of tissue may involve sacrificing the animal (destructive sampling) or may
occur via biopsy from live animals (nondestructive sampling). The former may apply
where there are large numbers of specimens available (e.g., fish or invertebrate popula-
tions) but is clearly inappropriate with small populations/protected species (Fossi and
Marsili, 1997). Nondestructive sampling usually is restricted to tissues that are easily
accessible (blood, skin, hair, feces, urine), whereas biopsies of internal organs require spe-
cialist veterinary skills and appropriate sterile conditions (difficult to achieve in the field).

Sample Collection, Storage, and Viability in the Field

Appropriate collection of tissue samples is paramount, and for blood, at least some general-
izations can be made. Blood chemistry is influenced by animal handling procedures (Waring
et al., 1992), the use of anesthesia and anticoagulants (Korcock et al., 1988; Iwama et al.,
1989), and the type and duration of sample storage prior to chemical analysis (Jayaram and
Beamish, 1992). Houston (1990) discusses the general consideration for blood sampling in
detail. In the field, stunning of fish followed by immediate collection of caudal or cardiac
blood into previously heparinized tubes that are placed immediately in an ice box offers a
good chance of collecting a representative blood sample. Some assays on blood or tissues
may have particular storage requirements for the specimens (e.g., use of —80°C freezing, a
narrow osmotic pressure or pH range, specialist storage buffers), and these should be estab-
lished and tested prior to validation of the monitoring program. Multiple freezing and thaw-
ing of samples are generally best avoided. If samples are usually reported relative to tissue
protein (e.g., enzyme activities) or lipid content (e.g., residues of persistent organic pollu-
tants), then sample volumes and storage should reflect this need for protein/lipid assays.

Target Tissues

The tissue collected should be a known target tissue for the pollutant, where the biochem-
ical change must be related causally to the contaminant exposure or effect (e.g., Levine and
Oris, 1999).

Monitoring for Exposure or Effect?

Potentially any target organ may be selected to confirm exposure, but biological effects will
be manifest via target organs involved in the toxic mode of action or adaptation to expo-
sure. For example, monitoring organophosphate pesticide exposure via inhibition of blood
acetylcholine esterase may indicate exposure but often does not correlate with acetyl-
choline esterase inhibition in the brain (origin of the neurological effect) because of tem-
poral differences in toxic effects in the two compartments (e.g., Dikshith et al., 1975;
Thompson, 1999). Tissues involved in long-term storage/chelation (e.g., body fat for per-
sistent organics), by definition, are also not good markers of biological effect at the organ-
ism/population level.
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Monitoring for General Pollution or Specific Contaminants?

A tiered approach using general biomarkers of stress, then those for major groups of cont-
aminants (e.g., metals or organics), and finally, those for specific groups of substances or
individual contaminants may be employed during hazard identification (see Table 9.2). For
example, elevation of the plasma glucose level may indicate general stress (McDonald and
Milligan, 1997), whereas induction of hepatic metallothionein (MT; e.g., Hogstrand and
Haux, 1991) or the cytochrome P450 system (e.g., Spies et al., 1996; Flammarion et al.,
1999) might indicate exposure to metals or organics, respectively, the final tier being more
specific e.g., blood 8-aminolevulinic acid dehydratase (ALAD) for lead exposure (Haux et
al., 1986) or acetylcholine esterase for exposure to organophosphate pesticides (Thompson,
1999).

Confounding Factors

Interpretation of biochemical data may depend on animal age, sex, nutritional status, season,
genotype of the population studied, previous exposure history, and latent effects of pollutant
exposure (e.g., Hylland et al., 1998; Jorgensen and Wolkers, 1999; Van Cleef et al., 2000).
Some of these factors, in theory, can be fixed when designing sampling protocols, but neces-
sary deviations from standard protocols can arise in the field (e.g., due to a temporal lack of
specimens at very polluted sites). Some examples of confounding factors for particular bio-
markers follow. For example, antioxidant defences (SOD, catalase, glutathione levels) may
show age-dependent trends due to the natural accumulation of oxidative stress that partly
defines the ageing process (Accomando et al., 1999; Demaree et al., 1999). For metallothionein
(MT), aged-dependent changes in induction occur during early development and sexual mat-
uration but are further confounded by seasonal effects induced by water temperature and/or
day length (Olsson, 1996). For some biomarkers, sex differences are evident. For example,
female fish tend to have lower CYP1A activity than males (Flammarion et al., 1999), but this
sex difference and basal enzyme activity itself vary with season (Leaver, 1996).

Data Reporting

Since many biochemical assays are referenced against tissue protein or lipid levels, appar-
ent population differences in biochemistry may be attributed to differences in body proxi-
mate composition. Data from animals with very different proximate compositions should
be interpreted with caution (e.g., for stress proteins) (Lewis et al., 1999). Many biomoni-
toring studies also report absolute levels of biochemical biomarkers (e.g., Holdway et al.,
1995; Adams et al., 1996; Spies et al., 1996). This approach may not take into account
latent biochemical change and/or acclimation of the response (Handy, 1994). However, if
the capacity for biomarker induction is tested by transplanting animals from the field to the
laboratory for a controlled exposure, site differences can be more pronounced (e.g.,
cytochrome P4501A induction in fish) (Flammarion et al., 1999).

Personnel, Specialist Expertise, and Overall Cost

Economic cost and staff training are important issues, regardless of the type of monitoring
program. For the biochemical approaches, assays that can be performed using diagnostic
kits and rapid colorimetry of small sample volumes (e.g., using microtiter plate readers)
offer a time advantage. Simple extraction steps prior to assay procedures may increase sen-
sitivity or the range of biological materials that may be assayed.
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BIOMONITORING USING HISTOLOGICAL
BIOMARKERS

This approach has been applied largely to fish (Table 9.3), although the general principles
probably also apply to aquatic invertebrates. Some data are available on histopathology in
marine mammals in ecosystems of known concern (e.g., St. Lawrence River beluga popu-
lation) (Deguise et al., 1994). Published histological data relating lesions to pollutant expo-
sure in aquatic birds and mammals generally are sparse compared with the literature for
fish. Measurement of histological change offers several advantages over other approaches
for detecting environmental stress (for review, see Hinton and Laurén, 1990):

1. Target organs, target cells, and sometimes organelles can be identified in vivo.
2. Sample collection and storage are relatively simple in the field.
3. Both short- and long-term toxic effects may be identified.

4. Histochemical methods may indicate routes of exposure (e.g., Husgy et al., 1996).

Similar to biochemical or physiological monitoring approaches, seasonal change
(Haaparanta et al., 1997), sex differences (Cooke and Hinton, 1999), nutritional status
(Frischknecht et al., 1994), general limnology, and the incidence of infection (Schwaiger et
al., 1997) may be compounding factors in data interpretation. Many of these factors can be
differentiated firmly from direct effects of pollutants using the histological approach. For
example, glycogen deposition patterns in the liver may indicate nutritional status, whereas
pathologies associated with infection often are distinct from those associated with contam-
inants (e.g., renal injury associated with proliferative kidney disease) (Schwaiger et al.,
1997). The main disadvantage of the histological approach is the observational skill needed
to score microscope slides. However, image-analysis techniques offer an automated
approach to scoring slides (Schwaiger et al., 1997; Couillard et al., 1999) that may be per-
formed by less specialist staff.

A number of histological approaches and their uses in the field are described for fish (see
Table 9.3). The traditional approach to histology consisted of a nonquantitative description
of lesions. This approach is now redundant, and most researchers devise a semiquantitative
system for scoring the frequency, type, or severity of lesions (see Table 9.3). Quantitative
approaches include direct stereoscopic measurements (e.g., gill dimensions) (Speare et al.,
1997) or the application of image analysis to measure relative tissue area, size, or staining
intensity within organs (Schwaiger et al., 1997; Couillard et al., 1999). The methodology
should include at least triplicate measurements from each organ (from three serial sections),
and each measurement for the triplicate may comprise several fields of view from each slide
(e.g., Handy et al., 1999). However, the unit of replication in the experimental design remains
the individual animal, and usually 10 or more animals are needed at each site/sampling
interval. It is also vital to have reference material. Complete and detailed histological atlases
of most aquatic species are not available, perhaps with the exception of salmonids (Yasutake
and Wales, 1983), although reference texts illustrating selected species and pollutant-
induced pathologies are available (e.g., Ribelin and Migaki, 1975). It is therefore prudent to
generate a reference collection of slides from healthy animals held in the laboratory along
with appropriate morphometrics (e.g., Hinton et al., 1985) and perhaps “positive controls” from
animals exposed to known contaminants/effluents in the laboratory. However, laboratory-
reared fish are not the same as wild fish. The latter may carry lesions from infection/local
variation in water quality not associated with pollution (e.g., glycogen depletion in the liver,
hepatic fatty change, or presence of ectoparasites) (Schmidt et al., 1997; Schwaiger et al.,
1997; Teh et al., 1997). It is therefore vital to consider the background incidence of lesions
in animals from relatively uncontaminated reference sites in the field.
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9.14 WATER

Histological methods clearly enable clean and contaminated sites to be differentiated
(see Table 9.3), and if data on ecosystem characteristics are integrated with a suite of his-
tological investigations, it is possible to identify the main categories of pollutants present
(Teh et al., 1997). Histochemical methods may be especially useful because local enzy-
matic alterations in tissues usually occur before structural change during the progression of
injury (Hinton et al., 1988). Conversely, cytological damage can be absent while biochem-
ical disturbance remains during recovery from exposure (Blom et al., 1998). Histology also
aids interpretation of biochemical data (Schwaiger et al., 1997), and it is recommended that
histology is integrated with health indices and biochemical data to give an overview of the
toxic effect or biological response. This is particularly important for the latter because both
histological and biochemical change may be an adaptive biological response to exposure
(e.g., Handy et al., 1999) rather than an adverse toxic effect.

BIOMONITORING USING PHYSIOLOGICAL
BIOMARKERS

Physiological responses offer a major advantage for biomonitoring because the effects of pol-
lutants usually are rapid. Thus physiological responses offer a real-time measurement of
exposure or toxic effect. In addition, continuous monitoring is possible, sometimes at levels
below chemical detection limits, for pollutants (Handy, 1994). However, the body system
used for ecotoxicological monitoring must be carefully selected. Pollutants can cause a vari-
ety of respiratory, cardiovascular, osmoregulatory, neurological, and/or endocrine distur-
bances (Wendelaar Bonga and Lock, 1992; Wood, 1992; Randall et al., 1996; Bamber and
Depledge, 1997; Arcand-Hoy and Benson, 1998; Handy and Depledge, 1999). The cardio-
vascular system might be used for generic biomonitoring where potential pollutants of con-
cern are not identified because this body system responds to a variety of organic and inorganic
pollutants (Table 9.4). Alternatively, if, for example, pesticides (or other neurotoxins) are a
major concern, then a neurologically based biomonitor may be more appropriate.

Major pollution incidents may cause acute and often fatal physiological disturbances that
manifest as respiratory distress, vomiting, diarrhea, loss of locomotor ability, and/or unusual
behaviors in fish. However, in such circumstances, the cause of pollution is often identified
quickly by water quality measurements. Such extreme physiological responses have little
value as a biomonitor because death is an insensitive end point from an ecosystem perspec-
tive and the maximum dose-response gives little information about environmental contam-
ination, except that the lethal dose has been exceeded. Instead, physiological assays attempt
to measure responses within the normal physiological scope of the organism and correlate
these with pollutant exposure or effect. A number of respiratory, cardiovascular, osmoregu-
latory, or neurological assays have been developed (see Handy and Depledge, 1999). Table
9.4 illustrates some of the species and toxic substances that have been evaluated in terms of
physiological responses that may be used in biomonitoring or as a biomarker of exposure.
Physiological assays are especially useful for monitoring fluctuating exposures or acting as
early warning systems for acute events because the toxic response is usually instantaneous
and/or sensitive to low exposure concentrations (Handy, 1994).

Most physiological assays are based on recording the resting response of the organism
and then quantifying changes in the physiological parameter with exposure. The normal
resting response must be established in defined environmental conditions (i.e., temperature,
pH, photoperiod, salinity, hardness, fed/unfed animals) prior to validation of the assay.
Interanimal variability in physiological measurements is considerable (e.g., Forlin et al.,
1986), and thus it is usual to report a normal resting range rather than a single mean value.
In practical terms, the response to the pollutant must be at least twice the normal range to
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be detected, or many test animals should be monitored simultaneously to statistically define
the limits of the normal resting response. The latter is now a good proposition with modern
multichannel recording apparatus (Aagaard et al., 1991). Physiological responses that are
not related to toxicant exposure (e.g., changes in respiration rate due to exercise) and grad-
ual alteration of the normal range attributed to acclimation during chronic exposures (e.g.,
Wilson, 1996) may be quantified, if not eliminated, by incorporating design features that
correct for these effects, preferably by experimental calibration in the laboratory before
application in the field (e.g., Okland et al., 1997).

Full methodological details of how to make physiological measurements are described
by Handy and Depledge (1999). These are discussed in the following subsections.

Online Cardiovascular Monitoring

This uses a noninvasive optical transducer for recording heart rate in crustaceans and
bivalves. Originally developed by Depledge and Andersen (1990) and then Aagaard et al.,
(1991), this assay has been applied successfully in the field (e.g., Depledge and Lundebye,
1996).

Respiratory Responses

Respiratory responses have been used to monitor pollutant stress in invertebrates and
fishes. These are rapid and therefore useful for identifying short pollution events. Oxygen
consumption rate is mainly used because it shows a clear dose-response in many organisms
and for many chemicals and is also a surrogate for metabolic rate (McKim and Erickson,
1991; Randall et al., 1996).

lon Flux Measurements

Pollutants are well known for their effects on salt and water balance in aquatic animals. For
many aquatic species, the gills are an important osmoregulatory organ and the route of
entry for waterborne contaminants. Consequently, altered ion flux across the gills arises
during pollutant exposure (Wendelaar Bonga and Lock, 1992; Wood, 1992). Ion flux mea-
surements provide a very sensitive and noninvasive approach that may be applied in the
field (for review, see Wood, 1992).

Hematology

These methods are well established (e.g., hemoglobin assay, hematocrit, blood cell counts),
but the use of blood parameters to identify pollutant exposure in the field is relatively new
to ecotoxicology and is best done in conjunction with histopathology and physicochemical
data from the site (Handy and Depledge, 1999).

ANIMAL BEHAVIOR

A number of animal behaviors have potential as biomonitors of exposure, including
avoidance of the pollution gradient, changes in feeding activity, predator avoidance, and
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reproductive and swimming behaviors (Little et al., 1985; Schreck, 1990; Little and Finger,
1990). Behavioral biomarkers offer important advantages over other biomonitoring
approaches: (1) the behavioral response is often an integrated effect of the underlying bio-
chemical and physiological disturbances and so may reflect a series of toxic effects and
compensatory responses, (2) behavioral responses are usually more sensitive indicators of
exposure than chemistry, biochemistry, or physiology, and (3) some behavioral responses
can be linked on an energetic basis to population survival, e.g., locomotor activity (Priede,
1977; Handy et al., 1999).

Ecotoxicological studies on fish behavior in the laboratory have studied both metals and
organic pollutants (Little et al., 1985), but generally have focused on relatively short-term
acute effects lasting a few hours or days (e.g., Scarfe et al., 1982; Little and Finger, 1990;
Rice et al., 1997). Most studies have focused on exposure via the gills, where disturbances
to respiration and osmoregulation may limit locomotion and so the behavioral repertoire of
the animal. Behavioral measurements during oral toxicity studies (intact gills) are rare (e.g.,
Handy et al., 1999). Thus the scientific background on behavioral effects is largely
restricted to acute aqueous events, whereas the more realistic field situation of chronic
and/or intermittent exposure via either the food and/or water have not been addressed ade-
quately to develop meaningful biomonitoring systems.

However, telemetry devices exist for measuring animal behavior in the wild. For exam-
ple, passive integrated transponders (PITs) that emit a radio signal at a predetermined fre-
quency may be used to monitor fish movements within rivers (e.g., Gerlier and Roche,
1998). If the radio signal detector stations are linked to a satellite, it is possible to track fish
over very mountainous terrain and in severe weather without the need to have researchers
in the field in such conditions (Eiler, 1995). Modular acoustic tags with advance coding
techniques have enabled a high level of precision in localizing fish in both space and time,
as well as simultaneously recording from many fish (Cote et al., 1998). Acoustic
approaches can provide detailed spatial and temporal maps of fish movements in ecosys-
tems, even in open ocean (Ogura and Ishida, 1992). If fish location devices are combined
with physiological telemetry, it is possible to measure metabolic rate in relation to activity
patterns (Lucas et al., 1993). Physiological telemetry devices can record heart rate as a sur-
rogate measure of metabolic rate (Lucas, 1994; Armstrong, 1998), provided that the heart
rate response has been calibrated under realistic swimming speed, water quality, and ther-
mal conditions in the laboratory (Thorarensen et al., 1996). Electromyograms of axial
skeletal muscle can provide similar information relating activity and metabolic rate (Briggs
and Post, 1997). Insertion of physiological telemetry into the body cavity requires the use
of large fish and good surgical technique (Knights and Lasee, 1996; Baras and Jeandrain,
1998). The trend in electronics toward smaller and more powerful devices will no doubt
eliminate the problems associated with fish size and expand the use of telemetry to smaller
species (Clough and Beaumont, 1998).

PRAGMATIC APPROACHES TO BIOMONITORING:
RAPID ASSESSMENT TECHNIQUES

The preceding discussion shows that there are many procedures for detecting the impacts
of pollutants, ranging from molecular- to community-level approaches. However, some of
the preceding methodologies require specialist expertise or equipment. In developing coun-
tries, these staff and equipment resources are extremely limited. In contrast, developed
countries have competing demands for limited public funds that therefore constrain
resources available for environmental protection and may hamper efforts directed toward
detecting pollution threats in situ. However, monitoring multiple stressors at multiple
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scales and levels of biological organization is still a priority (Linthurst et al., 2000). A tiered
series of economic, technically simple, and rapid hazard-detection procedures therefore is
needed to help prioritize remedial action among field sites so that resources can be
expended efficiently and effectively.

This issue is currently addressed through the development of rapid assessment proce-
dures. For example, immunoassay-based tests (ELISAs) provide an inexpensive, rapid, and
highly selective means of measuring specific chemical compounds and have been used to
diagnose medical conditions for many years. Recently, the technology has been directed
toward environmental contaminants in water, food, and soil samples. The method involves
using antibodies that have been raised to specific types of chemical pollutants. Test kits are
designed so that the intensity of a color reaction diminishes when the antibody and chemi-
cal combine. The intensity of the color is used to estimate the concentration of the pollu-
tant in samples. The analyses can be run by relatively unskilled personnel in the field using
simple equipment and provide obvious advantages for environmental scientists in devel-
oping countries. Limited trials have proved of great interest, and some environmental agen-
cies are discussing incorporation of the techniques into screening programs. Comparisons
of immunoassay techniques have been made with more traditional chromatographic—mass
spectrometric techniques and show a high level of consistency (Fillman et al., 2000). The
choice of determinants amenable to detection by the rapid chemical analysis procedures is
broad, and thus the most relevant contaminants can be selected following surveys and dis-
cussions with scientists in the study region. Polyaromatic hydrocarbons (PAHs), PCBs,
dioxins, organochlorine and organophosphorus pesticides, and selected herbicides and
fungicides appear to be common environmental contaminants/pollutants of relevance.
Water and sediment samples can provide information regarding the distribution and envi-
ronmental concentrations of contaminants. In addition, immunoassays also can be per-
formed on tissue extracts, hemolymph, and urine samples to determine the concentrations
of chemicals in organisms. These can then be related to biological effects (see below).

The biomarker approach has been adopted to measure biological effect. For example,
general toxicity is reflected in the onset of cellular pathology, which can be detected using
the neutral red lysosomal assay (Lowe et al., 1995). This involves incubating blood cells
from molluscs or crustaceans with a neutral red dye. The dye becomes incorporated within
vesicles (lysosomes) within the cells. The time taken for the dye to leak out of the lyso-
somes reflects the health of the cells (and the organism from which they were taken); the
shorter the time, the more stressed is the organism.

Currently, biological responses to and effects of pollutants are being explored in a United
Nations pilot program, Rapid Assessment of Marine Pollution (RAMP), in which the fol-
lowing procedures are being applied to a range of estuarine or marine invertebrates and fish:

1. Exposure and effects of organophosphorus and carbamate pesticides. A simple col-
orimetric assay of cholinesterase inhibition in crustaceans and molluscs (Lundebye et
al., 1997).

2. Exposure to polyaromatic hydrocarbons. A fluorescence assay to detect pyrenes and
other PAHs and metabolites in fish bile and the urine and hemolymph of selected
invertebrates (Aas et al., 1998).

3. Exposure and effects of organotin compounds. Assessment of the imposition of impo-
sex or intersex in gastropod molluscs (Matthiessen and Gibbs, 1998; Oehlmann, 1998).

4. Exposure to selected trace metals. A colorimetric assay of metal-binding protein
induction (metallothionein and metallothionein-like compounds) (Pedersen et al.,
1997).

5. Exposure and effects of genotoxins: Induction of micronucleii. The method involves
scoring cells with one or several cytoplasmic micronucleii of reduced size associated
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with the main cellular nucleus. These micronucleii are formed at the end of cell division
and provide evidence of DNA breakage and spindle dysfunction during cell division
resulting from exposure to genotoxic agents (Mersch and Beauvais, 1997).

6. Detection of microbial pathogens: Colilert and Enterolert. Rapid test kits for the
detection of coliform bacteria and enterococci.

7. Detection of sewage pollution. Rapid, spectrophotometric measurements of ammonia.

In addition, three simple biomarkers of the general condition of invertebrate sentinel
species have been used:

1. Cardiac activity in bivalve molluscs and decapod crustaceans (Depledge and
Anderson, 1990).

2. Lysosomal neutral red dye retention in the hemocytes of bivalve molluscs (Lowe et al.,
1995).

3. Apoptosis assay, also known as programmed cell death. Apoptosis refers to the mor-
phological and biochemical alterations that occur in dying cells. In organisms exposed
to toxicants and pathogens causing disease, the occurrence of apototic cells increases.
The assay involves using three fluorescent dyes that bind to plasma membranes and
nuclear membranes. On examination, normal cells appear green, apoptotic cells blue,
and dead cells red (Piechotta et al., 1999).

These later three procedures provide a rapid indication of the well-being of organisms at a
given locality.

New statistical procedures developed in Plymouth (the PRIMER package) will allow
the data collected from a given site to be input into a multidimensional scaling statistical
program to facilitate detection of pollution gradients and identification of sites with simi-
lar characteristics (Astley et al., 1999).

These procedures have been selected primarily with regard to their ease of use, low cost,
and relevance to known environmental problems. In some cases, more robust procedures
are available and might provide more accurate information on the nature and extent of pol-
lution at a particular site. However, such procedures are more expensive and more time-
consuming and require more highly trained personnel and high-quality analytical facilities
than are generally available. They are thus impractical to include in a rapid assessment pro-
gram. The approach just described has been applied in modified form in different circum-
stances, e.g., in the Venice lagoons (Lowe et al., 1995), Otago Harbor, New Zealand, and
the Black Sea mussel watch program (UNEP).

INTEGRATING BIOMARKER BIOMONITORING
WITH CHEMICAL MONITORING

The process of ecological risk assessment is used as part of a framework to identify and
eventually prioritize environmental problems in a particular ecosystem. This process starts
by identifying the pollution problem(s), then characterizes pollutant exposure and biologi-
cal effects, and finally estimates the probable risk to the health of the ecosystem. The latter
step may be used to plan a protection program or prioritize remedial tasks to protect the
ecosystem. Biological monitoring should be used to evaluate exposure and/or biological
effect, but not in isolation. Rather, it should be integrated into the risk-assessment process
along with biodiversity survey programs and local hydrology, water quality, and sediment
quality data. The assays described herein for biomonitoring should be implemented after a
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logical screening program to identify pollutants of concern. Some of the biomaker assays
used for biomonitoring also can be applied to the initial screening of environmental sam-
ples (Fig. 9.1). The rapid assessment techniques for general health (e.g., neutral red assay,
apoptosis assay) may be used in combination with fish health assessment/simple histolog-
ical approaches (see Table 9.3) to prioritize field sites of concern. Environmental samples
(water, sediment, serum, tissue homogenates, and even air samples extracted to a liquid
phase) may then be screened for toxicity (see Fig. 9.1). This process starts with a nonspe-
cific but rapid screen that may be applied to many different types of environmental sample
(e.g., microtox assay) (Ringwood et al., 1997). Those samples showing toxicity may then
be subjected to solvent extraction to separate organic contaminants, and additions of chela-
tors (Hockett and Mount, 1996) may be used to study toxicity of the aqueous (metals) frac-
tion. More specific bioassays may then be applied to identify families of compounds (e.g.,
PAHs, organophosphate pesticides, heavy metals) in the organic and aqueous fractions.
This also may include further fractionation of the environmental sample for specific sub-
groups of contaminants or preferably the application of contaminant-specific biomarker
assays (as earlier for rapid assessment).

P Environmental samples

Generic rapid screening, Not toxic
e.g., neutral red microtox No further analysis

Toxic
\d Not toxi .
ottoxie » No further analysis

Solvent extraction or | Solvent
metal chelator studies | extraction

—— | Toxic organics present;

Plus metal chelators Toxic proceed to specific bioassays
Remains toxic Not )
with chelators toxi +/- Further extraction
oxic
A 4 A A Y
Toxic organics possible; Toxic metals present;

v

Substance-specific assays

l

Identification of substance(s)

proceed to solvent extraction proceed to specific bioassays

Biologic monitoring at multiple levels of biologic organization

FIGURE 9.1 Scheme for ecotoxicological screening of environmental samples and subsequent biomonitor-
ing. Environmental samples (e.g., water, sediment extracts) can be screened initially for general toxicity to
decide whether or not the sample is likely to be hazardous. Rapid general-purpose toxicity assays can be
applied such as the neutral red assay or the microtox assay. If the sample is toxic, then potential organic con-
taminants may be solvent extracted for further testing. Alternatively, metal chelators may be added to the
sample and toxicity reassessed to test for the presence/absence of metals. A decrease in toxicity in the pres-
ence of metal chelators will indicate bioavailable toxic metals in the original sample. If metal chelators do not
change toxicity, then organic contaminants are more likely to be the problem. Once the major groups (met-
als or organics) are identified, then substance-specific assays may be used to identify subgroups of pollutants,
e.g., esterase inhibition for organophosphate pesticides/carbamates, fluorescence assays for hydrocarbons or
specific metals, as described for the rapid assessment program. Once the groups of contaminants are identi-
fied, the various biological monitoring techniques described in this chapter may be used to monitor environ-
mental contamination or the effectiveness of remedial action in the ecosystem.
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CONCLUSIONS

It is evident that ecotoxicological monitoring can provide extremely valuable information on
which to base environmental management decisions. By detecting pollutant effects at differ-
ent levels of biological organization, ecotoxicological monitoring can provide greater insight
into the mechanisms by which chemicals, mixtures of chemicals, and biotic and abiotic fac-
tors bring about adverse effects on cellular systems, organizmal physiology and behavior,
population dynamics, and community structure. The heirarchical approaches described here
illustrate how the integrated use of chemical and biological (biomarkers) markers can be used
to prioritize areas for study and inform environmental managers about which types of in-
depth analyses should be undertaken at sites of concern. The potential for incorporating eco-
toxicological monitoring procedures into bioremediation efforts is enormous because this
will provide a means of verifying the effectiveness of management actions.

GLOSSARY

Ames test A screening test for the mutagenicity of chemicals that uses special strains of the bacteria
Salmonella typhimurium that carry a mutation for the requirement of the amino acid histidine in the
culture medium.

Apoptosis The normal process of removing dead or injured cells from a tissue, sometimes called
programmed cell death.
Carcinogen A substance that may cause cancer.

Chromatid A strand of DNA that contains one DNA double helix. Note that after replication, each
chromosome may contain two chromatids held together at a point called the centromere.

Chromosomal aberration Damage, such as breaks, deletions, and abnormal reordering or switch-
ing of parts, of a chromosome.
Chromosomes Threadlike structure of DNA and associated proteins found in the nucleus of a cell.

Comet assay A method of detecting DNA strand breaks in single cells that employs electrophore-
sis to separate the DNA fragments from the cell.

CYP1A A subclass of enzymes in the cytochrome P450 system.

Cytochrome P450 system A group of cellular enzymes usually found in the endoplasmic reticu-
lum inside the cell and involved in catalyzing the chemical breakdown (metabolism) of organic
chemicals. These enzymes belong to a group of proteins called cytochromes that have characteristic
spectral properties at 450 nm, hence the term P450.

DNA adduct A fragment of DNA that has reacted with a chemical (pollutant) to form a covalently
bound product.

DNA strand breaks A break in one or more DNA strands or a missing portion of a DNA strand,
perhaps due to effects of toxic substances.

Edema The osmotic swelling of a tissue, perhaps due to mechanical injury or toxic effects, causing
abnormal fluid balance or poor control of electrolyte concentrations in and around the tissue.

Genotoxin A substance that produces adverse or abnormal change in the genetic material within
cells.

Hematology The study of blood and blood cells.

Karyotype A complete description of the chromatid pairs possessed by a given cell type, usually
observed during cell division.

Metallothionein A peptide found in the cytoplasm of some cells that has metal-binding properties;

functions include to chelate excess free metal ions in the cytoplasm, thus protecting the cell from
metal toxicity.
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Metaphase The stage in cell division where the nuclear membrane has broken down and chromo-
somes are clearly visible in an ordered array across the midline of the cell.

Micronuclei (MN) Small spherical packages of darkly staining genetic material found in the cells,
usually at the periphery of the nucleus.

Multifocal granulomatous lesions An injury to a tissue characterized by the appearance of abnor-
mal granular material in the cells as observed using a light microscope. When these injuries occur in
small patches in different places across the tissue, they are described as multifocal.

Necrosis Cell death, often abnormal or premature, that is not part of the normal cell cycle.

Neoplasia The occurrence of a group of abnormal and rapidly dividing cells forming the early
stages of a tumor.

Neoplasm epizootics Organisms on the exterior surfaces of the host that may initiate neoplasms in
epithelia, e.g., pathogenic bacteria in the mucus layers of the gut.

Neoplasm An abnormal, rapidly dividing cell that eventually may lead to tumor formation.

Neutral red assay A method to assess the toxicity of substances to the cell that exploits the fact
that cells under toxic stress may accumulate the dye neutral red from the cell culture medium. Dye
retention is scored as a measure of relative toxicity compared with resting control cells.

PAHs A group of organic chemicals called polyaromatic hydrocarbons, well known for their
induction of the cytochrome P450 system during their metabolism.

Sister chromatid exchange (SCE) The exchange of homologous segments between two homolo-
gous chromatids at mitosis. This can be induced in rapidly dividing cell cultures by genotoxic sub-
stances.

Sister chromatid Replicated pair of DNA structures derived from a chromosome during cell division.

SOS chromotest An assay for mutagenicity that exploits the son of sevenless (SOS) gene in
Drosphila that encodes for a mediator protein (tyrosine kinase receptor) involved in light transduc-
tion in cells.

Stress protein A group of low-molecular-weight proteins that are synthesized in the cell during
stress. These proteins were first demonstrated during thermal stress and are often also called heat
shock proteins. They are, however, induced by many stresses, including a wide variety of environ-
mental contaminants.

Umu test A mutagencity assay that, like the Ames test, uses the bacteria Salmonella typhimurium.
The mutant used in this test contains the gene umUc and may be combined with elements of the SOS
assay.

REFERENCES

Aagaard, A., Andersen, B. B., and Depledge, M. H. (1991). Simultaneous monitoring of physiologi-
cal and behavioral activity in marine organisms using noninvasive, computer-aided techniques.
Marine Ecol. Prog. Series, 73:277-282.

Aas, E., Beyer, J., and Goksyor, A. (1998). PAH in fish bile detected by fixed wavelength fluores-
cence. Marine Environ. Res. 46:1-5.

Accomando, R., Viarengo, A., Moore, M. N., and Marchi, B. (1999). Effects of aging on nuclear DNA
integrity and metabolism in mussel cells (Mytilus edulis L). Int. J. Biochem. Cell Biol. 31:443-450.

Adams, S. M., Ham, K. D., Greeley, M. S., LeHew, R. F., Hinton, D. E., and Saylor, C. F. (1996).
Downstream gradients in bioindicators reponses: Point source contaminant effect on fish health.
Can. J. Fish. Aquat. Sci. 53:2177-2187.

Ahnstrom, G., and Erixon, K. (1973). Radiation-induced strand breakage in DNA from mammalian
cells. Int. J. Radiat. Biol. 23:285-289.

Alink, G. M., Frederix-Wolters, E. M. H., van der Gaag, M. A., van de Kerkhoff, J. F. J., and Poels,
C. L. M. (1980). Induction of sister chromatid exchanges in fish exposed to Rhine water. Mutat. Res.
78:369-374.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



BIOMARKER APPROACHES FOR ECOTOXICOLOGICAL BIOMONITORING AT DIFFERENT LEVELS OF BIOLOGICAL ORGANIZATION

9.24 WATER

Al-Sabti, K., and Metcalfe, C. D. (1995). Fish micronuclei for assessing genotoxicity in water. Mutat.
Res. 343:121-135.

Al-Sabti, K. (1985). Frequency of chromosomal aberrations in the rainbow trout, Salmo gairdneri
Rich., exposed to five pollutants. J. Fish Biol. 26:13—19.

Anderson, S., Sadinski, W., Shugart, L., Brussard, P., Depledge, M., Ford, T., Hose, J. E., Stegeman,
J., Suk, W., Wirgin, 1., and Wogan, G. (1994). Genetic and molecular ecotoxicology: A research
framework. Environ. Health Perspect. 102(suppl 12):3-8.

Anderson, S. L., Hose, J. E., and Knezovich, J. P. (1994). Genotoxic and developmental effects in sea
urchins are sensitive indicators of effects of genotoxic chemicals. Environ. Toxicol. Chem.
13:1033-1041.

Arcand-Hoy, L. D., and Benson, W. H. (1998). Fish reproduction: An ecologically relevant indicator
of endocrine disruption. Environ. Toxicol. Chem. 17:49-57.

Armstrong, J. D. (1998). Relationships between heart rate and metabolic rate of pike: Integration of
existing data. J. Fish Biol. 52:362-368.

Astley, K., Meigh, H, C., Glegg, G. A., Braven, J., and Depledge, M. H. (1999). Multivariate analysis
of biomarker responses in Mytilus edulis and Carcinus maenas from the Tees estuary (U.K.). Marine
Pollut. Bull. 39:145-154.

Baker, R. T. M., Handy, R. D., Davies, S. J., and Snook, J. C. (1998). Chronic dietary exposure to cop-
per affects growth, tissue lipid peroxidation, and metal composition of the gray mullet, Chelon labro-
sus. Marine Environ. Res. 45:357-365.

Bamber, S. D., and Depledge, M. H. (1997). Responses of shore crabs to physiological challenges fol-
lowing exposure to selected environmental contaminants. Aquat. Toxicol. 40:79-92.

Baras, E., and Jeandrain, D. (1998). Evaluation of surgery procedures for tagging eel Anguilla anguilla
(L.) with biotelemetry transmitters. Hydrobiologia 372:107-111.

Baumann, P. C. (1998). Epizootics of cancer in fish associated with genotoxins in sediment and water.
Mutat. Res. 411:227-233.

Birge, W. J., Price, D. J., Shaw, J. R., Spromberg, J. A., Wigginton, A. J., and Hogstrand, C. (2000).
Metal body burden and biological sensors as ecological indicators. Environ. Toxicol. Chem.
19:1199-1212.

Blom, S., Norrgren, L. and Forlin, L. (1998). Sublethal effects in caged rainbow trout during remedial
activities in Lake Jarnsjon. Ambio 27:411-418.

Bloxham, M. J., Worsfold, P. J., and Depledge, M. H. (1999). Integrated biological and chemical mon-
itoring: In situ physiological responses of freshwater crayfish to fluctuations in environmental ammo-
nia concentrations. Ecotoxicology 8:225-237.

Bolognesi, C., Rabboni, R., and Roggieri, P. (1996). Genotoxicity biomarkers in Mytilus galloprovin-
cialis as indicators of marine pollutants. Comp. Biochem. Physiol. [C] 113(2):39-323.

Boudou, A., and Ribeyre, F. (1989). Fundamental concepts in aquatic ecotoxicology. In A. Boudou
and F. Ribeyre (eds.), Aquatic Ecotoxicology: Fundamental Concepts and Methodologies, Vol. 1, pp.
35-74. CRC Press, Boca Raton, FL.

Bradbury, S. P., Carlson, R. W., Niemi, G. J., and Henry, T. R. (1991). Use of respiratory-cardiovas-
cular responses of rainbow trout (Oncorhynchus mykiss) in identifying acute toxicity syndromes in
fish: Central nervous system seizure agents. Environ. Toxicol. Chem. 10:115-131.

Briggs, C. T., and Post, J. R. (1997). Field metabolic rates of rainbow trout estimated using elec-
tromyogram telemetry. J. Fish Biol. 51:807-823.

Brown, J. A. (1993). Endocrine responses to environmental pollutants. In J. C. Rankin and F. B. Jensen
(eds.), Fish Ecophysiology, pp. 276-296. Chapman and Hall, London.

Brunetti, R., Majone, F., Gola, I., and Beltrame, C. (1988). The micronucleus test: Examples of appli-
cation to marine ecology. Marine Ecol. Progr. Series 44:65—68.

Burgeot, T., His, E., and Galgani, F. (1995). The micronucleus assay in Crassostrea gigas for the
detection of seawater genotoxicity. Mutat. Res. 342:125-140.

Cairns, J., and van der Schalie, W. H. (1980). Biological monitoring: Early warning systems. Water
Res. 14:1179-1196.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



BIOMARKER APPROACHES FOR ECOTOXICOLOGICAL BIOMONITORING AT DIFFERENT LEVELS OF BIOLOGICAL ORGANIZATION

BIOMARKER APPROACHES FOR ECOTOXICOLOGIC BIOMONITORING 9.25

Cairns, J. (1981). Biological monitoring: IV. Future needs. Water Res. 15:941-952.

Carlisle, D. M., and Clements, W. H. (1999). Sensitivity and variability of metrics used in biological
assessments of running waters. Environ. Toxicol. Chem. 18:285-291.

Chang, S., Zdanowicz, V. S., and Murchelano, R. A. (1998). Associations between liver lesions in win-
ter flounder (Pleuronectes americanus) and sediment chemical contaminants from northeast United
States estuaries. ICES J. Marine Sci. 55:954-969.

Choi, J. H., Roche, H., and Cagqet, T. (2000). Effect of physical (hypoxia, hyperoxia) and chemical
(potassium dichromate, fenitrothion) stress on antioxidant enzyme activities in Chironomus riparius
Mg. (Diptera, Chironimidae) larvae: Potential biomarkers. Environ. Toxicol. Chem. 19:495-500.

Claxton L. D., Houk, V. S., and Highes, T. J. (1998). Genotoxicity of industrial wastes and effluents.
Mutat. Res. 410:237-243.

Clough, S., and Beaumont, W. R. C. (1998). Use of miniature radio transmitters to track the move-
ments of dace, Leuciscus leuciscus (L.), in the River Frome, Dorset. Hydrobiologia 372:89-97.

Cooke, J. B., and Hinton, D. E. (1999). Promotion of 17B-estradiol and B-hexachlorocyclohexane of
hepatocellular tumors in medaka, Oryzias latipes. Aquat. Toxicol. 45:127-145.

Cossu, C., Doyette, A., Babut, M., Exinger, A., and Vasseur, P. (2000). Antioxidant biomarkers in
freshwater bivalves, Unio tumidus, in response to different contaminant profiles of aquatic sediments.
Ecotoxicol. Environ. Safety 45:106-121.

Cote, D., Scrunton, D. A., Niezgoda, G. H., McKinley, R. S., Rowsell, D. F., Lindstrom, R. T.,
Ollerhead, L. M. N., and Whitt, C. J. (1998). A coded acoustic telemetry system for high precision
monitoring of fish location and movement: Application to the study of nearshore nursery habitat of
juvenile Atlantic cod (Gadus morhua). Marine Technol. Soc. J. 32:54-62.

Couillard, C. M., Williams, P. J., Courtenay, S. C., and Rawn, G. P. (1999). Histopathological evalu-
ation of Atlantic tomcod (Microgadus tomcod) collected at estuarine sites receiving pulp and paper
mill effluent. Aquat. Toxicol. 44:263-278.

De Flora, S., Bagnasco, M., and Zanacchi, P. (1991). Genotoxic, carcinogenic and teratogenic hazards
in the marine environment with special reference to the Mediterranean Sea. Mutat. Res. 258:285-320.

Deguise, S., Lagace, A., and Beland, P. (1994). Tumors in St. Lawrence beluga whales
(Delphinapterus leucas). Vet. Pathol. 31:444-449,

Demaree, S. R., Lawler, J. M., Linehan, J., and Delp, M. D. (1999). Aging alters aortic antioxidant
enzyme activities in Fischer-344 rats. Acta Physiol. Scand. 166:203-208.

Depledge, M. H. (1994). The rational basis for the use of biomarkers as ecotoxicological tools. In M.
C. Fossi and C. Leonzio (eds.), Nondestructive Biomarkers in Vertebrates, pp. 261-285, Lewis
Publishers, Boca Raton, FL.

Depledge, M. H., and Andersen, B. B. (1990). A computer-aided physiological monitoring system for
continuous, long-term recording of cardiac activity in selected invertebrates. Comp. Biochem.
Physiol. [A] 96:473-4717.

Depledge, M. H., and Hopkin, S. P. (1995). Methods to assess effects on brackish, estuarine, and near-
coastal water organisms. In R. A. Linthurst, P. Bourdeau, and R. G. Tardiff (eds.), Methods to Assess
the Effects of Chemicals on Ecosystems, pp. 125-149. Wiley, Chichester, U.K.

Depledge, M. H., and Lundebye, A. K. (1996). Physiological monitoring of contaminant effects in
individual rock crabs, Hemigrapsus edwardsi: The ecotoxicological significance of variability in
response. Comp. Biochem. Physiol. [C] 113:277-282.

Depledge, M. H. (1998). The ecotoxicological significance of genotoxicity in marine invertebrates.
Mutat. Res. 399:109-122.

Dikshith, T. S. S., Behari, J. R., Datta, K. K., and Mathur, A. K. (1975). Effect of diazinon in male rats.
Histopathological and biochemical studies. Environ. Physiol. Biochem. 5:293-299.

Dixon, D.R., Wilson, J. T., Pascoe, P. L., and Parry, J. M. (1999). Anaphase aberrations in the embryos
of the marine tubeworm Pomatoceros lamarckii (Polychaeta: Serpulidae): A new in vivo test assay
for detecting aneugens and clastogens in the marine environment. Mutagenesis 14:375-383.

Dixon, D. R., and Clarke, K. R. (1982). Sister chromatid exchange: A sensitive method for detecting
damage caused by exposure to environmental mutagens in the chromosomes of adult Mytilus edulis.
Marine Biol. Lett. 3:163-172.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



BIOMARKER APPROACHES FOR ECOTOXICOLOGICAL BIOMONITORING AT DIFFERENT LEVELS OF BIOLOGICAL ORGANIZATION

9.26 WATER

Dixon, D. R., and Flavell, N. (1986). A comparative study of the chromosomes of Mytilus edulis and
Mytilus galloprovincialis. J. Marine Biol. Assoc. UK 66:29-228.

Dixon, D. R., and Pascoe, P. L. (1994). Mussel eggs as indicators of mutagen exposure in coastal and
estuarine marine environments. In D. W. Sutcliffe (ed.), Water Quality and Stress Indicators in
Marine and Freshwater Systems: Linking Levels of Organisation, pp. 124-137. Freshwater
Biological Association, Cumbria, U.K.

Dixon, D. R. (1982). Aneuploidy in mussel embryos (Mytilus edulis L.) originating from a polluted
dock. Marine Biol. Lett. 3:155-161.

Eiler, J. H. (1995). A remote satellite-linked tracking system for studying Pacific salmon with radio
telemetry. Trans. Am. Fish. Soc. 124:184-193.

Everaarts, J. M., Sleiderink, H. M., Denbesten, P. J., Halbrook, R. S., and Shugart, L. R. (1994).
Molecular responses as indicators of marine pollution: DNA damage and enzyme-induction in
Limanda limanda and Asterias rubens. Environ. Health Perspect. 94(102):S12, 37-43.

Everaarts, J. M., Shugart, L. R., Gustin, M. K., Hawkins, W. E., and Walker, W. W. (1993). Biological
markers in fish: DNA integrity, hematological parameters and liver somatic index. Marine Environ.
Res. 35:101-107.

Fingerman, M., Jackson, M. C., and Nagabhushanam, R. (1998). Hormonally regulated functions in
crustaceans as biomarkers of environmental pollution. Comp. Biochem. Physiol. [C] 120:343-350.
Flammarion, P., Fortier, V., Migeon, B., Morfin, P., and Garric, J. (1999). Cytochome P450 1A induc-

tion in gudgeon (Gobio gobio): Laboratory and field studies. Biomarkers 4:59-71.

Forlin, L., Haux, C., Andersson, T., Olsson, P. E., and Larsson, A. (1986). Physiological methods in
fish toxicology: Laboratory and field studies. In S. Nilsson and S. Holmgren (eds.), Fish Physiology:
Recent Advances, pp. 158—169. Croom Helm, London.

Fossi, M. C., and Marsili, L. (1997). The use of nondestructive biomarkers in the study of marine mam-
mals. Biomarkers 2:205-216.

Fossi, M. C., Casini, S., Savelli, C., Corbelli, C., Franchi, E., Mattei, N., Sanchez Hernandez, J. C.,
Corsi, L., Bamber, S., and Depledge, M. H. (2000). Biomarker responses at different levels of bio-
logical organization in crabs (Carcinus aestuarii) experimentally exposed to benzo(alpha)pyrene.
Chemosphere 40:861-874.

Frischknecht, R., Wahli, T., and Meier, W. (1994). Comparison of pathological changes due to defi-
ciency of vitamin C, vitamin E, and combinations of vitamin C and E in rainbow trout, Oncorhynchus
mykiss (Walbaum). J. Fish Dis. 17:31-45.

Galloway, S., Deasy, D., Bean, C., Kryanak, R., Armstrong, M., and Bradley, O. (1987). Effects of
high osmotic strength on chromosome aberrations, sister chromatid exchanges and DNA strand
breaks, and the relation to toxicity. Mutat. Res. 189:15-25.

Gerhardt, A. (1995). Monitoring behavioral responses to metals in Gammarus pulex (L) (Crustacea)
with impedance conversion. Environ. Sci. Poll. Res. 2:15-23.

Gerhardt, A. (1998). Whole effluent toxicity tests with Oncorhynchus mykiss (Walbaum 1792):
Survival and behavioral responses to a dilution series of a mining effluent in South Africa. Arch.
Environ. Contam. Toxicol. 35:309-316.

Gerlier, M., and Roche, P. (1998). A radiotelemetry study of the migration of Atlantic salmon (Salmo
salar) and sea trout (Salmo trutta L) in the upper Rhine. Hydrobiologia 372:283-293.

Gippo, R. S., and Dunson, W. A. (1996). The body ion loss biomarker: 2. Field validation in coal
mine—polluted streams. Environ. Toxicol. Chem. 15:1964—-1972.

Haaparanta, A., Valtonen, E. T., and Hoffmann, R. W. (1997). Gill anomalies of perch and roach from
four lakes differing in water quality. J. Fish Biol. 50:575-591.

Hall, T.J., Haley, R. K., Borton, D. L., Walsh, A. H., and Wolke, R.E. (1992). Histopathology of rain-
bow trout (Oncorhynchus mykiss) after long-term exposure to biologically treated bleached kraft mill
effluent in experimental stream channels. Can. J. Fish. Aquat. Sci. 49:939-944.

Handy, R. D. (1994). Intermittent exposure to aquatic pollutants: Assessment, toxicity and sublethal
responses in fish and invertebrates (Minireview). Comp. Biochem. Physiol. [C] 107:171-184.

Handy, R. D., Sims, D. W., Giles, A., Campbell, H. A., and Musonda, M. M. (1999). Metabolic trade-
off between locomotion and detoxification for maintenance of blood chemistry and growth parame-

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



BIOMARKER APPROACHES FOR ECOTOXICOLOGICAL BIOMONITORING AT DIFFERENT LEVELS OF BIOLOGICAL ORGANIZATION

BIOMARKER APPROACHES FOR ECOTOXICOLOGIC BIOMONITORING 9.27

ters by rainbow trout (Oncorhynchus mykiss) during chronic dietary exposure to copper. Aquat.
Toxicol. 47:23-41.

Handy, R. D., and Depledge, M. H. (1999). Physiological responses: Their measurement and use as
environmental biomarkers in ecotoxicology. Ecotoxicology 8:329-349.

Harrison, F. L., and Jones, I. M. (1982). An in vivo sister chromatid exchange assay in the larvae of
the mussel Mytilus edulis: Response to three mutagens. Mutat. Res. 105:235-242.

Harvey, J. S., Lyons, B. P., Page, T. S., Stewart, C., and Parry, J. M. (1999). An assessment of the geno-
toxic impact of the Sea Empress oil spill by the measurement of DNA adduct levels in selected inver-
tebrate and vertebrate species. Mutat. Res. 441:103—114.

Haux, C., Larsson, A., Lithner, G., and Sjobeck, M. (1986). A field study of physiological effects on
fish in lead-contaminated lakes. Environ. Toxicol. Chem. 5:283-288.

Hellawell, J. (1977). Biological surveillance and water quality monitoring. In J. S. Alabaster (ed.),
Biological Monitoring of Inland Fisheries, pp. 69-96. Applied Science Publishers, London.

Hinton, D. E., Couch, J. A., Teh, S. J., and Courtney, L. A. (1988). Cytological changes during pro-
gression of neoplasia in selected fish species. Aquat. Toxicol. 11:77-112.

Hinton, D. E., and Laurén, D. J. (1990). Integrative histopathological approaches to detecting effects
of environmental stressors on fish. In S. M. Adams (ed.), Biological Indicators of Stress in Fish, pp.
51-66. American Fisheries Society, Bethesda, MD.

Hockett, J. R., and Mount, D. R. (1996). Use of metal chelating agents to differentiate among sources
of acute aquatic toxicity. Environ. Toxicol. Chem. 15:1687-1693.

Hodson, P. V., Blunt, B. R., and Spry, D. J. (1978). Chronic toxicity of waterborne and dietary lead to
rainbow trout (Salmo gairdneri) in Lake Ontario water. Water Res. 12:869-878.

Hogstrand, C., and Haux, C. (1991). Binding and detoxification of heavy metals in lower vertebrates
with reference to metallothionein. Comp. Biochem. Physiol. [C] 100:137-141.

Holdway, D. A., Brennan, S. E., and Ahokas, J. T. (1995). Short review of selected fish biomarkers of
xenobiotic exposure with an example using fish hepatic mixed-function oxidase. Aust. J. Ecol.
20:34-44.

Hooftman, R. N. (1981). The induction of chromosome aberrations in Notobranchius rachowi (Pisces:
Cyprinodontidae) after treatment with ethyl methanesulphonate or benzo[a]pyrene. Mutat. Res.
91:347-352.

Hose, J. E., and Brown, E. D. (1998). Field applications of the piscine anaphase aberration test:
Lessons from the Exxon Valdez oil spill. Mutat. Res. 339:167-178.

Hose, J. E., and Puffer, H. W. (1983). Cytologic and cytogenetic anomalies induced in purple sea
urchin embryos (Strongylocentrotus purpuratus S.) by parental exposure to benzo(a)pyrene. Marine
Biol. Lett. 4:87-95.

Houk, V. S. (1992). The genotoxicity of industrial wastes and effluents. Mutat. Res. 277:91-138.

Houston, A. H. (1990). Blood and circulation. In C. B. Schreck and P. B. Moyle (eds.), Methods for
Fish Biology, pp. 273-334. American Fisheries Society, Bethesda, MD.

Husgy, A. M., Myers, M. S., and Goksgyr, A. (1996). Cellular localization of cytochrome P450
(CYP1A) induction and histology in Atlantic cod (Gadus morhua L.) and European flounder
(Platichthys flesus) after environmental exposure to contaminants by caging in Sgrfjorden, Norway.
Agquat. Toxicol. 36:53-74.

Hylland, K., Nissenlie, T., Christensen, P. G., and Sandvik, M. (1998). Natural modulation of hepatic
metallothionein and cytochrome P4501A in flounder, Plativhthys flesus L. Marine Environ. Res.
46:51-55.

Iwama, G. K., McGeer, J. C., and Pawluk, M. P. (1989). The effects of five fish anaesthetics on acid-
base balance, hematocrit, blood gases, cortisol, and adrenaline in rainbow trout. Can. J. Zool.
76:2065-2073.

Jayaram, M. G., and Beamish, F. W. H. (1992). Plasma metabolites of lake trout (Salvelinus namay-
cush) in relation to diet and storage conditions. Comp. Biochem. Physiol. [A] 103:373-380.

Jha, A. N., Hutchinson, T. H., Mackay, J. M., Elliott, B. M., and Dixon, D. R. (1996). Development of
an in vivo genotoxicity assay using the marine worm Platynereis dumerilii (Polychaeta: Nereidae).
Mutat. Res. 359:141-150.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



BIOMARKER APPROACHES FOR ECOTOXICOLOGICAL BIOMONITORING AT DIFFERENT LEVELS OF BIOLOGICAL ORGANIZATION

9.28 WATER

Jha, A. N., Hutchinson, T. H., Mackay, J. M., Elliott, B. M., and Dixon, D. R. (1997). Evaluation of
genotoxicity of municipal sewage using the marine worm Platynereis dumerilii (Polychaeta:
Nereidae). Mutat. Res. 391:179-188.

Jha, A. N., Cheung, V. V., Foulkes, M. E., Hill, S. J., and Depledge, M. H. (2000). Detection of geno-
toxins in the marine environment: Adoption and evaluation of an integrated approach using the
embryo-larval stages of the marine mussel, Mytilus edulis. Mutat. Res. 464:213-228.

Jha, A. N. (1998). Use of aquatic invertebrates in the genotoxicological studies. Mutat. Res. 399:1-2.

Jorgensen, E. H., and Wolkers, J. (1999). Effect of temperature on the P4501A response in winter- and
summer-acclimated Arctic char (Salvelinus alpinus) after oral benzo[a]pyrene exposure. Can. J.
Fish. Aquat. Sci. 56:1370-1375.

Katuta, I., and Murachi, S. (1997). Physiological responses of carp, Cyprinus carpio, exposed to raw
sewage containing fish processing wastewater. Environ. Toxicol. Water Quality 12:1-9.

Kedwards, T. J., Maund, S. J., and Chapman, P. F. (1999). Community level analysis of ecotoxico-
logical field studies: I. Biological monitoring. Environ. Toxicol. Chem. 18:149-157.

Kligerman, A. D., Bloom, S. E., and Howell, W. M. (1975). Umbra limi: A model for the study of chro-
mosome aberrations in fish. Mutat. Res. 31:225-233.

Kligerman, A. D. (1979). Induction of sister chromatid exchanges in the central mudminnow follow-
ing in vivo exposure to mutagenic agents. Mutat. Res. 64:205-217.

Knights, B. C., and Lasee, B. A. (1996). Effect of implanted transmitters on adult bluegills at two tem-
peratures. Trans. Am. Fish. Soc. 125:440-449.

Kohn, K. W., Erickson, C. K., Ewig, A. G., and Zwelling, L. A. (1976). Fractionation of DNA from
mammalian cells by alkaline elution. Biochemistry 15:4629-4637.

Korcock, D. E., Houston, A. H., and Gray, J. D. (1988). Effects of sampling conditions on selected
blood variables of rainbow trout, Salmo gairdneri, Richardson. J. Fish Biol. 33:39-330.

Krishnaaja, A. P., and Rege, M. S. (1982). Induction of chromosomal aberrations in fish Boleophthalmus
dussumieri after exposure in vivo to mitomycin C and heavy metals mercury, selenium, and chromium.
Mutat. Res. 102:71-82.

Leaver, M. J. (1996). Principles governing the use of cytochrome P4501A1 measurement as a pollu-
tion monitoring tool in the aquatic environment. In E. W. Taylor (ed.), Toxicology of Aquatic
Pollution, pp. 267-278. Cambridge University Press, Cambridge, U.K.

Levine, S. L., and Oris, J. T. (1999). CYPIA expression in liver and gill of rainbow trout following
waterborne exposure: Implications for biomarker determination. Aquat. Toxicol. 46:279-287.

Lewis, S., Handy, R. D., Cordi, B., Billinghurst, Z., and Depledge, M. H. (1999). Stress proteins
(HSPs): Methods of detection and their use as environmental biomarkers. Ecotoxicology 8:351-368.

Linthurst, R. A., Mulkey, L. A., Slimak, M. W., Veith, G. D., and Levinson, B. M. (2000). Ecological
research in the Office of Research and Development at the U.S. Environmental Protection Agency:
An overview of new directions. Environ. Toxicol. Chem. 19:1222-1229.

Linthurst, R. A., Bourdeau, P., and Tardiff, R. G. (1995). Methods to Assess the Effects of Chemicals
on Ecosystems. Wiley, Chichester, U.K.

Little, E. E., Flerov, B. A., and Ruzhinskaya, N. N. (1985). Behavioral approaches in Aquatic
Toxicology: A review. In P. M. Mehrl, Jr., R. H. Gray, and R. L. Kendall (eds.), Toxic Substances in
the Aquatic Environment: An International Aspect, pp. 72-98. American Fisheries Society, Water
Quality Section, Bethesda, MD.

Little, E. E. and Finger, S. E. (1990). Swimming behavior as an indicator of sublethal toxicity in fish.
Environ. Toxicol. Chem. 9:13-19.

Lowe, D. M., Fossato, V., and Depledge, M. H. (1995). Contaminant-induced lysosomal membrane
damage in blood cells of mussels (Mytilus galloprovincialis) from the Venice lagoon: An in vitro
study. Marine Ecol. Prog. Series 129:189-196.

Lucas, M. C. (1994). Heart rate as an indicator of metabolic rate and activity in adult Atlantic salmon,
Salmo salar. J. Fish Biol. 44:889-903.

Lucas, M. C., Johnstone, A. D. F., and Priede, I. G. (1993). Use of physiological telemetry as a method
of estimating metabolism of fish in the natural environment. Trans. Am. Fish. Soc. 122:822-833.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



BIOMARKER APPROACHES FOR ECOTOXICOLOGICAL BIOMONITORING AT DIFFERENT LEVELS OF BIOLOGICAL ORGANIZATION

BIOMARKER APPROACHES FOR ECOTOXICOLOGIC BIOMONITORING 9.29

Lundebye, A. K., Curtis, T. M., Braven, J., and Depledge, M. H. (1997). Effects of the organophos-
phorous pesticide, dimethoate, on cardiac and acetylcholinesterase (AChE) activity in the shore crab,
Carcinus maenas. Aquat. Toxicol. 40:23-26.

Lynch, J. M., and Wiseman, A. (1998). Introduction: The value of biomonitors in bioremediation
strategies against ecotoxicants. In J. M. Lynch and A. Wiseman (eds.), Environmental
Biomonitoring: The Biotechnology and Ecotoxicology Interface, pp. 1-4. Cambridge University
Press, Cambridge, U.K.

Lyons, B. P., Harvey, J. S., and Parry, J. M. (1997). An initial assessment of the genotoxic impact of
the Sea Empress oil spill by the measurement of DNA adduct levels in the intertidal levels in the inter-
tidal teleosts Liophrys pholis. Mutat. Res. 390:263-268.

Machala, M., Ulrich, R., Neca, J., Vykusova, B., Kolarova, J., Machova, J., and Svobodova, Z. (2000).
Biochemical monitoring of aquatic pollution: Indicators of dioxinlike toxicity and oxidative stress in
the roach (Rutilus rutilus) and chub (Leuciscus cephalus) in the Skalice river. Vet. Med. 45:55-60.

Maddock, M. B., Northrup, H., and Ellingham, T. (1986). Induction of sister-chromatid exchanges and
chromosomal aberrations in hematopoietic tissue of a marine fish following in vivo exposure to geno-
toxic carcinogens. Mutat. Res. 172:165-175.

Matthews, R. A., Buikema, A. L., Cairns, J., and Rodgers, J. H. (1982). Biological monitoring: ITA.
Receiving system functional methods, relationships and indices. Water Res. 6:129-139.

Matthiessen, P., and Gibbs, P. (1998). Critical apprisal of the evidence for tributyltin-mediated
endocrine disruption in molluscs. Environ. Toxicol. Chem. 17:37-43.

McDonald, D. G., and Milligan, L. (1997). Ionic, osmotic and acid-base regulation in stress. In G. K.
Iwama, A. D. Pickering, J. P. Sumpter, and C. B. Schreck (eds.), Fish Stress and Health in
Agquaculture, pp. 19-144. Cambridge University Press, Cambridge, U.K.

McKim, J. M., and Erickson, R. J. (1991). Environmental impacts on the physiological mechanisms
controlling xenobiotic transfer across fish gills. Physiol. Zool. 64:39-67.

Mersch, J., and Beauvais, M. N. (1997). The micronucleus assay in the zebra mussel, Driessena poly-
morpha, to in situ monitor genotoxicity in freshwater environments. Mutat. Res. 393:141-149.

Mix, M. C. (1986). Cancerous diseases in aquatic organisms and their association with environmental
pollutants: A critical literature review. Marine Environ. Res. 20:1-141.

Morgan, W. S. G., and Kiiln, P. C. (1984). Aspects of utilizing continuous automatic fish biomonitor-
ing systems for industrial effluent control. In D. Pascoe and R. W. Edwards (eds.), Freshwater
Biological Monitoring, pp. 65-73. Pergamon Press, Oxford, U.K.

Narbonne, J. F., Daubeze, M., Clerandeau, C., and Garrigues, P. (1999). Scale of classification based
on biochemical biomarkers in mussels: Application to pollution monitoring in European coasts.
Biomarkers 4:415-424.

Natarajan, A. T., Tucker, J. D., and Sasaki, M. S. (1994). Monitoring cytogenetic damage in vivo. In
R. G. Tardiff, P. H. M. Lohman, and G. N. Wogan (eds.), Methods to Assess DNA Damage and
Repair: Interspecies Comparisons, pp. 95-113. Wiley, Chichester, U.K.

Norrgren, L., Pettersson, U., Orn, S., and Bergqvist, P.-A. (2000). Environmental monitoring of the
Kafue River, located in the Copperbelt, Zambia. Arch. Environ. Contam. Toxicol. 38:334-341.

Oda Y., Nakamura, S., Oki, I., Kato, T., and Shinagawa, H. (1985). Evaluation of the new system
(umu-test) for the detection of environmental mutagens and carcinogens. Mutat. Res. 147:29-229.
Oehlmann, J. (1998). Untersuchungen zum Einsatz von Pathomorphosen der ableitenden Geschlechtswege
von Verderkiemerschnecken (Gastropoda: Prosobranchia) fur ein biologisches TBT-Effektmonitoring.

Habilitation thesis, International Graduate School, Zittau, Germany.

Ogura, M., and Ishida, Y. (1992). Swimming behavior of coho salmon, Oncorhynchus kisutch, in the
open sea as determined by ultrasonic telemetry. Can. J. Fish. Aquat. Sci. 49:453-457.

Oikari, A., Holmbom, B., Anis, E., Miilunpalo, M., Kruzynski, G., and Castrén, M. (1985).
Ecotoxicological aspects of pulp and paper mill effluent discharged to an inland water system:
Distribution in water, and toxicant residues, and physiological effects in caged fish (Salmo gaird-
neri). Aquat. Toxicol. 6:29-239.

Okihiro, M. S., Whipple, J. A., Groff, J. M., and Hinton, D. E. (1992). Chromatophoromas and related
hyperplastic lesions in Pacific rockfish (Sebastes spp.). Marine Environ. Res. 34:53-57.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



BIOMARKER APPROACHES FOR ECOTOXICOLOGICAL BIOMONITORING AT DIFFERENT LEVELS OF BIOLOGICAL ORGANIZATION

9.30 WATER

Okland, F., Finstad, B., McKinley, R. S., Thorstad, E. B., and Booth, R. K. (1997). Radio-transmitted
electromyogram signals as indicators of physical activity in Atlantic salmon. J. Fish Biol.
51:476-488.

Olsson, P. E. (1996). Metallothioneins in fish: Induction and use in environmental monitoring. In E. W.
Taylor (ed.), Toxicology of Aquatic Pollution, pp. 187-203. Cambridge University Press, Cambridge, U.K.

Ostling, O., and Johanson, K. J. (1984). Microelectrophoretic study of radiation-induced DNA dam-
age in individual mammalian cells. Biochem. Res. Commun. 123:291-298.

Pacheco, M., Santos, M. A., and van der Gaag, M. A. (1993). The ecotoxicological relevance of
Anguilla anguilla L. as a proposed cytogenetic model for brackish-water genetic toxicological stud-
ies. Sci. Total Environ. Suppl. 817-822.

Pandrangi, R., Petras, M., Ralph, S., and Vrzoc, M. (1995). Alkaline single cell gel (comet) assay and
genotoxicity monitoring using bullheads and carp. Environ. Mol. Mutagen. 26:345-356.

Pedersen, S. N., Lundebye, A. K., and Depledge, M. H. (1997). Field application of metallothionein
and stress protein biomarkers in the shore crab (Carcinus maenas) exposed to trace metals. Aquat.
Toxicol. 37:183-200.

Pesch, G. G., Pesch, C. E., and Malcolm, A. R. (1981). Neanthes arenaceodentata, a cytogenetic
model for marine genetic toxicology. Aquat. Toxicol. 1:301-311.

Piechotta, G., Lacorn, M., Lang, T., Kammann, U., Simat, T., Jenke, H., and Steinhart, H. (1999).
Apoptosis in dab (Limanda limanda) as a possible new biomarker for anthropogenic stress.
Ecotoxicol. Environ. Safety 42:50-56.

Pottinger, T. G., Morgan, T. A., and Cranwell, P. A. (1992). The biliary accumulation of corticos-
teroids in rainbow trout, Oncorhynchus mykiss, during acute and chronic stress. Fish Physiol.
Biochem. 10:55-66.

Priede, I. G. (1977). Natural selection for energetic efficiency and the relationship between activity
level and mortality. Nature 267:610-611.

Ralph, S., Peteras, M., Pandrangi, R., and Vrzoc, M. (1996). Alkaline single cell gel (comet) assay and
genotoxicity monitoring using two species of tadpoles. Environ. Mol. Mutagen. 28:112—120.

Randall, D. J., Brauner, C. J., Thurston, R. V., and Neuman, J. F. (1996). Water chemistry at the gill
surfaces of fish and the uptake of xenobiotics. In E. W. Taylor (ed.), Toxicology of Aquatic Pollution,
pp. 1-16. Cambridge University Press, Cambridge, U.K.

Randerath, K., Randerath, E., Agrawal, H. P., Gupta, R. C., Scurdak, M. E., and Reddy, M. V. (1985).
Post-labeling methods for carcinogen-DNA adduct analysis. Environ. Health Perspect. 62:57-65.
Reichert, W. L., Myers, M. S., Peck-Miller, K., French, B., Anulacion, B. F., Collier, T. K., Stein, J. E.,
and Varanasi, U. (1998). Molecular epizootiology of genotoxinsc events in marine fish: Linking con-

taminant exposure, DNA damage, and tissue-level alterations. Mutat. Res. 411:215-225.

Ribelin, W. E., and Migaki, G. (1975). The Pathology of Fishes. University of Wisconsin Press,
Madison, WI.

Rice, P. J., Drewes, C. D., Klubertanz, T. M., Bradbury, S. P., and Coats, J. R. (1997). Acute toxicity
and behavioral effects of chloropyrifos, permethrin, phenol, strychnine, and 2,4-dinitrophenol to 30-
day old Japanese medaka (Oryzias latipes). Environ. Toxicol. Chem. 16:696-704.

Ringwood, A. H., DeLorenzo, M. E., Ross, P. E., and Holland, A. F. (1997). Interpretation of micro-
tox solid-phase toxicity tests: The effects of sediment composition. Environ. Toxicol. Chem.
16:1135-1140.

Salanki, J., Jeffrey, D., and Hughes, G. M. (1994). Biological Monitoring of the Environment. A
Manual of Methods. CAB International, Wallingford, Oxon, U.K.

Sandheinrich, M. B., and Atchison, G. J. (1990). Sublethal toxicant effects on fish foraging behavior:
Empirical vs. mechanistic approaches. Environ. Toxicol. Chem. 9:107-119.

Scarfe, A. D., Jones, K. A., Steele, C. W., Keerekoper, H., and Corbett, M. (1982). Locomotor behav-
ior of four marine teleosts in response to sublethal copper exposure. Aquat. Toxicol. 2:335-353.

Schmidt, C. J., and Brumbaugh, W. G. (1990). National contaminant biomonitoring program:
Concentrations of arsenic, cadmium, copper, lead, mercury, selenium, and zinc in U.S. freshwater
fish, 1976-1984. Arch. Environ. Contam. Toxicol. 19:731-747.

Schmidt, H., Bernet, D., Wahli, T., Meier, W., and Burkhardt-Holm, P. (1999). Active biomonitoring
with brown trout and rainbow trout in diluted sewage plant effluents. J. Fish Biol. 54:585-596.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



BIOMARKER APPROACHES FOR ECOTOXICOLOGICAL BIOMONITORING AT DIFFERENT LEVELS OF BIOLOGICAL ORGANIZATION

BIOMARKER APPROACHES FOR ECOTOXICOLOGIC BIOMONITORING 9.31

Schreck, C. B. (1990). Physiological, behavioral, and performance indicators of stress. In S. M. Adams
(ed.), Biological Indicators of Stress in Fish. American Fisheries Society Symposium, Vol. 8, pp.
29-37. American Fisheries Society, Bethesda, MD.

Schwaiger, J., Wanke, R., Adam, S., Pawert, M., Honnen, W., and Triebskorn, R. (1997). The use of
histopathological indicators to evaluate contaminant-related stress in fish. J. Aquat. Ecosyst. Stress
Recovery 6:75-86.

Sina, J. F., Bean, C. L., Dysart, G. R., Taylor, V. 1., and Bradley, M. O. (1983). Evaluation of the alka-
line elution/rat hepatocyte assay as a predictor of carcinogenic/mutagenic potential. Mutat. Res.
113:357-391.

Singh, N. P., McCoy, M. T., Tice, R. R., and Schneider, E. L. (1988). A simple technique for quanti-
tation of low levels of DNA damage in individual cells. Exp. Cell Res. 175:184-191.

Speare, D. J., Arsenault, G., MacNair, N., and Powell, M. D. (1997). Branchial lesions associated with
intermittent formalin bath treatment of Atlantic salmon, Salmo salar L., and rainbow trout,
Oncorhynchus mykiss (Walbaum). J. Fish Dis. 20:27-33.

Spies, R. B., Stegeman, J. J., Hinton, D. E., Woodin, B., Smolowitz, R., Okiharo, M., and Shea, D.
(1996). Biomarkers of hydrocarbon exposure and sublethal effects in embiotocid fishes from a nat-
ural petroleum seep in the Santa Barbara Channel. Aquat. Toxicol. 34:195-219.

Steinert, S. A., Streib-Montee, R., Leather, J. M., and Chadwick, D. B. (1998). DNA damage in mus-
sels at sites in San Diego Bay. Mutat. Res. 399:65-85.

Stephensen, E., Svavarsson, J., Sturve, J., Ericson, G., Adolfson Erici, M., and Forlin, L. (2000).
Biochemical indicators of pollution exposure in shorthorn sculpin (Myoxocephalus scorpius) caught
in four harbors on the southwest coast of Iceland. Aquat. Toxicol. 48:431-442.

Teh, S.J., Adams, S. M., and Hinton, D. E. (1997). Histopathologic biomarkers in feral freshwater fish
populations exposed to different types of contaminant stress. Aquat. Toxicol. 37:51-70.

Thompson, H. M. (1999). Esterases as markers of exposure to organophosphates and carbamates.
Ecotoxicology 8:369-384.

Thorarensen, H., Gallaugher, P. E., and Farrell, A. P. (1996). The limitations of heart rate as a predic-
tor of metabolic rate in fish. J. Fish Biol. 49:226-236.

Timbrell, J. A. (1994). Principles of Biochemical Toxicology. Taylor and Francis, London.

Travis, T. W., and Heath, A. G. (1981). Some physiological responses of rainbow trout (Salmo gaird-
neri) to intermittent monochloramine exposure. Water Res. 15:977-982.

Tucker, J. D., and Preston, R. J. (1996). Chromosome aberrations, micronuclei, aneuploidy, sister
chromatid exchanges, and cancer risk assessment. Mutat. Res. 365:147-159.

Van Cleef, K. A., Kaplan, L. A. E., and Crivello, J. F. (2000). The relationship between reproductive
status and metallothionein mRNA expression in the common Kkillifish, Fundulus heteroclitus.
Environm. Biol. Fishes 57:97-105.

Viarengo, A., Ponzano, E., Dondero, F., and Fabbri, R. (1997). A simple spectrophotometric method
for metallothionein evaluation in marine organisms: An application to Mediterranean and Antarctic
molluscs. Marine Environ. Res. 44:69-84.

Viarengo, A., Burlando, B., Dondero, F., Marro, A., and Fabbri, R. (1999). Metallothionein as a tool
in biomonitoring programs. Biomarkers 4:455-466.

Vogelbein, W. K., Fournie, J. W., Cooper, P. S., and van Veld, P.A. (1999). Hepatoblastomas in the
mummichog, Fundulus hereroclitus (L.) from a creosote-contaminated environment: A histologic,
ultrastructural and immunohistochemical study. J. Fish Dis. 22:49-431.

Vukmirovic, M., Bihari, N., Zahn, R. K., Muller, W. E. G., and Batel, R. (1994). DNA damage in
marine mussel Mytilus galloprovincialis as a biomarker of environmental contamination. Marine
Ecol. Progr. Series 109:165-171.

Waring, C. P., Stagg, R. M., and Poxton, M. G. (1992). The effects of handling on flounder
(Platichthys flesus L.) and Atlantic salmon (Salmo salar L.). J. Fish Biol. 41:131-144.

Weis, P., Weis, J. S., Couch, J., Daniels, C., and Chen, T. (1995). Pathological and genotoxicological
observations in oysters (Crassostrea virginica) living on chromated copper arsenate (CCA)—treated
wood. Marine Environ. Res. 39:275-278.

Wendelaar Bonga, S. E., and Lock, R. A. C. (1992). Toxicants and osmoregulation in fish. Netherlands
J. Zool. 42:478-493.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



BIOMARKER APPROACHES FOR ECOTOXICOLOGICAL BIOMONITORING AT DIFFERENT LEVELS OF BIOLOGICAL ORGANIZATION

9.32 WATER

White, P. A., Rasmussen, J. B., and Blaise, C. (1996). Comparing the presence, potency, and potential
hazard of genotoxins extracted from a broad range of industrial effluents. Environ. Mol. Mutagen.
27:116-139.

Whitehead, C., and Brown, J. A. (1989). Endocrine responses of brown trout, Salmo trutta L., to acid,
aluminum and lime dosing in a Welsh hill stream. J. Fish Biol. 35:59-71.

Wilson, R. W. (1996). Physiological and metabolic costs of acclimation to chronic sublethal acid and
aluminum exposure in rainbow trout. In E. W. Taylor (ed.), Toxicology of Aquatic Pollution, pp.
143-167. Cambridge University Press, Cambridge, U.K.

Wood, C. M. (1992). Flux measurements as indices of H* and metal effects on freshwater fish. Aquat.
Toxicol. 22:239-264.

Wrisberg, M. N., and Van der Gaag, M. A. (1992). In vivo detection of genotoxicity of wastewater
from a wheat and rye straw paper pulp factory. Sci. Total Environ. 121:95-108.

Waurgler, F. E., and Kramers, P. G. N. (1992). Environmental effects of genotoxins (ecogenotoxicol-
ogy). Mutagenesis 7:321-327.

Yasutake, W. T., and Wales, J. H. (1983). Microscopic Anatomy of Salmonids: An Atlas. United States
Department of the Interior, Fish and Wildlife Service Resource Publication No. 150, Washington.

Downloaded from Digital Engineering Library @ McGraw-Hill (www.digitalengineeringlibrary.com)
Copyright © 2004 The McGraw-Hill Companies. All rights reserved.
Any use is subject to the Terms of Use as given at the website.



Source: ENVIRONMENTAL MONITORING HANDBOOK

CHAPTER 10

INORGANIC NONMETALLIC
SUBSTANCES

lan D. McKe