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EXPLORATION OF THE SOLAR SYSTEM BY INFRARED
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This book describes all aspects of the theory, instrumental techniques, and observational results of the
remote sensing of objects in our Solar System through studies of infrared radiation. Fully revised since
publication of the first edition in 1992, it now incorporates the latest technologies, new mission results,
and scientific discoveries. It also includes a fully up-dated list of references to reflect the advances
made in this field during the past ten years.

The theories of radiative transfer, molecular spectroscopy, and atmospheric physics are first com-
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Next the authors describe the instrumental techniques, in order to assess the effect of real instruments
on the measurement of the emerging radiation field. Finally, techniques that allow the retrieval of
atmospheric and surface parameters from observations are examined. There are plenty of examples
from ground-based and space observations that demonstrate the methods of finding temperatures, gas
compositions, and certain parameters of the solid surface. All planets from Mercury to Pluto, many
of their satellites, asteroids, and comets are discussed.
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at the NASA–Goddard Space Flight Center to produce a definitive account of what can be learned
from infrared studies of our planetary system.
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Introduction to first edition

The advent of spaceflight has ushered in a new era of Solar System exploration. Man
has walked on the Moon and returned with soil samples. Instrumented probes have
descended through the atmospheres of Venus and Mars. The Mariner, Pioneer,
Venera, Viking, and Voyager space flight programs have provided opportunities
to study the planets from Mercury to Neptune and most of the satellites. Remote
sensing investigations have been conducted with unprecedented spatial and spectral
resolutions, permitting detailed examinations of atmospheres and surfaces. Even
for the Earth, space-borne observations, obtained with global coverage and high
spatial, spectral, and temporal resolutions, have revolutionized weather forcasting,
climate research, and the exploration of natural resources.

The collective study of the various atmospheres and surfaces in the Solar System
constitutes the field of comparative planetology. Wide ranges in surface gravity,
solar flux, internal heat, obliquity, rotation rate, mass, and composition provide a
broad spectrum of boundary conditions for atmospheric systems. Analyses of data
within this context lead to an understanding of physical processes applicable to
all planets. Once the general physical principles are identified, the evolution of
planetary systems can be explored.

Some of the data needed to address the broader questions have already been
collected. Infrared spectra, images, and many other types of data are available in
varying amounts for Mercury, Venus, Earth, Mars, Jupiter, Saturn, Uranus, Neptune,
and many of their satellites. It is now appropriate to review and assess the techniques
used in obtaining the existing information. This will not only provide a summary of
our present capabilities, but will also suggest ways of extending our knowledge to
better address the issues of comparative planetology and Solar System evolution.

Remote sensing is an interdisciplinary task. Theories of radiative transfer, molec-
ular quantum mechanics, atmospheric physics, photochemistry, and planetary geol-
ogy overlap with the design of advanced instrumentation, complex data processing,
and a wide range of analysis methods. The purpose of this book is to bring many

xi



xii Introduction to first edition

of these disciplines together with emphasis on the acquisition and interpretation of
thermal infrared data. We address the advanced student and active researcher in the
field. It is our intent to examine the basic principles in some depth. To meet this goal
we strive to develop a consistent and essentially self-contained review. It is neces-
sary to be highly selective in choosing illustrative cases because the development
of each is fairly complex.

Although some in situ measurements have been made, planetary investigations
have largely been restricted to remote sensing of emitted and reflected radiation.
Planets emit most of their thermal radiation in the middle and far infrared while re-
flected sunlight dominates their visible and near infrared spectra. Planetary spectra,
recorded from orbiting or fly-by spacecraft, make it possible to simultaneously ob-
tain good horizontal and vertical resolutions of both atmospheric composition and
thermal structure. These quantities and their gradients lead to a description of ener-
getic and dynamical processes characteristic of each atmosphere. High resolution
images at visible and infrared wavelengths display cloud patterns, which manifest
this dynamical activity and provide highly complementary information to the spec-
tral data. Ground-based astronomy has contributed additional information, with the
significant advantage of providing observations over relatively long time spans.

Emitted and reflected radiation fields can be regarded as coded descriptions of
planetary atmospheres and surfaces. Radiative transfer theory provides a means of
transforming the codes into intelligible terms. This approach requires an under-
standing of electromagnetic radiation and its interaction with matter. Chapters 1
through 3 are directed towards these ends. A review of Maxwell’s equations, wave
propagation, polarization, reflection, refraction, and the Planck function is under-
taken in Chapter 1. In Chapter 2 the equation of radiative transfer is derived in a
form suitable for remote sensing from space, and various solutions of the transfer
equation are obtained. In Chapter 3 we examine the interaction of radiation with
matter. Quantum mechanical concepts, the principles of vibrational and rotational
spectra, and other tools necessary to understand planetary spectra are developed.
Investigation of matter in condensed phases – solid surfaces, ice crystals, and liquid
droplets – requires an understanding of the emission and reflection of radiation at
surfaces characterized by a complex index of refraction and such topics as the Mie
theory.

With the tools developed in Chapters 1 through 3, it is possible to construct mod-
els of the emission and reflection of gas layers over a solid surface. Such models,
with increasing complexity, including scattering, are the subject of Chapter 4. How-
ever, it is impossible to separate a study of planetary systems by remote sensing
from the instruments which record the data. Inferences of atmospheric and surface
parameters require the analysis of observed spectra, which have been subjected
to modifications characteristic of the instruments used. In Chapter 5 we consider
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concepts of remote sensing instruments. The discussion of certain principles and
techniques is supplemented with specific examples of instruments, such as the The-
matic Mapper and the Voyager infrared spectrometer. Special attention is given to
radiometric calibration. Examination of scientific objectives and instrumental tech-
niques leads to a discussion of trade-offs between spatial and spectral resolution,
signal-to-noise ratio, data rate, and other parameters.

In Chapter 6 we consider instrumental effects, such as spectral resolution and
signal-to-noise ratio, and discuss data from the terrestrial and the giant planets in a
qualitative manner. In Chapter 7 we examine methods for interpreting spectroscopic
and radiometric data produced by real instruments in terms of physical properties of
atmospheres and surfaces. Emphasis is placed on the retrieval of thermal structure,
gas composition and cloud properties of the atmospheres, and thermal properties
and texture of surfaces. Limitations on the information content inherent in measured
quantities are assessed.

In Chapter 8 we associate measured quantities with the underlying physical pro-
cesses. The connection between thermal equilibrium and the vertical temperature
profile is investigated. Dynamical regimes are explored with emphasis on wind
fields and circulations. Certain aspects of Solar System composition, internal heat
sources, and the concept of global energy balance are discussed in the context of
planetary evolution.

In Appendix 1 we list some of the properties of vectors and mathematical func-
tions used in the text. Important physical constants are listed in Appendix 2. The
most important planetary and satellite parameters, such as dimensions and compo-
sition, are summarized in Appendix 3.

Throughout the book we adopt the International System (SI), with the basic
units of meter, kilogram, second, ampere, mole, and kinetic temperature (kelvin).
However, we make exceptions in deference to common usage. For example, in
atmospheric physics and specifically in meteorology the bar and millibar are firmly
entrenched in the literature as units of pressure; we retain these here. The corre-
sponding SI unit, the pascal (newton per square meter, or N m−2), which equals
10−5 bar, is only slowly gaining acceptance in the planetary literature.

The SI unit of intensity, the candela, is defined (1985) as the luminous intensity
in a given direction of a source that emits at 540 × 1012 hertz (Hz) and has a
radiant intensity in that direction of 1/683 watt per steradian (W sr−1). Although
the candela should be a convenient unit in the discussion of radiative processes,
it is not used in planetary astronomy or in the field of remote sensing. Hence we
follow tradition and express the spectrally integrated intensity in W cm−2 s−1; the
spectral intensity itself is then expressed in W cm−2 sr−1/cm−1 (we prefer to retain
this explicit expression rather than use the equivalent term W cm−1 sr−1). The term
spectral radiance is synonymous with specific or spectral intensity.
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Another exception concerns the units of wavenumber and wavelength. Radio
astronomy is a rather modern branch of science and has easily adopted the SI
(e.g., flux in W m−2), while spectroscopy is an old discipline of physics. The
roots of spectroscopy lie deep in the nineteenth century, when the Gaussian system
ruled with the centimeter as the unit of length. The common spectroscopic unit of
wavenumber is, therefore, cm−1; wavelength is usually measured in µm. We follow
that tradition.

In writing this book the authors gained from numerous discussions with many
colleagues and friends. Several have made specific comments on the manuscript. We
would like to acknowledge contributions from W. Bandeen, G. Birnbaum, R. Born,
M. Flasar, P. Gierasch, G. Hunt, T. Kostiuk, V. Kunde, J. Mangus, J. Mather, J. Pearl,
and D. Reuter. J. Guerber and L. Mayo helped with computer programming. We
also appreciate the encouragement and patience of the editor S. Mitton and his staff
at Cambridge University Press.

The following journals and publishers have given permission to reproduce
figures:

Applied Optics. Optical Society of America, Washington DC: Figs. 5.2.10, 5.3.2,
5.8.2, 5.8.3, 5.8.9, 5.8.10, and 5.8.12.

The Astrophysical Journal. The University of Chicago Press, Chicago IL: Figs.
3.8.2, 7.3.4, and 7.3.5.

Icarus. Academic Press, Orlando FL: Figs. 5.9.1, 6.2.2, 6.2.9, 7.3.3, 7.5.1, 8.2.2,
and 8.2.3.

Journal of Atmospheric Sciences. American Metereological Society, Boston MA:
Fig. 8.2.4.

Journal of Geophysical Research. American Geophysical Union, Washington
DC: Figs. 6.2.5, 6.2.6, 6.2.7, and 6.4.1.

Nature. Macmillan Magazines Ltd, London: Figs. 5.12.5, 6.4.2, 6.4.3, and 6.5.1.
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Since the first edition of this book appeared in print, infrared observations have been
responsible for a number of significant new results from many objects in the Solar
System. Besides highly sophisticated ground-based measurements, instruments on
space probes such as Galileo, Mars Global Surveyor, Vega, Giotto, Phobos-2, the
Infrared Space Observatory, and others have produced new data leading to interest-
ing conclusions. Even the spectacular impact of comet Shoemaker–Levy 9 yielded
unique information on the atmosphere of Jupiter as well as on the structure of
comets. More refined analyses of older data sets have also contributed new insight.

Clearly, an identical reprint of the first edition would have been out of date. To
bring the book up to the present state of the art it was necessary to incorporate the
latest results. Although discussion of the Solar System bodies has been broadened
by including Pluto, comets, and asteroids, the basic format and structure of the book
has been preserved. The first four chapters, dealing primarily with fundamental as-
pects, radiative transfer theory, molecular physics, and modeling of atmospheric
spectra, have not been affected by new information. Only minor changes have been
made to the text, in some cases to correct errors, in others to clarify certain points.
The latest results have been added primarily to Chapters 5 through 9. Some new
instrumental techniques needed to be included. More recent information on atmo-
spheric composition and structure had to be compared to older results. Although
the Galileo probe data are in situ measurements, the composition of the Jovian
atmosphere cannot be treated without referring to them. Therefore, we made an
exception and included results from the helium-to-hydrogen detector and the mass
spectrometer along with the remote sensing information. A new chapter (7) dealing
with trans-Neptunian objects and asteroids has been inserted. In some cases, the
treatment of earlier work was shortened to make room for interesting newer findings.

We are grateful to Dr Heidi Hammel and her colleagues at the Massachusetts
Institute of Technology, who have used the first edition as part of a course. They
have pointed out errors, misprints, and several areas where changes might benefit
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the reader. We thank also other reviewers for their suggestions. Again, we would like
to thank authors, editors, and publishers for permission to use recently published
figures. We also appreciate the support and patience of S. Mitton and his staff at
Cambridge University Press.
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1

Foundation of radiation theory

In this chapter we review the physical foundation of remote sensing. Except for
possible gravitational effects, information accessible to a distant observer must be
sensed as electromagnetic radiation, either in the form of reflected or refracted solar
or stellar radiation, or in the form of thermal or nonthermal emission. We restrict
the discussion to passive techniques. Active methods, involving the generation of
electromagnetic radiation (radar, lidar), are not explicitly treated. However, the
physical principles discussed in this text are equally applicable to passive and
active methods. In either case a discussion of the measurement and interpretation
of remotely sensed data must be based on electromagnetic theory. In Section 1.1
we begin with that theory by reviewing Maxwell’s equations. The application of
the principle of energy conservation to Maxwell’s equations leads to the Poynting
theorem with the Poynting vector describing radiative energy transport; this is
discussed in Section 1.2. However, the Poynting vector does not characterize more
complex phenomena, such as reflection, refraction, polarization, or interference; all
of these phenomena play significant roles in many aspects of remote sensing. Their
study requires, first, a derivation of the wave equation from Maxwell’s formulas,
and second, finding appropriate solutions for the electric and magnetic field vectors;
this is the subject of Section 1.3. Polarization is briefly reviewed in Section 1.4.
Effects of electromagnetic waves striking an interface between two media and the
conditions that must be satisfied at the boundary are treated in Section 1.5. The
derived conditions are then applied to the boundary to find expressions for reflected
and refracted waves. These expressions, the Fresnel equations, are discussed in
Section 1.6. The same boundary conditions are used again in Section 5.6 to describe
the behavior of thin films employed in many ways in remote sensing instruments.
The Planck function is introduced in Section 1.7. In Section 1.8, we return to the
Poynting vector in a discussion of quantities used in the theory of radiative transfer,
such as spectral intensity and radiative flux.

1



2 Foundation of radiation theory

1.1 Maxwell’s equations

Electromagnetic radiation between the red limit of the visible spectrum and the
microwave region is called the infrared. In round numbers the infrared covers the
spectral range from 1 to 1000 µm. Although only the range from 0.35 to 0.75 µm
is truly visible to the human eye, the region between 0.75 and 1 µm is often
considered as a part of the ‘visible’ spectrum because many detectors common to
that spectral domain, such as conventional photomultipliers, photographic film, and
charge-coupled silicon devices, work well up to about 1 µm. At the far end of the
infrared spectrum, tuned circuits, waveguides, and other elements associated with
radio and microwave technology become the commonly employed detection tools.

Whatever the wavelength, electromagnetic radiation obeys the laws expressed by
Maxwell’s equations. These equations describe the interrelationship of electric and
magnetic quantities by field action, in contrast to action at a distance, which up to
Maxwell’s time (1873) was the generally accepted point of view. The field concept
goes back to Michael Faraday. In all likelihood, the concept suggested itself to him
in experiments with magnets and iron filings in which lines of force become almost
an observable reality. However, it was left to James Clerk Maxwell to give the field
concept a far-reaching and elegant mathematical formulation. Fifteen years after
the publication of Maxwell’s treatise (1873), Heinrich Hertz (1888) discovered
electromagnetic waves, an experimental verification of Maxwell’s theory.

In differential form, using the rationalized system and vector notation, the first
pair of Maxwell’s equations is (e.g. Sommerfeld, 1952):

Ḋ + J = ∇ × H (1.1.1)

and

Ḃ = −∇ × E, (1.1.2)

where D and B are the electric displacement and magnetic induction, and E and
H the electric and magnetic field strengths, respectively; J is the current density.
The dot symbolizes differentiation with respect to time. Definitions of the curl
(∇×) and the divergence (∇ ·) operators are given in Appendix 1. The concept of
the electric displacement was introduced by Maxwell. The first equation includes
Ampère’s law and the second represents Faraday’s law of induction.

Besides the main equations (1.1.1) and (1.1.2), two more expressions are tradi-
tionally considered part of Maxwell’s equations,

∇ · D = ρ (1.1.3)
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and

∇ · B = 0. (1.1.4)

Equation (1.1.3) defines the electric charge density, ρ, while Eq. (1.1.4) states the
nonexistence of magnetic charges or monopoles. Strictly from symmetry consider-
ations of Maxwell’s equations one may be led to postulate the existence of magnetic
charges, but despite many attempts none has been found.

By applying the divergence operator to Eq. (1.1.1) and substituting ρ for ∇ · D,
one arrives at the electric continuity equation,

ρ̇ + ∇ · J = 0, (1.1.5)

which states the conservation of electric charge: a change in the charge density
of a volume element must be associated with a current flow across the boundary
of that arbitrarily chosen element. The continuity equation in fluid dynamics is an
analogous expression of the conservation of mass.

In order to study the interaction of matter with electric and magnetic fields, three
material constants are introduced: the electric conductivity, σ ,

J = σE, (1.1.6)

the dielectric constant, ε,

D = εE, (1.1.7)

and the magnetic permeability, µ,

B = µH. (1.1.8)

Equation (1.1.6) is a form of Ohm’s law. Since J is the current density (A m−2)
and E the electric field strength (V m−1), σ is expressed in �−1 m−1. The inverse
conductivity is the resistivity. In the rationalized system the dielectric constant is
conveniently written

ε = ε0εrel, (1.1.9)

where ε0 is the dielectric constant of free space (see Appendix 2 for numerical
values) and εrel is a dimensionless quantity, which is unity for free space and which



4 Foundation of radiation theory

has the same value as the dielectric constant in the Gaussian system of units. The
permeability is

µ = µ0µrel, (1.1.10)

where µ0 represents the permeability of free space. The relative permeability is
unity for free space, larger than unity for paramagnetic materials, and less than
unity for diamagnetic substances.

Maxwell’s equations are linear. However, the parameters that describe material
properties may become nonlinear in exceptionally strong fields, such as in power-
ful lasers. In these cases nonlinear terms have to be included. The linear material
equations, Eqs. (1.1.6) to (1.1.8), are not applicable to ferroelectric or ferromag-
netic substances where the relationship between the electric field strength, E, and
the electric displacement, D, or between the magnetic field strength, H, and the
magnetic induction, B, are not only nonlinear, but show hysteresis effects as well.
In any case, Maxwell’s equations are the foundation of electromagnetism, which
includes optics and infrared physics.

1.2 Conservation of energy and the Poynting vector

The Poynting theorem expresses the conservation of energy in electromagnetism.
If one takes the scalar product of Eq. (1.1.1) with E and of Eq. (1.1.2) with H, and
adds the results one finds

H · Ḃ + E · Ḋ + E · J = E · (∇ × H) − H · (∇ × E). (1.2.1)

With the vector identity

E · (∇ × H) − H · (∇ × E) ≡ −∇ · (E × H) (1.2.2)

and the definition

S = E × H (1.2.3)

one obtains

H · Ḃ + E · Ḋ + E · J + ∇ · S = 0. (1.2.4)

This is the Poynting theorem; S is the Poynting vector. The first two terms in
Eq. (1.2.4) represent rate of change of the magnetic and electric energy densities
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in the field. The third term, E · J, describes the energy dissipated by the motion of
electric charges. Generally, this motion results in Joule heating and, therefore, in
losses to the energy stored in the field. The last term, ∇ · S, represents the net flow
of electromagnetic energy across the boundaries of the chosen volume. All terms
of Eq. (1.2.4) are measured in J m−3 s−1, which is energy per unit volume and unit
time. Since the divergence operator corresponds to a differentiation with respect to
space coordinates, the units of S are J m−2 s−1 or W m−2, thus S is an energy flux
through a surface element.

The definition of the Poynting vector, Eq. (1.2.3), requires that S be orthogonal
to both E and H. In order to better visualize the relative orientation of these three
vectors, we align a Cartesian coordinate system so that the x-axis coincides with
the direction of the Poynting vector. The components of S along the y- and z-axes,
as well as the components of E and H in the direction of the x-axis, must then
be zero: Sy = Sz = Ex = Hx = 0. The vectors E and H do not have components
in the direction of energy transport represented by S. Electromagnetic waves are
transverse, in contrast to sound waves, which are longitudinal. To investigate the
relative orientation between E and H, we use the second of Maxwell’s equations
(Eq. 1.1.2) and the explicit expression of the curl operator (see Appendix 1). With
the assumption that µ is constant and Ex and Hx equal zero, one obtains one scalar
equation for each of the ĵ- and k̂-directions (î, ĵ, and k̂ are the unit vectors in the
x-, y-, and z-directions):

µ
∂ Hy

∂t
= ∂ Ez

∂x
; µ

∂ Hz

∂t
= −∂ Ey

∂x
. (1.2.5)

Except for a static field, which is not of interest in this context, Eq. (1.2.5) indicates
that Hy must be zero if Ez vanishes and, conversely, Hz must disappear when Ey

is zero. These conditions require E and H to be at right angles to each other; E, H,

and S form a right-handed, orthogonal system of vectors.

1.3 Wave propagation

In an isotropic, stationary medium, the material constants σ, ε, and µ are uniform
and constant scalars. The first pair of Maxwell’s equations may then be stated:

εĖ + σE = ∇ × H (1.3.1)

and

µḢ = −∇ × E. (1.3.2)
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If one differentiates Eq. (1.3.1) with respect to time and multiplies by µ, one obtains

εµË + σµĖ = µ
∂

∂t
(∇ × H). (1.3.3)

Application of the curl operator to Eq. (1.3.2) yields

µ∇ × Ḣ = −∇ × (∇ × E). (1.3.4)

For a medium at rest the order of differentiation with respect to space and time may
be interchanged. Applying the vector identity

∇ × (∇ × E) ≡ ∇(∇ · E) − ∇2E (1.3.5)

and assuming the medium to be free of electric charges [(∇ · E) = 0] leads to

εµË + σµĖ = ∇2E. (1.3.6)

The Laplace operator, ∇2, is defined in Appendix 1. This partial differential equa-
tion characterizes wave and relaxation phenomena. Again, we assume the x-axis
to be aligned with the Poynting vector, so that Ex = 0. To simplify matters fur-
ther, we rotate the coordinate system around the x-axis until the y-axis coincides
with the direction of the electric field strength, so that Ez = 0 also. Only the y-
component of E remains and Eq. (1.3.6) becomes a scalar equation for the unknown
Ey(x, t),

εµË y + σµĖ y = E ′′
y . (1.3.7)

We denote differentiation with respect to time by a dot and with respect to a space co-
ordinate (in this case with respect to x) by a prime. The assumption Ey = T (t)X (x)
separates the variables,

εµ
T̈

T
+ σµ

Ṫ

T
= X ′′

X
= −k2. (1.3.8)

Since the left side depends only on the variable t and the middle part only on the
variable x , Eq. (1.3.8) can only be satisfied if the left and the middle part equal a
constant, −k2. The reason for choosing a negative square and the physical meaning
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of k will become apparent later. With the introduction of k, Eq. (1.3.8) yields two
ordinary differential equations:

εµT̈ + σµṪ + k2T = 0 (1.3.9)

and

X ′′ + k2 X = 0. (1.3.10)

A solution of Eq. (1.3.10) is readily shown to be

X = A e±ikx . (1.3.11)

The amplitude A is not defined by Eq. (1.3.10); it is determined by boundary condi-
tions. For convenience we use notation with complex arguments in the treatment of
wave phenomena. To simplify notation we omit the amplitudes but reintroduce them
when needed. To solve Eq. (1.3.9) one may assume a solution of exponential form,

T = ept , (1.3.12)

which yields a characteristic equation for p,

εµp2 + σµp + k2 = 0. (1.3.13)

We make two choices for p. In the first case we find the roots of Eq. (1.3.13) for
p, assuming the coefficients ε, µ, σ , and k to be real quantities. Later, we will be
interested in periodic solutions of Eq. (1.3.12), which imply p = ± iω. In that case,
if σ �= 0, at least one of the coefficients must be complex. The roots of Eq. (1.3.13)
for p are

p = − σ

2ε
±
(

σ 2

4ε2
− k2

εµ

) 1
2

. (1.3.14)

The parameter p is complex because the term with σ 2 in the parentheses is
generally smaller than the term containing k2,

Ey = exp

[
− σ t

2ε
± i

(
k2

εµ
− σ 2

4ε2

) 1
2

t

]
exp (± ikx). (1.3.15)
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Ey is an oscillating function of t and x . Before we discuss the physical content
of Eq. (1.3.15) we consider the meaning of some of the quantities involved.
It is convenient to introduce new terms pertinent to the description of optical
phenomena in the infrared. Consider the inverse product ε−1µ−1, which has the
dimension of the square of a velocity, m2 s−2. This is the propagation velocity, v,
of electromagnetic waves in a medium with dielectric constant ε and permeability
µ. For free space this velocity is the velocity of light, c. We have

v = (εµ)−
1
2 ; c = (ε0µ0)−

1
2 . (1.3.16)

Consequently

c

v
=
(

εµ

ε0µ0

) 1
2

= (εrelµrel)
1
2 = n. (1.3.17)

The ratio of the propagation velocity of free space to that of a medium is the
refractive index, n, of the medium. In this case both n and k are real quantities.
Since µrel is nearly unity for most materials of importance in the infrared, the
refractive index can often be approximated by n ∼ (εrel)

1
2 .

The constant k has the dimension of inverse length; it is the number of radians
per meter, the angular wavenumber. Therefore,

kλ = 2π, (1.3.18)

where λ is the wavelength in meters. The angular frequency, ω, measured in radians
per second, is then

ω = kv. (1.3.19)

The frequency, f , in hertz (cycles per second), and the wavenumber, ν, in m−1, are

f = ω

2π
; ν = k

2π
. (1.3.20)

Even for a wavelength of 1000 µm the frequency is approximately 3 × 1011 Hz, a
very high frequency compared with radio waves. The FM broadcast band is about
100 MHz or 108 Hz, for comparison. The term k2/εµ in Eq. (1.3.15) is simply ω2
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and the solution for Ey becomes:

Ey = exp

(
− σ t

2ε

)
exp

{
±iω

[
1 −

(
σ

2εω

)2
] 1

2

t

}
exp (±ikx). (1.3.21)

As required for a second order differential equation, Eq. (1.3.21) represents two
solutions, indicated by the ± signs. One solution describes a wave traveling in
the direction of x (outgoing wave, opposite signs, + − or − +), and the other,
a wave traveling in the opposite direction (incoming wave, equal signs, + + or
− −). If the amplitudes of these waves are equal, only a standing wave exists.
For a nonconductive medium, where σ is zero, the solution for the outgoing wave
simplifies to

Ey(σ = 0) = e±i(kx−ωt), (1.3.22)

which is a plane, unattenuated wave traveling in the x-direction. This case is shown
in Fig. 1.3.1 by the periodic curve marked ‘0’.

For a weakly conducting material – dry soil or rocks, for example – two effects
may be noted. First, due to the factor exp (−σ t/2ε) in Eq. (1.3.21), the
amplitudes of the waves diminish exponentially with time. Materials with good
optical transmission properties must, therefore, be electrical insulators, but not
all insulators are transparent. For many substances the frequency dependence of
the refractive index is due to quantum mechanical resonances. Equation (1.3.17)
is valid for low frequencies where v and n can be determined from the static
values of ε and µ, but not necessarily at infrared or visible wavelengths. The
second effect to be noted in Eq. (1.3.21) concerns a frequency shift by the factor
[1 − (σ/2εω)2]

1
2 . As long as σ is small compared with 2εω, as in the case marked

0.05 in Fig. 1.3.1, the frequency shift is negligible, but it becomes noticeable for
the case σ/2εω = 0.2. If σ is equal to or larger than 2εω – that is, if the conduction
current is comparable to or larger than the displacement current, as in metals – then
the square root in Eq. (1.3.21) becomes zero or imaginary; in either case periodic
solutions disappear and only an exponential decay exists, shown by curve 1 of
Fig. 1.3.1.

Now we return to the choice of p in Eq. (1.3.12). With the assumption p = ±iω
the solution for T becomes

T = e±iωt , (1.3.23)
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Fig. 1.3.1 Amplitudes of electromagnetic waves propagating in a medium. The parameter
refers to the ratio of conduction to displacement current. If this ratio is zero the material is
transparent. If this ratio is one or larger, such as in metals, only an exponential decay exists.

but in this case k is complex. We have

k = (εµω2 + iσµω)
1
2 = ω

c
(nr + ini), (1.3.24)

where nr is the real and ni the imaginary part of the refractive index, n. Squaring
Eq. (1.3.24) and setting the real and imaginary parts of both sides equal leads to
equations for the real part of k,

ωnr

c
= ω

(
εµ

2

{[
1 +

(
σ

εω

)2
] 1

2

+ 1

}) 1
2

, (1.3.25)
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and for the imaginary part,

ωni

c
= ω

(
εµ

2

{[
1 +

(
σ

εω

)2
] 1

2

− 1

}) 1
2

. (1.3.26)

Therefore, Ey may also be expressed by

Ey = e±iω(nr+ini)x/ce±iωt . (1.3.27)

The term n = nr + ini is the complex refractive index, a concept that is used in
the discussion of the interaction of radiation with solid matter (Sections 3.7.b
and 3.8).

So far we have concerned ourselves with the electric field strength, E. Now we
return to the magnetic field strength, H. Following a similar procedure for H as for
E leads to analogous equations. After multiplication by ε and differentiation with
respect to time of Eq. (1.3.2), one obtains

εµḦ = −ε
∂

∂t
(∇ × E). (1.3.28)

If one applies the curl operator to Eq. (1.3.1) one finds

ε
∂

∂t
(∇ × E) + σ (∇ × E) = ∇ × (∇ × H). (1.3.29)

Multiplication of Eq. (1.3.2) by σ and substitution of this as well as Eq. (1.3.29)
into Eq. (1.3.28) yields

εµḦ + σµḢ = ∇2H, (1.3.30)

which is identical in form with Eq. (1.3.6) for the electrical field strength. The
solution for H is, therefore, analogous to that for E. For σ = 0, and for the E vector
in the y-direction only, a component of H in the z-direction exists. With the help
of Eq. (1.3.22), Eq. (1.3.2) reduces to

µ
∂ Hz

∂t
= −∂ Ey

∂x
= −ike±i(kx−ωt). (1.3.31)

For a periodic function, integration with respect to time is accomplished by dividing
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by (−iω) and, since kµ−1ω−1 equals ε
1
2 µ− 1

2 ,

Hz = k

µω
e±i(kx−ωt) =

(
ε

µ

) 1
2

Ey = m Ey. (1.3.32)

The factor m has the dimension of a conductance or, equivalently, of a reciprocal re-
sistance. This resistance is called the wave resistance or, more generally, the optical
wave impedance of the medium. For free space the wave resistance is ∼377 �. For
maximum efficiency transmitting and receiving antennas must be matched to that
impedance. Similarly, electrical transmission lines must be terminated by their con-
jugate wave impedances to avoid reflections. In optics an analogous situation exists.
No reflection takes place at the interface of two media if their wave impedances are
matched, a consideration important for the design of antireflection coatings.

A wave (σ = 0) traveling in the x-direction, such as described by Eq. (1.3.22),
is displayed in Fig. 1.3.2. The electric field strength E has a component only in the
y-direction and the magnetic vector H has one only in the z-direction. The Poynting
vector S lies along the x-axis. In the time dt the whole pattern moves the distance
dx with velocity v in the direction of S.

The case shown in Fig. 1.3.2 is for a nonabsorbing medium. To find the relation-
ship between Hz and Ey for an absorbing medium we apply the solution for Ey

(Eq. 1.3.27) to the second of Maxwell’s equations (Eq. 1.3.2) and find

µ
∂ Hz

∂t
= −∂ Ey

∂x
= −i

ω

c
(nr + ini)Ey, (1.3.33)

which leads after integration (division by −iω) to

Hz = (nr + ini)

µc
Ey. (1.3.34)

Fig. 1.3.2 Electric (Ey) and magnetic (Hz) vectors in a linearly polarized electromagnetic
wave propagating along the x-axis.



1.4 Polarization 13

Since (nr + ini) can be expressed by an amplitude, (n2
r + n2

i )
1
2 , and a phase angle,

γ = arctg ni/nr, we obtain

Hz = ± 1

µc

(
n2

r + n2
i

) 1
2 eiγ Ey. (1.3.35)

In a conductive material Ey and Hz are still at right angles to each other and to S, but
they are phase shifted by an angle γ , and not in phase as shown for a nonabsorbing
medium in Fig. 1.3.2.

1.4 Polarization

Now we return to waves in nonabsorbing media. The wave shown in Fig. 1.3.2
is linearly polarized in the y-direction. Traditionally, the direction of the electric
field strength, E, and the Poynting vector define the plane of polarization. Linearly
polarized waves are also possible in the z-direction or at any angle in the y–z plane.
The vector E may be decomposed into its y- and z-components,

E = ĵEy + k̂Ez. (1.4.1)

A linearly polarized wave with an arbitrary plane of polarization may be visualized
as the superposition of two waves of the same frequency and phase, one linearly
polarized in the y- and the other in the z-direction. But what is the consequence
when two waves, Ey and Ez , of the same frequency, both linearly polarized, but
with a distinct difference in phase and with different amplitudes, are superimposed?
By phase difference we mean differences between the E vectors and not between
E and H, which occur only in absorbing media. Since Maxwell’s equations are
linear, the corresponding vectors, Ey and Ez , of the two waves must be added. The
resulting vector sum, E, is then the combined field strength. The same applies to the
H vectors; E and H are still orthogonal. However, the tip of E does not describe a
strictly sinusoidal curve in a plane, as shown in Fig. 1.3.2, but rather a curve in space
that progresses uniformly along the x-axis; the projection in the y–z plane is not a
straight line but an ellipse. We call such a wave elliptically polarized (Fig. 1.4.1).
Conversely, an elliptically polarized wave may be decomposed into two linearly
polarized waves. If the amplitudes of both superimposed waves are equal, the ellipse
becomes a circle and we speak of circular polarization. In that case the end point of
the E vector travels on a spiral of constant radius around the x-axis. The end point
of a circularly or elliptically polarized wave can form a right- or a left-handed spiral.
Unfortunately, according to tradition, a right-handed spiral is called a left-handed
polarization because in the nineteenth century right- and left-handedness was judged
by the observer facing the beam of light. Polarization phenomena play important
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Fig. 1.4.1 Electric vector in an elliptically polarized wave propagating in the x-direction.
The magnetic vector is orthogonal to the electric vector.

roles in instrument design, in the theory of reflection and refraction, and in theories
of scattering of radiation by particles.

1.5 Boundary conditions

So far we have discussed electromagnetic phenomena in a homogenous medium;
now we consider two media and the conditions at their interface. We restrict the
discussion to transparent substances. In the media (medium 1 above and medium 0
below the boundary) there exist electric and magnetic fields. In this section the index
zero does not refer to free space. At the dividing surface between both domains
the fields can be decomposed into two components normal and tangential to the
boundary. Consider first the normal component of B. To deal with the discontinuity
in ε and µ across the dividing surface we consider a small volume that contains
a small region of the surface between media 1 and 0 (Fig. 1.5.1). The area of this
volume element exposed to medium 1 is δA1 plus the circumference, s, times δh/2.
The area exposed to medium 0 is δA0 plus the other half of the circumferential area.
Instead of the abrupt change at the boundary we let Bn change gradually from the
value B(1)

n at the surface δA1 to the value B(0)
n at the surface δA0. Applying Gauss’

theorem to this volume yields

∫
Volume

(∇ · B) dV =
∫

Surface
B · dA. (1.5.1)
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Fig. 1.5.1 Surface element of the boundary of two media of different electromagnetic
properties. One half of the volume element is in medium 1, and the other half is in medium 0.

Since (∇ · B) is zero [Eq. (1.1.4)] the integrals in Eq. (1.5.1) must also be zero.
The right side may be expressed by

∫
B · dA = B(1)

n · δA1 − B(0)
n · δA0 + (B(1)

t + B(0)
t

)
s
δh

2
= 0. (1.5.2)

Let δh become very small; the contribution from the circumferential area dimin-
ishes. Since the areas δA1 and δA0 are equal

B(1)
n − B(0)

n = 0. (1.5.3)

At the interface the normal components of the induction are identical in both media;
Bn is continuous across the boundary.

The behavior of the component of D normal to the boundary may be treated sim-
ilarly, except that the integrals are not necessarily zero. In this case the charge
density ρ must be taken into account. In the transition from the volume ele-
ment to the surface element, the volume density becomes a surface density, ρsurf,
given by

D(1)
n − D(0)

n = ρsurf. (1.5.4)

In the presence of a surface charge the normal component of the electric displace-
ment changes abruptly. In the absence of a surface charge, Dn is continuous across
the boundary.

To investigate the tangential components of E and H consider a closed loop
(Fig. 1.5.2). The loop consists of the elements δs1, δs0, and two short connectors,
each of length δh. The surface normal of the loop dA is in the direction of unit
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Fig. 1.5.2 Loop at the interface between two media. The vectors n, t, and b indicate the
directions normal to the interface surface, tangential to the surface, but in the plane of the
loop, and the orthogonal direction, also tangential to the interface, but normal to the loop
area.

vector b. Applying Stokes’ theorem to the loop, one finds

∫
loop area

(∇ × E) · dA =
∫

contour
E · ds. (1.5.5)

The integration path of the contour integral is along δs1, δh, δs0, and δh, as indicated
in Fig. 1.5.2. By replacing the contour integral by its elements, the second of
Maxwell’s equations, Eq. (1.1.2), yields

−
∫

Ḃb δs δh = E (1)
t δs1 − En δh + E (0)

t δs0 + En δh. (1.5.6)

Upon once again letting δh approach zero, the integral over the area of the loop
vanishes (Ḃ is assumed to be finite) and, considering that δs1 and δs0 are opposite
in sign, we find

E (1)
t − E (0)

t = 0. (1.5.7)

The tangential component of the electric field strength is continuous across the
boundary. Following a similar procedure for the tangential component of H one
finds:

H (1)
t − H (0)

t = jsurf. (1.5.8)

The tangential component of the magnetic field strength changes abruptly in
the presence of a surface current, but it is continuous in the absence of such a
current.
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1.6 Reflection, refraction, and the Fresnel equations

With the boundary conditions established, one may examine an electromagnetic
wave striking the interface between two media. As before, we assume both media
to be nonconductive and located above and below a flat surface, which we choose
to be the x–z plane. The dividing surface between both media is assumed to be
free of charges and currents, which implies that the normal components of D and
B and the tangential components of E and H are continuous across the boundary.
Medium 1 has the dielectric constants ε1 and the permeability µ1; medium 0 has
the properties ε0 and µ0. We consider a plane wave with Poynting vector S incident
on the interface; the plane containing S and the normal to the interface is called the
plane of incidence. Here, we assume this is the x–y plane (Sz = 0), and that the
electric field vector is perpendicular to this plane; later we consider the case where
the electric vector lies in the plane of incidence. The incident wave will be split at
the interface into a reflected and a transmitted (refracted) wave. In medium 1 the
superposition of the incoming and the reflected wave is

Ez(y ≥ 0) = B1 eik1(x sin φ1−y cos φ1) + C1 eik1(x sin φ′
1+y cos φ′

1). (1.6.1)

The refracted wave in the lower half-space is

Ez(y ≤ 0) = B0 eik0(x sin φ0−y cos φ0). (1.6.2)

The factor exp (iωt) has been omitted for simplicity, but the amplitudes, B1, C1, and
B0 have been written explicitly. At y = 0, continuity of the tangential component,
Ez , across the boundary requires

B1 eik1x sin φ1 + C1 eik1x sin φ′
1 = B0 eik0x sin φ0 . (1.6.3)

Since this equation must be valid for all values of x , all exponentials must be the
same, which leads to two conditions:

φ1 = φ′
1, (1.6.4)

which expresses the law of reflection, and

k1 sin φ1 = k0 sin φ0 (1.6.5)
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or

sin φ1

sin φ0
= k0

k1
=
(

ε0µ0

ε1µ1

) 1
2

= n0

n1
= n10, (1.6.6)

which is the law of refraction; n10 is the relative refractive index between media
1 and 0. For these conditions, Eq. (1.6.3) reduces to

B1 + C1 = B0. (1.6.7)

The tangential component of H provides another set of equations for the amplitudes
B1, C1, and B0. According to Eq. (1.3.32), the amplitude of H can be found by
multiplying E by ± m. The right-hand rule for the vectors E, H, and S determines
the choice of sign of m.

Hx (y ≥ 0) = m1 cos φ1 eik1x sin φ1 (−B1 e−ik1 y cos φ1 + C1 eik1 y cos φ1 ) (1.6.8)

and

Hx (y ≤ 0) = −m0 cos φ0 eik0x sin φ0 B0 e−ik0 y cos φ0 . (1.6.9)

For y = 0 the tangential components of H must be the same for both media, which
leads to

m1 cos φ1(−B1 + C1) = −m0 cos φ0 B0, (1.6.10)

where m1 and m0 are the conductances of medium 1 and 0, respectively [see
Eq. (1.3.32)]. Combining Eqs. (1.6.10) and (1.6.7) permits elimination of B0

or C1. The relative amplitudes of the transmitted (T⊥ = B0/B1) and reflected
(R⊥ = C1/B1) waves are

T⊥ = 2m1 cos φ1

m1 cos φ1 + m0 cos φ0
(1.6.11)

and

R⊥ = m1 cos φ1 − m0 cos φ0

m1 cos φ1 + m0 cos φ0
. (1.6.12)
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Now we consider the case of the magnetic vector normal to the plane of incidence;
i.e., only Hz exists. E is orthogonal to H and, therefore, in the plane of incidence.
The polarization of this wave is orthogonal to that of the first case. With similar con-
siderations one finds B1 + C1 = m10 B0 and B1 − C1 = B0 cos φ0/ cos φ1. Solving
for T‖ = B0/B1 and R‖ = C1/B1 yields in this case

T‖ = 2m1 cos φ1

m0 cos φ1 + m1 cos φ0
(1.6.13)

and

R‖ = m0 cos φ1 − m1 cos φ0

m0 cos φ1 + m1 cos φ0
. (1.6.14)

The transmitted and the reflected fractional amplitudes of the incident radiation
polarized perpendicular to the plane of incidence are T⊥ and R⊥, respectively. The
components polarized in the plane are T‖ and R‖, respectively. Equations (1.6.11)
through (1.6.14) are the Fresnel equations (Fresnel, 1816).

Since the emissivity of a surface is one minus the square of the amplitude ratio,
(R⊥)2 or (R‖)2, the thermal emissivity depends also on the refractive index and
the emission angle. Consider the case of a nonmagnetic homogeneous layer of
refractive index n0 = n bounded by a vacuum, n1 = 1. With the help of Eq. (1.6.6)
we can eliminate φ0 from the reflection ratios, Eqs. (1.6.12) and (1.6.14); calling
φ1 = φ we obtain for the emissivities

ε⊥ = 1 − (R⊥)2 = 1 −
[

cos φ − (n2 − sin2 φ)
1
2

cos φ + (n2 − sin2 φ)
1
2

]2

(1.6.15)

and

ε‖ = 1 − (R‖)2 = 1 −
[

n2 cos φ − (n2 − sin2 φ)
1
2

n2 cos φ + (n2 − sin2 φ)
1
2

]2

. (1.6.16)

The emissivities of substances with refractive indices of 2 or 4, bordered by a
vacuum, are shown in Fig. 1.6.1 for both planes of polarization as functions of the
emission angle, φ. The emitted radiation from a smooth surface is polarized, except
for the case of normal incidence. The emission maximum of ε‖ corresponds to the
reflection minimum at the Brewster angle. To find the hemispherical emissivity one
has to integrate ε‖ and ε⊥ over the whole hemisphere and average the results for
both planes of polarization.
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Fig. 1.6.1 Emissivity of a smooth flat surface with an index of refraction, n, as a function
of emission angle. Both planes of polarization are shown for n equal to 2 (dashed lines) and
4 (solid lines).

For normal incidence (cos φ1 = cos φ0 = 1) and nonmagnetic materials
(m1/m0 = n1/n0) the Fresnel equations simplify to

T⊥ = T‖ = 2n1

n1 + n0
(1.6.17)

and

R⊥ = −R‖ = n1 − n0

n1 + n0
. (1.6.18)

If the second medium is metal the same equations are valid; however, n0 becomes
complex [see Eq. (1.3.24)]. For n1 = 1 and n0 = nr + ini the ratio of amplitudes
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in Eq. (1.6.18), is

R = 1 − nr − ini

1 + nr + ini
. (1.6.19)

Again, nr is the real part and ni the imaginary part of the complex refractive index,
n. Since the intensity is proportional to the square of the amplitude, the reflectivity,
r , is given by the equation

r = |R|2 = (nr − 1)2 + n2
i

(nr + 1)2 + n2
i

= 1 − 4nr

(nr + 1)2 + n2
i

. (1.6.20)

For a good conductor σ is large and both nr and ni approach a common limit [see
Eqs. (1.3.25) and (1.3.26)],

nr(σ→∞) = ni(σ→∞) = c

(
µσ

2ω

) 1
2

, (1.6.21)

which implies both nr and ni become large. Consequently, |R|2 approaches unity for
a good conductor. A gold surface, evaporated onto a well-polished substrate, may
have a reflectivity as high as 0.98, which corresponds to nr ∼ ni ∼ 100. Since silver
and copper have higher conductivities than gold, their far infrared reflectivities are
even higher. However, since silver and copper tend to tarnish in the atmosphere and
gold is stable, gold is generally preferred as a reflecting surface layer throughout
the infrared. In the visible (and near infrared), however, these metals behave differ-
ently, as also is evident from their colors. Recent progress in the manufacturing of
superconductive materials for operation at temperatures of almost 100 K opens the
possibility of constructing totally reflecting mirrors. If superconducting coatings
can be found for operation at ambient temperature, a major impact is expected on
the design of optical instruments.

1.7 The Planck function

Maxwell’s equations describe the propagation of electromagnetic radiation as waves
within the framework of classical physics; however, they do not describe emission
phenomena. The search for the law that defines the energy distribution of radiation
from a small hole in a large isothermal cavity gave rise to quantum theory. The
function that describes the frequency distribution of blackbody radiation was the
first result of that new theory (Planck, 1900, 1901).
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Measurements of the total emission from a small hole in a heated cavity showed
thermal radiation to be proportional to the fourth power of the cavity temperature
(Stefan, 1879); Boltzmann (1884) derived this power law from thermodynamic con-
siderations. Nine years later, Wien (1893) found that the product of the wavelength
at the radiation maximum and the cavity temperature was the same for a wide
range of temperatures; he also proposed an exponential radiation law, which was in
good agreement with available measurements at short wavelengths (Wien, 1896).
Shortly thereafter, Lummer and Pringsheim (1897, 1899) made fairly precise mea-
surements of blackbody emission between 100 ◦C and 1300 ◦C. By the end of the
nineteenth century an extensive set of experimental evidence was available on the
spectral distribution and temperature dependence of blackbody radiation.

At the same time the theoretical understanding of that type of radiation was
lagging. Based on concepts of classical physics, a theory was developed by Rayleigh
(1900) and Jeans (1905). They started by counting the number of possible modes
of standing electromagnetic waves in a cube with opaque and reflecting walls. The
walls of the cube and possible small specks of dust inside (to facilitate energy
exchange between individual modes) are assumed to be in thermal equilibrium at a
temperature, T . If one considers all three dimensions of the cube, and both planes
of polarization, the number, N ( f ), of all possible modes in the range between f
and f + d f , is

N ( f ) d f = 8πV f 2

c3
d f, (1.7.1)

where V is the volume of the cavity and f = cν the frequency in hertz. Although
Eq. (1.7.1) has been derived for a cubical volume with reflecting walls, it is equally
valid for a cavity of arbitrary shape with partially absorbing walls. To find the
energy density, ρ( f, T ), inside the cavity one has to multiply the number of standing
waves per frequency interval by the energy of each wave and divide by the volume.
According to the classical equipartition law, the total (kinetic and potential) energy
per degree of freedom is kT , where k is the Boltzmann constant. A standing wave
inside the cube can be regarded as a harmonic oscillator of frequency f with one
degree of freedom. The energy density in an isothermal cavity is then, according
to classical theory,

ρ( f, T ) d f = 8π f 2kT

c3
d f. (1.7.2)

The energy density in this expression increases with the square of frequency, con-
trary to common experience that shows that blackbodies at a few hundred degrees



1.7 The Planck function 23

Fig. 1.7.1 Spectral intensity of a blackbody of 300 K as a function of wavenumber. The
solid curve is the Planck function, the dashed curve the Rayleigh–Jeans, and the dash-dot
curve the Wien approximation.

kelvin do not emit visible light, while they emit strongly in the infrared, at lower
frequencies. Furthermore, the integral of the energy density over all frequencies
must be a finite value and not infinite as an integration of Eq. (1.7.2) would imply.
At the turn of the century it was quite clear that the classical theory of radiation was
in conflict with experimental results. As shown in Fig. 1.7.1, neither the classical
Rayleigh–Jeans law nor the radiation law of Wien is valid over the whole fre-
quency range, although both seem to be good approximations at opposite ends of
the spectrum.

Planck realized that the equipartition law, which assigns equal energy to each
standing wave, could not be valid; he also realized that the roll-off in the energy
distribution at high frequencies could be obtained with the assumption that the
energy of a harmonic oscillator cannot take on any value, as is assumed in the
classical equipartition law, but that it is quantized; a harmonic oscillator can absorb
and emit energy only in finite steps,

E = nh f, (1.7.3)
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where n is an integer and h is now called the Planck constant. Planck (1900,
1901) postulated this rather reluctantly, only after he had exhausted all possible
explanations based on classical theory. With the assumption of energy quantization
the energy density inside the cavity becomes

ρ( f, T ) d f = 8πh f 3

c3(eh f/kT − 1)
d f. (1.7.4)

To obtain the spectral distribution of thermal emission emerging at velocity c from
a blackbody into a steradian, the energy density must be multiplied by c/4π ,
yielding

B( f, T ) d f = 2h f 3

c2(eh f/kT − 1)
d f, (1.7.5)

where B( f, T ) is the Planck function. It has been found to be in excellent agreement
with measurement over wide ranges of temperature and wavenumber. More detailed
derivations of the Planck law and that of Rayleigh–Jeans can be found in the
published lectures of Planck (1913) or in textbooks on quantum mechanics such as
that by Eisberg & Resnick (1974).

By permitting either h or f to approach zero in Eq. (1.7.4) the classical solution
of the energy density according to the Rayleigh–Jeans law, Eq. (1.7.2), is obtained.
By permitting f in Eq. (1.7.4) to approach very high values the Wien distribu-
tion function results and the energy density approaches zero as required by energy
conservation. Integration of the Planck function over all frequencies leads to the
Stefan–Boltzmann fourth power relationship, and multiplication of the wavelength
at the radiation maximum by the blackbody temperature yields a constant, ex-
pressing the displacement law of Wien. The Planck formula includes all previously
found radiation laws as special cases; moreover, the empirical factors that appeared
in these older laws could now be expressed in terms of physical constants containing
the Planck constant (h), the velocity of light (c), and the Boltzmann constant (k).
Despite this success it was only gradually appreciated that the quantum concept
was a major revolution in physics. Today it is fully accepted as a more general
framework in which classical physics appears as a special case that is valid only
when the small but finite energy steps, given by the value of h, can be considered
a continuum.

If one replaces the frequency f by the wavenumber ν ( f = cν) the Planck func-
tion takes the form

B(ν, T ) dν = 2hc2ν3

(ehcν/kT − 1)
dν. (1.7.6)
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The Planck function can also be expressed in terms of wavelength (λν = 1; λ dν +
ν dλ = 0)

B(λ, T ) dλ = 2hc2

λ5(ehc/λkT − 1)
dλ. (1.7.7)

The Planck function appears in many aspects of the theory of radiative transfer and
the design of infrared instrumentation, as is discussed in forthcoming chapters.

1.8 The Poynting vector, specific intensity, and net flux

The energy flux of a plane, monochromatic wave is represented by the Poynting
vector as discussed in Section 1.2. In this section we relate the Poynting vector
to other quantities used in the description of the radiative transfer of energy in
planetary atmospheres and from surfaces.

Strictly monochromatic radiation propagating in a unique direction (e.g., from a
point source) is never realized. A monochromatic wave implies a periodic process of
infinite duration. Such waves do not exist, although the signal from a stable, single-
mode laser provides a fair approximation. Ordinary incoherent radiation emitted
and reflected from real atmospheres and surfaces consists of individual wave packets
of finite length and duration; a few meters and ∼10−8 seconds are typical values.
Similarly, point sources are replaced by extended sources in practice. Radiation
from such sources tends to be incoherent and covers a range of frequencies and
directions. Thus, it is more convenient to work with a distribution of plane waves
and their associated Poynting vectors.

Consider radiation incident on an element of area da with unit normal vector n̂ as
shown in Fig. 1.8.1. The radiation can be regarded as an incoherent superposition
of plane waves, each with an associated Poynting vector S(ν, k̂) where ν is the
wavenumber of the wave and k̂ is a unit vector defining the direction of propaga-
tion. Let N (S, ν, k̂) dS dν dω be the number of plane waves with Poynting vector

Fig. 1.8.1 Element of solid angle, dω, in direction of unit vector k̂ inclined with respect to
surface normal n̂ of area element da.
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magnitude between S and S + dS, wavenumber between ν and ν + dν, and within
solid angle dω in direction k̂. The net energy in wavenumber interval dν passing
through da in time dt from the direction k̂ is then

dEν =
∫ ∞

0
dS N (S, ν, k̂)S(ν, k̂) · n̂ dω dν da dt

=
∫ ∞

0
dS N (S, ν, k̂)S(ν, k̂) cos θ dω dν da dt. (1.8.1)

The second form is obtained by noting from Fig. 1.8.1 that S(ν, k̂) = S(ν, k̂)k̂ and
k̂ · n̂ = cos θ . This suggests introducing the definition

Iν(k̂) =
∫ ∞

0
dS N (S, ν, k̂)S(ν, k̂) (1.8.2)

so that Eq. (1.8.1) can be written

dEν = Iν cos θ dω dν da dt. (1.8.3)

Thus Iν is the rate at which radiant energy confined to a unit solid angle and unit
wavenumber interval crosses unit surface area normal to the direction of incidence,
and is called the specific intensity. Typical units are W cm−2 sr−1/cm−1.

Another important quantity is the monochromatic net flux, π Fν , which is the rate
at which energy per unit wavenumber interval flows across a surface of unit area in
all directions,

π Fν =
∫

4π

Iν cos θ dω, (1.8.4)

where the integration is performed over all solid angles. In effect, Eq. (1.8.4) gives
the difference between the upward and downward fluxes across a horizontal surface
of unit area. The net flux plays an important role in determining the magnitudes of
radiative heating and cooling rates, as will be discussed in Section 9.1.
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Radiative transfer

Various physical processes modify a radiation field as it propagates through an
atmosphere. The rate at which the atmosphere emits depends on its composition
and thermal structure, while its absorption and scattering properties are defined by
the prevailing molecular opacity and cloud structure.

Independently of whether the radiation field is generated internally or is im-
posed externally, the study of how it interacts with the atmosphere is embodied
in the theory of radiative transfer. Many authors have dealt with this theory in
various contexts. Monographs include those by Kourganoff (1952), Woolley &
Stibbs (1953), Goody (1964), and Goody & Yung (1989). A standard text is by
Chandrasekhar (1950), which treats the subject as a branch of mathematical physics.
The emphasis is on scattered sunlight in planetary atmospheres and on various
problems of astrophysical interest.

Our own approach is somewhat different and emphasizes spectra produced by
thermal emission from planetary atmospheres, especially as observed from space
platforms. In order to demonstrate the connection between the thermal radiation
giving rise to these spectra and the physical state of the atmosphere under consid-
eration, it is necessary to examine how the transport of this radiation is effected.
Only then is it possible to have a clear understanding of how the structure of an at-
mosphere leads to its spectral appearance, a topic considered at length in Chapter 4.
Once this is accomplished a reversal of the procedure is feasible, and in Chapters 6
through 9 we demonstrate how the observed characteristics of the radiation field
imply the underlying physical structure and the state of the interacting atmosphere.

Our aim in this chapter is to develop the mathematical formalism that serves as
the foundation for all our analyses involving the radiation field in sufficient depth to
be essentially autonomous, though our indebtedness to some of the procedures de-
veloped by Chandrasekhar (1950) is obvious. The equation of transfer is derived in
Section 2.1, and formal solutions are found in Section 2.2. Very general techniques
for solving the transfer equation numerically are developed in Section 2.3. Though

27
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powerful, these techniques are often cumbersome, and Section 2.4 discusses the
simplifications permitted when multiple scattering is unimportant. Finally, an ap-
proximate analytic solution for thick, scattering atmospheres, which can be very
useful where physical insight is needed, is developed in Section 2.5.

2.1 The equation of transfer

a. Definitions and geometry

Because radiation tends to be modified when it interacts with matter, it is possible to
infer certain physical properties of planetary atmospheres and surfaces by studying
their reflected and emitted radiation. Although these modifications are macroscopic
in nature (they are manifested over an extended volume), their origins are contained
in the processes of absorption, scattering, and emission of radiant energy on a micro-
scopic scale. A quantitative assessment of the relation between these interactions
and the resulting radiation field is known as the theory of radiative transfer. It is
the purpose of this section to develop the equation central to this theory.

We begin by considering a volume element, dV , containing N0 particles, either
cloud particles or molecules in the vapor phase, located a distance z above the planet-
ary surface. Directions at dV are specified by µ (the cosine of the zenith angle θ) and
the azimuthal angle φ (Fig. 2.1.1). The emission angle θ is measured positively from
zero (the zenith) to π (the nadir); the corresponding range for µ is from +1 to −1.
The azimuthal angle φ is measured through 2π radians in the plane of stratification

Fig. 2.1.1 Illustration of the relation between the scattering angle � and the coordinate
angles θ, θ ′, φ, and φ′. Radiation is incident on the volume element dV in the direction
(µ, φ) and scattered by dV through the angle � into the direction (µ′, φ′), where µ = cos θ
and µ′ = cos θ ′.



2.1 The equation of transfer 29

from an arbitrary angle φ0. Directions are specified by the symbol (µ, φ). For exam-
ple, I (z, µ, φ) is the intensity of radiation at dV (at a level z) in the direction (µ, φ).

The specific intensity, also known as the spectral radiance, has been defined by
Eq. (1.8.3). Another parameter of interest is the phase function for single scatter-
ing, p(cos �), which describes the angular distribution of radiation scattered once
through the angle �. If Eν represents the fraction of energy per unit time incident
on dV in the direction (µ, φ) that is either absorbed or scattered in all directions,
and dEν is that fraction of Eν scattered into the direction (µ′, φ′) contained in the
solid angle dω′, then p(cos �) is defined by

dEν(z, µ′, φ′)
Eν(z, µ, φ)

= p(cos �)
dω′

4π
, (2.1.1)

where � is the angle between the directions of incidence (µ, φ) and scattering
(µ′, φ′). The explicit relation between � and the variables µ, φ, µ′, φ′ is found
from spherical trigonometry (see Fig. 2.1.1) to be

cos � = µµ′ + (1 − µ2)
1
2 (1 − µ′2)

1
2 cos (φ′ − φ). (2.1.2)

The phase function can be written

p(cos �) = p(µ′, φ′; µ, φ), (2.1.3)

where radiation originally in the direction (µ, φ) has been scattered into the direction
(µ′, φ′). It should be noted from Eq. (2.1.2) that p(µ′, φ′; µ, φ) is symmetric in the
pair of variables µ, φ; i.e.,

p(µ, φ; µ′, φ′) = p(µ′, φ′; µ, φ). (2.1.4)

If the albedo for single scattering, ω̃0, is defined to be the ratio of radiant power
scattered in all directions to that extinguished (absorbed plus scattered), we have,
from Eqs. (2.1.1) and (2.1.3),

ω̃0 = 1

Eν(z, µ, φ)

∫
dEν(z, µ′, φ′) =

∫ 4π

0
p(µ′, φ′; µ, φ)

dω′

4π
. (2.1.5)

b. Microscopic processes

Two points of view are possible in describing radiation–matter interactions on a
microscopic scale. In the Lagrangian point of view the movements of individual
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photons are followed as they interact with matter contained in the volume ele-
ment dV . ‘Monte Carlo’ programs are computer versions of the Lagrangian method.
However, the observable parameter of interest, the specific intensity, Iν , is a field of
these photons, and we are interested in following the time-averaged variations of
this field as it interacts with the matter in dV . For this purpose it is more practical to
study local variations of Iν without regard to the individual history of each photon;
this is the Eulerian point of view. In our development we examine both viewpoints
and illustrate their equivalence.

Consider the photons of wavenumber ν interacting with dV to be classified ac-
cording to the interactions they undergo as well as upon the intrinsic characteristics
of the photons themselves. We restrict ourselves to one field at a time, which in
essence is the same as restricting our attention to one photon of this field at a time.
Thus the field from the Lagrangian point of view (in a looser sense of the phrase)
is followed.

Since each photon behaves by definition like every other photon in the field,
certain criteria must be met. Each photon must be identical with every other photon
of this class, and the system of particles with which this class of photons interacts
must be composed of exactly the same kind of individual particles (in terms of
dimensions, refractive index, etc.) in order that the separate interactions be identical.
If more than one interaction per photon takes place, the order, number, and character
of these interactions must be the same for each photon. In order to circumvent the
inordinate complexity imposed by the last requirement, the volume element, dV ,
must be restricted to dimensions considerably smaller than the mean free path of
an individual photon, so that only single interactions are possible in dV .

Construct a convex closed surface, δS, around dV such that the volume enclosed
by δS is large compared with dV but small otherwise (see Figs. 2.1.2 and 2.1.3). Let

Fig. 2.1.2 Elements of solid angle dω and dω′ subtended at the volume element dV by dA
and dA′, elements of the convex bounding surface δS.
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dσ

dσ'

(µ ,φ)

(µ' ,φ
')dA'

dα'

dα

dA

dV

(µ ,φ)

δS

Fig. 2.1.3 Illustration of the elements of solid angle dα and dα′ subtended at dA and dA′,
respectively, and by dσ and dσ ′ cross sections of dV in the directions (µ, φ) and (µ′, φ′).

dA and dA′ be elements of δS such that the direction from dA to dV is (µ, φ) and
the direction from dV to dA′ is (µ′, φ′). Further let dω and dω′ be respectively the
elements of solid angle containing dA and dA′ as seen from dV , and let dα and dα′

be the elements of solid angle containing dV as seen respectively from dA and dA′.
Consider that system of photons where each photon is contained in the wavenum-

ber range (ν, ν + dν) and interacts with a particle of homogeneous composition hav-
ing an extinction (absorption plus scattering) cross section in the range (χ, χ + dχ ).
The cross section is generally wavenumber dependent and, if the particle is not
spherical, may depend on direction as well. We divide the system of photons under
consideration into four classes in the sense defined above, where the classes are
distinguishable only through the types of interactions they undergo (see Figs. 2.1.2
and 2.1.3). The classes are:

(1) That class of photons incident on dV in a time dt and in the direction (µ, φ) contained in
the solid angle dα that is singly scattered into the solid angle dω′ in the direction (µ′, φ′)
by interactions in dV with particles in the cross section range (χ, χ + dχ ). This process
can be considered either as a scattering of a certain fraction of the number of incident
photons into dω′, or as a redirection of a fraction of the incident energy into dω′.

(2) That class of photons incident on dV in a time dt in the direction (µ, φ) that is absorbed
by the particles under consideration in dV . This process can be considered either as an
absorption of a certain fraction of incident photons or as a diminution of the incident
energy by some fractional amount.

(3) That class of photons incident on dV in a time dt in the direction (µ′, φ′) that is singly
scattered into the solid angle dω in the direction (µ, φ). Again, this process can be
considered either as a scattering of a certain fraction of incident photons into dω, or a
redirection of a fraction of the incident energy into dω.
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(4) That class of photons thermally emitted from the particles under consideration in
dV into the solid angle dω in the direction (µ, φ) in a time dt . This process can
be considered either as an emission of many individual photons in the wavenumber
range (ν, ν + dν), or as a source of energy emitted into dω in the direction (µ, φ) in
a time dt . Nonthermal emission is also possible, though generally is not significant in
the investigations considered in this book.

The first two classes of photons are lost from the radiation field in the direction
(µ, φ) by scattering and absorption. The last two classes consist of photons gained
by the radiation field in the direction (µ, φ) by scattering and emission. These are not
all the losses and gains of the radiation field, however, since only interactions with
particles in the cross section range (χ, χ + dχ ) have been considered. Integrations
over cross section and orientation remain to be performed.

Referring to Figs. 2.1.2 and 2.1.3 and Eq. (1.8.3), it is seen that the amount of
energy δEν(z, µ, φ) in the wavenumber range (ν, ν + dν) crossing dV in a time dt ,
which has originated outside δS and has also crossed dA, is

δEν(z, µ, φ) = Iν(z, µ, φ) µ1dA dα dν dt, (2.1.6)

where µ1 is the cosine of the angle between the direction (µ, φ) and the normal
to dA. Of all the energy crossing dA in a time dt contained in the solid angle dα,
a certain fraction is singly scattered by dV into the solid angle dω′. Analogous to
Eqs. (2.1.1) and (2.1.3) this fraction is

d[δEν(z, µ′, φ′)]
δEν(z, µ, φ)

= P(χ ) pχ (µ′, φ′; µ, φ)
dω′

4π
, (2.1.7)

where P(χ ) is the probability that any one photon incident on dV is extinguished
(either absorbed or scattered) by a particle of cross section χ , and pχ (µ′, φ′; µ, φ)
is a function of χ and is normalized to ω̃0(χ ) [cf. Eq. (2.1.5)].

Now P(χ) is just the ratio of the total available effective extinction cross section
of all particles in the cross section range (χ, χ + dχ) contained in dV to the
geometrical cross section dσ of dV as seen in the direction (µ, φ), and this is
given by

P(χ) = N (χ )χdχdV

dσ
, (2.1.8)

where N (χ) is the number of particles per unit volume per unit cross section range
centered about χ . Equation (2.1.8) is valid so long as there is no ‘shadow’ effect;
i.e., the probability that any one particle is screened off from any other particle is
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negligible. This requires that only single interactions occur in dV , or, put another
way, P(χ ) � 1. Collecting Eqs. (2.1.6) through (2.1.8) yields

d[δEν(z, µ′, φ′)] = N (χ)χdχdV

dσ
Iν(z, µ, φ)µ1 dA dα dν dt pχ (µ′, φ′; µ, φ)

dω′

4π
.

(2.1.9)

In the following we indicate losses and gains of the intensity by the symbols δ−
and δ+, respectively. Clearly, there must be a loss of intensity d[δ− IS(z, µ, φ)] from
the direction (µ, φ) associated with the loss of energy from this same direction,
which in turn corresponds to the energy gain d[δEν(z, µ′, φ′)] in the direction
(µ′, φ′), and this, according to Eq. (2.1.6), is

d[δEν(z, µ′, φ′)] = d[δ− IS(z, µ, φ)]µ1dA dα dν dt. (2.1.10)

Comparing Eqs. (2.1.9) and (2.1.10) we obtain

d[δ− IS(z, µ, φ)] = N (χ )χdχdV

dσ
Iν(z, µ, φ)pχ (µ′, φ′; µ, φ)

dω′

4π
. (2.1.11)

This equation is valid for the scattering of incident photons in the wavenumber
range (ν, ν + dν) into the solid angle dω′ by particles in the cross section range
(χ, χ + dχ ). In order to obtain the scattering loss into all directions by particles
of all sizes, Eq. (2.1.11) must be integrated over all ω′ and χ . Implicit in the χ

integration is averaging over orientation for particles lacking spherical symmetry.
Thus, the total intensity in the wavenumber range (ν, ν + dν) and in the direction
(µ, φ), which is lost from this direction by scattering in dV , is

δ− IS(z, µ, φ) = N0dV

dσ
Iν(z, µ, φ)

∫ ∞

0

∫ 4π

0
D(χ )χpχ (µ′, φ′; µ, φ)

dω′

4π
dχ,

(2.1.12)

where N0 is the total number of particles per unit volume and D(χ) is the normalized
distribution function of particle cross sections; i.e., N (χ ) = N0 D(χ ).

Consider now the second class of photons defined previously. From Eqs. (2.1.6)
and (2.1.7) and the related discussion it follows that the energy in the wavenumber
range (ν, ν + dν) crossing dA (in Fig. 2.1.2) in a time dt , which is absorbed by
particles in the cross section range (χ, χ + dχ ), is

d[δEν(z, µ, φ)] = PA(χ) Iν(z, µ, φ)µ1 dA dα dν dt, (2.1.13)
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where PA(χ), the probability of absorption of a photon in the wavenumber range
(ν, ν + dν), is

PA(χ ) = [1 − ω̃0(χ )]P(χ ) = [1 − ω̃0(χ )]N (χ )χdχdV

dσ
. (2.1.14)

By analogy with Eq. (2.1.9), the loss d[δ− IA(z, µ, φ)] of the intensity Iν(z, µ, φ)
incident on dV in the direction (µ, φ) is given by

d[δEν(z, µ, φ)] = d[δ− IA(z, µ, φ)]µ1 dA dα dν dt. (2.1.15)

Intercomparing Eqs. (2.1.13) through (2.1.15) yields

d[δ− IA(z, µ, φ)] = [1 − ω̃0(χ)]N (χ )χdχdV

dσ
I (z, µ, φ), (2.1.16)

and this integrated over all particle cross sections becomes

δ− IA(z, µ, φ) = N0dV

dσ
Iν(z, µ, φ)

∫ ∞

0
[1 − ω̃0(χ )]D(χ )χdχ. (2.1.17)

This equation expresses the total intensity in the wavenumber range (ν, ν + dν)
lost from the direction (µ, φ) by absorption in dV .

In order to establish the gain to the radiation field by scattering of the third class
of photons into the direction (µ, φ), it is necessary only to reverse the initial and
final directions of the radiation field. By once again tracing out the consequences
of the scattering process it is evident that Eqs. (2.1.6) through (2.1.9) remain valid
upon an interchange of the primed and unprimed quantities. Thus, the gain of
energy d[δEν(z, µ, φ)] in a time dt and in the direction (µ, φ) contained in the
solid angle dω, which has resulted from a scattering of the energy by particles in
the cross section range (χ, χ + dχ ) contained in dV , and which was originally in
the direction (µ′, φ′) and contained in the solid angle dα′ is

d[δEν(z, µ, φ)] = N (χ)χdχdV

dσ ′ Iν(z, µ′, φ′)µ′
1 dA′ dα′ dν dt pχ (µ, φ; µ′, φ′)

dω

4π
.

(2.1.18)

Here dσ ′ is the geometrical cross section of dV as seen in the direction (µ′, φ′), dα′

is the solid angle subtended by dσ ′ at dA′, and µ′
1 is the cosine of the angle contained

between the direction (µ′, φ′) and the normal to dA′.
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The corresponding gain in intensity at dV in the direction (µ, φ) must be given by

d[δEν(z, µ, φ)] = d[δ+ IS(z, µ, φ)] dσ dω dν dt, (2.1.19)

since d[δEν(z, µ, φ)] is just the energy in a time dt that crosses normal to the
surface element dσ at dV and is contained in dω. Comparing Eqs. (2.1.18) and
(2.1.19) we obtain

d[δ+ IS(z, µ, φ)] = N (χ )χdχdV

dσ
Iν(z, µ′, φ′)pχ (µ, φ; µ′, φ′)

µ′
1 dA′ dα′

4πdσ ′ .

(2.1.20)

If the distance between dV and dA′ is denoted by r , then, from the geometry,

µ′
1dA′ = r2dω′ (2.1.21)

and

dσ ′ = r2dα′. (2.1.22)

With the aid of Eqs. (2.1.21) and (2.1.22), Eq. (2.1.20) becomes

d[δ+ IS(z, µ, φ)] = N (χ )χdχdV

dσ
pχ (µ, φ; µ′, φ′) Iν(z, µ′, φ′)

dω′

4π
. (2.1.23)

In order to obtain the total contribution to the intensity in the direction (µ, φ) by
scattering from dV , Eq. (2.1.23) must be integrated over all solid angles ω′ and all
particle cross sections χ [see Eq. (2.1.12)];

δ+ IS(z, µ, φ) = N0dV

dσ

∫ ∞

0

∫ 4π

0
D(χ ) χpχ (µ, φ; µ′, φ′) Iν(z, µ′, φ′)

dω′

4π
dχ.

(2.1.24)

The fourth class of photons describes the contribution to the radiation field by
thermal emission from dV . In order to calculate this contribution, consider the
surface δS in Fig. 2.1.2 to be a perfectly insulating enclosure maintaining the part-
icles in dV at a constant temperature,T .Since the radiation field within the enclosure
is in equilibrium with its surroundings and is isotropic, the amount of energy in
the wavenumber interval (ν, ν + dν) that would be emitted by particles in the cross
section range (χ, χ + dχ ) into the direction (µ, φ) contained in the solid angle
dω, upon an instantaneous removal of the enclosure, is given by [cf. Eqs. (2.1.13)
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and (2.1.14)]

d[δEν(z, µ, φ)] = Bν(T )N (χ )[1 − ω̃0(χ )] χ dχ dV dω dν dt, (2.1.25)

where Bν(T ) is the Planck function. The term [1 − ω̃0(χ )]χ in Eq. (2.1.25) is an
emission cross section, which is identical to the absorption cross section, as required
by the first law of thermodynamics.

Corresponding to previous arguments we must also have [see Eq. (2.1.15)]

d[δEν(z, µ, φ)] = d[δ+ IE (z, µ, φ)] dσ dω dν dt, (2.1.26)

where d[δ+ IE (z, µ, φ)] refers to the gain in intensity in the direction (µ, φ) due to
thermal emission from dV . If the total number of particles of all sizes and shapes
per unit volume is N0, and the cross section distribution in dV is given as before
by D(χ ), then the total contribution in the direction (µ, φ) contained in the solid
angle dω of radiation thermally emitted from all the particles in dV according to
Eq. (2.1.25) is

∫
Eν

d[δEν(z, µ, φ)] = N0 Bν(T ) dV dω dν dt
∫ ∞

0
[1 − ω̃0(χ )]D(χ ) χ dχ.

(2.1.27)

Comparing Eqs. (2.1.26) and (2.1.27) yields

δ+ IE (z, µ, φ) =
∫

IE

d[δ+ IE (z, µ, φ)]

= N0dV

dσ
Bν(T )

∫ ∞

0
[1 − ω̃0(χ )] χ D(χ ) dχ. (2.1.28)

If the enclosure is not replaced, dV will be subjected to the local anisotropic radi-
ation field of arbitrary energy density. What happens now is largely a function of
the relative importance of: (1) collisions between molecules, either in the gaseous
or condensed state, compared with (2) interactions between these molecules and the
radiation field, as a cause of molecular absorptions and emissions. If interactions
with the radiation field dominate, the emission will consist essentially of spont-
aneous emission of photons from excited molecules, and induced emission through
perturbations due to the radiation field. The latter type of emission is proportional to
the incident intensity and is therefore anisotropic in the same sense as the surround-
ing radiation field. The molecules are excited through the absorption of incident
radiation, and the local temperature depends mainly on the photon density. Thus
the radiation emitted from dV cannot be isotropic because of the contribution from
induced emission unless the radiation field itself is strictly isotropic.
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At the other extreme collisional battering of molecules dominates, and ther-
mal (isotropic) emission far outweighs emission induced by the radiation field.
This occurs where the density of molecules is high enough so that the frequency
of encounters among molecules is much larger than the frequency of encounters
between molecules and incident photons. Such a condition should always occur
inside liquid and solid particles. However, if the particles are molecules in the gas
phase, greater care is required where N0 is sufficiently small that induced emission
becomes important.

If collisions between molecules dominate, Eq. (2.1.28) is acceptable as it stands
upon a removal of the enclosure. The temperature depends only upon the energy
available through collisions, and the radiation field does not have to be in equilib-
rium with the surrounding medium. The limiting case where scattering becomes
negligible [ω̃0(χ) = 0] is sometimes referred to as the condition of local thermo-
dynamic equilibrium.

c. The total field

We are now in a position to evaluate the net change in intensity in the direction
(µ, φ) due to the presence of the volume element dV . Adding all gains and losses
from Eqs. (2.1.12), (2.1.17), (2.1.24), and (2.1.28) yields

δ Iν(z, µ, φ) = −δ− IS(z, µ, φ) − δ− IA(z, µ, φ) + δ+ IS(z, µ, φ) + δ+ IE (z, µ, φ)

= − N0dV

dσ
Iν(z, µ, φ)

∫ ∞

0

∫
ω′

D(χ ) χ pχ (µ′, φ′; µ, φ)
dω′

4π
dχ

− N0dV

dσ
Iν(z, µ, φ)

∫ ∞

0
[1 − ω̃0(χ)]D(χ ) χ dχ

+ N0dV

dσ

∫ ∞

0

∫
ω′

D(χ )χpχ (µ, φ; µ′, φ′) Iν(z, µ′, φ′)
dω′

4π
dχ

+ N0dV

dσ
Bν(T )

∫ ∞

0
[1 − ω̃0(χ )]D(χ ) χdχ. (2.1.29)

The terms on the right side of Eq. (2.1.29) are negative or positive depending on
whether they are, respectively, losses or gains.

Equation (2.1.29) can be simplified by defining a normalized effective phase
function, p0(µ, φ; µ′, φ′), by

p0(µ, φ; µ′, φ′)
∫ ∞

0
ω̃0(χ ) D(χ ) χdχ =

∫ ∞

0
D(χ ) χpχ (µ, φ; µ′, φ′) dχ.

(2.1.30)
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Upon multiplying both sides of Eq. (2.1.30) by dω′/4π , integrating over all solid
angles, and remembering that

∫
ω′ pχ (µ, φ; µ′, φ′) dω′/4π = ω̃0(χ ), we infer

∫ 4π

0
p0(µ, φ; µ′, φ′)

dω′

4π
= 1. (2.1.31)

Substituting in Eq. (2.1.29) according to Eq. (2.1.30) and using Eq. (2.1.31) we
obtain

δ Iν(z, µ, φ)

− N0dV

dσ

∫ ∞

0
D(χ ) χ dχ

= Iν(z, µ, φ) −

∫ ∞

0
ω̃0(χ )D(χ ) χ dχ∫ ∞

0
D(χ) χ dχ

×
∫

ω′
p0(µ, φ; µ′, φ′) Iν(z, µ′, φ′)

dω′

4π

−

∫ ∞

0
[1 − ω̃0(χ )]D(χ ) χ dχ∫ ∞

0
D(χ ) χ dχ

Bν(T ). (2.1.32)

Further simplifications of the terms in Eq. (2.1.32) are possible. We define an
effective extinction cross section χE and an effective single scattering albedo ω̃0 of
dV by

χE =
∫ ∞

0
D(χ) χ dχ (2.1.33)

and

ω̃0

∫ ∞

0
D(χ ) χ dχ =

∫ ∞

0
ω̃0(χ )D(χ) χ dχ, (2.1.34)

respectively, and a single scattering phase function p(µ, φ; µ′, φ′) normalized to
ω̃0 such that

p(µ, φ; µ′, φ′) = ω̃0 p0(µ, φ; µ′, φ′). (2.1.35)

If the atmosphere is plane-parallel (infinitely extended in the x- and y-directions
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and variable in the z-direction only), a volume element cylinder dV of height dz
and base area dσz is given by

dV = dσzdz. (2.1.36)

If the linear dimensions of dσz are made arbitrarily much larger than dz, but still
small enough so that dσz remains an element of surface area, then the sides of the
cylinder can be neglected relative to dσz in determining the effective cross section
of dV as seen along a slant-path in the direction (µ, φ). The geometric cross section
dσ of dV is

dσ = µdσz, (2.1.37)

and the denominator of the left side of Eq. (2.1.32) can be reduced to

− N0dV

dσ

∫ ∞

0
D(χ )χdχ = − 1

µ
N0χE dz. (2.1.38)

At this point it is convenient to define a normal optical depth τν measured from the
top of the atmosphere inward such that

dτν = −N0χE dz. (2.1.39)

Thus dτν is the optical cross section of dV in the z-direction.
Upon collecting Eqs. (2.1.33) through (2.1.39), introducing the relations µ =

cos θ and dω = sin θ dθ dφ (Fig. 2.1.1), and letting the ratio δ Iν(z, µ, φ)/dτν

approach its limit as dτν → 0, Eq. (2.1.32) becomes

µ
dI (τν, µ, φ)

dτν

= I (τν, µ, φ)

− 1

4π

∫ 2π

0

∫ +1

−1
p(µ, φ; µ′, φ′) I (τν, µ

′, φ′) dµ′ dφ′

− (1 − ω̃0) Bν(T ). (2.1.40)

This is the equation of transfer for an arbitrary, monochromatic field of radiation.
In practice this field consists of a diffuse component that originates from thermal
emission of the atmosphere and the planetary surface, as well as a component (both
diffuse and direct) that originates from the Sun. The former component dominates
in the middle and far infrared, whereas the latter component is the sole contributor
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at visible wavelengths. Both components are important in a transition range in the
near infrared.

d. The diffuse field

Upon solving the transfer equation in the context of various physical problems
it is evident that the intensity of the diffuse radiation field is the quantity most
easily handled in the equation, because the boundary conditions are much simpler
to impose than for the case in which the intensity of the total radiation field is the
dependent variable. In particular it is convenient to distinguish between the reduced
incident radiation field from the Sun, which penetrates to the level τν without
suffering any scattering or absorption processes, and the diffuse field, which has
arisen as a result of one or more scattering and emission processes.

In order to separate the diffuse field from the directly transmitted radiation we
consider a collimated beam of radiation (sunlight is a fair approximation) of flux
π F0 crossing a unit surface area normal to the beam. The magnitude of the flux
in the downward direction crossing a unit area contained in a plane at the top of
the atmosphere is µ0 πF0, where µ0 is the cosine of the zenith angle of the point
source, and this is [see Eq. (1.8.4)],

µ0 πF0 =
∫ 2π

0

∫ +1

−1
µI (0, µ, φ) dµ dφ, (2.1.41)

where I (0, µ, φ) is the downward intensity of radiation in the direction (µ, φ)
at τν = 0. Since the only contribution from the point source is in the direction
(−µ0, φ0), the intensity I (0, µ, φ) should be of the form

I (0, µ, φ) = Cδ(µ + µ0) δ(φ − φ0), (2.1.42)

where δ(µ + µ0) and δ(φ − φ0) are Dirac δ-functions and C is a normalization
constant. Substituting Eq. (2.1.42) into Eq. (2.1.41) readily yields the value C =
π F0.

The total intensity I (τν, µ, φ) associated with Eq. (2.1.40) is the sum of the in-
tensity ID(τν, µ, φ) arising from the diffuse radiation field and the intensity directly
transmitted from the point source to the level τν . By analogy with Eq. (2.1.42) and
the related discussion this latter intensity may be expressed by

IT(τν, µ, φ) = πF0 δ(µ + µ0) δ(φ − φ0) h(τν), (2.1.43)

where h(τν) is a function of τν alone yet to be determined. After some reduction,
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Eq. (2.1.40) becomes

µ
dID(τν, µ, φ)

dτν

+ πF0 µδ(µ + µ0) δ(φ − φ0)
dh(τν)

dτν

= ID(τν, µ, φ) + πF0 δ(µ + µ0) δ(φ − φ0) h(τν)

− 1

4π

∫ 2π

0

∫ +1

−1
p(µ, φ; µ′, φ′) ID(τν, µ

′, φ′) dµ′ dφ′

− F0

4
h(τν) p(µ, φ; −µ0, φ0) − (1 − ω̃0) Bν(T ). (2.1.44)

We suppose that dh(τν)/dτν and h(τν) are in general non-zero. Then, when
µ = −µ0 and φ = φ0, Eq. (2.1.44) reduces to

−µ0 δ(µ + µ0) δ(φ − φ0)
dh(τν)

dτν

= δ(µ + µ0) δ(φ − φ0) h(τν), (2.1.45)

yielding

h(τν) = C0 e−τν/µ0, (2.1.46)

where C0 is the constant of integration. Upon replacing h(τν) in Eq. (2.1.43) with its
equivalent in Eq. (2.1.46) and letting τν → 0, we find C0 = 1. Equation (2.1.46) is
equivalent to what is sometimes referred to as Beer’s law of exponential attenuation.

Upon dropping the subscripts D and ν, Eq. (2.1.44) for the diffuse radiation field
becomes

µ
dI (τ, µ, φ)

dτ
= I (τ, µ, φ) − 1

4π

∫ 2π

0

∫ +1

−1
p(µ, φ; µ′, φ′) I (τ, µ′, φ′) dµ′ dφ′

− F0

4
e−τ/µ0 p(µ, φ; −µ0, φ0) − (1 − ω̃0)B(τ ), (2.1.47)

where B(T ) has been replaced with B(τ ) to emphasize that the temperature is a
function only of optical depth in plane-parallel atmospheres. It remains understood
that the various parameters are in general functions of ν.

Equation (2.1.47) is the basic equation of transfer considered in this book. Solu-
tions to Eq. (2.1.47) are sought in the context of specific problems as they appear
in the course of investigation. In the remainder of this chapter we first derive for-
mal solutions, and then examine explicit solutions that are possible, either because
certain approximations are invoked or because at some point numerical procedures
are introduced.
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2.2 Formal solutions

A first-order linear integro-differential equation, such as Eq. (2.1.47), can be solved
formally by finding an appropriate integrating factor. Multiplying both sides of
Eq. (2.1.47) by e−τ/µ, transferring the first term on the right side to the left, and
gathering terms yields

µ
d
[
e−τ/µ I (τ, µ, φ)

]
dτ

= − 1

4π
e−τ/µ

∫ 2π

0

∫ +1

−1
p(µ, φ; µ′, φ′) I (τ, µ′, φ′) dµ′ dφ′

− F0

4
exp

[
−
(

1

µ
+ 1

µ0

)
τ

]
p(µ, φ; −µ0, φ0)

− (1 − ω̃0)e−τ/µ B(τ ). (2.2.1)

Integrating between τ and τ1, where τ1 is the optical depth at the surface (or lower
boundary), and rearranging terms yields the upward intensity at τ (multiplied by
the integrating factor e−τ/µ);

I (τ, µ, φ) e−τ/µ = I (τ1, µ, φ) e−τ1/µ

+ 1

4πµ

∫ τ1

τ

e−τ ′/µ
∫ 2π

0

∫ +1

−1
p(µ, φ; µ′, φ′) I (τ ′, µ′, φ′) dµ′ dφ′ dτ ′

+ F0

4µ

∫ τ1

τ

exp

[
−
(

1

µ
+ 1

µ0

)
τ ′
]

p(µ, φ; −µ0, φ0) dτ ′

+ 1

µ

∫ τ1

τ

(1 − ω̃0) e−τ ′/µ B(τ ′) dτ ′. (2.2.2)

This is only a formal solution, since the unknown intensity is itself contained in
this solution. By analogy with our treatment of direct sunlight in Section 2.1, it is
useful to separate the intensity arising from the lower boundary from the rest of
the radiation field. The direct contribution to I (τ ′, µ′, φ′) from the surface is the
intensity I (τ1, µ

′, φ′), attenuated along the path length (τ1 − τ ′)/µ′ by the factor
exp[(τ1 − τ ′)/µ′]. Thus Eq. (2.2.2) can be written

I (τ, µ, φ) =
(1) I (τ1, µ, φ) e−(τ1−τ )/µ

(2) + 1

4πµ

∫ τ1

τ

∫ 2π

0

∫ 1

0
e−(τ ′−τ )/µ e−(τ1−τ ′)/µ′

p(µ, φ; µ′, φ′) I (τ1, µ
′, φ′) dµ′ dφ′ dτ ′

(3) + F0

4µ

∫ τ1

τ

e−τ ′/µ0 e−(τ ′−τ )/µ p(µ, φ; −µ0, φ0) dτ ′
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(4) + 1

µ

∫ τ1

τ

(1 − ω̃0) e−(τ ′−τ )/µ B(τ ′) dτ ′

(5) + 1

4πµ

∫ τ1

τ

∫ 2π

0

∫ +1

−1
e−(τ ′−τ )/µ p(µ, φ; µ′, φ′) I (τ ′, µ′, φ′) dµ′ dφ′ dτ ′ (2.2.3)

where the diffuse field I (τ ′, µ′, φ′) is zero in the upward directions along the
boundary (τ ′ = τ1).

The various terms for the upward intensity in the direction (µ, φ) at a level τ

represent:

(1) radiation originating directly from the lower boundary (generally the surface or a com-
pact cloud deck) that is attenuated by the overlying atmosphere between the levels τ

and τ1;
(2) radiation originating from the lower boundary in the direction (µ′, φ′) that is scattered

at τ ′ into the direction (µ, φ);
(3) radiation from the Sun that has penetrated to the level τ ′ before undergoing a scattering

process;
(4) radiation that is thermally emitted at the level τ ′; and
(5) radiation that has undergone one or more scattering processes before being scattered at

τ ′ into the direction (µ, φ).

The downward intensity can be treated in like manner. The integration is now
from τ = 0 to τ , and the formal solution to Eq. (2.2.1) becomes [cf. Eq. (2.2.3)]

I (τ, −|µ|, φ) =

(1)
1

4π |µ|
∫ τ

0
e−(τ−τ ′)/|µ|

∫ 2π

0

∫ +1

−1
p(−|µ|, φ; µ′, φ′) I (τ ′, µ′, φ′) dµ′ dφ′dτ ′

(2) + F0

4|µ|
∫ τ

0
e−τ ′/µ0e−(τ−τ ′)/|µ| p(−|µ|, φ; −µ0, φ0) dτ ′

(3) + 1

|µ|
∫ τ

0
(1 − ω̃0) e−(τ−τ ′)/|µ| B(τ ′) dτ ′, (2.2.4)

where −|µ| replaces µ as a reminder that downward directions are being consid-
ered. The terms for the downward intensity in the direction (−|µ|, φ) at a level τ

represent:

(1) radiation that has undergone one or more scattering processes before being scattered at
τ ′ into the direction (−|µ|, φ);

(2) radiation from the Sun that has penetrated to the level τ ′ before undergoing a scattering
process; and

(3) radiation thermally emitted at τ ′.
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Downward intensity terms at the upper boundary (τ = 0) analogous to the upward
intensity terms at the lower boundary [τ = τ1; see Eq. (2.2.4)] do not exist, because
the diffuse field is zero in all downward directions at τ = 0.

Reduction of the formal solutions to explicit solutions is complicated, and no
known analytic solutions exist in the general case. The major difficulty centers
around terms (5) in Eq. (2.2.3) and (1) in (2.2.4), which contain the unknown inten-
sity field and arise as a result of multiple scattering. Three approaches are possible:
(1) direct numerical solutions, (2) approximate analytic solutions, and (3) exact
analytic solutions for thin layers (where multiple scattering is unimportant), cou-
pled with numerical procedures for developing solutions for thick layers from the
starting analytic solutions.

Wherever possible we have chosen the latter two approaches in this book in
order to associate the solutions more directly with physical processes. Explicit
representation of the parameters involved enables the reader to follow the qualitative
way in which changes in the physical state of a system affect the appearance of
the outgoing radiation field. Where an accurate quantitative assessment is required
we supplement analytic solutions with numerical methods. The remainder of this
chapter is directed toward these ends.

2.3 Invariance principles

a. Definitions

A very useful concept for arriving at more explicit solutions to the transfer equation
is that of the invariance of the radiation field emerging from a layer of finite thickness
to the nature of the incoming radiation field at the layer boundaries. For example,
the angular distribution of intensity and the net flux of the outgoing radiation field
at the top of the atmosphere do not depend on the explicit nature of the underlying
surface. It could be either a solid surface or a vacuum, as long as the upwelling
radiation fields at τ = τ1 are identical, regardless of the sources of those fields.

We apply this concept first to a single layer, then to two layers, and finally we
generalize to many layers with arbitrary thermal and scattering properties. Ulti-
mately, this leads to a procedure for computing the outgoing radiation field from
any vertically inhomogeneous atmosphere.

Consider an atmospheric layer that absorbs, emits, and scatters radiation, and that
is bounded above and below by the intensity fields I (τ0, −µ, φ) and I (τ1, µ, φ),
respectively. Define a scattering function S(τ1 − τ0; µ, φ; µ′, φ′) such that the in-
tensity of diffusely reflected radiation in the direction (µ, φ) at τ = τ0, which arises
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as a result of the presence of the radiation field I (τ0, −µ′, φ′), is given by

IS(τ0, µ, φ) = 1

4πµ

∫ 2π

0

∫ 1

0
S(τ1 − τ0; µ, φ; µ′, φ′) I (τ0, −µ′, φ′) dµ′ dφ′.

(2.3.1)

Also define a transmission function T (τ1 − τ0; µ, φ; µ′, φ′) such that the intensity
of diffusely transmitted radiation in the direction (−µ, φ) at τ = τ1, which arises
as a result of this same downward radiation field at τ = τ0, is given by

IT (τ1, −µ, φ) = 1

4πµ

∫ 2π

0

∫ 1

0
T (τ1 − τ0; µ, φ; µ′, φ′) I (τ0, −µ′, φ′) dµ′ dφ′.

(2.3.2)

Further let S̃ and T̃ be the corresponding scattering and transmission functions
when the layer is illuminated from below. Thus the intensity of diffusely reflected
radiation in the direction (−µ, φ) at τ = τ1, and the intensity of diffusely transmitted
radiation in the direction (µ, φ) at τ = τ0, are given respectively by

IS(τ1, −µ, φ) = 1

4πµ

∫ 2π

0

∫ 1

0
S̃(τ1 − τ0; µ,φ; µ′,φ′) I (τ1, µ

′, φ′) dµ′ dφ′ (2.3.3)

IT (τ0, µ, φ) = 1

4πµ

∫ 2π

0

∫ 1

0
T̃ (τ1−τ0; µ,φ; µ′,φ′) I (τ1, µ

′, φ′) dµ′ dφ′. (2.3.4)

The total outgoing intensities at the top and bottom of the layer are given by

I (τ0, µ, φ) = IE(τ0, µ, φ) + IS(τ0, µ, φ) + IT (τ0, µ, φ) (2.3.5)

and

I (τ1, −µ, φ) = IE(τ1, −µ, φ) + IS(τ1, −µ, φ) + IT (τ1, −µ, φ), (2.3.6)

where IE is the intensity of radiation thermally emitted from the layer itself.

b. The stacking of layers

Now consider two stacked layers of thicknesses τ0 and τ1 − τ0, the scattering prop-
erties of which are generally different. Let the radiation fields incident on either side
of the composite, I (0, −µ, φ) and I (τ1, µ, φ), be identically zero. By analogy with
Eqs. (2.3.1) through (2.3.6), the upward and downward intensities at the common
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boundary τ0 are given by

I (τ0, µ, φ) = IE(τ0, µ, φ) + 1

4πµ

∫ 2π

0

∫ 1

0
S(τ1 − τ0; µ, φ; µ′, φ′)

× I (τ0, −µ′, φ′) dµ dφ′, (2.3.7)

and

I (τ0, −µ, φ) = IE(τ0, −µ, φ) + 1

4πµ

∫ 2π

0

∫ 1

0
S̃(τ0; µ, φ; µ′, φ′)

× I (τ0, µ
′, φ′) dµ dφ′. (2.3.8)

Equations (2.3.7) and (2.3.8) are coupled integral equations defining the intensi-
ties I (τ0, ±µ, φ), and can be solved numerically provided IE, S, and S̃ are known
functions. By analogy with Eq. (2.2.3), part (1), and Eqs. (2.3.1) through (2.3.6),
the outgoing emitted intensities from the two-layer composite at the top (τ = 0)
and bottom (τ = τ1) are, respectively,

I (0, µ, φ) = IE(0, µ, φ) + e−τ0/µ I (τ0, µ, φ)

+ 1

4πµ

∫ 2π

0

∫ 1

0
T̃ (τ0; µ, φ; µ′, φ′) I (τ0, µ

′, φ′) dµ′ dφ′ (2.3.9)

and

I (τ1, −µ, φ) = IE(τ1, −µ, φ) + e−(τ1−τ0)/µ I (τ0, −µ, φ)

+ 1

4πµ

∫ 2π

0

∫ 1

0
T (τ1 − τ0; µ, φ; µ′, φ′) I (τ0, −µ′, φ′) dµ′ dφ′.

(2.3.10)

The first term on the right side of Eq. (2.3.9) is due to thermal emission from the layer
defined by the boundaries τ = 0 and τ = τ0. The second and third terms are due,
respectively, to direct and diffuse transmission through the same layer. Analogous
interpretations with respect to the layer defined by the boundaries τ = τ0 and τ = τ1

are valid for Eq. (2.3.10).
Equations (2.3.9) and (2.3.10) define the outgoing upward and downward radia-

tion fields emitted from a composite inhomogeneous layer. Repeated applications
of the procedure admit solutions for an atmosphere composed of any finite number
of layers with individually different thermal and scattering properties. It is also
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necessary, however, to obtain values for IE for single layers and develop an algo-
rithm for determining S, S̃, T , and T̃ for both single and composite layers.

c. Composite scattering and transmission functions

Consider the two original individually homogeneous layers with thicknesses τ0 and
τ1 − τ0. Let an outside point source of intensity πF0 δ(µ − µ0)δ(φ − φ0) irradiate
the composite from above, and ignore all thermally emitted radiation. By analogy
with Eqs. (2.1.43), (2.1.46), and (2.3.1), the intensity at τ0 in the direction (µ, φ),
in the absence of thermal emission, is given by

I (τ0, µ, φ) = F0

4µ
e−τ0/µ0 S(τ1 − τ0; µ, φ; µ0, φ0)

+ 1

4πµ

∫ 2π

0

∫ 1

0
S(τ1 − τ0; µ, φ; µ′, φ′) I (τ0, −µ′, φ′) dµ′ dφ′,

(2.3.11)

where the exponential in the first term on the right side is due to attenuation of
directly transmitted radiation through the upper layer.

The intensity at τ0 in the direction (−µ, φ) is given by

I (τ0, −µ, φ) = F0

4µ
T (τ0; µ, φ; µ0, φ0)

+ 1

4πµ

∫ 2π

0

∫ 1

0
S̃(τ0; µ, φ; µ′, φ′) I (τ0, µ

′, φ′) dµ′ dφ′, (2.3.12)

where the first term on the right side arises from radiation from the point source that
is diffusely transmitted through the upper layer, and the second term denotes radi-
ation diffusely reflected by the upper layer into the direction (−µ, φ). Eqs. (2.3.11)
and (2.3.12) are coupled integral equations that can be solved numerically for
I (τ0, ±µ, φ).

Finally, in the absence of thermal emission, the outgoing radiation fields at either
boundary of the composite are given by

I (0, µ, φ) = F0

4µ
S(τ0; µ, φ; µ0, φ0) + e−τ0/µ0 I (τ0, µ, φ)

+ 1

4πµ

∫ 2π

0

∫ 1

0
T̃ (τ0; µ, φ; µ′, φ′) I (τ0, µ

′, φ′) dµ′ dφ′ (2.3.13)
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and

I (τ1, −µ, φ) = F0

4µ
e−τ0/µ0 T (τ1 − τ0; µ, φ; µ0, φ0) + e−(τ1−τ0)/µ I (τ0, −µ, φ)

+ 1

4πµ

∫ 2π

0

∫ 1

0
T (τ1 − τ0; µ, φ; µ′, φ′) I (τ0, −µ′, φ′) dµ′ dφ′.

(2.3.14)

The terms on the right side of Eq. (2.3.13) refer to: (1) the diffuse reflection from the
upper layer of radiation originating with the point source, and (2) the direct and (3)
diffuse transmission through the upper layer of the diffuse radiation field originating
at the level τ0 and directed into the upper hemisphere. The terms on the right side
of Eq. (2.3.14) from left to right refer to: (1) the diffuse transmission through the
lower layer of radiation originating with the point source that has been directly
transmitted through the upper layer, and (2) the direct and (3) diffuse transmission
through the lower layer of the diffuse radiation field originating at the level τ0 that
is directed into the lower hemisphere.

On the other hand, for an outside point source of intensity πF0 δ(µ − µ0)
δ(φ − φ0), it is seen by analogy with Eqs. (2.3.1) and (2.3.2) that the diffuse scatter-
ing and transmission functions for a two-layer composite of total thickness τ = τ1

can be defined by

I (0, µ, φ) = F0

4µ
S(τ1; µ, φ; µ0, φ0) (2.3.15)

and

I (τ1, −µ, φ) = F0

4µ
T (τ1; µ, φ; µ0, φ0). (2.3.16)

Thus, according to Eqs. (2.3.11) through (2.3.16), the S and T functions for any
two-layer composite can be found if the S, T, S̃, and T̃ functions are known for the
individual layers. Clearly the same holds true for the composite S̃ and T̃ functions;
the point source is positioned below the composite and the process repeated. In this
way the scattering and transmission functions for any combination of individual
layers can be determined.

Summarizing the adding process, scattering and transmission functions are ob-
tained from Eqs. (2.3.11) through (2.3.16). Emission intensities are built up from
Eqs. (2.3.1) through (2.3.10). The outgoing intensity fields for a plane-parallel at-
mosphere of any degree of vertical complexity can thus be calculated. All that is
required as input are values for IE, S, S̃, T , and T̃ for the individual layers.
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d. Starting solutions

The connection between these functions and the microphysical properties of the
layers can be found by returning to the original formal solutions of the transfer
equation, Eqs. (2.2.3) and (2.2.4). If the layer is thin enough, the Planck intensity
B is essentially constant throughout, and the diffuse field becomes vanishingly
small. Hence term (4) in Eq. (2.2.3), and term (3) in Eq. (2.2.4), suffice to describe
the emitted radiation fields in the upward and downward directions, respectively.
Letting ω̃0 and B be independent of τ (valid for a sufficiently thin layer), the solution
for Eq. (2.2.3) becomes

I (τ, µ, φ) = (1 − ω̃0) B
[
1 − e−(τ1−τ )/|µ|], (2.3.17)

and the solution to Eq. (2.2.4) is

IE(τ, −|µ|, φ) = (1 − ω̃0) B(1 − e−τ/|µ|). (2.3.18)

The solutions for the outgoing radiation fields are obtained by setting τ = 0 in
Eq. (2.3.17) and τ = τ1 in Eq. (2.3.18). Thus the outgoing intensities emitted from
a thin layer are

IE(0, µ, φ) = IE(τ1, −|µ|, φ) = (1 − ω̃0) B(1 − e−τ1/|µ|). (2.3.19)

These values can be used as starting values for IE in the repeated applications of
Eqs. (2.3.7) through (2.3.10).

On the other hand, the solution to Eq. (2.2.3) for a thin layer in the presence of
an outside point source of radiation is given by

IS(τ, µ, φ) = F0

4µ

∫ τ1

τ

e−τ ′/µ0 e−(τ ′−τ )/µ p(µ, φ; −µ0, φ0) dτ ′, (2.3.20)

which, because p is essentially independent of τ ′ across this layer, reduces to

IS(τ, µ, φ) = F0

4
p(µ, φ; −µ0, φ0)

µ0

µ + µ0

[
e−τ/µ0 − e−τ1/µ0 e−(τ1−τ )/µ

]
.

(2.3.21)

Upon letting τ = 0, the solution for the upwelling radiation field is:

IS(0, µ, φ) = F0

4

µ0

µ + µ0
p(µ, φ; −µ0, φ0)

{
1 − exp

[
−
(

1

µ
+ 1

µ0

)
τ1

]}
.

(2.3.22)
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By analogy with Eq. (2.3.15), the scattering function for a thin homogeneous layer is

S(τ1; µ, φ; µ0, φ0) = µµ0

µ + µ0
p(µ, φ; −µ0, φ0)

{
1 − exp

[
−
(

1

µ
+ 1

µ0

)
τ1

]}
.

(2.3.23)

In like manner, from Eq. (2.2.4), upon letting τ = τ1, and by analogy with
Eq. (2.3.16), the transmission function for a thin homogeneous layer is found to be

T (τ1; µ, φ; µ0, φ0) = |µ|µ0

|µ| − µ0
p(−|µ|, φ; −µ0, φ0) (e−τ1/|µ| − e−τ1/µ0 ).

(2.3.24)

Comparable expressions for S̃ and T̃ are readily developed merely by inverting the
layer and repeating the process. It is found, by virtue of the layer being homogen-
eous, that S = S̃ and T = T̃ , although some care is required in defining the sign of
µ. This completes the discussion of how the macroscopic properties of the outgoing
radiation field can be inferred for any atmosphere with vertically inhomogeneous
microscopic scattering and emission properties. The surface can be treated as a
semi-infinite layer with its own characteristic properties.

2.4 Special cases

a. Nonscattering atmospheres

The general solution of the transfer equation is highly complicated. Most of that
complexity arises from the inclusion of scattering processes. Fortunately, at least
in the thermal part of the spectrum where absorption and emission by atmospheric
gases dominate and solar radiation is negligible, scattering processes can often be
neglected and the solution simplifies considerably. If the atmosphere is nonscatter-
ing, the solution for the outgoing radiation field at the top of the atmosphere reduces
to [see Eq. (2.2.3)]

I (0, µ, φ) = I (τS, µ, φ) e−τS/µ +
∫ τS

0
e−τ/µ B(τ )

dτ

µ
, (2.4.1)

where τS is the optical depth at the planetary surface.
It is interesting to compare this result with that obtained by repeated application

of Eq. (2.3.9). Imagine an atmosphere divided into many thin layers. The top layer
has an optical thickness τ1 (not to be confused with the total optical thickness of
the atmosphere in this context), the top two layers have a composite thickness τ2,
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and so on. According to Eq. (2.3.17) the emitted intensity from the i th layer is

IE(τi−1, µ) = B(τi )
[
1 − e−(τi −τi−1)/µ

]
, (2.4.2)

where the azimuth-independent nature of the solution is indicated by deleting φ

from the notation. It readily follows by repeated application of Eq. (2.3.9) that the
outgoing intensity at the top of an atmosphere composed of n layers is

I (0, µ) = IE(τn, µ) e−τn/µ +
n∑

i=1

IE(τi−1, µ) e−τi−1/µ, (2.4.3)

or, from Eq. (2.4.2),

I (0, µ) = B(τn) e−τn/µ +
n∑

i=1

e−τi−1/µ B
(
τi− 1

2

)[
1 − e−(τi −τi−1)/µ

]
, (2.4.4)

where τ0 = 0, B(τi− 1
2
) is a mean value between τi and τi−1, τn corresponds to τS

in Eq. (2.4.1), and B(τn) is the Planck intensity of the surface. Eq. (2.4.4) is the
finite difference counterpart of Eq. (2.4.1). We use these simpler equations or their
equivalent for nonscattering atmospheres in this book, although there are occasions
when scattering is important and more extended solutions are necessary.

b. Optically thin atmospheres

Another special case is the restriction of the general solution to objects that do not
possess an atmosphere at all or that have only thin atmospheres that are transparent
in some spectral regions. Examples of the first group are Mercury, the Moon, and
most planetary satellites, although Titan is an important exception. Examples of
the second group are Mars and to some degree the Earth; both have more or less
transparent atmospheric transmission windows over restricted wavenumber ranges.
Sometimes the emissivity of the surface is less than unity because partial reflection
takes place. The outgoing intensity at the surface then is

I (τn−1, µ, φ) = B(τn−1)

[
1 − 1

4πµ

∫ 2π

0

∫ 1

0
S(τn; µ, φ; µ′, φ′) dµ′ dφ′

]

+ F0

4µ
e−τn−1/µS(τn; µ, φ; µ0, φ0)

+ 1

4πµ

∫ 2π

0

∫ 1

0
S(τn; µ, φ; µ′ , φ′) I (τn−1, −µ′, φ′) dµ′ dφ′,

(2.4.5)
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where S is a scattering function describing reflection from the surface. The first term
on the right side is the product of the Planck intensity and the surface emissivity.
The form for the emissivity arises from the requirement that the sum of emissivity
and reflectivity equals unity. The second term accounts for the reflection of reduced
incident sunlight, while the third term refers to backscattering of diffuse atmospheric
radiation. For planetary satellites without atmospheres only the first two terms are
appropriate, with τn−1 = 0.

2.5 Scattering atmospheres; the two-stream approximation

a. Single scattering phase function

Up to this point, exact analytic expressions for thin layers have been developed,
as well as numerical procedures for extending these solutions to thick layers. A
straightforward procedure for solving the transfer equation for thick nonscattering
atmospheres has been developed. It remains to find a satisfactory approximate
solution for thick scattering atmospheres, since exact analytic solutions do not
exist.

The two-stream approximation is just such a solution. The continuous radiation
field is replaced by two directed beams, one up and one down. Because the solution
is analytic, it is helpful to separate the azimuthal and polar angles. We write the
phase function [cf. Eq. (2.1.3)] as a finite series of Legendre polynomials:

p(cos �) =
N∑

λ=0

ω̃λ Pλ(cos �), (2.5.1)

where the coefficients ω̃λ are constants. Integrating Eq. (2.5.1) over all solid angles
yields

∫
ω

p(cos �)
dω

4π
= 1

4π

∫ 2π

0

∫ π

0

[
N∑

λ=0

ω̃λ Pλ(cos �)

]
sin � d� dβ, (2.5.2)

where � is the polar angle, and the azimuthal angle β is the angle of rotation about
the axis of symmetry defined by � = 0. Using the relation (Appendix 1)

1

2
(2λ + 1)

∫ +1

−1
Pm(α)Pλ(α) dα = δm,λ, (2.5.3)
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we establish the identity

∫
ω

p(cos �)
dω

4π
= ω̃0, (2.5.4)

where, from Eq. (2.1.5), ω̃0 is the single scattering albedo. Expanding P(cos �) =
Pλ[µµ′ + (1 − µ2)

1
2 (1 − µ′2)

1
2 cos(φ′ − φ)] in accordance with the addition theo-

rem of spherical harmonics we infer

p(µ, φ; µ′, φ′) =
N∑

λ=0

ω̃λ

[
Pλ(µ)Pλ(µ′) + 2

λ∑
m=1

(λ − m)!

(λ + m)!

×Pm
λ (µ)Pm

λ (µ′) cos m(φ′ − φ)

]
. (2.5.5)

Inverting the order of summation yields

p(µ, φ; µ′, φ′) =
N∑

m=0

(2 − δ0,m)
N∑

λ=m

ω̃m
λ Pm

λ (µ)Pm
λ (µ′) cos m(φ′ − φ), (2.5.6)

where

ω̃m
λ = ω̃λ

(λ − m)!

(λ + m)!
. (2.5.7)

b. Separation of variables

We try a relation for I (τ, µ, φ) of the form

I (τ, µ, φ) =
N∑

m=0

I (m)(τ, µ) cos m(φ0 − φ). (2.5.8)

With the aid of the relation

∫ 2π

0
cos k(φ′ − φ) cos n(φ0 − φ′) dφ′ =




0 (k �= n)
π cos n(φ0 − φ) (k = n �= 0)

2π (k = n = 0)



(2.5.9)

we find, upon substituting Eqs. (2.4.1) and (2.5.9) into Eq. (2.1.47) and requiring
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that Eq. (2.1.47) be valid for all φ, that Eq. (2.1.47) separates into the (N + 1)
independent equations:

µ
dI (m)(τ, µ)

dτ
= I (m)(τ, µ) − 1

2

N∑
λ=m

ω̃m
λ Pm

λ (µ)
∫ +1

−1
Pm

λ (µ′) I (m)(τ, µ′) dµ′

− 1

4
F0e−τ/µ0 (2 − δ0,m)

N∑
λ=m

ω̃m
λ Pm

λ (µ)Pm
λ (−µ0)

− δ0,m(1 − ω̃0)B(τ ) (m = 0, . . . , N ). (2.5.10)

c. Discrete streams

In the two-stream approximation the continuous radiation field is replaced by one
traveling in only two directions. Hence the integral in Eq. (2.5.10) is replaced by a
sum,

∫ +1

−1
Pm

λ (µ′) I (m)(τ, µ′) dµ′ ∼
∑

j

a j Pm
λ (µ j )I (m)(τ, µ j ), (2.5.11)

where j = ±1. If Gaussian quadrature is used, a1 = a−1 = 1 and

µ1 = −µ−1 = 1√
3
. (2.5.12)

It can be shown in the two-stream approximation that we should restrict N to ≤ 1.
Hence, from Eqs. (2.5.6) and (2.5.7),

p(cos �) = ω̃0 + ω̃1µµ′ + ω̃1(1 − µ2)
1
2 (1 − µ′2)

1
2 cos(φ′ − φ). (2.5.13)

In the thermal infrared the radiation field tends to be axially symmetric because
no off-axis localized sources (such as the Sun) contribute significantly. Thus, only
the azimuth-independent (m = 0) transfer equation is required. We have, from
Eqs. (2.5.10) through (2.5.13),

µi
dI (τ, µi )

dτ
= I (τ, µi ) − 1

2

∑
j

(ω̃0 + ω̃1µiµ j ) I (τ, µ j )

− 1

4
F0 e−τ/µ0 (ω̃0 − ω̃1µiµ0) − (1 − ω̃0) B(τ ) ( j = ±1).

(2.5.14)
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d. Homogeneous solution

Consider first the homogeneous part of Eq. (2.5.14),

µi
dI (τ, µi )

dτ
= I (τ, µi ) − 1

2

∑
j

(ω̃0 + ω̃1 µiµ j ) I (τ, µ j ). (2.5.15)

The appearance of Eq. (2.5.15) suggests a relation of the form

I (τ, µi ) = Lg(µi ) e−kτ , (2.5.16)

where L and k are constants. Substituting into Eq. (2.5.15) we find

g(µi ) = c0 + cµi

1 + kµi
, (2.5.17)

where

c0 = 1

2
ω̃0

∑
j

g(µ j ); c = 1

2
ω̃1

∑
j

µ j g(µ j ) ( j = ±1). (2.5.18)

Substituting Eq. (2.5.17) into Eq. (2.5.18) yields the pair of equations [cf.
Eq. (2.5.12)]

c0 = ω̃0

(
c0 − ckµ2

1

1 − k2µ2
1

)
; c = µ2

1ω̃1

(
c − c0k

1 − k2µ1

)
. (2.5.19)

Reduction of Eqs. (2.5.19) leads to

k = ±
[

3(1 − ω̃0)

(
1 − 1

3
ω̃1

)] 1
2

. (2.5.20)

Because Eqs. (2.5.19) are linear and homogeneous, c0 and c are not both uniquely
defined. Choosing

c0 = ω̃0, (2.5.21)

we find

c = ∓ ω̃1√
3


 1 − ω̃0

1 − 1

3
ω̃1




1
2

, (2.5.22)

depending on the sign of k. According to Eq. (2.5.20) k is double-valued. Hence,
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from Eqs. (2.5.16) and (2.5.17),

I (τ, µi ) =
∑

α

Lα

c0 + cαµi

1 + kαµi
e−kατ (i = ±1; α = ±1), (2.5.23)

where

k1 = −k−1 = [3(1 − ω̃0)
(
1 − 1

3 ω̃1
)] 1

2

c1 = −c−1 = − ω̃1√
3

(
1 − ω̃0

1 − 1
3 ω̃1

) 1
2


 . (2.5.24)

The arbitrary constants Lα (α = ±1) are determined by the boundary conditions in
the context of specific problems as they arise.

e. Outside point source

Particular integrals associated with the two inhomogeneous terms in Eq. (2.5.14)
are also required to complete the solution. Before a specific analytic solution can
be found for the integral containing the Planck intensity, it is necessary to specify
the explicit form of B(τ ). This is deferred to the appropriate sections where such
specific forms are required.

The integral containing F0 can be dealt with immediately. Writing Eq. (2.5.14)
without the Planck intensity term yields

µi
dI (τ, µi )

dτ
= I (τ, µi ) − 1

2

∑
j

(ω̃0 + ω̃1µiµ j ) I (τ, µ j )

− 1

4
F0e−τ/µ0 (ω̃0 − ω̃1µiµ0) ( j = ±1). (2.5.25)

We try a solution of the form

I (τ, µi ) = 1

4
F0 h(µi ) e−τ/µ0 (i = ±1). (2.5.26)

Substituting Eq. (2.5.26) into Eq. (2.5.25) we find

h(µi ) = µ0
γ0 + γ1µi

µi + µ0
(i = ±1), (2.5.27)

where the constants γ0 and γ1 are given by

γ0 = ω̃0

[
1 + 1

2

∑
j

h(µ j )

]
(2.5.28)
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and

γ1 = ω̃1

[
−µ0 + 1

2

∑
j

µ j h(µ j )

]
( j = ±1). (2.5.29)

Substituting Eq. (2.5.27) into Eqs. (2.5.28) and (2.5.29) yields, after some reduction,

γ0
[(

µ2
0 − µ2

1

)− ω̃0µ
2
0

]+ γ1 ω̃0 µ0µ
2
1 = ω̃0

(
µ2

0 − µ2
1

)
(2.5.30)

and

γ0 ω̃1µ0µ
2
1 + γ1

[(
µ2

0 − µ2
1

)− ω̃1µ
2
0 µ2

1

] = −ω̃1µ0
(
µ2

0 − µ2
1

)
. (2.5.31)

Further reduction yields

γ0 = ω̃0
(
µ2

0 − µ2
1

)
µ2

0(1 − ω̃0)
(
1 − µ2

1ω̃1
)− µ2

1

(2.5.32)

and

γ1 = − ω̃1(1 − ω̃0) µ0
(
µ2

0 − µ2
1

)
µ2

0(1 − ω̃0)
(
1 − µ2

1ω̃1
)− µ2

1

. (2.5.33)

Therefore Eq. (2.5.27) becomes

h(µi ) = µ2
0 − µ2

1

µ2
0(1 − ω̃0)

(
1 − µ2

1ω̃1
)− µ2

1

µ0

µ0 + µi
[ω̃0 − µiµ0 ω̃1(1 − ω̃0)]

(i = ±1), (2.5.34)

which allows the solution for Eq. (2.5.26).
Summarizing this chapter, we have derived both analytic and numerical pro-

cedures for calculating the emerging radiation field provided we can specify the
vertical distributions of the temperature as well as the gas and particle compositions.
It is also necessary to know the absorption and scattering properties of atmospheric
volume elements on a microscopic scale. In the next chapter we discuss these prop-
erties before proceeding with the task of computing the intensity of the outgoing
radiation field.



3

Interaction of radiation with matter

The discussions of the equation of transfer and the solution of this equation in
Chapter 2 rest entirely on concepts of classical physics. Such treatment was possible
because we considered a large number of photons interacting with a volume element
that, although it was assumed to be small, was still of sufficient size to contain a large
number of individual molecules. But with the assumption of many photons acting
on many molecules we have only postponed the need to introduce quantum theory.
Single photons do interact with individual atoms and molecules. The optical depth,
τ (ν), depends on the absorption coefficients of the matter present, which must fully
reflect quantum mechanical concepts. The role of quantum physics in the derivation
of the Planck function has already been discussed in Section 1.7. Both the optical
depth and the Planck function appear in the radiative transfer equation (2.1.47).

The interaction of radiation with matter can take many forms. The photoelectric
effect, the Compton effect, and pair generation–annihilation are processes that occur
at wavelengths shorter than those encountered in the infrared. Infrared photons can
excite rotational and vibrational modes of molecules, but they are insufficiently
energetic to excite electronic transitions in atoms, which occur mostly in the vis-
ible and ultraviolet. Therefore, a discussion of the interaction of infrared radiation
with matter in the gaseous phase needs to consider only rotational and vibrational
transitions, while in the solid phase lattice vibrations in crystals must be included.

In the following sections on the interaction of radiation with gas molecules we be-
gin with an overview of the physical principles of radiative transitions in molecules
in Sections 3.1 and 3.2, proceed to discussions of the properties of diatomic and
polyatomic molecules in Sections 3.3 and 3.4, and, finally, examine line strengths
in Section 3.5 and line shapes in Section 3.6. Interactions of radiation with solid
and liquid surfaces, as well as cloud particles, are the subject of Sections 3.7 and
3.8. For further information on molecular spectroscopy we refer the reader to text
books, such as Pauling & Wilson (1935), Herzberg (1939, 1945, 1950), Townes &
Schawlow (1955), or Steinfeld (1974). The book by Murcray & Goldman (1981) is
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an excellent reference showing many laboratory spectra of planetary interest. The
reader may also consult the compendium of infrared spectra by Sadtler (1972).

3.1 Absorption and emission in gases

a. The old quantum theory

Gas molecules can alter their states of vibration and rotation by exchanging energy
with the radiation field. This exchange occurs in discrete quantities, resulting in
modifications to the field at specific frequencies associated with resonances in
the molecular structure. As a consequence, molecules absorb and emit radiation
in a complex pattern of discrete lines that deviate significantly from a blackbody
spectrum. Because each type of molecule has a unique structure and, therefore,
unique energies of motion, the pattern of observed lines is characteristic of the
matter present.

Remote sensing by means of spectroscopy began early in the nineteenth century
when Josef Fraunhofer (1817) observed dark lines in the solar spectrum. Although
the visible spectra of many substances were known to be unique for each element
(Bunsen & Kirchhoff, 1861, 1863), the origin of the lines was not fully understood
until the early twentieth century. Now we know the lines reveal the presence of
certain atomic gases, including hydrogen, sodium, calcium, and magnesium, in
cooler regions of the solar atmosphere.

Niels Bohr (1913) provided the first successful explanation of the atomic hydro-
gen spectrum. Hydrogen has one proton and one electron, and exhibits a relatively
simple pattern of spectral lines. By postulating that the energy of the atom is quan-
tized, and that the atom absorbs and emits radiation by making transitions among
the quantized energy levels, Bohr was able to explain the narrowness of the lines and
their regular pattern. These lines coincide with the discrete energy differences, E ,
among the levels, with the frequency of the emitted or absorbed radiation given by
f = E/h, where h is the Planck constant. In analogy with the Solar System, Bohr
proposed a model of the hydrogen atom with a proton in the center and an electron
traveling around in the field of a central Coulomb force, −e2/4πε0r2, where e is
the charge of the electron, ε0 the dielectric constant (permittivity) of free space,
and r the radius of the electron orbit. By introducing the additional assumption that
the angular momentum of the electron, L , can only take on integral multiples of
h/2π ,

L = mvr = h

2π
n (n = 1, 2, 3, . . .), (3.1.1)

where m and v are the electron mass and velocity, respectively, Bohr derived the
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energy levels of atomic hydrogen and calculated the hydrogen spectrum with good
accuracy.

In his thesis Louis de Broglie (1924) recognized that the condition that the
electron angular momentum must be an integral multiple of h/2π implied the
electron motion to be governed by a wave, similar to that for a photon. He postulated
that a moving particle with momentum p and energy E has wavelike characteristics
with wavelength λ = h/p and frequency f = E/h. The Bohr angular momentum
of the electron in a hydrogen atom is then

L = pr = h

λ
r = h

2π
n, (3.1.2)

which gives

2πr = nλ. (3.1.3)

The Bohr rule that the angular momentum must be an integral multiple of h/2π can,
therefore, be interpreted as a requirement that the electron orbital circumference
must equal an integral number of wavelengths. In other words, after each orbital
revolution the wave that describes the electron motion must constructively interfere
with itself. This is a strong indication that the motion of material particles has
wavelike properties.

The Bohr theory, and its interpretation in terms of waves by de Broglie, was
successful in accounting for the spectra of atoms with only one electron, and it
worked approximately for alkali elements (Li, Na, Rb, Cs). However, it could not be
applied to complex systems, such as molecules, and it did not constitute a dynamical
theory of particle motion, nor did it provide an understanding of the interaction of
radiation with matter. It did, however, set the stage for the development of modern
quantum theory.

b. The Schrödinger equation

Major progress in quantum theory came with the formulation of wave mechanics by
Erwin Schrödinger (1926). An equivalent matrix theory of quantum mechanics was
simultaneously developed by Werner Heisenberg (1925). Schrödinger accepted de
Broglie’s postulate that the motion of a particle is governed by a wave; his aim was
to find a form of the wave equation applicable to quantum physics. Schrödinger
began with the classical expression of the total energy, E , of a particle being the
sum of kinetic and potential energy,

E = p2

2m
+ V, (3.1.4)
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where p is the momentum and m the mass of the particle. A de Broglie wave
traveling in the x-direction with wavelength λ = h/p and frequency f = E/h can
be expressed by a wave function

�(x, t) = ei(2π/h)(px−Et). (3.1.5)

The form of this function suggests the following associations between differential
operators and the particle momentum and energy:

∂�

∂x
= i

2π

h
p� → p = −i

h

2π

∂

∂x
(3.1.6)

and

∂�

∂t
= − i

2π

h
E� → E = i

h

2π

∂

∂t
. (3.1.7)

Substituting these operators in Eq. (3.1.4) produces a wave equation

ih

2π

∂�

∂t
= − h2

8π2m

∂2�

∂x2
+ V (x, t)�. (3.1.8)

This equation of motion of a particle moving in one dimension subject to a potential
V can be generalized to three dimensions:

ih

2π

∂�

∂t
= − h2

8π2m
∇2� + V (x, y, z, t)�. (3.1.9)

The Laplace operator, ∇2, is defined in Appendix 1.
Schrödinger derived Eq. (3.1.9), although in a different way, as the equation of

motion of a microscopic particle under the influence of a force with potential V .
This equation provides complete dyamical constraints on the particle. The wave
function �(x, y, z, t) that satisfies this equation describes the particle motion in
the sense, proposed by Max Born (1926, 1927), that the square of its absolute
value |�|2 = �∗� represents a probability distribution. The asterisk denotes the
complex conjugate value. The probability of finding the particle within a small
volume xyz is

�∗(x, y, z, t)�(x, y, z, t)xyz, (3.1.10)
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provided the wave function is normalized such that

∫ ∞

−∞

∫ ∞

−∞

∫ ∞

−∞
�∗� dx dy dz = 1. (3.1.11)

This normalization is necessary because the particle must be found somewhere
within all space with certainty.

This approach to quantum mechanics constitutes a comprehensive physical the-
ory, eliminating the shortcomings of the older Bohr theory. It applies to all physical
systems, including many-electron atoms and polyatomic molecules. Importantly,
because the Schrödinger equation is time-dependent, it treats the rates of physical
processes, including the interaction between matter and radiation. Therefore, the
strengths of spectral lines can be predicted by quantum mechanics.

c. Energy levels and radiative transitions

If the potential V is time-independent, wave functions satisfying the Schrödinger
equation can be factored into a space function and one periodic in time,

�n(x, y, z, t) = ψn(x, y, z) e−i(2π/h)Ent , (3.1.12)

where the energy, En , is constant. Each ψn describes a stationary state. The probabil-
ity density, |ψn|2, has a spatial distribution, but is constant in time. Substituting ψn

in Eq. (3.1.9) and writing V = V (x, y, z) yields the time-independent Schrödinger
equation

− h2

8π2m
∇2ψn + V (x, y, z)ψn = Enψn. (3.1.13)

To find a time-dependent solution of the Schrödinger equation we apply per-
turbation theory. We assume that a transition between two energy levels is caused
by a time-dependent influence, which we represent as a small additive potential,
v(x, y, z, t). The Schrödinger equation is then

ih

2π

∂�

∂t
= − h2

8π2m
∇2� + V (x, y, z)� + v(x, y, z, t)�. (3.1.14)

The time-dependent wave function, �, can be expressed as a linear combination of
the �n in Eq. (3.1.12). The integral

∫
ψ∗

n v(x, y, z, t)ψm dτ = Vnm(t); dτ = dx dy dz (3.1.15)
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is a time-dependent perturbation matrix that causes transitions between energy
levels Em and En . The ψn are the time-independent wavefunctions. The perturbation
represents a coupling between the radiation field and the molecule or atom. This
matrix element is used later to identify allowed transitions and to find their rates.

To examine the behavior during a transition, consider a molecule that is initially
in state ψ1. What is the probability of finding the molecule in another state ψ2 at
a later time t? In a radiation field the molecule will be subjected to an oscillating
electric field,

E(t) = E0 cos 2π f t. (3.1.16)

E and E0 are vectors in x, y, and z. The interaction energy is given by the scalar
product of this field and the electric dipole moment, M, of the molecule,

v(t) = M · E0 cos 2π f t. (3.1.17)

The dipole moment is defined as

M =
∑

i

qi ri , (3.1.18)

where qi and ri are the charges and position vectors of all nuclei and electrons in
the molecule. The matrix element, Eq. (3.1.15), also called the transition moment,
is then

V21(t) =
∫

ψ∗
2 v(t)ψ1 dτ = E0

(∫
ψ∗

2 Mψ1 dτ

)
cos 2π f t

= E0 · R21 cos 2π f t. (3.1.19)

The quantity R21, thus defined, is the electric dipole moment matrix. The probability
of finding the molecule in state ψ2 with energy E2 after time t is given by (see
Steinfeld, 1974),

P21(t) = 4π2

h2
I |R21|2

sin2
(

1
2 W t

)
W 2

, (3.1.20)

where I = |E0|2 and

W = 2π

[
f − 1

h
|E1 − E2|

]
. (3.1.21)
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The probability only reaches large values when W 2 is near zero, that is, when
f =|E1−E2|/h. This is just the emission frequency given by Bohr’s original theory.
Usually the observed transition rate T21 = P21/t is an average over frequency,

T21 = 1

t

∫ +∞

−∞
P21( f, t) d f = 8π3

h2
I |R21|2; (3.1.22)

T21 times t is the probability of finding the molecule in ψ2 after time t when the
radiation energy is distributed uniformly over a range of frequencies. The transition
rate T21 is, therefore, proportional to the intensity of the radiation field and the square
of the dipole moment matrix. The lifetime of the transition, or time per transition,
is the reciprocal of T21.

Two types of transition have rates described by Eq. (3.1.22), depending on the
intensity and the square of the dipole moment matrix. One is absorption, where
the molecule goes from a lower to an upper state with removal of a photon, and
the other is stimulated emission, where the molecule changes from an upper to a
lower state under influence of the radiation field with the generation of a photon.
A third type of transition, spontaneous emission, is not described by Eq. (3.1.22).
In this process, a molecule in an upper state decays to a lower state and emits a
photon. The rate of spontaneous emission is independent of the radiation field. The
relationships among the three types of transition are treated in the discussion of line
strength in Section 3.5.

Electric dipole transitions, that is, transitions resulting from the interaction of the
radiation field with the molecular electric dipole moment, are the most common
transitions encountered in planetary spectra. There are other, generally weaker,
types of transitions, however. The molecule might have an electric quadrupole
moment or magnetic dipole moment, both of which interact with the radiation field.
In particular, electric quadrupole transitions are important in diatomic molecules
of identical atoms, since these have no dipole moment. Magnetic dipole transitions
are rare in planetary spectra. Weak electric dipoles can also be induced in molecules
during collisions with other molecules, and these are treated in Subsection 3.3.d.

3.2 Vibration and rotation of molecules

A molecule can be visualized as an aggregate of atoms bound together by a balance
of mutually attractive and repulsive forces. Individual atoms vibrate with respect to
one another while the molecule as a whole rotates about any spatial axis. Both types
of motion occur simultaneously, and transitions between pairs of vibration–rotation
states create the characteristic patterns of infrared spectra.

Sharing of valence electrons, that is, electrons in the outer shell among their
orbitals, binds atoms into a molecular structure. Electronic binding forces create a
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three-dimensional potential energy distribution in which the atoms move. Although
the electronic structure of a molecule may be in one of many states, thermal
excitation encountered by the molecule in a planetary atmosphere almost always
leaves the molecule in the ground electronic state. All motions of a given molecule
occur, therefore, within the same ground state potential distribution. Because elec-
trons travel much faster than nuclei, the assumption is usually made (called the
adiabatic approximation) that the electronic energy depends only on the positions
of the nuclei and not on their own velocities. The potential energy distribution is
then a function of the internuclear distances alone. The potential energy has a mini-
mum at locations where the attractive binding forces balance repulsive internuclear
forces. A typical potential energy curve for a diatomic molecule (hydrogen chloride,
HCl) is shown in Fig. 3.2.1. Without vibration the atoms are at the minimum and
the molecule is in its equilibrium configuration with internuclear separation re.

For small displacements from equlibrium a molecule can be regarded as a group
of atomic or nucleonic masses linked by springs; the atoms behave as a set of coupled
harmonic oscillators. Each atom is in a part of the potential that is approximately
parabolic and nearly obeys Hooke’s law. The potential energy, V , is then

V = 1
2 k(q − qe)2, (3.2.1)

where k is the force constant, q is a molecular coordinate such as an interatomic
separation or an angle between atomic bonds, and qe is the equilibrium value of the
coordinate. The overall vibration of the molecule is a linear combination of several
fundamental, or ‘normal’ modes of vibration, each having a well-defined vibration
frequency. These frequencies can be estimated from a knowledge of the potential

Fig. 3.2.1 Potential energy for hydrogen chloride (HCl). The curve is approximately
parabolic near minimum and deviates from this harmonic dependence as the nuclear sep-
aration is increased or decreased.
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curve shown in Fig. 3.2.1. Although this figure is for a diatomic molecule, the forces
encountered in a polyatomic configuration are similar in shape and magnitude. From
the change of slope of the curve with increasing displacement the force constant k
is found to be of the order 1015 electron-volts per square meter, or about 1028 atomic
mass units per square second. The frequency, ω = 2π f (in radians per second), of
a simple harmonic oscillator with this force constant is

ωv = (k/m)
1
2 , (3.2.2)

where m is an effective mass for the oscillator, and is similar in magnitude to the
atomic masses. Vibration wavenumbers of molecular modes normally fall in the
range 50–5000 cm−1.

As for rotation, if the molecule is regarded as a rigid aggregate of atoms rotating
as a unit, its angular momentum is

L = Iωr, (3.2.3)

where I is the moment of inertia about the rotation axis and ωr is the rotation
frequency. The Bohr quantum theory (Eq. 3.1.1) requires the angular momentum
to be an integral multiple of h/2π . Therefore, the rotation frequency can take on
values

ωr = n
h

2π I
(n = 1, 2, 3, . . .). (3.2.4)

The moment of inertia, I , is of the order of the molecular mass multiplied by the
square of the molecular radius, or about 10−46 kg m2. At temperatures commonly
found in planetary atmospheres molecules only reach the lower levels of n. Typical
rotation wavenumbers range from 1 to 300 cm−1, which is generally below the range
of vibration wavenumbers. Rotational levels form a low-energy series beginning
at zero, and also create a series within each vibrational energy level. The infrared
spectrum of a molecule appears as a set of bands corresponding to changes in
vibration states, with a fine structure of lines within each band due to changes in
rotation states. Vibration and rotation of molecules are first discussed in Section 3.3
for diatomic and then in Section 3.4 for polyatomic molecules.

3.3 Diatomic molecules

The simplest type of molecule is the diatomic configuration, where two atoms, either
of the same element (H2, N2) or of different elements (HCl, CO), join together. The
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derivation of spectral characteristics of diatomic molecules is an elementary, but
nevertheless important, application of the Schrödinger equation because diatomic
species are abundant in planetary atmospheres. Indeed, the atmospheres of the Earth,
the giant planets, and Titan have diatomic molecules as their major constituents
(H2, N2, O2).

a. Vibration

In a diatomic molecule all vibratory motion takes place along the line joining both
atoms. The vibration can be understood as oscillations of the two nuclei in one
dimension, as shown in Fig. 3.3.1. Choosing this dimension to be the x-axis and
designating the masses of the nuclei m1 and m2, the time-independent Schrödinger
Eq. (3.1.13) for the motion of the nuclei is

− h2

8π2

(
1

m1

∂2

∂x2
1

+ 1

m2

∂2

∂x2
2

)
ψ + V (x2 − x1)ψ = Eψ. (3.3.1)

The potential energy V is a function of only one parameter, r = x2 − x1, the dis-
tance between the nuclei. Near the equilibrium distance, re, when the molecule is at
the bottom of the potential well (Fig. 3.2.1), the potential is approximately parabolic,
and the vibration approximates that of a harmonic oscillator, just as if the nuclei
were connected by a linear spring. If we write q = r − re for the displacement from
equilibrium, Eq. (3.3.1) becomes

h2

8π2µ

∂2ψ

∂q2
+ (E − 1

2 kq2
)
ψ = 0, (3.3.2)

Fig. 3.3.1 Oscillation of a diatomic molecule. The vibration can be described by a single
parameter, r , the nuclear separation. The separation re is the equilibrium distance, where
the net force is zero.
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where µ is the reduced mass,

µ = m1m2

m1 + m2
. (3.3.3)

The problem of two masses coupled by a springlike force has thus been transformed
into the equivalent problem of a single mass, µ, moving on the same potential curve
with its position coordinate equal to the displacement of the two atoms from their
equilibrium distance.

Equation (3.3.2) can be solved for the vibration energy levels accessible to any
diatomic molecule undergoing simple harmonic motion. The solution proceeds by
trying wavefunctions of the form

ψ(q) = Ae−αq2/2 H
(
α

1
2 q
)

(3.3.4)

where

α = 2π

h
(µk)

1
2 (3.3.5)

and A is a constant. Substituting Eq. (3.3.4) into Eq. (3.3.2) produces an equation
for H , which turns out to be the Hermite differential equation, whose solution may
be found in textbooks (e.g., Courant & Hilbert, 1931). The equation is satisfied
by a set of functions Hv(α

1
2 q), called Hermite polynomials (v = 0, 1, 2, . . .), each

of which gives a corresponding solution ψv(q) to Eq. (3.3.2). The coefficient A
is chosen to normalize ψv so that

∫ |ψv|2 dq = 1. The energies E(v), which are
eigenvalues associated with the ψvs, have the discrete values

E(v) = h

2π

(
k

µ

) 1
2 (

v + 1
2

) = h

2π
ω
(
v + 1

2

)
. (3.3.6)

The coefficient ω = 2π f corresponds to the classical oscillation frequency of the
vibration in radians per second. The vibrational quantum number, v, can only be
zero or a positive integer. The energy levels form a series,

1

4π
hω,

3

4π
hω,

5

4π
hω, . . . , (3.3.7)

located at half-integer units of hω/2π . The zero-point energy atv = 0 is not zero but
hω/4π . The energy levels of a simple harmonic oscillator are shown in Fig. 3.3.2.
Table 3.3.1 lists the vibration frequencies of several diatomic molecules.
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Table 3.3.1 Vibration frequencies and rotation
constants of several diatomic molecules

Molecule ν(cm−1) B(cm−1)

H2 4395 60.8
N2 2360 2.01
O2 1580 1.45
CO 2170 1.93
SiO 1242 0.73
SO 1124 0.71
HCl 2990 10.6

Fig. 3.3.2 Energy levels of a simple harmonic oscillator. The potential energy for harmonic
motion is parabolic. The internuclear distance, re, is the equilibrium separation.

A molecule in one state can make a transition to another state by emitting or
absorbing a photon. For a purely harmonic oscillator this can only occur in units of
hω/2π . This selection rule follows from the way the interaction energy couples two
states of the molecule. The interaction energy is E · M, where E is the electric field
vector of the radiation and M is the electric dipole moment, M = �en · Xn . The sum
is over all charged particles in the system, each with charge en and coordinate vector
Xn . If the molecular axis is chosen to be the x-axis, then My = Mz = 0 and, to a good
approximation, Mx = M0 + M1q . This is an approximate expression for the dipole
moment consisting of a constant, M0, and a linear term, M1q , which represents the
change in dipole moment with nuclear displacement q. The probability of a radiative
transition between ψv′ and ψv′′ is proportional to the electric dipole moment matrix
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[compare with Eq. (3.1.19)]. Only the x-components are nonzero in our simplified
case, so the matrix elements are (setting M = Mx )

Rv′v′′ =
∫

ψ∗
v′ Mxψv′′ dq = M0

∫
ψ∗

v′ψv′′ dq + M1

∫
qψ∗

v′ψv′′ dq. (3.3.8)

A transition is allowed if Rv′v′′ �= 0. The orthogonality of the terms ψv′ and ψv′′

makes the first integral nonzero only if v′ = v′′; therefore, the first term with M0

does not couple different states. However, the properties of the Hermite polynomials
make the second term nonzero only if v′ = v′′ ± 1. This selection rule, v = ±1,
holds strictly for a harmonic oscillator when Mx = M0 + M1q.

A diatomic molecule consisting of dissimilar atoms has a permanent dipole
moment M0 and a dipole moment derivative M1. In general, the more dissimilar
the electronegativities (abilities to attract a shared electron pair) of the atoms, the
larger M0 and M1, and the stronger the observed transitions tend to be; for instance,
HCl absorbs more radiation per molecule than does CO. Moreover, a homonuclear
diatomic molecule has a completely symmetric structure and no dipole moment,
that is, M0 and M1 are zero. Therefore, H2, N2, and O2 do not normally exhibit
infrared spectra due to electric dipole transitions. However, if the molecular number
density is sufficiently high, they can undergo transitions resulting from collisionally
induced dipoles. This is important in the H2 atmospheres of the giant planets, as
discussed in Section 3.3.d. Homonuclear diatomic molecules can also undergo
much weaker (by 10−7–10−9) electric quadrupole transitions. The derivation of the
vibrational selection rule for these transitions follows analogously to that for the
electric dipole case. Substituting the quadrupole moment in Eq. (3.3.8) leads to the
same result: v = ±1.

A simulated vibrational spectrum of carbon monoxide is shown in Fig. 3.3.3.
The strong fundamental transition at ν0 = 2143 cm−1 corresponds to a change
in vibrational quantum number from 1 to 0. If carbon monoxide were a per-
fect harmonic oscillator, all transitions of the type v = 2–1, 3–2, etc. would fall
exactly at that position, rather than being offset slightly as they appear in mea-
sured spectra. In addition, the overtone transitions at 2ν0 and 3ν0 corresponding to
v = ±2 and ± 3, would not be allowed by the harmonic selection rule.

Because the transition at ν0 dominates the spectrum, the harmonic oscillator
seems to be a valid approximation for diatomic molecules, but it is clear from
Fig. 3.3.3 that anharmonic effects will have to be included if we wish to reproduce
observed spectra in detail. In all diatomic molecules the deviation of their potential
energy curve from a strictly parabolic shape causes the departure from harmonicity.
The curve for HCl in Fig. 3.2.1 is only approximately parabolic near minimum and
deviates more so at large nuclear displacements. Indeed, a parabola cannot describe
the actual curve; as the nuclear separation is increased indefinitely the molecule
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splits into two isolated atoms and the potential energy approaches a dissociation
limit, whereas the parabola goes to infinity.

When the potential energy function, V , is generalized, the vibration energies
given in Eq. (3.3.6) become

E(v) = hω/2π
[(

v + 1
2

)− a
(
v + 1

2

)2 + b
(
v + 1

2

)3 + · · · ], (3.3.9)

where successive terms in the series diminish rapidly in magnitude. The coefficient
a is written with a minus sign because the second-order term generally subtracts
from the energy in real molecules. Only a few terms are needed in Eq. (3.3.9) to
describe observed spectra to within experimental accuracies. The coefficients in
Eq. (3.3.9) are commonly found by measuring the precise frequencies of spectral
lines and then deriving the energy levels.

The energy levels given by Eq. (3.3.9) are not equally spaced, as in the harmonic
case. They are separated by intervals slightly less than hω/2π , which become
smaller as v increases. In the CO spectrum shown in Fig. 3.3.3, the weaker lines
near the fundamental at ν0 = 2143 cm−1 form a series toward lower wavenumbers.

Fig. 3.3.3 Simulation of the vibrational spectrum of carbon monoxide (CO). Only the posi-
tions of the vibration frequencies are shown (without rotational structure). The wavenumber
scale has been segmented to more clearly show the effects of anharmonicity. Purely rota-
tional transitions with v = 0 all occur at zero wavenumber, while v = 1, 2, 3, . . . are
split by anharmonic motion. Intensities as shown are not intended to be accurate.
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The transitions v = 1–0, 2–1, 3–2, . . . correspond to progressively smaller
changes in energy. This also occurs in the overtones (v = 2–0, 3–1, 4–2, . . .
and v = 3–0, 4–1, 5–2, . . . ).

The overtones, which were strictly forbidden in the harmonic oscillator, are
allowed in the anharmonic case because small transition probabilities now exist
between any two states. The selection rule on v becomes relaxed to include

v = ±1, ±2, ±3, . . . . (3.3.10)

As can be seen from the relative transition intensities in Fig. 3.3.3, the fundamental
v = ±1 is far more intense than the overtones, indicating that the vibration of the
molecule is close to harmonic.

b. Rotation

Rotation of a diatomic molecule can be treated approximately by regarding the
molecule as two masses m1 and m2 at a fixed separation re. In this model the
molecule rotates about an axis perpendicular to the line joining the nuclei. If r1 and
r2 are the distances of m1 and m2 from the center of mass, and ω is the rotation
frequency, the classical expression for the energy is

E = L2

2I
, (3.3.11)

where L = Iω is the angular momentum and I = m1r2
1 + m2r2

2 is the moment of
inertia about the rotation axis. The moment of inertia can also be expressed in terms
of re = r1 + r2 and the reduced mass, µ,

I = m1m2

m1 + m2
r2

e = µr2
e . (3.3.12)

Although in classical theory E and ω can assume any value, in quantum mech-
anics the rigid rotator can only exist in discrete energy states. To find these we
use the time-independent Schrödinger equation (3.1.13), which we now write for
the nuclei and without a potential energy term (the masses are assumed to have a
fixed separation),

h2

8π2

(
1

m1
∇2

1 + 1

m2
∇2

2

)
ψ + Eψ = 0. (3.3.13)

Similar to the treatment of the harmonic oscillator, this equation of motion can be
transformed into one for a mass µ moving at radius re = (x2 + y2 + z2)

1
2 about the
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origin. The orientation of the molecule can be specified in polar coordinates θ and
φ. In these coordinates the Schrödinger equation is

1

sin θ

∂

∂θ

(
sin θ

∂ψ

∂θ

)
+ 1

sin2 θ

∂2ψ

∂φ2
+ 8π2µr2

e

h2
Eψ = 0. (3.3.14)

The solutions to this equation are

ψJ M =
[

(2J + 1)(J − |M |)!
4π (J + |M |)!

] 1
2

eimφ P |M |
J (cos θ ), (3.3.15)

where M and J are integers obeying |M | ≤ J ; J is always positive or zero. The P |M |
J

are associated Legendre polynomials. The corresponding energies of the rotating
molecule are

E = h2

8π2µr2
e

J (J + 1) (J = 0, 1, 2, . . .). (3.3.16)

Comparison with Eq. (3.3.11) shows that the classical angular momentum L in-
creases approximately as J . J can be identified as the quantum number for the
angular momentum while M can be regarded as the projection of J on the polar
axis. Thus, the angular momentum is

L = h

2π
[J (J + 1)]

1
2 ∼ h

2π
J, (3.3.17)

which is similar to the axiom of the Bohr quantum theory, Eq. (3.1.1). It differs
from the Bohr version in that [J (J + 1)]

1
2 is not an integer, and J and L can be

zero. The classical rotation frequency ω is related to the quantum number J by

ω = L

µr2
e

= h[J (J + 1)]
1
2

2πµr2
e

, (3.3.18)

demonstrating a nearly linear dependence of ω on J . In units of cm−1 the energy
expression, Eq. (3.3.16), is

F(J ) = E

hc
= B J (J + 1), (3.3.19)
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where B is called the rotational constant,

B = h

8π2cµr2
e

= h

8π2cI
. (3.3.20)

The selection rule for a transition between one state J ′ and another J ′′ can be
derived from the wavefunctions given by Eq. (3.3.15). Again the interaction energy
between two states is proportional to the dipole moment M, which is constant for
a rigid molecule. The selection rule on J is found from the electric dipole moment
matrix [see Eq. (3.1.19)],

RJ ′ M ′ J ′′ M ′′ =
∫

ψ∗
J ′ M ′MψJ ′′ M ′′ dτ. (3.3.21)

Relationships among the associated Legendre functions contained in the ψJ M

terms [see Eq. (3.3.15)] cause the integral in Eq. (3.3.21) to be nonzero only if
J ′ = J ′′ ± 1. This selection rule, J = ±1, means that the angular momentum
can only change in units of h/2π .

The selection rule for electric quadrupole transitions, the strongest allowed for
homonuclear diatomic molecules, can be derived using a similar, though more
complex, approach. The result is J = ±2; the odd- and even-J levels do not mix.

Applying the selection rule J = 1 for purely rotational transitions to the
rotational energy [Eq. (3.3.19)], the allowed transition wavenumbers are

ν = F(J ′) − F(J ′′) = F(J + 1) − F(J ) = 2B(J + 1), (3.3.22)

where J refers to the lower state. This series begins with a transition at 2B and
continues at equal intervals; it is the spectrum of a rigid rotator. Figure 3.3.4 shows
the pattern formed by the purely rotational transitions in carbon monoxide. The
spectrum appears as nearly equally spaced lines increasing in intensity to a maxi-
mum and then decreasing gradually to zero as J becomes large. The distribution
of intensities in rotational spectra are discussed in Section 3.5.

The line spacing, 2B for a particular diatomic molecule, can be estimated from
Eq. (3.3.18) by substituting the atomic masses and separations. In general, heav-
ier molecules will have smaller rotational B constants and smaller line spacings.
Table 3.3.1 lists the rotational constants for several diatomic molecules.

Although the rigid rotator model predicts a line structure that agrees reasonably
well with observed spectra, a detailed comparison shows that the resemblance is not
perfect. In Fig. 3.3.4 the lines appear equally spaced, but in reality decrease slightly
in spacing as J increases. This is not surprising, since the molecule is not perfectly
rigid, but stretches slightly in response to centrifugal forces. The rotational energy
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Fig. 3.3.4 Simulation of the purely rotational spectrum of carbon monoxide. The relative
line intensities are approximately correct for a temperature of 300 K. The rotational quantum
number J is for the lower state of the transition.

levels corrected for centrifugal effects are given by

F(J ) = E

hc
= B J (J + 1) − D J 2(J + 1)2. (3.3.23)

The coefficient D is called the centrifugal distortion constant. The negative sign
preceding D is conventionally written explicitly to yield positive values of D. The
effect of D is to lower each energy level slightly as compared to that of a rigid
rotator. A single correction term is usually sufficient to describe rotational structure
observed in moderate resolution spectra, but at high resolution a higher order term
in J 4(J + 1)4 is often needed.

c. Vibration–rotation interaction

So far we have treated the vibration and rotation of a diatomic molecule as two sepa-
rate motions. Vibration and rotation occur simultaneously, of course, and transitions
between energy levels can involve changes in both vibration and rotation quantum
numbers, v and J . The vibration–rotation combination gives rise to observed
spectra with not only the expected vibration transitions, but also rotational fine struc-
ture around each of the vibrational wavenumbers. Calculation of vibration–rotation
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structure is the final step in predicting the detailed positions of lines in observed
spectra.

As a first approximation the rotational energy simply adds to the vibrational en-
ergy. With anharmonicity and centrifugal distortion, the energy in wavenumbers is

F(v, J ) = E

hc
= ν0

(
v + 1

2

)− ν0a
(
v + 1

2

)2 + B J (J + 1) − D J 2(J + 1)2,

(3.3.24)

where ν0 = ω/2πc is the classical vibration wavenumber. To be completely valid,
however, the energy expression for combined vibration and rotation also must
include interaction between both types of motion. To see why, consider the conse-
quences to the rotational constant B as the vibrational state is changed. As discussed
earlier, the frequency of vibration is typically much higher than that of rotation,
so that the B value results from an average molecular configuration and moment
of inertia, as the dimensions change during vibration. B is therefore a function
of vibrational state, and will be progressively smaller as the vibrational quantum
number v increases. B(v) can be approximated as a linear function of (v + 1

2 ),

B(v) = Be − α
(
v + 1

2

)
. (3.3.25)

Be is the equilibrium value of the rotational constant corresponding to the
equilibrium internuclear separation re. The coefficient α is small compared to Be

because the displacement during vibration is generally a small fraction of re. The
negative sign is conventionally used to make α positive; B(v) is never equal to
Be, even in the ground vibrational state v = 0.

A similar dependence on vibrational state applies to the centrifugal distortion
constant D. As the molecule rotates the ‘stretching’ distortion of the internuclear
separation is characterized by D, and this effect will change from one vibrational
state to another. This vibrational dependence can again be approximated as a linear
function of (v + 1

2 )

D(v) = De + β
(
v + 1

2

)
. (3.3.26)

Again, β is much smaller than the equilibrium distortion constant De.
By introducing B(v) and D(v) into Eq. (3.3.24) we obtain the vibration–rotation

energy, including interactions between vibration and rotation

F(v, J ) = ν0
(
v + 1

2

)− ν0a
(
v + 1

2

)2
+ Be J (J + 1) − α

(
v + 1

2

)
J (J + 1)

− De J 2(J + 1)2 − β
(
v + 1

2

)
J 2(J + 1)2. (3.3.27)
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This expression combines the overall dependence of the energy levels on both
vibration and rotation. The pattern of energy levels can be thought of as a ladder
of widely spaced vibration energies, identified by v, each split into a more closely
spaced ladder of rotation energies, identified by J .

As can be seen from the last two terms in Eq. (3.3.24), the rotational energy
level structure in each vibrational state resembles that for the vibrationless nonrigid
rotator in Eq. (3.3.23). The rotational ladder in each vibration state begins (for
J = 0) at the energy given by the first two, purely vibrational terms in Eq. (3.3.24).
The rotational levels within each vibrational level follow a pattern similar to that
described by Eq. (3.3.23), except that the rotational coefficients are now assigned
their vibrationally dependent values B(v) and D(v). This overall vibration–rotation
dependence is embodied in Eq. (3.3.27).

A transition between two vibration–rotation energy levels will be accompanied
by emission or absorption of a photon at wavenumber

ν = E ′

hc
− E ′′

hc
= F(v′, J ′) − F(v′′, J ′′), (3.3.28)

where F(v, J ) is given by Eq. (3.3.27). The selection rules J = ±1 and
v = 0, ±1, ± 2, . . . apply in the case of combined vibration–rotation, where
v = 0 is for pure-rotation transitions. Each transition appears in the spectrum
as a band, or set of lines corresponding to the many rotational transitions that may
accompany a vibrational transition. The separations between rotational lines are
generally much smaller than the separations between vibration bands. Each band is
centered at its vibrational wavenumber νi ∼ ν0(v′ − v′′), and is composed of two
series of rotational lines. These are described approximately by

ν = νi + 2B(J + 1) for J = +1 (3.3.29)

and

ν = νi − 2B(J + 1) for J = −1. (3.3.30)

The series produced by J = +1 transitions extends to higher wavenumbers and
is referred to as the R-branch. The J = −1 transitions form a series toward
lower wavenumbers and is called the P-branch. Lines in the P and R branches are
separated by approximately 2B. Figure 3.3.5 shows the v = 1–0 spectrum of carbon
monoxide. The variation in strength among the rotational lines will be discussed in
Section 3.5.
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Fig. 3.3.5 Simulation of the v = 1–0 band of carbon monoxide. The band center is at
2143 cm−1, and the P- and R-branch rotational series extend toward lower and higher
wavenumbers. The rotational quantum number shown (J ) is for the lower state of the
transition. The line intensities are approximately correct for 300 K.

d. Collision-induced transitions

Homonuclear diatomic molecules (H2, N2, O2) have no permanent dipole moment,
and, therefore, no electric dipole transitions. However, at high pressure and long path
length, electric dipole absorption is observed. This absorption results from a short-
time collisional interaction between molecules. Radiative transitions among rot-
ational, vibrational, and translational states of colliding pairs of molecules can take
place, even though they are not allowed in the isolated molecules. This process is es-
pecially important in the atmospheres of the giant planets, where collision-induced
absorption by molecular hydrogen dominates the far infrared spectrum (Trafton,
1966). This spectrum has been studied in the laboratory by Birnbaum (1978) and
Bachet et al. (1983), and has been characterized by Birnbaum & Cohen (1976).

During a collision a transient dipole moment arises as the electron distribution
is distorted by long-range forces or overlapping charge densities. The magnitude
of the dipole moment is extremely small: 10−3–10−2 in units of ea0, the product
of the charge of the electron and the Bohr radius of the hydrogen atom. The shape
and intensity of observed spectra are determined by the induced dipole moment
µ(R, r1, r2), and the interaction potential V (R, r1, r2) where R is the intermolecular
separation and ri are the vibrational coordinates of molecule i . Both µ and V depend
on the orientations of the molecules. Collision-induced transitions arise from free
pairs and from bound pairs (dimers). The induced dipole moment can arise in
collisions between two molecules (H2–H2, H2–N2, H2–CH4), a molecule and an
atom (H2–He), or between two dissimilar atoms (He–Ar).



3.3 Diatomic molecules 79

Fig. 3.3.6 The collision-induced spectrum of H2 at a temperature of 195 K. Experimental
data are shown with + marks. The ordinate is in units of absorption strength per density
squared. Computed curves are shown for the translational spectrum, and for the pure-rotation
J = 0 → 2, 1 → 3, 2 → 4, and 3 → 5 lines (after Bachet et al., 1983).

Collision-induced absorption from free pairs of molecules appear as broad lines
or bands located at the wavenumbers of the pure-rotation or vibration–rotation
transitions in the participating individual molecules. Figure 3.3.6 shows the spec-
trum for H2–H2 collisions (Bachet et al., 1983) [see also Courtin (1988)]. In the far
infrared (below 200 cm−1) a weak translational band is also present. In H2 the promi-
nent features in planetary atmospheres occur at the pure-rotation J = 0 → 2 and
1 → 3 transitions located at 354 and 587 cm−1. The widths of collision-induced
features are extremely large, about 100 cm−1 or more, because the time during
the collision in which the partners are interacting is very short (∼10−12 seconds
or less). The width of a spectral line is related to the reciprocal of the collision
duration.

The details of interaction between two molecules or an atom and molecule are
complex, and depend on the minimum separation of the partners during a col-
lision. If the separation is small enough to allow temporarily some van der Waals
binding of the partners, a longer-lived molecular complex, a dimer, is formed.
In contrast to the free pair case, the partners in a dimer arrange in a quasi-
stable geometry and the complex behaves similarly to a large molecule. The
interaction time increases giving rise to much narrower (∼1 cm−1) lines. These
may appear near the centers of the free pair induced-dipole lines. Such lines in
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H2–H2 have been observed on Jupiter and Saturn (McKellar, 1984; Frommhold
et al., 1984).

The absorption in the collision-induced features, both from free pairs and dimers,
grows in proportion to both the number of molecules per volume element and
the number of collision partners. Therefore, collision-induced absorption depends
on the product of the densities of the partners. When the partners are the same
(H2–H2, N2–N2), the absorption depends on the square of the density. The absorp-
tion strength also increases at lower gas temperatures, since this corresponds to
higher densities at a given pressure, and because the molecules are thermally dis-
tributed over fewer energy levels. The theory and spectroscopy of collision-induced
absorption have been reviewed by Welsh (1972) and by Birnbaum (1985).

3.4 Polyatomic molecules

Molecules with three or more atoms exhibit spectra of greater complexity than
those with only two, but much of the overall structure of polyatomic spectra can be
understood by generalizing the basic principles developed for the diatomic case.
For example, the polyatomic molecule can be viewed in first approximation as a
set of masses linked by springs undergoing simple harmonic oscillations while its
rotation can be approximated by that of a rigid aggregate of atoms, just as with the
diatomic molecules. Moreover, anharmonic effects and centrifugal distortion arise
in polyatomic molecules for similar reasons as in diatomic molecules. Following
the approach of Section 3.3 we begin with the classical picture of vibration and
rotation and then introduce quantum mechanics to derive the true appearance of
molecular spectra.

a. Vibration

Whereas the diatomic molecule has only one fundamental oscillation frequency,
the polyatomic molecule generally vibrates in several modes, each with a different
frequency. The number of possible vibration modes depends on the number of
nuclei. Each of the N nuclei can move in the x-, y-, and z-directions, giving a total
of 3N degrees of freedom. Six of those degrees, however, correspond to the motion
of the molecule as a whole. These are, for instance, the three coordinates of its
center of mass and the three angles defining its orientation in space. Therefore, the
total number of degrees of freedom available for vibration is 3N − 6. For a linear
molecule only two angles are needed to specify its orientation, so the number of
vibrational degrees of freedom is 3N − 5 in that case. This rule also applies to
diatomic molecules, which are linear by definition, and have only 3 × 2 − 5 = 1
degree of freedom.



3.4 Polyatomic molecules 81

As an example consider ammonia (NH3), which is a nonlinear molecule consist-
ing of four atoms. The relative positions of the three hydrogen nuclei are specified
by the three distances between H–H pairs, and the position of the nitrogen nucleus
is given by the three N–H distances. This permits a total of 3 × 4 − 6 = 6 vibra-
tional degrees of freedom. An example of a simple linear molecule is hydrogen
cyanide (HCN) with three atoms. Here the relative positions of the three nuclei
during vibration are given by the H–C and C–N separations, plus the projections
of the H–C–N angle on two fixed orthogonal planes intersecting on the H–C axis.
The result is four vibrational degrees of freedom; as discussed below, two of these
have the same frequency.

The number of degrees of freedom equals the number of normal modes of vi-
bration. The normal modes, also called fundamental modes, are a set of harmonic
motions, each independent of the others and each having a distinct frequency. It
is possible for two or more of the frequencies to be identical, and the correspond-
ing modes are said to be degenerate. However, the total number of modes in the
individual degenerate states are counted separately and still total 3N − 6 for non-
linear and 3N − 5 for linear molecules. A set of coordinates can be defined, each of
which gives the displacement in one of the normal modes of vibration. The normal
coordinates can be expressed as combinations of the x-, y-, and z-coordinates of
the individual nuclei.

Consider now carbon dioxide (CO2), a linear triatomic molecule. Figure 3.4.1
shows the 3 × 3 − 5 = 4 normal modes of vibration. The directions and relative
amplitudes of displacements in the four modes are indicated by arrows. In the first
mode the carbon nucleus is stationary while the two oxygen nuclei oscillate sym-
metrically. Because this symmetric motion does not generate a dipole moment,
infrared transitions to this state are forbidden. In the second and third modes the
molecule bends in two, orthogonal planes. The second and third modes are, there-
fore, degenerate. The last mode has the carbon nucleus moving alternately toward
one and then the other of the two oxygen nuclei. The normal modes are convention-
ally labeled ν1, ν2, and ν3, respectively, with ν2 referring to the combination of the
two degenerate bending modes. The water molecule (H2O) provides an example
of a nonlinear triatomic molecule. Figure 3.4.2 shows the 3 × 3 − 6 = 3 normal
modes of vibration. No analog exists here to the degenerate modes in CO2. Again,
the modes are conventionally labeled ν1, ν2, and ν3.

The important characteristic of a normal mode is the harmonic motion of each
nucleus; the overall motion of the molecule in each mode is then also harmonic. The
classical picture of the molecule is, therefore, a set of independent harmonic oscil-
lators. Each oscillator has its own frequency, ωi , which, by analogy with Eq. (3.2.2),
can be related to an effective mass, mi , and spring constant, ki , by ωi = (ki/mi )

1
2 .

The effective mass is related to the nuclear masses, and the spring constant arises
from the strengths of the interatomic bonds. The time dependence of the normal
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Fig. 3.4.1 The normal modes of vibration of carbon dioxide (CO2). This molecule has two
stretching modes, ν1 and ν3, and two degenerate bending modes, ν2. The upper component
shown for ν2 has motion into (+) and out of (©) the plane of the paper.

coordinate qi for a particular mode can be written

qi = q0
i cos(ωi t + δi ), (3.4.1)

where q0
i is the maximum displacement from the equilibrium position and δi is a

phase.
Normal molecular modes of vibration are found classically by treating the equa-

tions of motions of all nuclei as a set of linear differential equations. When ex-
pressed in normal coordinates the equations of motion are decoupled, and each
can be written in terms of only one coordinate. However, this approach is limited
to strictly harmonic cases. In a real molecule these oscillators are somewhat an-
harmonic. Then the normal oscillators are coupled, giving rise to oscillations with
combinations of the fundamental vibration frequencies.

In degenerate modes only the displacements and phases of the motions differ.
Therefore, when two or more of these modes are excited, the nuclei move together
in a simple normal mode. For this reason degenerate modes are conventionally
referred to as a single mode and given a single designation, such as with ν2 in CO2

in the above example. Because the relative phases among the component modes
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Fig. 3.4.2 The normal modes of vibration of water vapor (H2O). Since H2O is nonlinear
there are only three modes, and none is degenerate.

can vary continuously, a combined degenerate mode, such as in CO2, describes an
infinite variety of motions. A special case exists when the two component modes
are in phase and the combined motion is a bending in a plane other than the two
shown in Fig. 3.4.1. In another interesting case the two component modes differ in
phase by 90◦. The motion is then an apparent rotation of the bent molecule, with
each nucleus describing a circle or ellipse. In this type of motion vibration actually
produces angular momentum and must be given an angular momentum quantum
number. Nonlinear molecules and molecules with more than three nuclei can also
have vibrational angular momentum as the result of phased degenerate vibrations.

Observedvibrational spectracanonlybedescribedby introducingquantummech-
anics. To do this, the normal modes are regarded as a set of harmonic oscillators,
each obeying a wave equation of the form

h

8π2µi

d2ψi

dq2
i

+ (Ei − 1
2 ki q2

i

)
ψi = 0. (3.4.2)

Here µi and ki are the effective reduced mass and spring constants for the modes.
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Fig. 3.4.3 Energy levels of hydrogen cyanide (HCN). The vibrational quantum numbers for
the three normal modes are v1, v2, and v3. Only levels below 7000 cm−1 with three or fewer
vibrational quanta are shown. Heavy lines mark the fundamental energy levels. Energies
are shown as differences from the lowest level v1 = v2 = v3 = 0.

This equation is similar to Eq. (3.3.2) for the diatomic molecule. The quantum
mechanical energy levels of each mode are given by eigenvalues of Eq. (3.4.2),

Ei = h

2π
ωi
(
vi + 1

2

)
(vi = 0, 1, 2, . . .). (3.4.3)

Here ωi is the oscillation frequency of mode i and vi is the vibrational quantum
number. The total vibrational energy of the molecule is the sum of the energies of
the individual normal modes,

E(v1, v2, . . .) = h

2π

∑
i

ωi
(
vi + 1

2

)
. (3.4.4)

Even a simple triatomic molecule, such as HCN, with only three normal modes
(two degrees of freedom are degenerate) can take on a complex variety of energies
as shown in Fig. 3.4.3. Not only can each normal mode be excited into a series of
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Fig. 3.4.4 Spectrum of methyl acetylene (C3H4) showing the structure of vibrational bands.
The sample was placed in a 3 cm long cell at 47 mbar. The spectral resolution is 2 cm−1.
Detailed shapes of the vibrational bands are due to unresolved rotational lines.

levels when the other two normal modes are in the vi = 0 level, but all three modes
can assume vi �= 0 simultaneously. The lowest level, when all vi = 0, is the zero-
point vibrational energy, similar to the diatomic case. The zero-point energy is
generally ignored because only energy differences are of interest.

The vibrational selection rule for the harmonic oscillator, vi = ±1, applies to
polyatomic molecules just as it did to diatomic molecules. Vibrational energy can,
therefore, change in units of hωi/2π . Transitions in which one of the three normal
modes of energy changes by vi = +1 (for example: v1 = 0 → 1, v2 = v3 = 0; or
v1 = 1, v2 = 3, v3 = 2 → 3) result from absorption of a photon having one of three
fundamental frequencies of the molecule. In the actual case, anharmonicities also
allow transitions with vi = ± 2, ± 3, . . . so that, for example, weak absorption
also occurs at 2ωi , 3ωi , etc. and at ωi + ω j , 2ωi + ω j , etc. These weaker vibrational
transitions often play major roles in planetary spectroscopy.

For larger polyatomic molecules the vibrational motions can become very
complicated, with dozens of normal modes contributing to the observed spectra.
However, the basic principles outlined here apply, at least as a first order approx-
imation, to the motion of molecules as large as methyl acetylene (C3H4), shown
in Fig. 3.4.4, and propane (C3H8), shown in Fig. 3.4.5. For some large molecules
with simple structures, such as ring-shaped benzene (C6H6), the observed spectra
are often quite simple (see, for example, Sadtler, 1972).

Small changes in the atomic masses in a molecule can cause great changes in
the appearance of spectra. These are the effects of isotopic substitution, such as
deuterium for hydrogen or 13carbon for 12carbon. Vibrations that involve a motion
of the substituted atom will change frequency, and changes in molecular symmetry
may alter the appearance of spectra drastically or cause the emergence of new lines
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Fig. 3.4.5 Spectrum of propane (C3H8) showing the structure of vibrational bands. The
sample was placed in a 3 cm long cell at 400 mbar. The spectral resolution is 2 cm−1.
Detailed shapes of the vibrational bands are due to unresolved rotational lines.

where none were originally. Changes in spectra among the isotopic variants of a
molecule provide a powerful tool for identifying isotopic constituents.

b. Rotation

As stated earlier, in considering rotation of polyatomic molecules we can follow
the approximation used for diatomic molecules, that the rotation can be treated as
independent of vibration. Much of the structure of rotational spectra of polyatomic
molecules can be understood by using as a model an aggregate of nuclear masses
connected rigidly at their equilibrium positions. In contrast to diatomic molecules
where only one axis of rotation is required, in polyatomic molecules we must
consider rotation about any axis.

The moment of inertia of the rigid molecule about axis α is

Iα =
∑

i

mir
2
i , (3.4.5)

where mi is the mass and ri the distance of nucleus i from the axis. If the axis α is an
arbitrary axis through the center of mass of the molecule and the direction of α is var-
ied, we find three mutually orthogonal directions in which the moment of inertia, I ,
has a local extremum. These principal axes form a natural internal coordinate system
for the molecule. The moments about these axes are the principal moments of inertia.

If the molecule has an axis of symmetry, it will always be a principal axis.
An axis of symmetry is one about which the molecule can be rotated by some
rational fraction of 360◦ (180◦, 120◦, 90◦, etc.) and thereby returned to its original
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configuration. H2O has such an axis for 180◦ rotations and NH3 has one for 120◦.
Similarly, a reflection plane of symmetry, one in which the molecule can be reflected
and thereby returned to itself, will always contain two principal axes.

A molecule for which the three principal moments of inertia are different is
called an asymmetric rotor or an asymmetric top. Examples of asymmetric rotors
are water (H2O), ozone (O3), and propane (C3H8). If two of the principal moments
are identical, the molecule is a symmetric rotor. Examples of symmetric rotors are
ammonia (NH3), deuterated methane (CH3D), ethane (C2H6), and methyl acetylene
(C3H4). These molecules each have a threefold (120◦) axis of symmetry, and the
other two axes have equal moments of inertia. A molecule with all moments equal
is called a spherical rotor; examples are methane (CH4) and germane (GeH4).
Finally, there is the case of linear molecules such as carbon dioxide (CO2), acetylene
(C2H2), and cyanogen (C2N2). Linear molecules have one zero moment of inertia,
corresponding to the axis through the nuclei, while the other two moments are equal.

The classical rotational energy is given by

E = 1
2 Iaω

2
a + 1

2 Ibω
2
b + 1

2 Icω
2
c . (3.4.6)

By convention Ia ≤ Ib ≤ Ic. To obtain the quantum mechanical formulation re-
place the energy and angular momenta by their corresponding operators. For our
purposes the important quantum mechanical properties are: first, the square of the
total angular momentum, L2 = L2

a + L2
b + L2

c , has the values

L2 = h2

4π2
J (J + 1) (3.4.7)

and, second, the angular momentum along a symmetry axis has the values

Lα = h

2π
K . (3.4.8)

The rotational quantum numbers J and K can have integral values 0, 1, 2, . . . with
both ±K allowed. The quantum numbers obey the constraint |K | ≤ J .

The rotational energy levels of a linear molecule are given by setting Ia = 0 and
Ib = Ic = I in Eq. (3.4.6). The total angular momentum is then L2 = L2

b + L2
c and

has the quantum mechanical values given by Eq. (3.4.7). The rotational energy is,
therefore,

E(J )

hc
= B J (J + 1), (3.4.9)
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where

B = h

8π2cI
. (3.4.10)

The same expressions have been obtained for diatomic molecules [see Eqs. (3.3.19)
and (3.3.20)]. The molecule rotates around any axis perpendicular to the line through
the nuclei and passing through the center of mass. As with a diatomic molecule, the
nonrigid nature of the molecule requires a small correction term due to centrifugal
distortion, D J 2(J + 1)2, to be subtracted from the right side of Eq. (3.4.9).

The rotational energy of a spherical top molecule is found from Eq. (3.4.6) by
setting Ia = Ib = Ic = I . By using Eq. (3.4.7) for the total angular momentum, the
energy levels are found to be identical to Eq. (3.4.9). A spherical molecule can
rotate about any axis that passes through the center of mass. The correction due to
centrifugal distortion is again −D J 2(J + 1)2. Some of the degeneracy of spherical
tops is split, which gives rise in moderate resolution spectra to multiple spectral
lines for each J value.

The form of the energy level expression for symmetric top molecules is different
from that of linear and spherical molecules. It follows again from the classical energy
of a rigid rotor, Eq. (3.4.6). However, for the symmetric top Ia = IA and Ib = Ic =
IB (prolate case) or Ic = IC and Ia = Ib = IB (oblate case). The angular momenta
can be written in terms of the total angular momentum L2 = L2

a + L2
b + L2

c and
the component of angular momentum in the axial direction L2

a or L2
c . Thus, for the

prolate case

E = L2
a

2IA
+ L2

b + L2
c

2IB
= L2

2IB
+
(

1

2IA
− 1

2IB

)
L2

a, (3.4.11)

and if L2 and L2
a are replaced with quantum mechanical operators, their values are

given by Eqs. (3.4.7) and (3.4.8). The energy levels are, therefore,

E(J, K )

hc
= B J (J + 1) + (A − B)K 2, (3.4.12)

where

B = h

8π2cIB
and A = h

8π2cIA
. (3.4.13)

The oblate forms of Eqs. (3.4.11) through (3.4.13) are obtained by substituting C
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for A and c for a. For the prolate symmetric top the second term in Eq. (3.4.12)
adds energy in the K series. For the oblate case the second term subtracts energy
in the K series. Because both ±K are allowed, the levels are twofold degenerate.
Methyl acetylene (C3H4) is an example of a prolate top and ammonia (NH3) is an
oblate top. When the nonrigid effects of centrifugal distortion are included, extra
terms must be added to the energy of the form

−DJ J 2(J + 1)2 − DJ K J (J + 1)K 2 − DK K 4. (3.4.14)

The contribution of these terms is usually small compared with the rigid-rotor
energy in Eq. (3.4.12), but produces observable effects in moderately resolved
spectra.

For an asymmetric rotor, Ia �= Ib �= Ic in Eq. (3.4.7), and, therefore, no simplifi-
cation of the energy expression is possible. Although the total angular momentum
is constant and has the quantum mechanical values of Eq. (3.4.7), no principal axis
of the molecule exists along which the projection of angular momentum is con-
stant. This complicates the quantitative treatment of the energy levels. A qualitative
understanding can be arrived at, however, by considering the limits in which asym-
metric molecules approach axial symmetry as the moments of inertia are varied.
Since, by convention, the magnitudes of the moments of inertia have the relation-
ship Ia < Ib < Ic, the molecule is approximately a symmetric top when Ib ∼ Ia or
Ib ∼ Ic. The former case is the oblate and the latter the prolate limit. In these limits
the energy level expression for symmetric rotors Eq. (3.4.12) holds approximately.
For the oblate limit it is

E(J, K )

hc
= B J (J + 1) + (C − B)K 2, (3.4.15)

and for the prolate limit

E(J, K )

hc
= B J (J + 1) + (A − B)K 2. (3.4.16)

Here, A, B, and C are related to the moments of inertia in the manner of Eq. (3.4.13).
As Ib is varied between Ia and Ic the J + 1 twofold degenerate rotational levels of
the symmetric top for each J (K = 0, ±1, ± 2, . . . , ±J ) split into 2J + 1 levels;
each level with K �= 0 splits into two levels. Quantitative treatments of the general
asymmetric rotor have been presented by Wang (1929) and Ray (1932) and reviewed
by Herzberg (1945). We refer the reader to these references for more detailed
discussions of asymmetric rotors.
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c. Vibration–rotation transitions

The motion of a molecule involves vibration and rotation simultaneously. As in the
diatomic case, the overall energy of a polyatomic molecule is approximately the
sum of the vibration and rotation energies (expressed in wavenumbers F = E/hc)

F(v, J, K ) = Fvib(v) + Frot(J, K ) (3.4.17)

where Fvib and Frot are those given in Subsections 3.4.a and 3.4.b. The vibration
energy Fvib is a sum over all normal modes. The rotation energy Frot may be a
function of J only, as in the cases of linear and spherical top molecules, or both
J and K , as in symmetric top molecules. In asymmetric top molecules K is not
a good quantum number, but can still be used near the oblate and prolate limits.
If higher order terms are included in Eq. (3.4.17) the energy cannot be divided
into separate vibration and rotation parts. In particular, the values of the rotational
constants B, D, etc. depend slightly on vibrational state.

The vibrational term Fvib in Eq. (3.4.17) is to first order just the summation

Fvib(v) =
∑

i

νi

(
vi + gi

2

)
(3.4.18)

where the νi are the normal vibration wavenumbers and the gi are the mode degen-
eracies (g = 1 for nondegenerate, g = 2 for doubly degenerate, etc.). This expres-
sion serves approximately for all types of polyatomic molecules.

The rotational term Frot in Eq. (3.4.17) is different for each type of molecule as
discussed in Subsection 3.4.b above. The forms of Frot for linear, spherical, sym-
metric, and asymmetric molecules can be constructed using Eqs. (3.4.9), (3.4.12),
(3.4.15), and (3.4.16), with the addition in each case of the appropriate centrifugal
distortion terms. The rotation constants A, B, C and centrifugal distortion constant
D are functions of the vibrational state. In practice, higher order interactions among
motions within the molecule cause perturbations of the rotational energy, which
changes the simple form of these equations. The perturbations introduce additional
terms in the energy expressions, which may produce relatively large effects.

A transition between two vibration–rotation levels in a polyatomic molecule
causes emission or absorption of a photon at wavenumber

ν = F(v′, J ′, K ′) − F(v′′, J ′′, K ′′), (3.4.19)

where F(v, J, K ) is given by Eq. (3.4.17). Again, as in diatomic molecules, the
change in vibrational energy is usually much greater than the change in rotational
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energy. This gives rise to a pattern of bands, each centered near the wavenumber
of a vibrational transition, with the rotational transitions forming a series of lines
spreading out from the band center. The selection rules for polyatomic molecules are
vi = 0, ±1, ± 2, . . . and J = 0, ±1 (with K = 0, ±1 for symmetric rotors).
The J selection rule permits not only R- and P-branches for J = ±1, as there
were for diatomic molecules, but also series with J = 0, called Q-branches,
clustered near the center of each band.

Bands of linear and spherical molecules have this general appearance, with a
central Q-branch, and P- and R-branch wings. At high resolution each line in the
P-, Q-, and R-branches of a spherical top is separated into several lines by higher
order interactions. Spectra of acetylene (C2H2) and methane (CH4) are shown in
Figs. 3.4.6 and 3.4.7.

Symmetric rotors have two types of bands, corresponding to K = 0 and K =
±1. If each set of P-, Q-, and R-branches for a single value of K is called a sub-band,
then all sub-bands in a K = 0 type band are centered at the same location. These

Fig. 3.4.6 The ν5 vibration–rotation band of acetylene (C2H2) recorded at high spectral
resolution (0.003 cm−1). The P-, Q-, and R-branches are indicated, and the lower-state
J value is shown for lines in the P- and R-branches. The sample was in a 1 cm cell at
0.162 mbar and 296 K. Structure in the continuum level is due to variations in the response
of the spectrometer. Lines of CO2 in the optical path appear in the 666–690 cm−1 region.
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Fig. 3.4.7 The ν4 vibration–rotation band of methane (CH4) recorded at high spectral
resolution (0.003 cm−1). The P-, Q-, and R-branches are indicated, and the lower-state
J value is shown for lines in the P- and R-branches. The sample was in a 2.4 m cell at
0.079 mbar and 296 K. Structure in the continuum level is due to variations in the response
of the spectrometer. Broadened lines are due to H2O in the optical path.

are called parallel bands. In the K = ±1 type bands, called perpendicular bands,
the sub-band centers are spread out in a series under the influence of Coriolis
forces. Parallel and perpendicular bands have distinctly different appearances, with
parallel bands exhibiting a single prominent Q-branch composed of all the overlap-
ping sub-band Q-branches, and perpendicular bands appearing as a regular series
of Q-branches extending over tens of wavenumbers. In both cases the P- and
R-branches are also present. A perpendicular band of ethane (C2H6) is shown in
Fig. 3.4.8.

The spectral bands of asymmetric rotors are classified in three types labeled
A, B, and C. These designations correspond to differences in symmetry selection
rules arising from the orientation of the transition moment with respect to the
molecular moments of inertia. Type A bands can appear similar to either parallel
or perpendicular bands depending on the moments of inertia (that is, parallel for
the prolate and perpendicular for the oblate limit). Type C bands are analogous to
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Fig. 3.4.8 The ν9 vibration–rotation band of ethane (C2H6) recorded at high spectral res-
olution (0.003 cm−1). This is a perpendicular band, having a series of regularly-spaced
Q-branches. The band is centered at 822 cm−1, and the Q-branch series is visible in the
790–850 cm−1 region. P- and R-branch lines are most clearly visible in the wings of the
band. The sample was in a 1.5 m cell at 2.05 mbar and 296 K.

type A bands. Type B bands appear similar to perpendicular bands, with a series of
Q-branches spread across the band. A type C band of propane (C3H8) is shown in
Fig. 3.4.9.

3.5 Line strength

Both line positions and line strengths must be understood in order to interpret the
structure of observed spectra and derive abundances and temperatures of contribut-
ing molecules. Following Planck (1901) and Einstein (1906b), we treat radiation as
composed of photons with energy E = hcν, where h is the Planck constant and cν
is the frequency of the radiation in hertz. The intensity is proportional to the arrival
rate of photons. If these photons originate from molecules in a small volume, the
intensity is proportional to the number of molecules in the optical path undergoing
transitions at that frequency.
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Fig. 3.4.9 The ν21 vibration–rotation band of propane (C3H8) recorded at high spectral
resolution (0.003 cm−1). This is a type C band with a parallel-like structure, having apparent
P-, Q-, and R-branches. The sample was in a 1.5 m cell at 3.95 mbar and 296 K. Structure
in the continuum level is due to variations in the response of the spectrometer.

The electric dipole transition rate between two energy levels of a molecule, En

and Em , depends on the probability per second that a molecule in En will make the
transition to Em , and on the number of molecules in the initial state. The strengths
of emission or absorption lines between an upper level, En , and a lower level, Em ,
are given by

Iem = Nn Anmhcν = Nn
64π4cν4

3
|Rnm |2 (3.5.1)

Iabs = I0 Nm Bmnhν = I0 Nm
8π3ν

3hc
|Rnm |2. (3.5.2)

Anm and Bmn are the Einstein coefficients for spontaneous emission and for ab-
sorption and stimulated emission, respectively. The Einstein coefficients are de-
fined here in terms of the square of the electric dipole moment matrix, |Rnm |2
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[see Eq. (3.1.19)], and the wavenumber ν; Nn and Nm are the populations of the
states. Strictly speaking, Eq. (3.5.2) gives the intensity absorbed per unit length in
a thin layer, so that Iabs � I0. The absorption in a thick layer may be obtained by
integrating through that layer, as discussed in Subsection 2.4.a.

The number of molecules Ni in the initial state depends on the total number
of molecules, the distribution of energy levels, the degeneracy of individual levels
(number of levels of identical energy), and the temperature of the gas. In equilibrium
the initial state population is

Ni = Ndi

Q(T )
e−Ei /kT , (3.5.3)

where N is the total number of molecules, di the degeneracy, Ei the energy of the
level, T the absolute temperature, and k the Boltzmann constant. The exponential
exp(−Ei/kT ) is the Boltzmann factor. Q(T ) is the partition function,

Q(T ) =
∞∑

n=0

dn e−En/kT , (3.5.4)

which is the sum of Boltzmann factors weighted by their degeneracies.
We illustrate the main characteristics of line strength by considering diatomic

molecules. The vibrational states (without rotation) are all nondegenerate, so
dn = 1. Ignoring anharmonicities, vibrational energies are given by Eq. (3.3.6),

E(v) = h

2π
ω
(
v + 1

2

)
(v = 0, 1, 2, . . .). (3.5.5)

If we eliminate a factor exp(−hω/4πkT ) from both numerator and Q(T ) in
Eqs. (3.5.3) and (3.5.4) the number of molecules in state v of a diatomic molecule
is then

Nv = N

Qvib(T )
e−(h/2π )(ωv/kT ); (3.5.6)

where the partition function is now written

Qvib(T ) =
∞∑

v=0

e−(h/2π )(ωv/kT ) = [1 − e−(h/2π )(ω/kT )
]−1

. (3.5.7)

Equation (3.5.6) has several implications. At high temperatures Qvib(T ) is larger
than unity and the Boltzmann factor decreases gradually, so that several levels are
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populated. At low temperatures Qvib(T ) is ∼1 and the fraction of molecules
in v = 0 approaches unity; very few molecules are in v = 1 and higher levels.
For example, in carbon monoxide (CO) at 300 K the fractions of molecules
in v = 1 and v = 2 are about 10−5 and 10−9, respectively. At the much higher
temperature of the Sun (∼5000 K), fractions in these states are 0.29 and 0.18,
respectively.

The expression for Nv can be generalized by including the rotational energy and
the rotational partition function in Eq. (3.5.6). The rotational energies of a diatomic
molecule, given for the rigid rotator by Eq. (3.3.19), are

E(J ) = hcB J (J + 1); J = 0, 1, 2, . . . . (3.5.8)

The degeneracy of level J is d = 2J + 1. Since we are discussing electric dipole
transitions, the diatomic molecule must be heteronuclear. The population in the
initial state is then

Nv,J = N (2J + 1)

Qvib(T )Qrot(T )
e−h[(ωv/2π )+cB J (J+1)]/kT . (3.5.9)

The rotational partition function can be approximated by an integral

Qrot(T ) �
∫ ∞

0
(2J + 1)e−hcB J (J+1)/kT dJ = kT

hcB
. (3.5.10)

The level populations, therefore, have the dependence

Nv,J �
[

1

Qvib(T )
e−(h/2π)(ωv/kT )

]
N

hcB

kT
(2J + 1) e−hcB J (J+1)/kT . (3.5.11)

The factor in brackets gives the fractional population in a given vibrational level,
and the factor outside the brackets gives the distribution over rotational levels within
that vibration state. Qvib(T ) can be set to unity at planetary temperatures.

The degeneracy factor (2J + 1) in Eq. (3.5.11) has a strong influence on the rot-
ational population distribution within a vibrational level. At a particular temperature
the degeneracy factor causes the population to be proportional to hcB/kT at J = 0,
and to increase for small J . As J increases further the effect of the exponential form
of the Boltzmann factor becomes more and more dominant, causing the population
to approach zero for high J values. Figure 3.5.1 shows this distribution of rotational
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Fig. 3.5.1 Fractional populations N (v, J )/NTOTAL of the v = 0 state of rotational levels in
carbon monoxide at 100, 200, and 300 K. The lower scale is the rotational quantum number
J . The upper scale is the energy in cm−1 for the rotational levels.

populations for the ground vibrational (v = 0) state of CO at 100, 200, and 300 K.
The peak value of J is given by

Jmax �
(

kT

2hcB

) 1
2

. (3.5.12)

Therefore, by observing the rotational line structure an estimate of the temperature
in the line forming region may be obtained. The temperature so derived is called the
rotational temperature. The strengths of emission and absorption lines are obtained
by substituting the initial state population [Eq. (3.5.11)], in Eqs. (3.5.1) and (3.5.2):

Iem = Fem

Qrot(T )
ν4(2J + 1) e−hcB J (J+1)/kT (3.5.13)

Iabs = I0
Fabs

Qrot(T )
ν(2J + 1) e−hcB J (J+1)/kT . (3.5.14)

Here Fem and Fabs are factors containing the dipole moment matrix for the vi-
brational transition, and the population of the initial vibrational level. These
factors depend only weakly on J and can be considered approximately constant
for all rotational lines within each vibrational transition. The J quantum number
in Eqs. (3.5.13) and (3.5.14) refers to the initial rotational level.

The overall strength of a vibrational transition is determined by the transition
matrix and the level population; the strength is distributed among the rotational lines
within the vibrational transition, producing the intensity pattern in the vibrational
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band. The selection rules on J for a diatomic molecule together with the degeneracy
and Boltzmann factors in Eqs. (3.5.13) and (3.5.14) produce the observed shape of
the band.

When the diatomic molecule makes an electric dipole transition from one vibra-
tional state, v, to another state, v′, the rotational quantum number J can change by
J = ±1. If v = v′, that is, if the transition is purely rotational, a series of lines
is formed that begins at 2B wavenumbers with a separation between lines of ap-
proximately 2B. In the case of absorption all transitions are J = +1, while for
emission J = −1 applies. The pattern is shown for CO with v = 0 in Fig. 3.3.4.
The strengths of the lines increase as the degeneracy increases up to Jmax, given by
Eq. (3.5.12), and then decrease as the Boltzmann population decreases. If v �= v′,
where the vibrational state changes along with the rotational state, the change in
rotational quantum number can be either J = +1 or −1 in both absorption and
emission. This gives rise to a series of lines centered at ν = F(v′, 0) − F(v, 0). In
emission, the lower wavenumber series corresponds to J = +1 from the upper to
a lower state and is called the P-branch. The higher wavenumber J = −1 series
is called the R-branch. The pattern is shown for CO v′ = 1 and v = 0 in Fig. 3.3.5.
Again, lines are separated by about 2B, and J increases away from the band center.
The line strengths increase until Jmax [see Eq. (3.5.12)] is reached and then decrease
with the Boltzmann factor.

For polyatomic molecules, line strengths in the vibration–rotation spectra follow
the general behavior of those in diatomic molecules. The position of lines and bands
of polyatomic molecules are determined by the energy levels and selection rules
described in Section 3.4. The theory predicting line intensities is similar to that
described above for diatomic molecules, in that the intensity is proportional to the
population in the initial state and the square of the electric dipole moment matrix.
The level population is again a product of level degeneracy and Boltzmann factor.
The P-, Q-, and R-branches each have line strengths that increase with rotational
quantum number up to a maximum, and then decrease and gradually approach zero.
The appearance of a polyatomic spectrum is more complex than that of a diatomic
molecule, because a polyatomic molecule has more internal degrees of freedom
and, therefore, has more modes of vibration. Also additional rotational quantum
numbers exist with associated selection rules. Moreover, symmetries in molecules
cause some vibrational bands to be absent in the infrared, or some rotational lines to
be missing. Also, mixing among rotation–vibration states that lie close together in
energy can greatly modify line intensities and frequencies for transitions involving
those levels. The various types of polyatomic molecules – linear, spherical top,
symmetric top, and asymmetric top – each have their characteristic band structures.
Detailed discussions of line strengths in polyatomic molecules can be found in
Allen & Cross (1963), for example.
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3.6 Line shape

Thus far, we have discussed the processes that determine the spectral positions
of lines and their strengths. Another important characteristic is line shape, which
must be understood if one wishes to interpret measured planetary spectra. The
line shape determines the wavenumber dependence of a spectral feature in the
vicinity of the line position. Even if perfectly resolved by a spectrometer, a line is
spread over a finite wavenumber range and does not appear as an infinitely narrow
feature. Several mechanisms are responsible for that; some are of a fundamental
quantum mechanical nature (natural line broadening) and some are functions of
the environment of the emitting or absorbing molecules (collision and Doppler
broadening). In this section we discuss the most important of these mechanisms. A
more complete treatment of line shapes is given by Goody & Yung (1989).

Natural line broadening is usually much smaller than the broadening seen in
planetary spectra, but it is of fundamental importance as the ultimate limit of the
narrowness of a spectral line. Natural line broadening arises from the finite co-
herence length of the wave train associated with a transition. Fourier analysis of
radiation composed of a wave train of finite time, t , shows a frequency spread,
 f , that is related to this time by

 f t ∼ 1. (3.6.1)

The line width  f is just the range of radiation frequencies that have a high prob-
ability of interacting with the molecule. The time t can be understood as the
spontaneous emission lifetime of the transition discussed in Section 3.5. The spon-
taneous decay has an exponential dependence, and therefore the line shape due to
natural line broadening is Lorentzian. The natural line width,

wn = 1
2ν ∼ 1

ct
, (3.6.2)

thus varies according to the decay time of the interaction. For a molecular transition
near 1000 cm−1 the natural line width can be of the order 10−7 cm−1. This is much
narrower than the other line broadening processes that we discuss. Natural line
broadening in the infrared is only observed under special laboratory conditions.
From the strong spectral dependence of spontaneous emission, as shown by the
Einstein coefficient [see Eq. (3.5.1)], the natural line width is much larger in the
visible or ultraviolet spectral region.

From a practical point of view collision broadening is a more important mech-
anism. If one molecule in the process of a transition collides with another molecule,
the phase continuity of the transition is interrupted, thereby reducing t in
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Eq. (3.6.1) from the natural lifetime of the transition to the mean time between
collisions, leading in this case to a larger line width, ν = wc. Under atmospheric
conditions of interest, the time between collisions is usually much shorter than the
natural transition lifetime. Collision broadening in the infrared can thus be orders
of magnitudes larger than natural line broadening. The line profile generated by
collisions is

I (ν) = K
wc

(ν − ν0)2 + w2
c/4

(3.6.3)

where K is the spectrally integrated line intensity. In Eq. (3.6.3) I (ν) is the line
intensity at wavenumber v, wc is the full-width of the line at half-maximum, and
ν0 is the line center. The collision shape, also called Lorentzian line shape, is
shown along with other line shapes in Fig. 3.6.1. The collision line width increases
with density as the mean time between collisions decreases. Therefore, at a given
temperature, wc is proportional to pressure, P , which leads to the definition of a

Fig. 3.6.1 Collision, Voigt, and Doppler line shapes. All three are shown with the same
maximum amplitude, and with the same width at half maximum amplitude. The Voigt line
shape is one of a continuum of profiles between Gaussian and Lorentzian, depending on
the degree of collision broadening.
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collision broadening coefficient

γ = wc/P. (3.6.4)

The collision broadening coefficient varies among molecules and collision part-
ners, but is usually close to 3 gigahertz (0.1 cm−1) at one bar. Under typical condi-
tions found in planetary tropospheres and stratospheres pressure broadening usually
dominates other forms of line broadening.

Natural and collision broadening are examples of homogeneous broadening, that
is, a process where each molecule contributes to all frequencies under the distri-
bution function. An important example of an inhomogeneous broadening effect is
Doppler broadening. In that case the overall line shape consists of contributions
from many molecules, or many segments of trajectories between collisions of one
molecule, some moving towards and some away from the observer.

The frequency at which a particular transition interacts with the radiation is
thereby shifted slightly by

 f

f0
= −v

c
, (3.6.5)

where f0 is the rest frequency of the transition, v is the component of the velocity
along the line of sight, and c is again the speed of light. The velocity components
along any line of sight have a Maxwellian distribution, which results in the observed
line having a Gaussian shape,

I (ν) = K
2(ln 2)

1
2

πwD
e−4 ln 2(ν−ν0)2/w2

D, (3.6.6)

where the symbols have the same meanings as in Eq. (3.6.3). This is called the
Doppler line shape. The width, wD, is determined by the spread in velocities in
the Maxwellian distribution and these depend on the temperature T of the gas and
the molecular weight, M. The Doppler line width, or full width at half-maximum
intensity of the Gaussian profile, is given by (see Townes & Shawlow, 1955),

wD = ν

c

(
8 ln 2k N0

T

M

) 1
2

= 7.16 × 10−7

(
T

M

) 1
2

ν. (3.6.7)

Here k is the Boltzmann constant and N0 is the Avogadro number. Whereas collision
broadening is independent of the location of the line in the spectrum, Doppler
broadening is proportional to wavenumber. For a particular molecule, at a low
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wavenumber the Doppler width can be narrower than the collision width, while at
higher wavenumbers the opposite may be true. The Doppler width for methane at a
temperature of 200 K is 3.3 × 10−3 cm−1 at 1300 cm−1 and 7.6 × 10−3 cm−1 at
3300 cm−1. An example of a Doppler broadened line is also shown in Fig. 3.6.1.

In most cases in which line profiles are completely resolved by the infrared
spectrometer both collision and Doppler broadening contribute to the line shape.
The function that describes the composite line profile is a convolution of a Gaussian
and a Lorentzian function,

I (ν) =
∫

ν ′
G(ν)L(ν − ν ′) dν ′. (3.6.8)

The width of the Gaussian function, G(ν), is the Doppler width, wD, and that of
the Lorentzian function, L(ν − ν ′), is the collision width, wc. This generalized line
shape, introduced by Voigt (1912), has no analytical expression, but it can easily be
computed numerically using the convolution represented in Eq. (3.6.8). Its shape is
shown in Fig. 3.6.1. An empirical expression relating wD and wc to the total Voigt
width, wV, has been introduced by Whiting (1968),

wV = wc

2
+
(

w2
c

4
+ w2

D

) 1
2

. (3.6.9)

The Voigt line shape closely describes line profiles measured under most laboratory
and atmospheric conditions.

Other processes also alter the observed line shape in planetary spectra. For exam-
ple, a line that forms at different altitudes will have a profile with a broad base due to
higher pressure at lower altitudes, and a narrow center corresponding to the lower
pressure at higher altitudes. Similarly, scattering due to cloud particles in a real
planetary atmosphere can affect the line shape. Examples of scattering effects are
discussed in Chapter 4. Another example is Doppler broadening of a line due to
planetary rotation. This phenomenon can be observed at high spectral resolution
when the field of view of the instrument covers an area on the planet with a range
of velocities.

Finally, we should mention the effect of far-wing absorption, an important but
poorly understood aspect of line shape. Collision-induced opacity is observed in
spectral regions well-separated by as much as 10 to 100 cm−1 from the line center.
This very weak absorption is not described by the wings of a simple Lorentz
line shape discussed above; it shows an exponentially decreasing dependence on
the separation from the line center (see, e.g., Birnbaum, 1979). The anomalous
far-wing absorption is due to inadequacies in the hard-sphere collision model used
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in the derivation of the Lorentz line shape, which assumes instantaneous interaction.
Far-wing absorption usually produces measurable effects only in spectral regions
that are relatively free of absorption lines, so-called windows, but where many
strong lines are not far away. Examples are the atmospheric window between 800
and 1250 cm−1 in the Earth atmosphere, where numerous strong water vapor and
carbon dioxide lines contribute to a continuum opacity, and the 5 µm window at
Jupiter, where many nearby lines of ammonia and methane have a noticeable effect.

3.7 Solid and liquid surfaces

a. Solid and liquid phases

The study of the interaction of electromagnetic radiation with solid or liquid matter
requires some understanding of these phases. In the discussion of the interaction
of radiation with gases it is generally sufficient to consider the energy levels of
an individual molecule of a particular gas. Collision-induced phenomena, where at
least two gas molecules are involved in a transition, provide an important exception
to this rule (Subsection 3.3.d). However, in most cases the interaction of radiation
with a gas can be adequately understood by considering quantum processes involv-
ing only one molecule. Such is not the case in interactions of radiation with solids
or liquids.

In a solid body atoms are often arranged in a well-ordered crystal structure.
The motion of each atom in the crystal lattice is not isolated, but is coupled to
that of all other atoms in the structure, though the influence of each atom is felt
most strongly in its immediate neighborhood. The entire crystal is a set of coupled
oscillators. In addition to the previously discussed vibration of the molecule as a
whole, the atoms or groups of atoms oscillate about an equilibrium position in the
crystal structure, giving rise to quantized lattice modes. The coupling within the
crystal also perturbs the individual molecular vibration modes. Coupling within
the crystal and the absence of rotation cause a loss of the sharp line features so
characteristic of the gas phase.

The coupling of the individual oscillators complicates the theoretical treatment
of solid matter. Further complexity arises in the treatment of crystal boundaries
and of other disturbances of the structure. Lattice periodicity may be interrupted
by imperfections or impurities. However, where the crystal periodicity is well-
preserved, certain simplifications are permitted in the theoretical treatment. Unfor-
tunately, on real planetary or satellite surfaces matter is rarely found in the form of
large crystals. In surface rocks the structure usually consists of small, sometimes
minute crystals. Very small dust particles of micrometer size are frequently formed
by meteoritic impact and by erosion resulting from thermal stresses, wind, or water.
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Good examples of dusty surfaces are found on Mars and the Moon. The theoretical
treatment of amorphous substances and liquids is even more difficult. There the
periodic lattice structure does not exist at all, but the interaction among molecules
is nevertheless strong.

Solids can be classified according to the dominant binding forces that hold them
together. Molecules are attracted to each other by these forces, but intermolecular,
short-range repulsion prevents collapse of matter beyond a certain packing density.
In this densely packed state the energy per unit volume has a minimum. Addi-
tional energy must be supplied if further compression is to be accomplished or if
molecules are to be separated. A stable configuration results with a well-defined
energy minimum that is not too different in concept from the situation found in gas
molecules (see Fig. 3.2.1).

The weakest bond is that of van der Waals forces in which molecules are attracted
by fluctuations in dipole moments. Ices of hydrogen and the noble gases (except
helium) are examples of van der Waals binding. Since the forces are relatively
weak (inverse seventh power in the separation distance) these ices are mechanically
relatively fragile, with their strength increasing as temperature drops far below
the triple point. In the fluctuating dipoles that create the van der Waals attraction
electrons stay attached to the individual molecules; therefore, ices are relatively poor
conductors of heat or electricity. Another example of a weak bond is the hydrogen
bond, which holds together the molecules of water ice. Tough weakly bound, water
ice can form mountain ridges of considerable height at low temperatures and in a
low-gravity environment. Steep cliffs nearly 15 km high on Miranda (Fig. 5.4.12),
are believed to be of water ice.

In ionic crystals the main binding force is electrostatic attraction between ions of
opposite polarity. A good example is sodium chloride, which forms a cubic crystal
of alternating positive sodium and negative chlorine ions. Since electric forces are
stronger than van der Waals forces, ionic crystals are generally more rigid and have
higher melting temperatures than ices. With their electrons tightly bound to the
anions they are electric insulators and poor heat conductors. Once melted or in
aqueous solutions, however, ionic materials may conduct electricity well.

Covalent solids are formed by sharing valence electrons among atoms in a crys-
tal. The resulting forces are quite analogous to the binding forces in covalent gas
molecules. The covalent bond is very strong, which accounts for the high mechani-
cal strength and high melting point of such crystals. Most such crystals are insulators
and poor thermal conductors. Important examples of covalent solids are quartz and
rock-forming silicates in general. Some covalent substances, such as germanium or
silicon, can become semiconductive, particularly if the regular crystal structure is
interrupted by impurities. In other cases of covalent binding, outer-shell electrons
move freely in the lattice of positive ions. Such substances are called metals, and
are good conductors of electric current and heat. The high electric conductivity
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Fig. 3.7.1 Typical phase diagram. Below the triple point matter exists only as a solid or a
gas. Between the triple point and the critical point a liquid phase may also exist. Above the
critical point matter is in a fluid phase.

(large σ ; see Chapter 1) also makes metals good reflectors of electromagnetic
radiation. Metals are essential to the construction of instruments, but are very
rarely found in pure form on planetary surfaces. Metallic hydrogen exists in the
interiors of Jupiter and Saturn, and iron, nickel, and other metals are expected to
exist in all planetary cores.

All solid matter can change phase if heated to sufficiently high temperatures
at low enough pressures. At high temperature, the energy of molecular thermal
agitation may exceed the crystal binding energy, so that molecules may leave the
crystal formation. A schematic phase diagram is shown in Fig. 3.7.1. Below the
triple point pressure, changes occur between the solid and the gaseous phases only.
Above the triple point pressure a solid may melt first, and with further heating may
reach a second boundary between the liquid and gaseous phases. However, above
the critical pressure liquid and gas are not separated by a phase transition; in this
condition the material is in a fluid state. For example, the critical point of hydrogen
is at 33 K and 13 bar. Therefore, it is more precise to speak of a fluid envelope
for the bulk of the giant planets, rather than a gaseous one. On the other hand, the
critical temperature and pressure of nitrogen are at 126 K and 33.9 bar, so that the
atmospheres of Earth and Titan are properly called gaseous. At very high pressures
many substances undergo further phase transitions. Water ice, for example, has at
least seven phases. The phase changes of hydrogen–helium mixtures, so important
for the study of the interior of the giant planets, are discussed by Stevenson (1982).

b. Complex refractive indices

To gain an understanding of the interaction of radiation with solids and liquids we
use the complex index of refraction, n, introduced in Section 1.3. The real part
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of the index is defined as the ratio of the speed of light in a vacuum to that in the
material, or nr = c/v [see Eq. (1.3.17)]. Its value for a vacuum is unity, and for other
media it is larger than one, except for the case of anomalous dispersion discussed
later. According to Maxwell’s theory, n is related to the dielectric constant ε and
magnetic permeability µ of the material by n2 = εrelµrel. As pointed out before,
µrel is close to unity for all substances of interest in remote sensing.

Equations (1.3.24) to (1.3.26) express the real and imaginary parts of the complex
index of refraction in terms of the electric conductivity σ , the dielectric constant ε,
and the magnetic permeability µ of the medium. The real part of the index is called
the propagation constant and the imaginary part the absorption constant. Neither
nr nor ni are true constants, but are functions of wavenumber. The electric field of
radiation traveling in the x-direction is [see Eq. (1.3.27)]

E = E0 e(iω/c)[(nr+ini)x−ct] (3.7.1)

= E0 e−(ω/c)nix e(iω/c)(nrx−ct). (3.7.2)

The second exponential in Eq. (3.7.2) is the usual wave function; the first exponential
represents an attenuation of the wave amplitude as it travels through the medium.
Since exponentially increasing amplitudes are not allowed on physical grounds,
only positive values of ni are accepted for positive values of x (although a negative
ni is sometimes used to represent gain in a medium, such as a laser). For the
case of ni = 0 in Eq. (3.7.2) the wave function corresponds to propagation in a
transparent medium, whereas the case of ni > 0 corresponds to attenuation in an
absorbing medium. The coefficient ωni/c in Eq. (3.7.2) is called the extinction
coefficient.

Since the index of refraction is known to be a function of wavenumber, the
dielectric constant, ε, also depends on wavenumber. This follows from the atomic
and molecular composition of matter. The material consists of molecules or atoms
in which the charges are bound, and therefore acts as a collection of oscillators.
Consider the case of charges in the molecules and atoms subjected to polarized
radiation traveling in the x-direction with electric field E = E0 eiωt . Each molecule
experiences a force due to the radiation field of the form F = qE0 cos ωt , where q
is the electric charge. This force causes small displacements, r, of the charges, and
thereby gives rise to a polarization of the material. The total polarization, P, is the
volume sum of all individual dipole moments pi = qi ri generated by the field,

P =
N∑

i=1

pi = Nqr, (3.7.3)
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where in the right-most part the summation has been eliminated by assuming that
the individual qs and rs are the same. Solution of the equations of motion for the
oscillating charges, including damping (due to collisions, radiative losses, etc.),
yields

r = q

m

E

ω2
0 − ω2 − iωd

, (3.7.4)

where m is the mass of the displaced particle and d is called the damping parameter.
The resonance frequency, ω0, of the oscillating charge depends on the physical
properties of the material. According to Eqs. (3.7.3) and (3.7.4) the polarization in
the material is related to the electric field,

P = Nq2

m

E

ω2
0 − ω2 − iωd

. (3.7.5)

Moreover, the polarization and electric field are related through the dielectric con-
stant by P = (ε − ε0)E, so that Eq. (3.7.5) also gives the dielectric constant in terms
of frequency.

Maxwell’s equations for a polarized medium lead to the wave equation

∇2E = 1

c2

[
∂2E
∂t2

+ 1

ε0

∂2P
∂t2

]
. (3.7.6)

For a plane wave travelling in the x-direction, and with the help of Eq. (3.7.5),
Eq. (3.7.6) reduces to

∂2E
∂x2

= 1

c2

(
1 + Nq2

mε0

1

ω2
0 − ω2 − iωd

)
∂2E
∂t2

. (3.7.7)

The solution to this equation is given by Eq. (3.7.1) or (3.7.2). Recognizing that the
coefficient of the time-derivative term is n2/c2, we arrive at the expression for the
complex index of refraction,

n = nr + ini =
[

1 + Nq2

mε0

(
1

ω2
0 − ω2 − iωd

)] 1
2

. (3.7.8)

Since the damping term, −iωd , results in a complex quantity inside the parentheses,
the square root is also complex, and yields formulas for nr and ni comparable to
Eqs. (1.3.25) and (1.3.26).
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Fig. 3.7.2 Behavior of the real, nr, and imaginary, ni, parts of the refractive index with fre-
quency. The real part generally increases with frequency, but goes through a rapid decrease
in the vicinity of ω0. The imaginary part is maximum at ω0.

Figure 3.7.2 shows the typical dependence of nr and ni on radiation frequency.
The imaginary part of the index of refraction is symmetrical and has a maximum
at the resonance frequency, ω0. The real part of n goes through a narrow, sharp
inflection close to ω0. An increase of nr with ω is the usual case and corre-
sponds to higher wavenumbers being refracted more than lower wavenumbers.
However, in the region near ω0 where nr decreases with ω, the opposite is true
and the material is said to exhibit anomalous dispersion. Anomalous dispersion
can be observed if the absorption is not too high at ω0, and can be interpreted
as due to phase velocities exceeding the speed of light in vacuum. Figure 3.7.3
shows measured curves of nr and ni for potassium bromide obtained by Bell
(1971).

The limit of n for ω approaching zero yields the static dielectric constant of the
material. As can be seen from Eq. (3.7.8), the static constant is real (iωd = 0), and
has the form

n0 =
(

1 + Nq2

mε0ω
2
0

) 1
2

. (3.7.9)
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Fig. 3.7.3 The real, nr, and imaginary, ni, parts of the refractive index of potassium bromide.
Anomalous dispersion exists in nr near ω0, where ni is near maximum (Bell, 1971).

A material typically has many resonance frequencies, ω j , associated with the
bound charges. To account for these frequencies the theory must be generalized by
modifying Eq. (3.7.8) to include a summation over these frequencies. Thus

n =
(

1 + Nq2

mε0

∑
j

s j

ω2
j − ω2 − iωd j

) 1
2

. (3.7.10)

The quantities s j are the oscillator strengths, and each is the fraction of the harmonic
oscillators which have frequency ω j . The damping parameters, d j , are also different
for each oscillator frequency.

If the damping parameters are small, the index of refraction is nearly real, i.e.,

n ∼ nr ∼
(

1 + Nq2

mε0

∑
j

s j

ω2
j − ω2

) 1
2

. (3.7.11)

For many transparent materials the measured index of refraction can be fitted to
a curve of this form quite well. The dependence of nr on frequency is called the
dispersion relation and is often written in terms of wavelength λ j ,

n2
r − 1 =

∑
j

A j
λ2

λ2 − λ2
j

. (3.7.12)

Tables of A j and λ j are given by Wolfe & Zissis (1978), for example.
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If either the propagation constant nr or the absorption constant ni is known over
a wide wavenumber range, the other parameter can be calculated numerically using
relations between real and imaginary parts of a function developed by Kramers
and Kronig (see for example, Landau & Lifshitz, 1960). These relations follow
from the causal restriction that the group velocity of radiation cannot exceed
the speed of light in vacuum. The Kramers–Kronig relations provide a powerful
method for deriving the complex index of refraction from spectrometric measure-
ments. An alternative technique, illustrated in Fig. 3.7.3, uses amplitude Fourier
transform spectroscopy to produce both nr and ni simultaneously (Bell, 1971;
Bell, 1972).

For the case of conducting materials (metals) Eq. (3.7.8) can be applied by noting
that unbound charges correspond to ω0 = 0. The square of the complex index of
refraction is then

n2 = εrel = 1 − ω2
p

ω2 + iω/τ
, (3.7.13)

where

ωp =
(

Nq2

mε0

) 1
2

(3.7.14)

is the plasma frequency, and the damping parameter d has been replaced by the
reciprocal of the relaxation time, τ , in the medium. The frequency dependence of the
coefficients nr and ni in metals is completely determined by the plasma frequency
and the relaxation time. We will not pursue the optical theory of conductors, since
virtually all solid and liquid materials encountered in planetary environments are
dielectrics. Further discussions of the complex index of refraction appear in texts
such as Born & Wolf (1959) and Strong (1958).

3.8 Cloud and aerosol particles

a. Asymptotic scattering functions

Cloud particles are assemblages of molecules, large enough to treat from classical
theory, yet small enough to require considerations of size and shape. If a given parti-
cle is much smaller than the wavelength of incident plane-polarized electromagnetic
radiation, the particle can be treated as though it were in an applied homogeneous
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electric field, E0 e−iωt , at any instant in time. The resulting induced dipole moment
is given by

p e−iωt = αE0 e−iωt , (3.8.1)

where α is the polarizability of the particle. If the particle is spherical and homo-
geneous, α is a scalar.

The oscillating dipole radiates in all directions, and the resulting emission is
called Rayleigh scattering. If p is perpendicular to the plane of scattering, the
amplitude |a| of scattered radiation is independent of the scattering angle �. If p is
contained in the plane of scattering, |a| is proportional to the absolute value of the
projection of p onto the direction of scattering; i.e., |a| ∝ | cos �|. The scattered
flux is proportional to

∑ |a|2, averaged over all polarization states.
For incident unpolarized radiation, a complete analysis leads to

F = 8

(
π2α

λ2r

)2

(1 + cos2 �)F0, (3.8.2)

where πF0 and πF are respectively the fluxes of incident and scattered radiation.
The quantities r and � refer respectively to the distance and direction from the
scattering center. In particular (1 + cos2 �) is the unnormalized phase function for
single scattering. This factor does not depend on wavelength as long as the particle
radius a � λ, although the familiar inverse fourth power wavelength dependence
of scattered radiation enters the complete equation.

At the other extreme the particle is large compared with the wavelength (a � λ)
and the concepts employed in geometric optics and Fraunhofer diffraction theory
can be used to advantage. Let a beam of parallel radiation be incident on any surface
element of the spherical particle, and require the width D of the beam to be much
larger than λ and much smaller than a; i.e., λ � D � a. In geometric optics such
a beam is called a ray.

If incidence is grazing, Fraunhofer diffraction will occur around the edge of the
particle. Because D � λ, the diffracted radiation will be concentrated in a very
narrow cone, the axis of which is along the direction of incidence. On the other
hand, if the point of incidence is not near the edge of the particle, diffraction is
unimportant and only refraction and reflection in accordance with Snell’s laws
[Eqs. (1.6.4) and (1.6.6)] with certain modifications need be considered.

Figure 3.8.1 illustrates the geometry. A particle of radius a is irradiated by a
ray in the direction � = 0. Upon contact with the surface of the particle, part
of the incident radiation is reflected into a new direction � = �0, designated in
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Fig. 3.8.1 Reflected and refracted components of a ray incident on a homogeneous particle
of radius a � λ in the direction � = 0. The components of the scattered radiation field are
labeled j = 0, 1, 2, 3, . . . in the order of scattering.

the figure by the component j = 0. According to Snell’s law of reflection the
angles of incidence and reflection (relative to the surface normal at the point of
contact) are equal for this component. The remainder of the ray is directed ac-
cording to Snell’s law for refraction into another direction � = �′

0, and travels
through the particle with some loss due to absorption until it again contacts the
particle’s surface. Again, part of the ray is refracted into the direction � = �1

(denoted by j = 1 in the figure) and part is internally reflected into the direction
� = �′

1. This process is repeated until all the radiation has been absorbed by or
lost from the particle. The components j = 0, 1, 2, . . . comprise the ‘scattered’
radiation.

In practice a few corrections to this procedure are required. The simple theory
fails at a focus or focal line, and phase shifts occur throughout the process. If these
phase shifts do not average out (i.e., if the coherence of all rays is not completely
destroyed), interference between outgoing rays will disallow a simple addition of
outgoing fluxes. In order to minimize this complication it is necessary to introduce
the further requirement that a(nr − 1) � λ, where nr is the real part of the refractive
index.

Cloud particles are basically dielectrics and thus tend to be rather poor reflec-
tors. Hence, even in the absence of strong absorption, only the lower values of
j will contribute significantly to the scattered radiation field. From the figure it
would appear that the component j = 1 plus Fraunhofer diffraction contribute al-
most all the radiation at small scattering angles (forward directions), and that the
components j = 0, 2 contribute most of the scattered radiation at other angles. It
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would also seem that the component j = 1 dominates all other components in the
amount of radiation contributed to the scattered field, and that the ‘spread’ of the
forward peak of scattered radiation is governed primarily by the refractive index;
i.e., the larger the real part of the refractive index, the larger the spread will be.
Since Fraunhofer diffraction contributes at least half the scattered radiation field,
there should be a very intense ‘spike’ to the angular scattering pattern around
� = 0 in addition to the forward scattering lobe contributed by the component
j = 1.

b. Rigorous scattering theory; general solution

Particles of intermediate size are too large to treat as being entirely contained in a
homogeneous periodic electric field, and too small to neglect the radius of curva-
ture of a surface element, where such an element is also large enough to contain
an optical ray. In addition, Fraunhofer diffraction cannot be separated from refrac-
tion and reflection because of mutual interference effects, and phase shifts inside
the particle also contribute substantially to interference. A rigorous solution using
Maxwell’s equations is required, subject to the appropriate boundary conditions.
Such a solution for spherical particles was obtained by Mie (1908). An excellent
detailed account of the Mie theory is given in Born & Wolf (1959). Below we sketch
out the basic principles involved, expanding somewhat on the procedure followed
by van de Hulst (1957).

The problem is cast in spherical coordinates in order to ensure the surface of
the particle coincides with one of the coordinate surfaces, making it much easier
to impose the boundary conditions correctly. Solutions to the scalar wave equation
are then used to derive two vector fields, linear combinations of which satisfy
Maxwell’s equations. Particular integrals are found by requiring continuity of the
field components across the particle surface. The scattered field at large distances
from the particle is then evaluated, leading to explicit expressions for particle cross
sections and the single scattering phase function.

We assume the particle is imbedded in a nonconducting medium, so that the
applied electromagnetic field of circular frequency ω is given by

E = E0 e−iωt (3.8.3)

and

H = H0 e−iωt , (3.8.4)
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where E0 and H0 are independent of time. From Eqs. (1.3.1) and (1.3.2) it follows
that

∇ × H0 = −iω

(
ε + i

σ

ω

)
E0 (3.8.5)

and

∇ × E0 = iωµH0. (3.8.6)

Because the particles under consideration are spherical, solutions to Eqs. (3.8.5)
and (3.8.6) are sought in spherical coordinates (r, θ, φ) with the origin at the particle
center. We have

x = r sin θ cos φ

y = r sin θ sin φ

z = r cos θ


 . (3.8.7)

The components of any vector A are related in the two systems by

Ar = Ax sin θ cos φ + Ay sin θ sin φ + Az cos θ

Aθ = Ax cos θ cos φ + Ay cos θ sin φ − Az sin θ

Aφ = −Ax sin φ + Ay cos φ


 . (3.8.8)

Let ψ be a solution to the scalar wave equation

1

r

∂2(rψ)

∂r2
+ 1

r2 sin θ

∂

∂θ

(
sin θ

∂ψ

∂θ

)
+ 1

r2 sin2 θ

∂2ψ

∂φ2
+ k2ψ = 0, (3.8.9)

where the propagation constant k is given by Eq. (1.3.24). Equation (3.8.9) is
separable and has elementary single-valued solutions of the form

ψmn ∼
{

cos mφ

sin mφ

}
Pm

n (cos θ )zn(kr ) (n ≥ m ≥ 0), (3.8.10)

where the Pm
n are associated Legendre polynomials and the zn , given by

d2(r zn)

dr2
+
[

k2 − n(n + 1)

r2

]
r zn = 0, (3.8.11)
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are generalized spherical functions derived from the ordinary cylindrical (Bessel,
Neumann, and Hankel) functions Zn+ 1

2
by the relation

zn(ρ) =
(

π

2ρ

) 1
2

Zn+ 1
2
(ρ). (3.8.12)

Now consider the vector

A(ψ) = ∇ × (rψ). (3.8.13)

The curl of any vector

A = r̂Ar + θ̂Aθ + φ̂φAφ (3.8.14)

in spherical coordinates is given by (see Appendix 1)

∇ × A = r̂
r2 sin θ

[
∂

∂θ
(r Aφ sin θ ) − ∂

∂φ
(r Aθ )

]

+ θ̂

r sin θ

[
∂

∂φ
(Ar ) − ∂

∂r
(r Aφ sin θ)

]

+ φ̂φ

r

[
∂

∂r
(r Aθ ) − ∂

∂θ
(Ar )

]
, (3.8.15)

where r̂, θ̂, and φ̂φ are the basis vectors. Hence, from Eqs. (3.8.13) and (3.8.15),

A(ψ) = θ̂
1

sin θ

∂ψ

∂φ
− φ̂φ

∂ψ

∂θ
(3.8.16)

and

∇ × A(ψ) = − r̂
r sin θ

[
∂

∂θ

(
sin θ

∂ψ

∂θ

)
+ ∂

∂φ

(
1

sin θ

∂ψ

∂φ

)]

+ θ̂

r

∂

∂r

(
r
∂ψ

∂θ

)
+ φ̂φ

r sin θ

∂

∂r

(
r
∂ψ

∂φ

)
, (3.8.17)

or, from Eq. (3.8.9),

∇ × A(ψ) = r̂
[

∂2

∂r2
(rψ) + k2rψ

]

+ θ̂

r

∂

∂r

(
r
∂ψ

∂θ

)
+ φ̂φ

r sin θ

∂

∂r

(
r
∂ψ

∂φ

)
. (3.8.18)
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Applying the curl operator to both sides of Eq. (3.8.18) yields, after some
reduction,

∇ × [∇ × A(ψ)] = θ̂

sin θ
k2 ∂ψ

∂φ
− φ̂φk2 ∂ψ

∂θ
. (3.8.19)

For any vector q, ∇ · (∇ × q) ≡ 0. Thus [see Eq. (3.8.13)]

∇ · A(ψ) ≡ 0. (3.8.20)

Hence, from Eqs. (1.3.5), (3.8.16), and (3.8.19),

∇2A(ψ) + k2A(ψ) = 0, (3.8.21)

i.e., A(ψ) is a solution of the vector wave equation.
In like manner the vector

kC(ψ) = ∇ × A(ψ) (3.8.22)

can also be shown to be a solution of Eq. (3.8.21), leading to

kA(ψ) = ∇ × C(ψ), (3.8.23)

as can be verified directly by applying the curl operator to both sides of Eq. (3.8.22)
and comparing with Eq. (3.8.21). In making the comparison, we use Eqs. (1.3.5),
(3.8.20), and

∇ · C(ψ) ≡ 0, (3.8.24)

which follows immediately from Eq. (3.8.22).
Thus, if ψ = u and ψ = v are two independent solutions of the scalar wave

equation (3.8.9), the associated vector fields are A(u), C(u), A(v), and C(v). Direct
substitution using Eqs. (1.3.24), (3.8.5), (3.8.6), (3.8.22), and (3.8.23) demonstrates
that

E0 = −ωµ[A(v) + iC(u)] (3.8.25)

and

H0 = k[−A(u) + iC(v)] (3.8.26)
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are solutions to Maxwell’s equations. The full vector components are [see
Eqs. (3.8.16), (3.8.18), and (3.8.22)]

Ar (ψ) = 0; kCr (ψ) = ∂2(rψ)

∂r2
+ k2rψ

Aθ (ψ) = 1

r sin θ

∂(rψ)

∂φ
; kCθ (ψ) = 1

r

∂2(rψ)

∂r∂θ

Aφ(ψ) = −1

r

∂(rψ)

∂θ
; kCφ(ψ) = 1

r sin θ

∂2(rψ)

∂r∂φ




. (3.8.27)

This demonstrates that the components of E0 and H0 can be expressed in terms of
the scalars u and v [see Eq. (3.8.10)] and their first and second derivatives.

c. Particular solutions and boundary conditions

Now let the origin of the coordinate system be the particle center, and the direction
of propagation of the incident radiation be along the z- (or θ = 0) axis in the positive
direction. Further, let the electric vibration of the incident wave be in the x−z plane
(φ = 0◦), and k1 and k2 be the propagation constants outside and inside the particle
of radius a, respectively.

It is useful to think of the total field (E0, H0) as being composed of three par-
tial fields: an incident and a scattered field outside the particle, as well as a field
within the particle. Solutions for these fields can be expressed as expansions in u
and v with undetermined coefficients, each term representing a particular integral.
The coefficients can then be determined from the boundary conditions, which are
that the four tangential components of the total field E0θ , E0φ, H0θ , and H0φ re-
main continuous across the spherical surface r = a even though the propagation
constant k and magnetic permeability µ are discontinuous. The conditions that the
radial components E0r and H0r are also continuous across the surface then follow
automatically from Maxwell’s equations.

We recall from Eqs. (3.8.3) and (3.8.4) and the related discussion that E0 and
H0 of the incident field are independent of time, and define the amplitude of the
electric vector to be normalized to unity. Because of the coordinate system chosen,
the Poynting vector is along the positive z-direction and E0 is in the x−y plane.
Hence, from Eq. (3.8.3), the electric field for the incident wave is [see Eq. (1.3.22)]

E = îeik1z−iωt . (3.8.28)

With the aid of Eqs. (3.8.7) and (3.8.8), the time-independent component of E in
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the radial direction is

E0r = eik1r cos θ sin θ cos φ. (3.8.29)

Differentiation of the identity

eik1r cos θ =
∞∑

n=0

in(2n + 1)Pn(cos θ ) jn(k1r ) (3.8.30)

with respect to θ leads to

E0r = −cos φ
1

k1r

∞∑
n=1

in+1(2n + 1)P1
n (cos θ ) jn(k1r ), (3.8.31)

where we use the relations

∂Pn(cos θ)

∂θ
= −P1

n (cos θ ); P1
0 (cos θ ) = 0. (3.8.32)

On the other hand, from Eqs. (3.8.25) and (3.8.27) we also find

E0r = − iωµ1

k1

[
∂2(ru)

∂r2
+ k2

1(ru)

]
. (3.8.33)

Let

u =
∞∑

n=1

αnu1n, (3.8.34)

where the αn are undetermined coefficients. From the forms of Eqs. (3.8.10),
(3.8.11), (3.8.31), and (3.8.33) we find

E0r = − iωµ1

k1

∞∑
n=1

n(n + 1)

r
αnu1n, (3.8.35)

where

u1n = cos φP1
n (cos θ ) jn(k1r ) (3.8.36)
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and

∂2(ru1n)

∂r2
+ k2

1(ru1n) = n(n + 1)

r
u1n. (3.8.37)

Solving for αn yields

αn = in

ωµ1

2n + 1

n(n + 1)
, (3.8.38)

leading to

u = 1

ωµ1
cos φ

∞∑
n=1

in
2n + 1

n(n + 1)
P1

n (cos θ ) jn(k1r ). (3.8.39)

Returning to Eqs. (3.8.6) and (3.8.28), and using Eqs. (3.8.7) and (3.8.8), it
follows that the radial component of the magnetic field for the incident wave is

H0r = k1

ωµ1
eik1r cos θ sin θ sin φ. (3.8.40)

An analysis of H0r completely analogous to that just undertaken for E0r reveals
that

v = − 1

ωµ1
sin φ

∞∑
n=1

in
2n + 1

n(n + 1)
P1

n (cos θ ) jn(k1r ). (3.8.41)

Equations (3.8.39) and (3.8.41) together suffice to describe the complete incident
field.

From the form of the solutions for the incident wave, and considerations of
conditions that the radial components E0r and H0r of the scattered wave must obey,
it appears that the scattered field can be constructed from the functions

u = − 1

ωµ1
cos φ

∞∑
n=1

anin
2n + 1

n(n + 1)
P1

n (cos θ )h(1)
n (k1r ) (3.8.42)

and

v = 1

ωµ1
sin φ

∞∑
n=1

bnin
2n + 1

n(n + 1)
P1

n (cos θ)h(1)
n (k1r ). (3.8.43)
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The spherical Hankel function of the first kind has been chosen because of its
asymptotic behavior as r → ∞, which is

h(1)
n (x) = (−i)n+1

x
eix , (3.8.44)

and this, when multiplied by e−iωt , represents an outgoing spherical wave as re-
quired. The constants an and bn are coefficients to be determined by the boundary
conditions.

The field inside the particle can be constructed from

u = 1

ωµ2
cos φ

∞∑
n=1

cnin
2n + 1

n(n + 1)
P1

n (cos θ ) jn(k2r ) (3.8.45)

and

v = − 1

ωµ2
sin φ

∞∑
n=1

dnin
2n + 1

n(n + 1)
P1

n (cos θ ) jn(k2r ). (3.8.46)

The choice of the spherical Bessel function jn is based on the requirements that k2

and the fields be finite at the origin. The undetermined coefficients cn and dn can
be expressed in terms of an and bn .

The conditions at r = 0 and r = ∞have just been imposed, which is equivalent to
imposing general conditions on E0r and H0r at these locations. The remaining four
conditions needed for a complete solution are the requirements that E0θ , E0φ, H0θ ,
and H0φ be continuous across the boundary r = a. From Eqs. (3.8.25), (3.8.26),
and (3.8.27), these components are found to be

E0θ = − ω

sin θ

∂

∂φ
[µv] − iω

r

∂

∂θ

[
µ

k

∂(ru)

∂r

]

E0φ = ω
∂

∂θ
[µv] − iω

r sin θ

∂

∂φ

[
µ

k

∂(ru)

∂r

]

H0θ = − 1

sin θ

∂

∂φ
[ku] + i

r

∂

∂θ

[
∂(rv)

∂r

]

H0φ = ∂

∂θ
[ku] + i

r sin θ

∂

∂φ

[
∂(rv)

∂r

]




. (3.8.47)

The quantities in brackets must each be continuous across the boundary r = a. The
form of the equations for u and v then guarantees that the derivatives of the brackets
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with respect to the angular coordinates (θ, φ) are also continuous at r = a, which,
according to Eq. (3.8.47), is sufficient to satisfy the boundary conditions.

Let:

x = k1a; y = k2a

ψn(z) = z jn(z); ψ ′
n(z) = ∂[z jn(z)]

∂z

ζn(z) = zh(1)
n (z); ζ ′

n(z) = ∂
[
zh1

n(z)
]

∂z




. (3.8.48)

In order for the tangential components of the fields inside and outside the particle
to match at the surface, it is found from Eqs. (3.8.39), (3.8.41), (3.8.42), (3.8.43),
(3.8.45), and (3.8.46) that continuity of the bracketed quantities in Eq. (3.8.47)
requires

[µv]:
1

k1
ψn(x) − bn

1

k1
ζn(x) = dn

1

k2
ψn(y)

[
µ

k

∂(ru)

∂r

]
:

1

k1
ψ ′

n(x) − an
1

k1
ζ ′

n(x) = cn
1

k2
ψ ′

n(y)

[ku]:
1

µ1
ψn(x) − an

1

µ1
ζn(x) = cn

1

µ2
ψn(y)

[
∂(rv)

∂r

]
:

1

µ1
ψ ′

n(x) − bn
1

µ1
ζ ′

n(x) = dn
1

µ2
ψ ′

n(y)




. (3.8.49)

Eliminating cn and dn leads to

an = µ1k2ψn(y)ψ ′
n(x) − µ2k1ψn(x)ψ ′

n(y)

µ1k2ψn(y)ζ ′
n(x) − µ2k1ζn(x)ψ ′

n(y)
(3.8.50)

and

bn = µ1k2ψn(x)ψ ′
n(y) − µ2k1ψn(y)ψ ′

n(x)

µ1k2ζn(x)ψ ′
n(y) − µ2k1ψn(y)ζ ′

n(x)
, (3.8.51)

completing the solution for the scattered field.
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d. The far field; phase function and efficiency factors

The scattered field as r → ∞ is the one that is measured. From Eqs. (3.8.42),
(3.8.43), (3.8.44), (3.8.47), and the relations

πn(cos θ ) = 1

sin θ
P1

n (cos θ)

τn(cos θ ) = d

dθ
P1

n (cos θ )


 , (3.8.52)

we find that, as r → ∞,

E0θ = ωµ1

k1
H0φ = i

k1r
eik1r cos φS2(θ )

−E0φ = ωµ1

k1
H0θ = i

k1r
eik1r sin φS1(θ)


 , (3.8.53)

where

S1(θ ) =
∞∑

n=1

2n + 1

n(n + 1)
[anπn(cos θ ) + bnτn(cos θ )]

S2(θ ) =
∞∑

n=1

2n + 1

n(n + 1)
[anτn(cos θ ) + bnπn(cos θ )]




. (3.8.54)

The radial components (E0r , H0r ) are of order (1/r2) as r → ∞, and thus do
not contribute; that is, the scattered wave becomes transverse at large r . In order to
obtain the single-scattering phase function we are interested only in relative fluxes,
and can set the flux equal to the square of the real amplitude of the electric vector.
The two polarization components of the flux are

πF1 = |E0φ|2 = 1

k2
1r2

sin2 φ|S1(θ )|2

πF2 = |E0θ |2 = 1

k2
1r2

cos2 φ|S2(θ )|2




. (3.8.55)

Averaging over all states of polarization and adding yields (since 〈cos2 φ〉 =
〈sin2 φ〉 = 1

2 )

πF = 〈πF1〉 + 〈πF2〉 = 1

2k2
1r2

[|S1(θ )|2 + |S2(θ )|2] (3.8.56)
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for the total scattered flux in the direction θ . The single scattering phase function
then becomes

cp(cos θ ) = |S1(θ )|2 + |S2(θ )|2, (3.8.57)

where c is a normalization constant.
The value for c is determined as follows. Let π F0 be the incident flux and π F be

the scattered flux at a distance r � a from the particle. According to Eq. (3.8.28),
the magnitude of the incident flux is

πF0 = |E0z|2 = 1. (3.8.58)

The fraction of πF0 scattered by a particle of effective scattering cross section
χs is χsπF0. This flux is scattered in all directions, and the fraction crossing a
differential area dA normal to the direction of propagation along r is πFr2 dω,
where dω = sin θ dθ dφ is the element of solid angle subtended at the particle by
dA. Hence, by the law of the conservation of energy,

χs F0 =
∫

ω

r2 F dω, (3.8.59)

where the integration is over all solid angles.
We define the efficiency factors for extinction, scattering, and absorption by,

respectively,

QE = χEπa2

QS = χSπa2

QA = χAπa2


 , (3.8.60)

where the χ j ( j = E, S, A) are the corresponding cross sections. By definition

QE = QS + QA, (3.8.61)

since the fraction of flux extinguished by the particle is just the sum of the fractions
absorbed and scattered.

It follows from Eqs. (3.8.56), (3.8.58), (3.8.59), and (3.8.60) that

QS = 1

k2
1a2

∫ π

0
[|S1(θ )|2 + |S2(θ )|2] sin θ dθ. (3.8.62)
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Though somewhat detailed, it can be shown from Eqs. (3.8.52) and (3.8.54) that
Eq. (3.8.62) reduces to

QS = 2

k2
1a2

∞∑
n=1

(2n + 1)
(|an|2 + |bn|2

)
. (3.8.63)

Integration over doubly infinite series are involved, although orthogonality relations
between πn and τn result in most of the integrations over products being equal to
zero. Integration of Eq. (3.8.57), with the aid of Eqs. (2.1.5), (3.8.62), and the
relation ω̃0 = QS/QE, then yields

c = 1
2 k2

1a2 QE. (3.8.64)

The last quantity to be determined is QE [QA then follows immediately from
Eq. (3.8.61)]. Because the incident field consists of a beam of radiation parallel to
the z-axis [see Eq. (3.8.28)] the flux, in the absence of the particle, is a constant inde-
pendent of z. If the particle is then inserted into the beam, the fractional amount by
which the flux is decreased at large z is equal to χE, the cross section for extinction.

However, the incident and scattered fields along the z-axis (θ = 0) are not com-
pletely incoherent. In addition to absorption and Fresnel reflection and refraction, in-
terference effects are important, and it is necessary to add the field amplitudes before
computing the flux loss due to extinction by the particle. According to Eqs. (3.8.8),
the component E i

0θ of the incident wave, given by Eq. (3.8.28), is (for θ = 0)

E i
0θ = eik1z cos φ, (3.8.65)

while that for the scattered wave E s
0θ is given approximately by [see Eq. (3.8.53)]

E s
0θ = i

k1z
eik1r cos φS(0), (3.8.66)

where

S(0) = S1(0) = S2(0) = 1

2

∞∑
n=1

(2n + 1)(an + bn). (3.8.67)

Equation (3.8.66) is very accurate for small, nonzero values of θ , as long as
cos θ ∼ 1. However, even though z ∼ r for slightly off-axis waves, important
interference effects require that the distinction be maintained in the exponentials.
Consider a plane normal to the z-axis and intersecting it at large z. Let the intersec-
tion be the origin of an (x, y) coordinate system in the plane. Restrict the limits of
both x and y to ±D, where D is small compared with z but large compared with
z tan θ0, where θ0 is the scattering angle within which interference between the
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incident and scattered waves is basically contained. Then, to a sufficient degree of
approximation,

r ∼ z

(
1 + x2 + y2

2z2

)
(3.8.68)

over the range of x and y of interest.
From Eqs. (3.8.65) through (3.8.68), the total θ -component of the time-

independent electric field at large z, with θ ≤ θ0, is

E0θ = E i
0θ + E s

0θ = cos φeik1z

[
1 + i

k1z
S(0)eik1(x2+y2)/2z

]
. (3.8.69)

In like manner it is readily demonstrated that the φ-component of this field is

E0φ = E i
0φ + E s

0φ = −sin φ eik1z

[
1 + i

k1z
S(0) eik1(x2+y2)/2z

]
. (3.8.70)

Both the real and imaginary parts of the complex quantity containing S(0) in the
brackets are small compared with unity. Hence, from Eqs. (3.8.55) and (3.8.56),
the flux at large z is very nearly

πF = 1 + 2

k1z
Re
[
iS(0)eik1(x2+y2)/2z

]
. (3.8.71)

From the previous discussion it is apparent that

χE =
∫ D

−D

∫ D

−D
(πF0 − πF) dx dy, (3.8.72)

where the integrations are extended over large enough ranges to include all inter-
ference effects. Substituting Eqs. (3.8.58) and (3.8.71) into Eq. (3.8.72) yields

χE = − 2

k1z
Re

[
iS(0)

∫ D

−D

∫ D

−D
eik1(x2+y2)/2z dx dy

]
. (3.8.73)

Letting D → ∞ is now legitimate because, by postulate, almost all interference
phenomena have been accounted for within the limits ±D, and extending these
limits without bound adds almost nothing to this integral. The value of each integral
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becomes ∫ ∞

−∞
eik1x2/2z dx = (i + 1)

(
π z

k1

) 1
2

. (3.8.74)

Substituting into Eq. (3.8.73) according to Eqs. (3.8.60) and (3.8.74), we finally
obtain

QE = 4

k2
1a2

Re[S(0)]. (3.8.75)

Expressions have been derived for QS, QE, and p(cos �). These are the main
single-scattering parameters needed, along with the molecular absorption coef-
ficients considered earlier in this chapter, to put the theory of radiative transfer
developed in Chapter 2 on a quantitative basis. In reviewing the various formulas
developed, it is clear that the quantity ka, given by

ka = 2πa

λ
n, (3.8.76)

where n = nr + ini is the complex refractive index [cf. Eq. (1.3.24)], plays a central
role in scattering theory. The factor 2πa/λ is sometimes called the size parameter.

Figure 3.8.2 illustrates two phase functions, one for water drops large compared
with the wavelength of incident radiation, and one for smaller aerosol particles. The
one for large water drops shows several interesting features: (1) the strong, narrow
Fraunhofer diffraction ‘aureole’ near � = 0◦, (2) the broader forward scattering
lobe covering the range 5◦ < � < 80◦, (3) the rainbow, centered about � = 140◦,
and (4) the back scattering ‘glory’ near � = 180◦.

The j = 1 component in Fig. 3.8.1 is basically responsible for the forward scat-
tering lobe outside the aureole, while the j = 2 component gives rise to the rainbow.
In the latter case there is a minimum deviation of the once internally reflected ray
near � = 140◦, and this varies with changing refractive index. Much of the radiation
comprising the j = 2 component passes close to this angle of minimum deviation,
leading to an enhanced intensity around this angle. The changing refractive index
with wavelength gives rise to the colors observed.

The aureole and glory are both due primarily to interference, although there
are basic differences. The aureole depends on the interference of waves diffracted
around the particle, whereas the glory is constructed from the interference of waves
undergoing refraction. Edifying discussions of the physical principles can be found
in van de Hulst (1957).

Figures 3.8.3 and 3.8.4 are plots of the efficiency factors QE and QA as functions
of the size parameter 2πa/λ for two different refractive indices. The difference
between QE and QA is QS. The latter figure represents a much more absorbing
medium than the former.
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Fig. 3.8.2 Single scattering functions for a water cloud and an aerosol haze, each associated
with a real refractive index n = 1.33. The cloud and haze particle size distributions peak
at particle radii a ∼ 4.0 and a ∼ 0.05 µm, respectively. Computations were made for a
wavelength λ = 0.8189 µm (after Hansen, 1969).

Fig. 3.8.3 Efficiency factors for extinction, QE, and absorption, QA, for weakly absorbing
particles.

Several interesting features are evident in Fig. 3.8.3. The limiting value for QE for
a � λ is QE = 2. This is because the radiation diffracted around the particle is in-
cluded in the computation for QE, and this comprises half the extinguished radiation
for particles large compared with the wavelength of incident radiation. A second
feature is that several large-scale maxima and minima occur in the extinction curve,
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decreasing in amplitude with increasing a/λ. The maxima are due to constructive
interference between diffracted and transmitted radiation, while the minima are
due to destructive interference. Comparable periodic fluctuations do not occur in
Fig. 3.8.4, because the transmitted radiation is strongly attenuated in the more
absorbing medium, reducing interference to a negligible effect.

Another interesting feature of the Q-functions in Fig. 3.8.3 is a small-amplitude
‘ripple’ superimposed on each of the main curves. This ripple appears to be the
result of interference between the Fraunhofer diffraction peak and a surface wave
that takes occasional short-cuts through the particle just under the outer boundary.
Because this phenomenon depends on unattenuated transmission to maximize the
amplitude of the ripple, the strongly absorbing medium in Fig. 3.8.4 fails to show
a corresponding effect.

For particle compositions of interest to us there appears to be at least one maxi-
mum in QE. It is a general rule that the first maximum is defined by

πa

λ
|n − 1| ∼ 1 + ε, (3.8.77)

where ε � 1. For particle radii considerably smaller than the value contained in
Eq. (3.8.77), extinction cross sections decrease dramatically, and much simpler
expressions than required by the Mie theory can often be used to describe the
extinction characteristics with adequate precision.

Fig. 3.8.4 Efficiency factors for extinction, QE, and absorption, QA, for strongly absorbing
particles.
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The emerging radiation field

The last chapter dealt with the interaction of radiation with matter, mostly in the
gaseous, but also in the liquid and solid phases. Absorption coefficients of infrared
active gases, emission and scattering properties of surfaces, and single scattering
albedos and phase functions of aerosols were considered. Applications of these
concepts, along with the principles of radiative transfer discussed in Chapter 2,
enable us to calculate the emerging radiation field of a planet or satellite.

In this chapter we examine how the physical state of an emitting medium gives
rise to the general spectral characteristics of the outgoing radiation field. We begin
in Section 4.1 by considering the behavior of a single spectral line in an isothermal
atmosphere, both with and without scattering. In Section 4.2 we introduce nonscat-
tering atmospheric models having a more complicated thermal structure, but still
consider only a single line. Finally, in Section 4.3 we conclude our investigation of
nonscattering models using realistic molecular parameters. Our aim in this chapter
is to illustrate the principles behind the analysis of remotely sensed data, especially
with regard to how scattering, atmospheric abundances, and thermal structures af-
fect the appearance of the observed spectrum. Later, in Chapter 6, we apply these
principles to the descriptions of real planetary spectra.

4.1 Models with one isothermal layer

a. Without scattering

The first model considered consists of a nonscattering gas layer at constant pres-
sure and temperature adjacent to a solid surface of unit emissivity. This model is
illustrated in Fig. 4.1.1. We consider the absorbing gas to have only one spectral
line. Such a line is not perfectly monochromatic, but, as discussed in Section 3.6,
is broadened by various effects. In this section we assume that the gas pressure is
sufficiently high and the temperature sufficiently low so that collisional broadening
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dominates and the line has a Lorentz shape. Other line shapes would serve equally
well. For a Lorentz line the normal optical thickness of the gas layer is given by
[see Eq. (3.6.3)]

τ (ν) = N χ̄αz

π [(ν − ν0)2 + α2]
, (4.1.1)

where N is the molecular number density, χ̄ the mean cross section per molecule
multiplied by the effective line width, z the layer thickness, and α the line width
appropriate for the assumed pressure and temperature. At the line center (ν = ν0)
the optical path is maximum.

According to our postulate, scattering does not occur in the layer. If we assume
a surface emissivity of unity, the outgoing monochromatic radiation field is given
by Eq. (2.4.4), with n = 1. Thus τ0 = 0 and

Iν(0, ν) = Bν[τ1/2(ν)]
[
1 − e−τ1(ν)/µ

]+ Bν(TS) e−τ1(ν)/µ, (4.1.2)

where TS is the surface temperature at τ1. The first term corresponds to IE in
Fig. 4.1.1, and the second to ID. Upon substituting Bν(TA) for Bν[τ1/2(ν)], where
TA is the gas temperature, Eq. (4.1.2) can be written

Iν(0, ν) = Bν(TA) − [Bν(TA) − Bν(TS)] e−τ1(ν)/µ. (4.1.3)

Fig. 4.1.1 Simple nonscattering model. Radiation of intensity IE is emitted by an isothermal
layer of temperature TA in the direction µ. An underlying surface of unit emissivity and
temperature TS also radiates with its characteristic blackbody intensity B(TS). After partial
absorption a reduced fraction ID is transmitted through the layer in the same direction. The
sum of IE and ID is the total outgoing intensity.
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Fig. 4.1.2 Lorentz lines in absorption in a homogeneous isothermal atmosphere, generated
according to the model illustrated in Fig. 4.1.1. Normal viewing (µ = 1) is assumed, with
surface and atmospheric temperatures of TS = 150 K and TA = 90 K, respectively. The line
width α in Eq. (4.1.1) is 1 cm−1, and the line center is at ν0 = 400 cm−1. The product χ̄z
is 8 cm2 per particle, and the particle number density is assigned the four values N = 0.1,
1, 20, and 500 particles per cm3. Planck functions for T = 150 K and 90 K serve as limiting
boundaries for the lines.

As τ1(ν)/µ increases, Iν(0, µ) increases if the temperature difference TA − TS is
positive, or decreases if the difference is negative. Thus spectral lines are seen either
in emission or absorption depending on whether TA > TS or TA < TS. If TA = TS

the line disappears; only the blackbody continuum Bν(TA) is seen.
These principles are illustrated in Figs. 4.1.2 and 4.1.3, which show how absorp-

tion or emission lines are formed when TA is, respectively, less than or greater than
TS. The figures show different line strengths depending on the number density of
absorbing molecules. In order to illustrate how the line wings blend into the Planck
continuum we have adopted line widths much larger than those associated with
real molecules, although exceptions can occur under special circumstances, such
as when lines are formed by collision-induced absorption.

If the optical path length at the line center, τ1(ν0)/µ, is sufficiently small, the line
is relatively weak and the area under the curve (defined relative to the continuum)
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Fig. 4.1.3 As Figure 4.1.2, except the lines are in emission because the surface and atmo-
spheric temperatures are reversed, with TS = 90 K and TA = 150 K, respectively.

is proportional to the column density. Physically this occurs because very few
molecules along the line-of-sight are obstructed by other molecules, and almost
all contribute to the opacity. As τ1(ν)/µ becomes large, most of the molecules
are masked by others, especially near the line center, where the cross section per
molecule is largest. The line approaches saturation and the area under the curve
becomes proportional to some fractional power of the column density. The core of
the line flattens out because the layer becomes opaque there, and the temperature
contrast between the layer and the surface no longer affects the intensity near
the line center (the surface cannot be seen). Only in the wings of the line, where the
cross section per molecule is still small enough to permit the surface to contribute,
does a variation of intensity with wavenumber occur.

b. With scattering

Certain modifications of the line shape and strength occur when scattering is in-
troduced. Figure 4.1.4 illustrates the physical process, and should be contrasted
with the nonscattering model shown in Fig. 4.1.1. A useful analytic representation
follows from the two-stream approximation developed in Chapter 2. Considering
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Fig. 4.1.4 Simple scattering model. Radiation of intensity IE is emitted in the direction µ
by an isothermal layer of temperature TA. Because of multiple scattering, many photons
emitted by the layer have originated within the layer from other directions. An underlying
surface of unit emissivity and temperature TS also emits in all directions. Some of the
radiation is backscattered by the layer and is reabsorbed by the non-reflecting surface. A
component IT is diffusely transmitted through the layer by multiple scattering and another,
ID, is directly transmitted. The total outgoing intensity in the direction µ is the sum of
IE, IT, and ID.

only internal sources, Eq. (2.5.14) becomes

µi
dI (τ, µi )

dτ
= I (τ, µi ) − 1

2

∑
j

(ω̃0 + ω̃1µiµ j ) I (τ, µ j ) − (1 − ω̃0)B(τ )

(i, j = ±1). (4.1.4)

In an isothermal layer the Planck function, B, is a constant. In this case it can be
shown by direct substitution that

I (τ, µi ) = B (4.1.5)

is a particular integral of Eq. (4.1.4). Hence, upon adding this integral to the general
solution [Eq. (2.5.23)], the complete solution becomes [note also Eqs. (2.5.21),
(2.5.22), and (2.5.24)]

I (τ, µi ) =
∑

α

Lα

ω̃0 + cαµi

1 + kαµi
e−kατ + B (α, i = ±1). (4.1.6)

The integration constants Lα can be determined from the boundary conditions

I (0, − µ1) = 0; I (τ1, µ1) = cB, (4.1.7)



134 The emerging radiation field

where [see Eq. (4.1.3) and the related discussion]

c = B(TS)/B(TA). (4.1.8)

Thus

L1
ω̃0 − c1µ1

1 − k1µ1
+ L−1

ω̃0 + c1µ1

1 + k1µ1
= −B

L1
ω̃0 + c1µ1

1 + k1µ1
e−k1τ1 + L−1

ω̃0 − c1µ1

1 − k1µ1
ek1τ1 = (c − 1)B


 . (4.1.9)

Define

f =
(

1 − ω̃0

1 − 1
3 ω̃1

) 1
2

. (4.1.10)

With the aid of Eqs. (2.5.21), (2.5.22), and (2.5.24) we find that

ω̃0 − c1µ1

1 − k1µ1
= 1 + f (4.1.11)

and

ω̃0 + c1µ1

1 + k1µ1
= 1 − f. (4.1.12)

Reduction of Eqs. (4.1.9) then yields

L1 = −B
(c − 1)(1 − f ) e−k1τ1 + (1 + f )

(1 + f )2 − (1 − f )2 e−2k1τ1
(4.1.13)

and

L−1 = −Be−k1τ1
(c − 1)(1 + f ) + (1 − f ) e−k1τ1

(1 + f )2 − (1 − f )2 e−2k1τ1
. (4.1.14)

Hence, from Eq. (4.1.6), the outgoing intensity becomes

I (0, µ1) = 2 f B
(1 + f ) + 2(c − 1) e−k1τ1 + (1 − f ) e−2k1τ1

(1 + f )2 − (1 − f )2 e−2k1τ1
. (4.1.15)
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The physical meanings of the parameters c, B, ω̃0, and τ1, either explicitly or im-
plicitly contained in Eq. (4.1.15) [see Eqs. (2.5.24) and (4.1.8)], are clear, but ω̃1

requires a little more discussion. From Eq. (2.5.1) and (2.5.3) we find

∫
ω

cos � p(cos �)
dω

4π
= 1

3 ω̃1. (4.1.16)

With the aid of Eq. (2.5.4) we can define an asymmetry factor

〈cos �〉 =

∫
ω

cos � p(cos �)
dω

4π∫
ω

p(cos �)
dω

4π

= ω̃1

3ω̃0
, (4.1.17)

which expresses the degree to which radiation is singly scattered into the forward
(plus) or backward (minus) directions. The more directionally extreme the scatter-
ing, the greater |〈cos �〉| is. The full range is −1 ≤ 〈cos �〉 ≤ 1, although if only
two terms are included in p(cos �) [Eq. (2.5.1)], the phase function itself will be
negative over certain ranges of � if |cos �| > 1

3 .
Rewriting Eq. (4.1.17) yields

1
3 ω̃1 = ω̃0〈cos �〉. (4.1.18)

For a given single scattering albedo ω̃0, the greater the forward scattering, the larger
ω̃1 will be. Either ω̃1 or 〈cos �〉 can be used to describe the degree of forward (or
backward) scattering, though we favor 〈cos �〉.

After this digression we return to Eq. (4.1.15). Four limiting cases are of particular
interest for explaining the principles of line formation in scattering atmospheres:
the cases τ1 = 0 and τ1 = ∞, and the cases ω̃0 = 0 and ω̃0 = 1.

Case 1: If the atmospheric layer disappears (τ1 = 0) we have

lim
τ1→0

I (0, µ1) = cB, (4.1.19)

i.e., the atmosphere is transparent and the upwelling intensity is just the Planck
intensity of the surface.

Case 2: If the atmosphere becomes very deep (τ1 → ∞) Eq. (4.1.15) reduces to

lim
τ1→∞ I (0, µ1) = 2 f

1 + f
B, (4.1.20)
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where

ε = 2 f

1 + f
= 2

[
1 +

(
1 − ω̃0〈cos �〉

1 − ω̃0

) 1
2

]−1

(4.1.21)

is the atmospheric emissivity.
Case 3: If the particles are completely absorbing (ω̃0 = 0), Eq. (4.1.15), with the aid of

Eqs. (2.5.24) and (4.1.10), reduces to [note from Eq. (4.1.18) that ω̃1 → 0 as
ω̃0 → 0]

I (0, µ1) = B[1 + (c − 1)e−√
3τ1 ]. (4.1.22)

This is identical with Eq. (4.1.3), with µ = µ1 = 1/
√

3.
Case 4: If the particles are fully reflecting (ω̃0 = 1), both f and k are zero and Eq. (4.1.15)

becomes indeterminate. If we let ω̃0 approach unity in such a way that, for
any τ1, k1τ1 � 1, we can approximate exp(−nk1τ1) with (1 − nk1τ1). After some
reduction Eq. (4.1.15) becomes

lim
ω̃0→1

I (0, µ1) = lim
ω̃0→1


B

c − (c − f )k1τ1

2 + (1 − f )2
k1τ1

f


 , (4.1.23)

or, because

k1

f
= √

3(1 − ω̃0〈cos �〉) (4.1.24)

(which is true independently of the value of ω̃0), we finally obtain

lim
ω̃0→1

I (0, µ1) = cB

1 +
√

3

2
(1 − 〈cos �〉)τ1

. (4.1.25)

The curves in the upper parts of Figs. 4.1.5 and 4.1.6 illustrate the formation of ab-
sorption lines for moderate to small optical path lengths. If τ1 is small, Eqs. (4.1.22)
and (4.1.25) respectively reduce to

lim
ω̃0→0

I (0, µ1) ∼ cB

[
1 −

(
1 − 1

c

)√
3τ1

]
(4.1.26)

and

lim
ω̃0→1

I (0, µ1) ∼ cB

[
1 −

√
3

2
(1 − 〈cos �〉)τ1

]
. (4.1.27)

Hence, for a given (small) value of τ1, a nonscattering medium will give rise to a
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Fig. 4.1.5 Lorentz lines generated in a partially scattering, homogeneous, isothermal
medium, illustrated by the model in Fig. 4.1.4. The direction cosine of viewing is µ = 1/

√
3.

Surface and atmospheric temperatures are TS = 180 K and TA = 150 K, respectively. Two
components contribute to the total optical thickness of the atmosphere: (1) τM(ν), due
to a purely absorbing molecular medium, given by Eq. (4.1.1), and (2) a wavenumber-
independent component, τp, due to a uniformly mixed medium of scattering aerosol par-
ticles. The line width of the molecular component is α = 1 cm−1, and the product N χ̄z
varies between 2 and 2 × 107 cm−1; the line center is at ν0 = 500 cm−1. The two compo-
nents of normal optical thickness at line center are indicated by [πτM(ν0), πτp]; the factor
π is introduced to eliminate it from the right side of Eq. (4.1.1). Single scattering albedos
of the aerosol particles are ω̃

p
0 = 0 for the dot-dash curves and ω̃

p
0 = 1 otherwise. Volume

element single scattering albedos (gas plus aerosol) vary with wavenumber for the dashed
and solid curves, being smallest at line center. Models for which the asymmetry factor
〈cos �〉 = 0, 0.5, and 0.8 are illustrated by the long dashed, short dashed, and solid curves,
respectively. The slanted line separating emission from absorption features is the Planck
intensity for a 150 K blackbody. (2 E 5 = 2 × 105.)

greater or lesser intensity than a scattering medium depending on whether (1 − 1/c)
is respectively less than or greater than 1

2 (1 − 〈cos �〉).
The far wings of the lines in the upper parts of Figs. 4.1.5 and 4.1.6 best

demonstrate this point. Here τ1 is smallest and ω̃0 approaches unity in the scat-
tering model. In both figures c ∼2, and in Fig. 4.1.5 〈cos �〉 = 0.5. Hence the
wings of the line formed by the scattering aerosol are about midway in intensity
between those formed by the absorbing aerosol and those formed in the absence
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Fig. 4.1.6 As Fig. 4.1.5, except for the absence of models for which (1) ω̃
p
0 = 0 and (2)

〈cos �〉 = 0.5. The normal optical thicknesses τM(ν0) and τp in the lower part of the
figure are a factor 10−5 of those in Fig. 4.1.5. As before, models for which the asym-
metry factors are 〈cos �〉 = 0 and 0.8 are illustrated by the long dashed and solid curves,
respectively.

of any aerosol, where τ1 ∼0. In this case more radiation is diffusely transmitted
through the medium with ω̃0 ∼1 than is emitted by the medium with ω̃0 = 0.
The corresponding intensity components are IT in Fig. 4.1.4 and IE in Fig. 4.1.1,
respectively.

On the other hand these same components become comparable when 〈cos �〉 =
0. This can be seen by comparing Eqs. (4.1.26) and (4.1.27) as well as the relevant
curves in Figs. 4.1.5 and 4.1.6. The physical reason is illustrated in Fig. 4.1.4; as
〈cos �〉 becomes smaller, more radiation emitted by the surface is scattered by the
layer back to the surface, and not so much is diffusely transmitted upward through
the medium by multiple scattering in the forward direction.

The lower curves in Fig. 4.1.5 show the consequences of τ1 becoming extremely
large [πτM(ν0) = 2 × 105 and 2 × 107, and πτP = 107]. Because the atmosphere
is effectively semi-infinite and isothermal, no thermal contrast is possible, and the
line shapes are due solely to variations in multiple scattering. As indicated by
Eqs. (4.1.20) and (4.1.21), the emissivity is everywhere less than unity, leading to
intensities less than the Planck intensity. At the line centers ω̃0 is smallest because
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Fig. 4.1.7 Scattering model in thermodynamic equilibrium. An opaque slab is placed over
an isothermal semi-infinite partially scattering medium. Both the slab and the medium
are held at the same temperature TA. Radiation from the slab is incident on the medium
in all downward directions, and a component of intensity IS is diffusely reflected by the
medium into the direction µ. The intensity of radiation thermally emitted by the medium
into the direction µ is IE. Because the space between the slab and medium is equivalent to
a blackbody cavity (see Section 1.7), the sum of IS and IE is the Planck intensity B(TA).

gaseous absorption is strongest at these wavenumbers, leading to maximum emis-
sivities. As the distance from the line center increases, absorption decreases, leading
to larger values of ω̃0 and correspondingly smaller values for ε. This results in a
line shape that resembles emission from a warmer medium above a cooler surface,
even though no temperature contrast actually exists.

The strength of the line is also affected by the shape of the phase function for
single scattering. From Eq. (4.1.21) we see that ε increases as 〈cos �〉 increases.
This effect is illustrated in the lower part of Fig. 4.1.5. The physical reason can be
understood with the aid of Fig. 4.1.7. Radiation from an overlying slab is incident
on a partially scattering semi-infinite medium. If single scattering is predominantly
in the forward direction (〈cos �〉 ∼ 1), any given photon tends to penetrate rather
deeply into the medium, even after several scattering events, before being turned
around by scattering into a backward direction. Conversely, if single scattering is
isotropic (〈cos �〉 = 0), a given photon is just as likely as not to be backscattered
in any given single scattering interaction. The average path length in the medium
is larger in the former case than in the latter, leading to a greater likelihood of
absorption; i.e., IS will decrease as 〈cos �〉 increases.

If the slab is now removed, only

IE = εB(TA) = B(TA) − IS (4.1.28)
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will contribute to the outgoing intensity in Fig. 4.1.7, and IE must increase as
〈cos �〉 increases. This accounts for the differences with 〈cos �〉 in the lower part
of Fig. 4.1.5.

As an interesting aside, the local reflectivity (or albedo) is given by

a = 1 − ε = IS

B(TA)
. (4.1.29)

From Eqs. (4.1.21) and (4.1.29) it is easily deduced that

1 − a

1 + a
=
(

1 − ω̃0

1 − ω̃0〈cos �〉
) 1

2

, (4.1.30)

a relationship connecting the local albedo with the single scattering properties of a
homogeneous semi-infinite medium in the two-stream approximation.

Thick, finite media, while exhibiting many characteristics similar to those of
semi-infinite media, do show some differences. Comparisons between the lower
portions of Figs 4.1.5 and 4.1.6 illustrate these differences. Although the cores of
the lines in the cases shown are almost identical, the wings of the lines in finite
media manifest relatively larger intensities than those in semi-infinite media. This is
because the single scattering albedo is very high far from the line center, and diffuse
transmission through the medium is effective. Equation (4.1.25) is the quantitative
expression of this statement in the limiting case ω̃0 = 1, and demonstrates how
forward scattering enhances diffusion through the medium, a fact also illustrated
by the lower portion of Fig. 4.1.6. Remarkably thick atmospheres can transmit
some radiation if ω̃0 is close to unity because almost no absorption per scattered
event takes place, and on the average many such events will occur before any given
photon is absorbed. Forward scattering is more effective in transmitting radiation
than isotropic scattering because it is more directed, and the total path length a
multiply scattered photon traverses through the medium is shorter. In the limit, as
〈cos �〉 → 1, radiation remains undeviated and is effectively unscattered.

4.2 Models with a vertical temperature structure

A more thermally complex system involves an atmosphere that is vertically variable
in temperature and in hydrostatic equilibrium under the force of gravity. The vertical
pressure gradient in such an atmosphere is given by

dP

dz
= −gm N , (4.2.1)
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where P, N , m, and g are, respectively, the pressure, molecular number density,
mean molecular weight, and acceleration due to gravity at the level z. Assuming
that the perfect gas law is sufficiently accurate, we also have

P = NkT, (4.2.2)

where k is the Boltzmann constant and T the temperature. Upon differentiating
Eq. (4.2.2) and substituting into Eq. (4.2.1), we obtain

dN

dz
= −N

(
mg

kT
+ 1

T

dT

dz

)
. (4.2.3)

a. Single lapse rate

The simplest example of a nonisothermal atmosphere is one with a single lapse
rate,

� = −dT

dz
= const. (4.2.4)

This is also physically realistic for planetary atmospheres over moderate ranges
of altitude. Substituting into Eq. (4.2.3), replacing z with T as the independent
variable, and integrating, yields

N = Nr

(
T

Tr

)−(1−mg/k�)

, (4.2.5)

where the subscript r refers to any arbitrary reference level. An integration of
Eq. (4.2.4) provides the relation between temperature and altitude,

T = Tr − �(z − zr). (4.2.6)

To calculate the outgoing intensity, we apply the multilayer model of Subsec-
tion 2.4.a [see Eq. (2.4.4)]. The relation between optical and geometric thicknesses
of the individual layers is given by [cf. Eq. (4.1.1)]

τi − τi−1 = Ni χ̄αi (zi − zi−1)

π
[
(ν − ν0)2 + α2

i

] . (4.2.7)

Each layer is assumed to be individually isothermal; hence, from the kinetic theory
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Fig. 4.2.1 Lorentz lines in absorption in an atmosphere with a constant, positive lapse
rate. Normal viewing (µ = 1) is assumed. The temperature at the surface and base of the
atmosphere is T = 150 K, while the temperature at the top of the atmosphere is T = 90 K.
The line width α is 1 cm−1, and the line center is at 400 cm−1. The product χ̄z is 8 cm2

per particle, and the particle number density at the base (reference level) is assigned the
four values Nr = 1, 10, 100, and 500 particles per cm3. Planck functions for T = 150 K
and 90 K serve as limiting boundaries for the lines.

of gases we have

αi

αr
= Ni

Nr

(
Ti

Tr

) 1
2

(4.2.8)

where Ni is an appropriate mean number density and Ti is the temperature for the
i th layer. The relations between Ni , Ti , and zi follow from Eqs. (4.2.5) and (4.2.6).

Figures 4.2.1 and 4.2.2 illustrate the effect of a constant lapse rate on the spectrum.
A positive lapse rate (negative temperature gradient) is considered in the first figure,
and a negative one in the second. The lines are seen, respectively, in absorption and
emission and are qualitatively similar to those in Figs. 4.1.2 and 4.1.3. This is largely
because the mean atmospheric temperature is less than the surface temperature in
the first case, and greater in the second.

There are some differences, however. In particular, lines formed in an atmo-
sphere with a temperature gradient do not exhibit the symmetry in absorption
and emission shown in homogeneous isothermal media. According to Eqs. (4.2.5)
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Fig. 4.2.2 Lorentz lines in emission in an atmosphere with a constant, negative lapse rate.
The temperature at the surface and base of the atmosphere is 90 K, while the tempera-
ture at the top of the atmosphere is 150 K. The remaining parameters are the same as in
Fig. 4.2.1.

and (4.2.6) the variation of number density with altitude is more extreme with a
negative lapse rate. Hence, if the base of the atmosphere is the reference level,
the integrated column density will be less. The lines, seen in emission, will ap-
pear weaker than corresponding absorption lines formed in an atmosphere with
a positive lapse rate, as long as the molecular number densities at the bases are
equal.

A second difference is that lines associated with a temperature gradient tend not
to saturate as readily as those associated with an isothermal atmosphere. In the latter
case saturation occurs at wavenumbers where the total atmosphere becomes opaque.
In the former case, however, the temperature contrast between different levels within
the atmosphere is sufficient to cause a spectral variation with wavenumber even
though the surface cannot contribute.

The reason can be clarified with the concepts of weighting and contribution
functions. If emission from the surface does not depend on azimuth, Eq. (2.4.1) can
be written

I (z = z0, µ) = I (z = 0, µ) exp

(
− 1

µ

∫ z0

0
Nχ dz

)
+
∫ z0

z
B(z′)W (z′, µ) dz′,

(4.2.9)



144 The emerging radiation field

where z0 is the top of the atmosphere for all practical purposes, and the weighting
function W (z, µ) is given by

W (z, µ) = ∂

∂z

[
exp

(
− 1

µ

∫ z0

z
Nχ dz′

)]
. (4.2.10)

This function is the gradient of the transmittance through the atmosphere in the
direction µ. The weighting function is a maximum where the transmittance is
changing most rapidly. Hence, from Eq. (4.2.9), if the variation of B(z) with z
is small compared with that of W (z, µ), the level at which W (z, µ) is maximum is
also the level that contributes most to the outgoing intensity I (z0, µ). More often,
however, the variation B(z) with z is not small, and the maximum of the contribution
function,

C(z, µ) = B(z)W (z, µ), (4.2.11)

is more appropriate for defining the level of maximum contribution to I (z0, µ).
This level will vary with wavenumber because χ and B(z) do. Consequently, the
effective level from which the atmosphere emits depends on wavenumber, and,
because the various levels are at different temperatures, the outgoing intensity
will also vary with wavenumber, even though the atmosphere may be sufficiently
opaque to obscure the contribution from the surface. The net effect is to defer
saturation in opaque lines arising from an atmosphere with a temperature gradi-
ent. These lines appear to be somewhat broader in the wings and less flat near
the core than lines generated in an isothermal atmosphere. This is illustrated in
Fig. 4.2.3.

b. Multiple lapse rates

The correlation between contribution functions and the observed spectrum becomes
most evident when the atmosphere undergoes temperature reversals. Consider
the temperature profile shown in Fig. 4.2.4. Three distinct lapse rates define the
thermal structure; two positive lapse rates bound a negative one in the middle.
Discontinuities in temperature gradient are avoided by rounding the profile at the
two extremes.

Outgoing intensity spectra of models using this temperature profile are shown
in Fig. 4.2.5. The models are defined by Eqs. (4.2.5) through (4.2.8). The differ-
ent panels in the figure are associated with different values of the base number
density Nr. As Nr grows larger the opacity at a given wavenumber increases,
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Fig. 4.2.3 Comparisons of Lorentz line ratio spectra for isothermal atmospheres (solid
curves) and constant lapse rate atmospheres (dashed curves). All lines are normalized to the
continuum. The temperature at the top (z = 50 km) of all atmospheres is TA = 90 K; the
temperature remains constant throughout the isothermal atmospheres, and increases linearly
with decreasing altitude to TA = 150 K at z = 0 for the constant lapse rate atmospheres. The
surface temperature is TS = 150 K for all models, and the reference level is at z = 10 km,
where N = Nr. The number density is N = 0 below 10 km, and is calculated in accordance
with Eqs. (4.2.5)–(4.2.6) between 10 and 50 km.

causing the effective emission level zeff at that wavenumber to rise to higher
altitudes.

The topmost panel in Fig. 4.2.5 shows a spectrum for which zeff extends over
the full altitude range, 0–90 km. This is demonstrated in Fig. 4.2.6, in which four
contribution functions associated with four critical wavenumbers are displayed.
Three of the wavenumbers (ν = 367, 393, and 400 cm−1) correspond to minima
or maxima in the spectrum, while the fourth (ν = 200 cm−1) is located in the far
wing.

The atmosphere is very transparent at 200 cm−1 and almost opaque at the line cen-
ter at 400 cm−1. The corresponding contribution functions are relatively narrow, and
their peaks are located at the surface and at the top of the atmosphere, respectively.
As a result the calculated intensities of the spectrum at these two wavenumbers are
almost equal to the Planck intensities associated with the temperature (T = 150 K)
at the bottom and top of the atmosphere.
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Fig. 4.2.4 Temperature profile used to calculate spectra in Fig. 4.2.5.

The contribution function for ν = 393 cm−1 is associated with a peak spectral
intensity at this wavenumber, and also has a maximum at z = 60 km, the altitude
at which the temperature profile is maximum. However, the function itself is rather
broad, and fairly large contributions to the outgoing intensity at 393 cm−1 arise from
a moderate range of altitudes centered about 60 km, over which the temperature
is less than maximum. Consequently, the spectral intensity at 393 cm−1 is only
slightly greater than the Planck intensity for T = 180 K, as indicated in Fig. 4.2.5a,
rather than that for T = 210 K, as implied by Fig. 4.2.4.

A minimum in the spectrum occurs at ν = 367 cm−1, implying the associ-
ated weighting function is maximum near z = 30 km, where the temperature
(and hence the Planck intensity) has a minimum. Thus the weighting func-
tion and Planck intensity tend to counteract each other, and their product
results in the broad, double-peaked contribution function shown in Fig. 4.2.6. In
this case the concept of an effective emission level has little meaning, since there
exists a broad altitude range over which individual levels contribute about equally
to the outgoing intensity. This phenomenon is characteristic of temperature minima
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Fig. 4.2.5 Emission spectra of atmospheric models that incorporate the temperature profile
in Fig. 4.2.4. The models are defined by Eqs. (4.2.5) through (4.2.8). The reference level,
where N = Nr, is at z = 0; the top in all cases is at z = 90 km.

in general, and can lead to difficulty in attempts to infer the detailed thermal struc-
ture of real atmospheres from observed spectra, the subject of Section 8.2.

In summary, the spectral intensity at a given wavenumber can, in certain spectral
regions, be closely associated with the Planck intensity of the atmosphere at a
given effective emission level zeff. In other spectral regions, especially near spectral
minima, the association is not as close. To the extent that zeff is meaningful, the
emission properties of this level are governed by the optical properties and cross
sections of the particles and molecules present at this level, as well as the temperature
profile. The sharper the contribution function associated with zeff, the better defined
this level is.

If comparisons are being made across a fairly broad spectral range, the Planck
intensity will vary with wavenumber at a given zeff. In this case it is frequently useful
to plot the spectrum in units of brightness temperature, TB. This is not a physical
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Fig. 4.2.6 Contribution functions at selected wavenumbers, corresponding to the atmo-
spheric model with Nr = 500 particles cm−3. The associated emission spectrum is shown
in panel (a) of Fig. 4.2.5.

temperature, but rather is the temperature of a blackbody that would radiate with the
outgoing intensity at a given wavenumber. Thus TB is a function of wavenumber,
and, provided the thermal structure is known, gives one an easy way to estimate the
variation of zeff with wavenumber, or, what amounts to the same thing, to estimate
the approximate level at which each point in the spectrum is formed. We use this
representation in the last section.

4.3 Model with realistic molecular parameters

So far we have considered only the effect of the atmospheric thermal structure on
a single line. However, in the thermal infrared, molecular bands are dominantly
responsible for the gaseous opacity, and it is useful to see how they affect the
appearance of spectra. We illustrate this with the 667 cm−1 band of carbon dioxide
(CO2) and the temperature profile shown in Fig. 4.3.1. This profile qualitatively
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Fig. 4.3.1 Temperature profile used to calculate the CO2 emission spectrum in Fig. 4.3.2.

resembles those for Earth and Titan (see Chapters 6 and 8). We assume a nitrogen
(N2) atmosphere (mean molecular weight of 28 amu) and add a CO2 mole fraction
of 1 × 10−6. The spectrum shown in Fig. 4.3.2 is computed at a resolution of
0.01 cm−1 and degraded to 1.0 cm−1. Part of the spectrum is shown in the lower
panel at a resolution of 0.1 cm−1.

The P- and R-branches of the 667 cm−1 CO2 band display considerable structure,
principally in absorption in the ranges 625–664 cm−1 and 671–705 cm−1, although
individual lines appear in emission. This indicates that the corresponding contri-
bution functions peak in the lower atmosphere where the temperature gradient is
negative, except in the line centers where the contribution functions have shifted to
a position above the temperature minimum. In the central Q-branch the spectrum is
strongly inverted and appears in emission. Here the atmosphere is opaque enough
to shift the contribution functions well above the temperature minimum, where the
temperature gradient becomes positive.
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Fig. 4.3.2 Upper panel shows a spectrum calculated for an N2–CO2 atmosphere with the
temperature profile illustrated in Fig. 4.3.1 and a spectral resolution of 1.0 cm−1. The lower
panel is part of the same spectrum but displayed between 666 and 680 cm−1 at a resolution
of 0.1 cm−1. The CO2 mole fraction is q = 1 × 10−6 between z = 0 and z = 60 km, and
q = 0 above these altitudes.
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From this example it is clear that some combination of thermal structure and
emitting gas abundance can be inferred from observed spectra. As we have seen,
a qualitative picture can often be obtained simply by inspecting a display of the
spectral data. A more quantitative assessment requires solutions of the equation
of transfer. First, however, it is necessary to examine how instrumental effects
modify the appearance of planetary spectra. This will be discussed in the next
chapter.



5

Instruments to measure the radiation field

In Chapter 4 we constructed examples of planetary spectra by applying solutions of
the radiative transfer equation to model atmospheres of assumed composition and
temperature structure. Before we can compare the results of such calculations with
measured spectra we have to understand the modifications the emerging radiation
field experiences in the recording process performed by radiometric instruments. A
full comprehension of the detailed functioning of instruments is also necessary for
the planning and the design of remote sensing investigations. Therefore, in Chapter 5
we discuss the principles of infrared instrumentation. We concentrate on instruments
for space use, but the physical principles are equally applicable to ground-based
astronomical sensors. On several occasions we refer to such Earth-based devices.
It is neither possible nor useful to mention all infrared instruments ever flown in
space or ever used for planetary work with ground-based telescopes. Instead, we
analyze the physical concepts of different design approaches. To illustrate these
concepts we occasionally show diagrams of specific instruments as well as samples
of results obtained with them.

Radiometric devices have certain common characteristics. For example, most
radiometric instruments contain optical elements to channel planetary radiation onto
a detector. Telescopes are often essential parts of these designs. Following a brief
introduction in Section 5.1, the subject of telescopes is discussed in Section 5.2. In
the process of imaging a planetary surface element onto the detector, fundamental
limits in spatial resolution are encountered. These limits, set by diffraction, are
discussed in Section 5.3. Sometimes, radiometric instruments have components
that chop the incoming radiation, or allow line by line scanning to form an infrared
image, or permit image motion compensation to reduce smear caused by the relative
motion of the field of view against the planet during the exposure. Different system
configurations have evolved to permit execution of these functions; they are the
subject of Section 5.4.

152
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The spectral range of a remote sensing instrument must be restricted to at least
one, but sometimes to many, well-defined intervals. Calculations are carried out
most conveniently for monochromatic radiation, and nearly monochromatic meas-
urements are often desirable. But instrumental and other realities set practical
limits, and for some investigations the optimum spectral interval may be rela-
tively wide. To provide structure to the discussion of the numerous methods used
to restrict the spectral range of remote sensing instruments, we divide this subject
into four sections: spectral separators based on intrinsic material properties, spec-
tral filters based on interference in thin films, spectral analysers based on diffrac-
tion, and Fourier transform spectrometers. Section 5.5 on intrinsic material prop-
erties includes a discussion of prism spectrometers and gas cell instruments. In
Section 5.6 on interference phenomena we present an analysis of narrow- and
wide-band optical filters designed to operate at fixed frequencies as well as
tunable filters. Interference filters and Fabry–Perot interferometers are part of this
discussion. Grating spectrometers are the subject of Section 5.7. Fourier trans-
form spectrometers, that is, instruments for which the output signal needs to be
Fourier transformed to obtain a spectrum, are grouped in Section 5.8. Of course,
they are also based on interference phenomena. Michelson interferometers, on
space platforms and from the ground, have made significant contributions to our
knowledge of planetary atmospheres and surfaces. However, with cryogenically
cooled detectors one reaches a point where background noise becomes a limiting
factor and where Fourier transform spectrometers lose the important multiplex ad-
vantage. The post-dispersion technique, also discussed in Section 5.8, overcomes
this limitation. The Martin–Puplett and the lamellar grating interferometers are
included in this section because of their significance to present and future space
exploration. Today, Fourier transform spectrometers reach spectral resolutions on
the order of 10−2 cm−1. Heterodyne spectroscopy can reach a spectral resolution
as small as 10−5 cm−1, although most planetary measurements have been per-
formed with somewhat higher resolution. This powerful technique is discussed in
Section 5.9.

All radiometric devices must convert infrared energy into electrical signals.
The fundamental properties of infrared converters, commonly called detectors, are
analyzed in Section 5.10. In Section 5.11 the operating principles, noise limitations,
and several temperature to voltage conversion mechanisms of thermal detectors are
treated. Properties and noise characteristics of quantum detectors are the subject of
Section 5.12. In many cases radiometric instruments must be calibrated in intensity
and wavenumber. For best results calibration techniques are part of the instru-
ment design. Several calibration methods are treated and their merits discussed in
Section 5.13. Finally, Section 5.14 deals with considerations encountered in the
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selection of specific instrument designs; scientific objectives are related to certain
instrument parameters.

Chapter 5 is neither a listing of available instruments nor is it an instruction
manual for the construction of such devices. Rather, this chapter is intended to
provide the necessary background to make an intelligent choice of a particular
instrumental technique in the pursuit of a specific scientific goal and to be able to
assess instrumental effects in recorded data.

5.1 Introduction to infrared radiometry

Instruments designed to measure infrared radiation are traditionally called radio-
meters, photometers, or, if they record the polarization, photopolarimeters; if they
measure the intensity as a continuous function of wavenumber, or wavelength, the
term spectrometer is applicable; if they generate a two-dimensional display of the
radiation field, they are called imaging systems or cameras. However, there is no
fundamental difference between radiometers, spectrometers, or cameras, and most
of what has to be discussed in this chapter applies to all. For example, all radiomet-
ric instruments must have detectors, that is, elements that absorb infrared radiation
and convert it to another form of energy, which can then be sensed by electronic
means. In general, radiometric instruments have other elements as well, such as
lenses or mirrors, but only a detector is needed to construct a simple radiometer.
The black and white detectors originally designed for the Vanguard program and
later flown in modified form on Explorer 7 by Verner Suomi of the University
of Wisconsin, for example, consisted only of an absorbing and emitting surface the
size and shape of a table tennis ball, with a temperature sensor inside, mounted
on the tip of an antenna rod (Weinstein & Suomi, 1961). The spherical detector
attempts to reach equilibrium between its own thermal emission and the radiative
fluxes from the Sun, the Earth, and the spacecraft. Taking advantage of the space-
craft passing periodically into the Earth’s shadow, the individual contributions to
the energy balance of the detectors can be separated and the fluxes emitted and
reflected by the Earth and its atmosphere determined. The simplicity of the de-
vice made it attractive in the early days of space meteorology. Such detectors
and several variations of the same idea have been flown repeatedly in Earth’s
orbit (Weinstein & Suomi, 1961; Hanel, 1961a; Astheimer et al., 1961; Nordberg
et al., 1962; Bandeen et al., 1964). However, the precision and the spatial and
spectral resolution inherent in such devices are insufficient for more sophisticated
investigations. Additional complexity must be tolerated to satisfy scientific re-
quirements. Therefore, most radiometric instruments include optical components
to focus radiation from a planetary area onto one or several detectors, elements that
limit or otherwise identify the spectral range, and circuitry to amplify and record
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the signal. In addition, choppers, shutters, scanning mirrors, image motion com-
pensators, calibration sources, and other components may also be part of a fully
functional remote sensing device. Each task – imaging, spectral separation, and
detection – can be implemented by a multitude of techniques. Besides the scientific
requirements, physical size, weight, power consumption, cryogenic demands, data
rates, and other often subtle requirements set further boundaries to the design. The
organization of this chapter follows the functional elements of radiometric systems.

5.2 Optical elements

The purpose of optical elements is to channel radiation as efficiently as possible
from the observed area on the planetary object onto the detector. The simplest optical
elements capable of doing so are lenses and curved reflectors (Fig. 5.2.1). Mirrors

Fig. 5.2.1 Simple optical systems to image a planetary area onto a detector; (A) with a
refractive and (B) with a reflective element.
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fold back individual rays, in contrast to lenses, which do not; lenses lead, therefore,
to more straightforward layouts. Since it is then easier to follow individual rays we
use lenses often in the optical schematics designed to demonstrate the principles.
However, for every optical layout with lenses, as shown in panel A of the figure,
there exists an equivalent layout with mirrors, as illustrated in panel B. Sometimes
one configuration is easier to implement than the other.

In Fig. 5.2.1 the lens images the scene of area Ap onto the detector of area Ad.
The size of the detector and its distance to the lens determine the field of view given
by the solid angle, �0. The detector is illuminated by a much larger solid angle,
�d, determined by the maximum half angle, θmax, which in turn is given by the size
of the lens and the distance to the detector. For a circular lens

�d =
∫ θmax

0

∫ 2π

0
sin θ dφ dθ = 2π (1 − cos θmax). (5.2.1)

The azimuth angle is φ. The relationship between � and θmax is shown in Fig. 5.2.2.
The same figure indicates the f-number of the lens; f-number = focal length ÷
diameter. For small values of θmax, the cosine term may be approximated by
(1 − θ2/2), which is equivalent to the paraxial approximation, sin θ ∼ θ , and

� ∼ πθ2
max. (5.2.2)

This approximation, also shown in Fig. 5.2.2, is good for values of θmax up to 40◦

(80◦ full cone angle) or an f-number of 0.6. Another often used and convenient
approximation, area of aperture divided by the square of the distance between
aperture and detector, yields

� ∼ π tan2 θmax; (5.2.3)

it is good to about 20◦ half cone angle, or an f-number of 1.4.
The product of the cross section (area) of the radiation times the solid angle is

the étendue, or simply the A-Omega. Unfortunately, no specific name exists for this
quantity in the English language. Sometimes the term throughput is suggested, but
this seems more appropriate to the quantity A�η, η being the optical efficiency of
the system.

As can be seen from Fig. 5.2.1 and approximation Eq. (5.2.3), the solid angle of
the instrument is

�0 = Ap

a2
= Ad

b2
. (5.2.4)
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Fig. 5.2.2 Solid angle versus maximum cone angle. The solid curve is the exact formula,
the dashed curves are approximations valid for small cone angles. The f-numbers of the
optical elements are also shown (F#).

If we let the radius of the lens of area A0 be R0 we obtain:

a tan α = R0 = b tan θ. (5.2.5)

Squaring this equation and multiplying by π yields

a2π tan2 α = π R2
0 = b2π tan2 θ. (5.2.6)

With approximation (5.2.3) one obtains

a2�p = A0 = b2�d. (5.2.7)

Elimination of a2 and b2 with the help of Eq. (5.2.4) yields

Ap�p = A0�0 = Ad�d. (5.2.8)
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Fig. 5.2.3 Schematic of the infrared radiometer on TIROS 2. Half of the rotating modulator
is reflective, the other half is absorbing.

Thus the product A� is invariant in an optical system. Actually the term n2 A� is
invariant, n being the refractive index, but as long as we measure A and � in the same
medium (air or vacuum, for example) it is sufficient to consider A� to be invariant.
An optical system may be compared to an electrical transformer, where the product
current times voltage (power) is also invariant. The telescope and the transformer
are not without losses; optical and electrical efficiencies are less than unity.

In reality, the planet–lens distance is much larger than the lens–detector distance;
for all practical purposes the planet is at infinity and the detector must be placed
at the focal point of the lens. Indeed such simple radiometers have been flown
in space, for example, on TIROS 2 (Fig. 5.2.3). As the half-reflective, half-black
modulator rotates, half of the radiation arriving at the detector originates at the black
modulator while the other half alternates between both input beams. The optical
element of this instrument consists of a lens, which focuses the planetary radiation
(or that from space) onto the detector. A cluster of five such devices, each one with
its own spectral filter, formed this five channel radiometer. For each channel the
entrance aperture is the lens or, if you consider only one of the entrance beams,
one half of the lens. Modulator and prismatically shaped mirror are oversized. The
field stop, that is, the aperture that determines the field of view, is the detector. Such
an optical layout has the advantage of simplicity, but it has shortcomings as well.
The response of infrared detectors is often not uniform across the sensitive area.
Some parts of the detector surface may be several times as sensitive as others. The
area of the planet to be imaged onto this nonuniform detector is in all likelihood
also not uniform. The detector signal is then proportional to the two-dimensional
convolution of both distribution patterns. If the field of view and, therefore, also the
detector, is small and possibly scanning across the planetary surface, the effect may
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Fig. 5.2.4 Optical layout demonstrating the use of a field lens. The field lens images the
primary mirror onto the detector.

not be too detrimental. The one- or two-dimensional image, which can be formed
from one or several adjacent scan lines, may show little of the convolution problem.
If, just to consider an extreme example, the planet is smaller than the field of view,
a nonuniform response may lead to severe errors.

Addition of a field lens overcomes the problem (Fig. 5.2.4). The entrance aperture
is still the telescope primary, but the detector is no longer the field stop; the stop is
an opening in an otherwise opaque disk located at the focal plane. The field stop
can now be circular or of any other shape; it is not restricted to the usually square
shape of detectors. At or immediately behind the field stop is the field lens with the
focal length chosen to image the primary onto the detector. A bundle of rays that
originates from a particular point on the planet within the field of view and that
passes through the entrance aperture, forms an image of the point in the plane of
the field stop, but it floods all parts of the detector, as bundles from other points
within the field also do. In spite of a nonuniform detector sensitivity, the response
function of this radiometer across its field of view is theoretically ideal, which
means it is constant within the field and zero outside. Of course, this is strictly true
under otherwise ideal conditions. In reality, aberrations in the optical components,
diffraction at the edges, scattering on optical imperfections, and alignment errors
cause deviations from ideal conditions. The addition of a field lens, or field mirror,
reduces the overall efficiency by a few percent, depending on the implementation
of the design; however, it may be a small sacrifice if a flat field of view response is
of concern.

Two variations of the field lens concept are mentioned: the immersion lens and the
Winston cone. Both are designed to reduce the required detector area and, thereby,
improve the signal-to-noise ratio. The immersion lens (Fig. 5.2.5) increases the
speed of a condensing optic beyond that of a conventional field lens by coupling
the detector directly to a material of a high refractive index. The immersion lens
is the analog to the immersion objective of high-power microscopes. Instead of a
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transparent oil used with microscope objectives a soft arsenic modified selenium
film couples the detector to the plane lens surface. The selenium film is transparent
from 1 to 20 µm. No air gap is permitted between lens and detector. The reduction in
detector area, in comparison with that of a conventional field lens, is proportional to
n2 of the immersion lens material, a consequence of the invariance of n2 A�. Since
detector noise is often proportional to the square root of the area, the improvement in
signal-to-noise is proportional to n; therefore, a material with a high refractive index,
such as germanium (n = 4), is desirable. It is necessary to apply an antireflection
coating to the hemispherical surface. Immersion lenses have been used mainly in
conjunction with thermistor bolometers (De Waard & Wormser, 1959).

A Winston cone is a non-image-forming concentrator (Fig. 5.2.6). Winston cones
are used widely in the far infrared, partly because of their high efficiency, and partly
because refractive materials to form field lenses or immersed detectors are not
conveniently available in that spectral domain. The cone scrambles the image at the
focal plane and, thereby, fulfills the objective of the field lens concept, which is to
prevent a direct mapping of the observed scene onto the detector surface. Since cones
are reflective elements, they are highly efficient and without wavelength limitations,
except for diffraction effects. In addition to the rays shown in Fig. 5.2.6, skew rays
must be considered. Design theory and many useful diagrams can be found in the
book by Welford & Winston (1978).

In Fig. 5.2.4 the primary optical element defines the entrance aperture. This may
not always be the case, as shown in Fig. 5.2.7, where the aperture stop is located
after the field stop. If this system is arranged on an optical bench with components

Fig. 5.2.5 Thermistor bolometer attached to a hemispherical immersion lens.

Fig. 5.2.6 Winston cone, a non-image-forming concentrator.
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Fig. 5.2.7 Optical layout with aperture stop behind field stop.

transparent to visible radiation and allowed to face a distant scene, a sharp, inverted
image of this scene can be observed by holding a piece of white paper at the field
stop. If one moves this piece of paper behind the relay lens to the aperture stop, the
image of the primary appears at that position. The physical size of the aperture stop
must be slightly smaller than this image, or else the primary will be the limiting
aperture. A design with the primary not being the aperture stop prevents radiation
scattered off the edge of the primary from reaching the detector.

The field stop limits the solid angle of the instrument by eliminating all rays
with angles larger than that of the principal rays (dashed lines in Fig. 5.2.7). The
principal rays are rays that pass through the center of the aperture stop, have the
largest angle with the optical axis, and still reach the detector. The aperture stop
is the particular aperture that determines the entrance pupil, A0, of the instrument.
In Fig. 5.2.7 the entrance pupil is the image of the aperture stop at the primary.
The entrance pupil need not necessarily be at the position of the primary; it could
be located at a distance in front of the primary. The optical elements that do not
serve as stops should be sufficiently large to admit all legitimate rays, even those
that are slightly diffracted, or else they may become partial stops for extreme rays.
If this occurs, the system is said to have vignetting. In an arrangement such as the
one shown in Fig. 5.2.7, it may also be advisable to introduce other baffles to reduce
light scattered by a tubular housing, for example.

Many instruments designed to analyze spectral information, such as Fabry–Perot
and Michelson interferometers, operate best in a collimated beam. Telescopes that
produce such a beam are well-known for visual observations; the Galilean and
the astronomical telescope are examples. The first uses a convex objective lens
and a concave eyepiece, while the latter a similar objective and an eyepiece of
convex curvature. In either case, the focal points of both lenses must coincide.
Implementations of both systems with mirrors and lenses are shown in Fig. 5.2.8.
Afocal systems have the object as well as the image at infinity. The example shown
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Fig. 5.2.8 Afocal systems. Reflective and refractive versions of the astronomical and
Galilean telescopes.

Fig. 5.2.9 Optical layout with a collimated beam at the aperture stop.

in Fig. 5.2.9, based on the astronomical telescope, has a well-defined field stop.
The aperture stop has been placed between elements 2 and 3 in the middle of the
collimated beam. The aperture stop may coincide with the position of the stationary
mirror of a Michelson interferometer or with the etalon (mounted plates) of a Fabry–
Perot interferometer. For operation with a single detector, a field lens may be used
at or near the focus of the third element. If a multi-element detector array is desired
in conjunction with a spectral analyzer to provide simultaneous imaging capability,
the array must be placed at the focal point of element 3. The main field stop limits
the frame size and reduces out-of-field stray light, but each individual detector
element functions as its own field stop.

For systems with large primary elements and long focal lengths, as are often
required when good spatial resolution is to be achieved from a great distance,
the overall length of a single element telescope is prohibitive. The Cassegrain
design combines a long focal length with a short physical dimension. It consists
of a concave primary mirror of paraboloidal shape and a convex secondary of
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Table 5.2.1 Parameters (in cm) of Voyager
infrared telescope

Focal length of primary 35.56
Diameter of primary 50.8
Focal length of secondary −5.751
Diameter of secondary 7.257
Distance primary–secondary 30.48
Diameter of field stop 1.33
Virtual image of primary behind secondary 7.088
Diameter of virtual image 8.861

hyperboloidal configuration. Many large, ground-based astronomical telescopes
can be operated at a Cassegrain focus. A schematic cross section of the Voyager
infrared spectrometer (IRIS) and dimensions of the Cassegrain telescope are shown
in Fig. 5.2.10 and in Table 5.2.1, respectively. The negative focal length of the
secondary implies a convex mirror surface. The effective focal length of the IRIS
telescope is 305 cm and the f -number is 6. The telescope was designed with a field
limiting aperture of 1.33 cm in the focal plane and a 0.25◦ full field of view. The
Composite Infrared Spectrometer (CIRS) on Cassini has a similar telescope.

If in the design of the reflective version of the astronomical telescope (Fig. 5.2.8)
the secondary mirror is moved farther from the primary focus, the telescope focal
point moves from infinity to a finite position and one obtains a Gregorian telescope.
The secondary mirror is of a concave ellipsoidal shape and reimages the real focal
point of the primary into that of the telescope. This design leads to a larger primary–
secondary separation and, therefore, to a larger overall length than that of the
Cassegrain configuration. The only advantage of the Gregorian telescope in its
off-axis version is improved rejection of stray light. The Gregorian telescope has
seen little use, except where stray light is of concern. Such concerns arise in the
measurement of feeble radiation from the limb of a planet (the outer edge of the
apparent disk) in the presence of a large and strongly emitting planetary disk or in
precise measurements of the cosmic background in the presence of strong sources,
such as the Sun, the Earth, the Moon, and the planets. The advantage of an off-
axis Gregorian telescope is the accessibility of the prime focus, which permits
additional and effective baffling. Residual stray light is caused by the presence
of dust particles and quality flaws on the primary mirror surface. If necessary,
additional baffles ahead of the primary may be installed. The off-axis configuration
leads to a lower f-number of the primary mirror, which is often cut from a larger,
on-axis paraboloid. An example of an off-axis Gregorian design is the telescope
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Fig. 5.2.11 Schematics of an off-axis Gregorian telescope, similar to one used on the
Cosmic Background Explorer (COBE Project, NASA).

of the infrared photometer flown on the Diffuse Infrared Background Experiment
(DIRBE) on the Cosmic Background Explorer (COBE) (Fig. 5.2.11).

The decision as to whether to use mirrors or lenses for the telescope depends on
several factors. A first principle in the design of optical systems requires symmetry
if at all possible. Symmetrical optical systems are usually much easier to fabricate,
to align, and they have large alignment error allocations. The latter is especially
important when the operating temperature significantly differs from the alignment
temperature of the system. In such a case it is desirable to fabricate the telescope
mirrors and the support structure of the same material (aluminum or beryllium,
for example). A secondary principle is to avoid obscurations in the beam. The
effect of obscurations on the optical efficiency, the generation of side lobes, and the
problem of warm structural elements in the field of view of a detector at cryogenic
temperatures have to be considered. Both mirror and lens systems can be designed
to comply with the first principle; however, symmetrical mirror systems must have
obscurations and do not comply with the second principle. In some critical cases
even a lens system must be followed by a small obscuration – for example, to block
a ghost image formed by multiple reflections between lens surfaces.

Selection of a specific telescope design is, therefore, not straightforward. Large
aperture lens systems can become very heavy. The refractive index of materials
is usually quite high in the infrared and requires each surface to have multilayer
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antireflection coatings. In addition, the refractive index of infrared materials is
temperature sensitive and the material itself is often not transparent in the visible,
which complicates both system alignment at ambient temperatures and control of
system aberrations at operational temperatures. Correction of chromatic aberration
to acceptable limits near material absorption edges is frequently not possible. On the
other hand lenses do offer the possibility of designing a controlled contamination
environment because of their obvious sealing characteristics. Restrictions in volume
and weight, combined with étendue and pixel resolution requirements, frequently
favor a reflecting telescope.

After the conceptual layout of a telescope is complete, the design process must
include a study of aberrations, which may involve iterative ray tracing. The reader
interested in this subject should consult books on optical design such as Conrady
(1957), Strong (1958), Born & Wolf (1959), or The Infrared Handbook by Wolfe
& Zissis (1978).

5.3 Diffraction limit

The angular (spatial) resolution of a telescope, or of any optical system, is ulti-
mately limited by diffraction. As an example, we calculate these limitations for an
instrument with a Cassegrain telescope; however, the theory is directly applicable
to other configurations as well.

The entrance aperture of the telescope is represented by a prime mirror of radius
a, with a central obscuration of radius a′ = εa. A small field stop is visualized as
a small detector at the focal point. The optical axis of the telescope is the x-axis.
To study diffraction we let a plane wave arrive at an angle α. The plane wave is
expressed by

E = eiωt e−ik(x cos α+y sin α). (5.3.1)

Introducing polar coordinates (x = r cos φ, y = r sin φ), and omitting the time
factor, one obtains for the amplitude distribution at the entrance aperture:

E(x = 0) = e−ikr sin φ sin α. (5.3.2)

We are dealing with plane waves and a detector at the focal point; we are,
therefore, in the domain of Fraunhofer diffraction. The more general diffraction
theory, applicable to a source and a detector at arbitrary positions to both sides
of an aperture, is called Fresnel diffraction theory. Only Fraunhofer diffraction is
important for planetary telescopes since all objects are effectively at infinity and
detectors or field stops are in the focal plane of optical systems.
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The resulting signal at the detector may be obtained by integration over the
aperture area. Indicating this average by Ē , one obtains

Ē(ε, α, a) =
∫ a

εa

∫ 2π

0
e−ikr sin φ sin αr dφ dr. (5.3.3)

Integration over φ is accomplished with the help of the Sommerfeld integral rep-
resentation of Bessel functions

∫ 2π

0
e−iz sin φdφ = 2π J0(z); z = kr sin α, (5.3.4)

where J0(z) is the zero-order Bessel function of argument z. Consequently,

Ē = 2π

∫ a

εa
J0(kr sin α)r dr. (5.3.5)

With the integral formulas for Bessel functions (Jahnke & Emde, 1933, p. 143) one
obtains

Ē(ε, α, a) = a2

[
2J1(ka sin α)

ka sin α
− ε2 2J1(kεa sin α)

kεa sin α

]
. (5.3.6)

The limit of 2J1(x)/x for x = 0 is 1. We normalize by dividing by Ē(ε, α = 0, a)
and square the result to obtain the normalized intensity:

Ī (ε, α, a) = 1

(1 − ε2)2

[
2J1(ka sin α)

ka sin α
− ε2 2J1(kεa sin α)

kεa sin α

]2

. (5.3.7)

This function is shown in Fig. 5.3.1 for several values of ε as a function of ka sin α.
Since ka equals π D/λ, ka is π times the diameter, D, of the aperture measured
in wavelengths. Therefore, the 50 cm telescope of Voyager has at 50 µm the same
diffraction pattern as a 0.5 cm lens has with the same relative central obscuration
in the visible (0.5 µm).

For ε = 0 one obtains the diffraction pattern of a lens or an off-axis mirror without
central obscuration. The first null of J1(x)/x is at x1 = 3.832. The central part of
the diffraction pattern – that is, the portion inside the first null – is said to be inside
the Airy disk given by

ka sin α = 3.832. (5.3.8)
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Fig. 5.3.1 Relative intensity of a point source impinging on a telescope with central obscur-
ation ε as a function of ka sin α (see text).

Since ka = π D/λ and sin α ∼ α for small angles,

α = 1.22λ/D, (5.3.9)

which is the well-known equation for diffraction limited angular resolution. Because
of the A-Omega invariance,

π D2

4
πα2 = Ad�d, (5.3.10)

the diffraction limited étendue may be expressed by

3.7λ2 = Ad�d. (5.3.11)

The half cone angle, θmax, (Fig. 5.2.2) will seldom exceed 66◦; then �d is 3.7
and the dimensions of the detector equal the wavelength. With more moderate
angles, say 35◦ and �d = 1.15, the detector is 1.8 times the wavelength in the
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diffraction limited case. Reduction of the detector size to less than the size given by
the diffraction limit will only reduce the intercepted energy, but will not improve
the angular resolution.

As shown in Fig. 5.3.1, the effect of a central obscuration is not only to reduce
the position of the first null of the intensity function, but also to increase the energy
contained in the side lobes. Each side lobe or diffraction ring contains a certain
fraction of the total energy. By integrating the intensity function with respect to
ka sin α from the center to the first null one obtains the energy contained in the
Airy disk, or the first ring. Integration from the first to the second null yields the
energy of the second ring and so forth. This integration, as a function of ε, was
carried out by Goldberg & McCulloch (1969) (Fig. 5.3.2). Even for ε = 0, the Airy
disk contains only 0.84 of the total energy and the second ring about 0.08. For values
of ε between 0.3 and 0.4, the first two rings contain most of the energy, ∼ 0.89, and
little is gained by including the third and fourth ring because their contributions are
small. To recover almost 0.90 of the total energy the angular size of the field of view

Fig. 5.3.2 Energy distribution of a point source among several diffraction rings; as in
Fig. 5.3.1, ε is the ratio of the radii of the central obscuration to the full aperture (Goldberg
& McCulloch, 1969).



170 Instruments to measure the radiation field

must be chosen to reach to the second null; for ε = 0.4 of the intensity function.

ka sin α ∼ 7.5 (5.3.12)

and

α = 2.39λ/D, (5.3.13)

or approximately twice the value of 1.22λ/D. This diffraction criterion is more
realistic for telescopes with a sizeable central obscuration and if the total energy of
a point source is to be measured with a diffraction limited Cassegrain system.

For a telescope of 50 cm diameter and for a wavelength of 50 µm (as in the case
of the Voyager instrument), α, as defined by Eq. (5.3.13), is 2.30 × 10−4, which
corresponds to a half cone angle of 0.014◦. This angle is small in comparison with
the 0.125◦ half cone angle of the instrument. The Voyager instrument (IRIS) is
almost an order of magnitude from being diffraction limited.

In the above derivations we neglected the effect of the structure necessary to hold
the secondary mirror in place. The impact of diffraction effects by these structures
has been examined in detail by Harvey & Ftaclas (1988). If the primary is imaged
onto the detector, as is often done to obtain a uniform field of view, the sensitivity
pattern across the detector element influences the effective diffraction pattern of the
system. The integrations of Eq. (5.3.3) should then include the detector sensitivity
pattern as a weighting function under the integral. If the sensitivity pattern has pro-
nounced peaks or voids, the effect can be substantial for a diffraction limited system.

5.4 Chopping, scanning, and image motion compensation

In this section we discuss basic radiometer configurations. Unchopped radiometers,
also called d.c. radiometers, and instruments where the optical beam is interrupted
at a relatively high rate, called a.c. radiometers, have been used widely. Often these
devices are employed in a line by line scanning mode with the intent to generate a
two-dimensional image as well as to produce data suitable for numerical analysis.
Image motion compensation may be required when integration of the signal is
necessary over a time interval where smear, caused by the motion of the spacecraft
relative to that of the object, cannot be neglected.

a. D.C. radiometers

The basic radiometer configuration shown in Fig. 5.2.1 functions adequately in the
visible and near infrared where radiation from the object under study is likely to
dominate radiation emitted from the instrument. However, this must not be true
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in the middle and far infrared. At room temperature and for wavelengths longer
than a few micrometers, thermal emission from optical filters, lenses, and mirrors
may exceed planetary radiation by a large amount. Several methods may be applied
to distinguish between desired radiation from the object under investigation and
undesired emission from optical components.

The most straightforward method is to cool the instrument to a temperature low
enough to render thermal emission from components insignificant. Although cool-
ing of the whole instrument also reduces detector noise, it is often not convenient,
sometimes not even possible to implement. For planetary observations within a
narrow spectral band, where the signal even from a relatively warm object may
be quite feeble, it would be necessary to cool the instrument, or at least the detec-
tor environment and the narrow-band filter, to cryogenic temperatures. This is not
possible without severe penalties in weight or power. For a mission to the outer
planets, which could easily take a decade to reach the objects of interest, it would
be impractical to install a large tank of liquid helium, or to provide enough power
to operate a cryogenic refrigerator. Other examples where cooling is impossible are
ground-based telescopes, which cannot be operated below ambient air temperature
without risking condensation.

An alternative way to separate radiation from the object under study from that
of the instrument is to hold the instrument temperature constant and occasion-
ally intersperse measurements of deep space. For most purposes deep space is a
nonemitting sink. The weak emission of the cosmic background (∼2.7 K), of stars,
and of galaxies is negligible compared with that of objects in our Solar System.
To cancel instrument emission one subtracts deep space readings from those of the
object of interest. Deep space observations must occur often enough so that the
effect of a residual drift in the instrument temperature, and in atmospheric condi-
tions in case of ground-based observations, can be kept small in comparison with
the planetary radiance to be measured. Deep space observations must not occur
too often, however, so that data collection can proceed undisturbed in between
space observations. The optimum duration of planetary and space measurements
depends on the planetary intensity, the instrument temperature, and on the thermal
time constants of the components involved.

While scanning across a planetary disk, deep space observations come naturally
just before and after the field of view crosses the limb. If the field of view is
permitted to complete a full 360◦ rotation at uniform angular speed, sufficient time
exists to observe a blackbody of known temperature mounted inside the instrument.
Assuming the radiometer response to be linear, the planetary measurements can be
scaled to the readings from space and the blackbody, permitting absolute calibration
(see Section 5.13).

To demonstrate the principles involved we discuss the conceptual design of a
scanning radiometer for a spacecraft in a low, circular orbit. The field of view and
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the scan rate of that instrument shall be chosen to yield a contiguous pattern near the
subspacecraft point. Closer to the horizon the widths of individual scans projected
onto the curved planetary surface become wider and adjacent scan patterns overlap.
In certain designs the field of view may rotate around the center of the view direction,
adding further distortion to picture elements away from the nadir. For a low orbit
the spin of the spacecraft or, more likely, the rotation of a mirror in the instrument
generates the line by line sweep. The orbital motion provides the progression from
one line to the next. A planet-oriented, well-stabilized spacecraft in a circular orbit
is best suited for such a mapping radiometer. For a geosynchronous orbit, where
the spacecraft remains over nearly the same equatorial point, the line scan can be
provided by spinning the spacecraft about an axis parallel to that of the planet. The
advancement from one line to the next can be accomplished by stepping a mirror
each revolution or by tilting the whole instrument in small increments with respect
to the spacecraft spin axis. All these techniques have actually been used.

To an instrument at an altitude, h, above the surface, the planetary disk appears
at a half angle, θ ,

θ = arc sin
R

R + h
, (5.4.1)

where R is the planetary radius (∼6371 km for the Earth). The full angle, horizon
to horizon, is then ∼125◦ for a 800 km orbit. The subspacecraft velocity, vSS, is
calculated from celestial mechanics,

vSS =
√

G M

R + h
· R

R + h
, (5.4.2)

where G is the gravitational constant (G = 6.67 × 10−11 m3 kg−1 s−2) and M is
the mass of the Earth (M = 5.98 × 1024 kg). The first term with the square root is
the orbital velocity, while the second term is the ratio of the projection of the orbital
velocity onto the Earth’s surface to the orbital velocity itself. For an 800 km orbit
the subspacecraft point moves with a speed of 6.63 km s−1; for a lower orbit, say
500 km, the speed is slightly higher, 7.07 km s−1.

Suppose one desires a spatial resolution of 14 km at the subspacecraft point. An
instrument with a 1◦ square field of view in an 800 km orbit has a ‘footprint’ of just
that size (Fig. 5.4.1). It takes the spacecraft 2.1 s to advance the subspacecraft point
the width of the field of view, 14 km. The scan mirror must complete a full revolution
in 2.1 s to provide a contiguous scan pattern. This implies a mirror rotation rate of
0.47 revolutions s−1. Knowing the field of view and the scan rate, one may derive the
electric bandwidth required to transmit the information, provided one also knows
the scanning function.
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Fig. 5.4.1 Projection of the rectangular field of view of a radiometer scanning perpendicular
to the subsatellite path. The scan rate is chosen to produce contiguous coverage on the
planetary surface at the subsatellite point.

To derive the scanning function consider an arbitrary intensity distribution in the
scan direction represented by a sum of sinusoidal components of an amplitude, In ,
and a spatial wavelength, �n (Fig. 5.4.2). Integration over a square field of view
yields the scanning function, sin xn/xn , where xn = π L/�n; L is the length of the
footprint in the scan direction (14 km) and �n is the nth Fourier component of the
intensity along the same direction. The function sin x/x has the first null at x = π .
If the field is small in comparison with �, degradation of the amplitude does not
occur; if the field equals �, the signal reduces to zero. The optical scanning process
shows complete analogy to magnetic tape recording. The field of view in the scan
direction corresponds to the gap width of the playback head and the scan speed to
the tape speed.

A circular field of view requires averaging over a circular area of the patterns
with wavelength �n . A scanning function 2J1(x)/x is obtained, where J1(x) is
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Fig. 5.4.2 Schematic to illustrate variation in intensity along the scanning direction. Only
one modulation of periodicity �n is shown.

Fig. 5.4.3 Scanning function for a rectangular (solid line) and a circular (dashed line) field
of view.

the first-order Bessel function of the argument x = π D/�, D being the diameter
of the footprint. In the discussion of diffraction in Section 5.3, integration over
a circular aperture illuminated by a plane wave resulted in the same function
[Eq. (5.3.7)]. Both scanning functions, for square and circular fields of view, are
shown in Fig. 5.4.3. The highest signal frequency that should be recorded is a fre-
quency just below the first null of the scanning function. For simplicity, we take
the null frequency as the limit of the base band. Higher frequencies, corresponding
to side lobes, are usually not of interest and should be suppressed. If the detector
output is sampled at discrete intervals, as is normally the case, a sampling rate of at
least double the first null frequency is necessary to record the base band. Rejection
of frequencies above the first null is important to avoid folding of high frequency
interference and noise into the base band, called aliasing.

A square field of 1◦ has 360 elements in a full circle. With the scan mirror ro-
tating 0.47 revolutions s−1 this corresponds to 171 periods s−1, or 171 Hz. The



5.4 Chopping, scanning, and image motion compensation 175

sampling rate should, therefore, be at least 342 samples s−1. The lowest frequency
to be reproduced is d.c. or zero hertz. Therefore, this type of radiometer is called a
d.c. radiometer. However, detecting and amplifying d.c. levels is inconvenient. As
a compromise, one may limit the low frequency end of the passband at 0.05 Hz,
that is, well below that given by the rotation rate of ∼0.5 Hz in this example.
Once each revolution, while viewing deep space, the signal is set to zero electron-
ically, a process called clamping. The accumulative error due to the lack of true
d.c. response can thereby be kept small. The permissible error due to insufficient
low frequency response must be evaluated for a particular application. Besides the
amplitude response the phase characteristic of the system is important. The overall
phase characteristic, including that of the detector, amplifier, and electronic filter,
must be linear over the whole passband. Then the overall shape of the signal is
preserved; otherwise distortion will occur and errors will be introduced. The prob-
lem is analogous to that encountered in the reproduction of sound, except that the
human ear may be more forgiving than the stringent requirements of an infrared
photometer.

A number of scanning radiometers, based on this principle, have flown in low
Earth orbits for meteorological purposes. Typical instruments are the two-channel
radiometer of ITOS (1970) (Fig. 5.4.4) and the Very High Resolution Radiometer
(VHRR) flown first on NOAA 2 in 1972. A more complete listing and several
schematics of such instruments can be found in Houghton et al. (1984).

An early example of such a scanning d.c. radiometer on a geostationary spacecraft
is the Spin Scan Cloud Camera of the Applications Technology Satellite (ATS 1). A
color image of the Earth was produced by ATS 3. The spacecraft rotation provides
the scanning motion and a stepping motor, tilting the whole instrument by one field
of view once every spacecraft rotation, provides the advancement from one scan
line to the next. The ATS 1 instrument has a 12.7 cm diameter primary mirror and a
0.1 mrad (0.0057◦) field of view. From geosynchronous altitude (∼35 870 km) the
footprint is 3.6 km wide. With the spacecraft spinning at 100 rpm it takes 20 minutes
to generate a 2000 line image of the Earth (Fig. 5.4.5). The electronic bandwidth
covers the range from 0.1 Hz to 100 kHz. Low noise of the photomultiplier (0.475–
0.630 µm) permits operation at such a low frequency limit. The advantage of
geosynchronous observations is apparent from Fig. 5.4.5. A substantial fraction
of a hemisphere can be observed every 20 minutes, supporting the analysis of
mesoscale weather systems. Three geostationary satellites placed 120◦ apart can
monitor the weather over the whole globe in nearly real time, if a similar camera
working in the infrared traces clouds at night. Such a camera was the Visible Infrared
Spin Scan Radiometer (VISSR) on the Geostationary Operational Environmental
Satellite (GOES) 4, which achieved a 7 km resolution in the thermal infrared.

The most spectacular instruments of this type have been the Thematic Mapper
on the Landsat spacecraft and the radiometer on the French satellite SPOT. In the
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Thematic Mapper the circular scanning motion through 360◦ has been replaced by
the more efficient motion through a relatively short angular segment. Space and
calibration sources are viewed only occasionally. Instead of a single detector for
each channel, an array of 16 detectors is used for each visible and near infrared
interval, sweeping out 16 scan lines simultaneously. In the middle infrared four
detectors form an array as shown schematically in Fig. 5.4.6. By this process a spatial
resolution of 30 m has been obtained in the visible and near infrared, and 120 m
in the thermal infrared. SPOT obtained an even better resolution of about 15 m.
A set of images obtained by the Thematic Mapper is shown in Fig. 5.4.7. Additional
information and other images appear in NASA Conference Publications (Barker,
1985a, b) and in the September 1985 issue of Photogrammetric Engineering &
Remote Sensing.

In the decades that have passed between the first space-borne scanners mapping
clouds at night and the Thematic Mapper are many generations of radiometers,
often launched for weather observations, but more recently also for geological,
agricultural, hydrological, and land use purposes.

b. Chopped or a.c. radiometers

In the far infrared, where signals usually are weak and where detectors may show
1/f noise, operation at frequencies as low as a fraction of a hertz is often not
possible; for an explanation of 1/f noise see page 264. To raise the low frequency
cut-off of such a radiometer is also undesirable. Inadequate reproduction of low
frequencies affects mostly the overall signal level (the absolute calibration), while
inadequate response at high frequencies affects primarily spatial resolution and
sharpness of contours in the images.

Another type of radiometer is based on the chopping principle. Comparison
between radiation from the object of interest and that of deep space, or another
reference source, is accomplished at a rate much faster than the highest signal
frequency dictated by the scanning function. The chopper, often implemented by
a set of mirrors on a rotating shaft or on the tongues of a tuning fork, is best
positioned as the first optical element of the radiometer. For precise measurements
it is necessary to reflect the straight beam, that is, the beam that is unaffected
by the chopper blades, by another mirror of identical properties and at the same
temperature as the chopper. Then the reflected as well as the transmitted beam pass
the same number of reflections and the elements emit equal amounts of thermal
radiation. Only radiation to be measured is then modulated by the chopper. The
constant flux from elements of the instrument is not modulated or is canceled and,
therefore, contributes nothing to the alternating signal sensed by the detector. The
amplitude of the detected a.c. signal is proportional to the difference in radiance
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Fig. 5.4.7 Images of an area near Quemado, New Mexico. The upper panel shows channel
6 (10.4–12.5 µm) and the lower panel channel 7 (2.08–2.35 µm) of the Thematic Mapper.
The Sun is to the right. Local time is about 0930.
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Fig. 5.4.8 Schematic to show the relation of the base band and the side bands due to chopper
action.

between object and reference source. The proportionality factor, the instrument
responsivity, needs to be determined in the calibration process.

Instead of a reflective chopper and deep space, blackened blades can be used.
In this case the chopper serves as the reference. It is difficult, however, to obtain
paints with high emissivities at all wavelengths. A small residual reflectivity exists,
which may be objectionable in some cases. Furthermore, it is difficult to control the
temperature of a black chopper. On a rotating chopper wheel it is even difficult to
measure precisely the temperature of the blades. Power dissipation in the chopper
motor or in the tuning fork may raise the blade temperature above that of the rest
of the instrument. For these reasons it is preferable to use a reflective chopper and
space or a cavity-type blackbody as a reference. The temperature rise of the chopper
blades is then much less critical.

The chopper action may be viewed as a modulation process where the signal
of interest, the frequencies generated by the scan motion, appear as side bands to
a carrier, the chopper frequency (Fig. 5.4.8). The process is analogous to that of
amplitude modulation of a radio transmitter. It is apparent from Fig. 5.4.8 that the
chopper frequency must be at least twice the highest signal frequency, otherwise
the high frequency end of the scan signal and the lower side band would overlap.
As a rule of thumb, one should use a chopper frequency of at least four times the
highest signal frequency. A reasonable degree of freedom exists then for the design
of electrical filters, necessary to separate the carrier and the side bands from the
base band.

The original signal frequencies are recovered by demodulation of the amplified
signal. In the simplest case the demodulation consists of rectification and subsequent
low-pass filtering. A better method uses a synchronous rectifier where the a.c. signal
is multiplied by a sine or a square wave of constant amplitude derived from the
chopper action. The phase of this reference frequency must be properly adjusted; the
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signal corresponding to the chopper open position must, for example, be multiplied
by +1 and that corresponding to the closed position by −1. The multiplication may
be carried out in analog form by four diodes in a ring modulator, or, as is generally
preferred, in digital form, after the amplified signal has been sampled and quantized
by an analog-to-digital converter. The quantization is conveniently carried out at
twice the chopper frequency. Again, the phase relationship between chopper action
and sampling is important. Synchronous demodulation provides an improvement
factor of 2

1
2 in signal-to-noise over nonsynchronous demodulation.

Only components of detector and amplifier noise within the side bands enter
the system. Low frequency detector noise is unimportant. Also eliminated are all
problems associated with d.c. or very low frequency amplification. Not eliminated
are effects caused by the temperature dependence of detector responsivity or of
optical transmission functions. The main disadvantage of chopping, besides the
complexity of the chopper mechanism and associated circuitry, is the need for a
faster detector in comparison with that for a d.c. radiometer of identical base band.
In a chopping radiometer the detector must respond up to the frequency limit set
by the upper side band.

In the chopper discussed so far, the detector is exposed to radiation from the
object of interest only half the time while the other half is spent observing the
reference source. The intrinsic efficiency of a chopped system with a single detector
is, therefore, one half. It may appear that a d.c. radiometer is more efficient than an
a.c. radiometer because it is exposed to the desired source for a long time; however,
this is not the case. The time spent by the d.c. radiometer to view deep space must
also be included in the efficiency budget. Therefore, both types of radiometer have
the same observing efficiency of one half, assuming equal object and deep space
observations. However, it is possible to increase this efficiency to unity with the
help of a second detector as shown in Fig. 5.4.9. The a.c. signals at the identical
detectors are 180◦ out of phase. After inverting the polarity of one detector channel,
both signals may be added, or, without inverting, both channels may be fed to a

Fig. 5.4.9 A double sided, reflective chopper can be used to switch radiation from two
sources alternately onto two detectors.
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differential amplifier. Since the signal amplitude doubles and the noise increases
only by the square root, the overall improvement in signal-to-noise over a single
detector system is 2

1
2 ; it is assumed that the noise sources of both detectors are

uncorrelated. Whether such an improvement justifies the added complexity has to
be judged for a particular application.

Chopping against an internal reference source may have advantages over chop-
ping against deep space. The reference source, in most infrared applications a
blackbody at a well-defined temperature, may be chosen so that the intensity from
the source is of approximately the same magnitude as the mean intensity of the
object to be measured. The detector responds to the difference between the inten-
sities from the object and the reference source. The difference signal is expected
to be smaller than the peak signal obtained while chopping against deep space.
The dynamic range requirement of the instrument is thereby reduced. In the data
processing task the measured intensity difference must then be added or subtracted
from the known intensity of the reference source, depending on the polarity of the
difference signal.

Implementation of a chopper as the first element of a radiometer is not always
feasible. For a beam cross section larger than 10 cm, say, a conventional chopper
mechanism becomes rather large; it is utterly impractical for ground-based astro-
nomical telescopes of several meters in diameter. Following a suggestion by Low
& Rieke (1974), it has become customary to oscillate the secondary mirror of the
telescope between two stable tilt positions. The resulting angular displacement of
the field of view between two positions in the sky is on the order of a few minutes
of arc, that is, several diameters of the instantaneous field of view. The object, a
planet for example, is then placed in one position, while the sky reference is placed
sufficiently far away to clear the object, but not excessively far away to limit mirror
motion. In addition, compensation for atmospheric emission is most effective when
the reference channel is close to the object. For best results object and reference po-
sition are placed at identical elevations. Subsequently, planet and sky reference are
interchanged to detect and eliminate a possible asymmetry between the responsiv-
ities of both positions. The angle over which the secondary mirror must be tilted is
relatively small; even with heavy secondaries chopping frequencies in the low tens
of hertz have been achieved. Care must be taken to prevent the beams from inter-
cepting the rim of the primary mirror; in other words, a sufficiently small entrance
pupil must be used, which must not be the primary. This technique of chopping by
oscillating the secondary mirror of a telescope is only applicable to small angular
displacements between both beams. It is, therefore, restricted to objects of small
angular diameter, such as the planets seen from the ground or from Earth orbit, but
it is not applicable to objects that subtend a large solid angle, such as a planet seen
from a spacecraft in its vicinity.
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If neither chopping in front of the primary nor oscillating the secondary mirror is
possible, the chopper can be placed at the focal point of the telescope, for example,
as shown in Fig. 5.2.11. Placement at the aperture stop or at other positions is also
possible, but may result in larger dimensions of the chopper blades. All parts in
the optical path ahead of the chopper are being modulated along with the object
under consideration. As with d.c. radiometers it becomes necessary to occasionally
observe deep space and a warm blackbody to discriminate between emissions from
the object of interest and the telescope. Instead of a warm blackbody, thermostating
the telescope may suffice, as discussed in Section 5.13. Placing the chopper at the
telescope focal point minimizes the number of elements in front of the chopper.
Placing the chopper at the aperture stop has the advantage that all parts of the field
of view are chopped simultaneously, even if the chopper blades take a finite time
to traverse the cross section of the beam. If possible, the chopper should be ahead
of apertures and optical filters.

The first chopped radiometer on a stabilized platform, functioning in a line by line
scanning pattern perpendicular to the direction of spacecraft motion, was the High
Resolution Infrared Radiometer (HRIR) on Nimbus II (1964) shown in Fig. 5.4.10.
The purpose of the investigation was to obtain cloud images on the dark hemisphere

Fig. 5.4.10 The High Resolution Infrared Radiometer of Nimbus II. The radiative cooler
is on the right (Nimbus Project, NASA).



5.4 Chopping, scanning, and image motion compensation 185

for meteorological purposes by recording the intensity in the 3.5 µm atmospheric
window. The chopper at the telescope focal plane had a large number of blades and
chopped against the interior instrument cavity. An external blackbody and deep
space were used for calibration. For the first time, a space radiator served to cool
the detector, a lead selenide cell, to 190 K (Annable, 1970). The detector was
thermally connected to a radiating surface emitting to space, but shielded from the
Sun, the Earth, and warm parts of the spacecraft. An image recorded by the HRIR
is shown in Fig. 5.4.11. Quite a number of scanning radiometers have been derived
from this design.

c. Image motion compensation

To achieve a desired signal-to-noise ratio, it is often necessary to dwell at a particular
scene and integrate the signal for a certain time, the exposure time. If within this time
the apparent motion of the area under observation is appreciable, it may become
necessary to adjust the pointing so that smear is minimized. This process is called
image motion compensation. It can be implemented by rotating the whole spacecraft
or by tilting a mirror inside an instrument. Both techniques are discussed.

The first case deals with images of Miranda, a satellite of Uranus. Pictures
were taken by Voyager 2 on January 24, 1986. Normally one considers the shutter
action of a Vidicon camera an instantaneous event, much as the shutter action in
a conventional photographic camera. This is not so, however, for several reasons.
The problem of taking pictures of Miranda can be compared to the task of taking
photographs of a speeding car with a telephoto lens under low light conditions and
with a slow film. The light level at Uranus (19.2 Astronomical Units from the Sun)
is only 1/368 of that available at the distance of Earth, while the Vidicon sensitivity
corresponds to an ASA film rating of two. These factors require an exposure time of
15 s. The spacecraft moved with a speed of ∼17 km s−1 through the Uranian system
and the focal length of the narrow angle camera is 1.5 m. Substantial smear would
have occurred if the camera pointing had not precisely followed Miranda during the
exposure. Normally, stepping motors point the Voyager scan platform, which houses
the camera and other instruments. However, these motors are inadequate for this pur-
pose because they move only at specific rates and, moreover, they cause small jitter
in the pointing during the motion. In normal operation this is of minor concern since
exposure takes place only after the platform has come to rest. Here, another approach
had to be taken. The desired pointing of the cameras was accomplished by rotating
the gyros in the attitude control system at a predetermined rate. The whole space-
craft counter-rotated at a much slower rate to conserve angular momentum. During
this time communication with Earth was interrupted because the spacecraft antenna
did not point towards our planet; the pictures were recorded on magnetic tape.
The procedure was carried out successfully; the picture of Miranda (Fig. 5.4.12)
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Fig. 5.4.11 Example of the continuous image strip generated by the High Resolution
Infrared Radiometer on Nimbus 1. The east coast of North America is in the center.
Strong distortion towards the horizons is apparent (Nimbus Project, NASA).
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Fig. 5.4.12 Miranda, innermost of Uranus’ large satellites, is seen at close range in this
Voyager 2 image, taken January 24, 1986. This clear-filter, narrow-angle image shows an
area about 250 km across, at a resolution of about 800 m. Two distinct terrain types are
visible: a rugged, higher-elevation terrain (right) and a lower, striated terrain. Numerous
craters on the rugged, higher terrain indicate that it is older than the lower terrain. Several
scarps, probably faults, cut the different terrains. The impact crater in the lower part of this
image is about 25 km in diameter (Voyager Project, NASA).
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Fig. 5.4.13 A mirror mounted at 45◦ with respect to the rotating shaft permits radiation
from a blackbody, deep space, and a planetary surface to be channeled in sequence towards
the instrument. Slow rotation of the same mirror permits image motion compensation.

shows great detail, which would have been completely lost without image motion
compensation (Smith et al., 1986).

Rotation of the whole spacecraft is not always practical, but image motion com-
pensation may be achieved by other means. An example is the pointing of the
field of view of the infrared interferometers (IRIS) on Nimbus 3 and 4 and on
Mariner 9. Dwell times of 11, 13, and 18 s, respectively, were used to record an
interferogram. The Nimbus and Mariner 9 spacecraft circled their planets, Earth
and Mars, in low-altitude, nearly circular and elliptical orbits, respectively. Image
motion compensation was accomplished by slowly rotating a mirror, tilted at 45◦

to the instrument axis, in front of the entrance aperture (see Fig. 5.4.13). The field
of view was pointed slightly ahead of the subspacecraft point at the beginning of
an interferogram and slightly behind at the end of the frame. The same 45◦ mir-
ror occasionally pointed the field towards deep space and towards a warm internal
blackbody for calibration purposes.

5.5 Intrinsic material properties

a. Absorbing and reflecting filters

Transmission and reflection properties of certain materials form the basis of the
oldest and simplest method of isolating spectral intervals. If one measures the
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transmission of polished plates of different thicknesses of an insulator, one may
find spectral regions where the transmission is nearly independent of wavelength as
well as of thickness. In this spectral range the material is transparent and attenuation
is entirely due to reflection losses on both surfaces of the sample, called Fresnel
losses. In other spectral regions the attenuation is larger and depends very much
on the sample thickness. Vibrational transitions in the ion structure cause intrinsic
absorption within the material.

Most glasses commonly used in the visible are also transparent in the near infrared
up to about 2.6 µm. Quartz, in amorphous and in crystalline form, is transparent
to at least 3.5 µm, and up to 4.5 µm in samples less than a few millimeters thick.
Quartz becomes transparent again on the other side of a broad absorbing region, at
wavelengths longer than 100 µm. Some crystals, spinel, rutile, and sapphire, are
clear to about 6 µm and barium fluoride to 10 µm. Substances with longer cut-off
wavelengths are silver chloride (AgCl, 20 µm), potassium bromide (KBr, 25 µm),
and cesium iodide (CsI, 50 µm). Unfortunately, the halides are hygroscopic and
relatively soft.

While a modest number of materials with a long wavelength cut-off exist, it is
harder to find substances with a short wavelength cut-on. Some semiconductors
are opaque in the visible, but become transparent at longer wavelengths. At short
wavelengths the energy of the absorbed photons exceeds the energy gap width in
the semiconductor and electrons are lifted from valence into conduction regions;
strong intrinsic absorption at short wavelengths is the consequence. At long wave-
lengths the photon energy is insufficient to lift electrons and the material behaves
as a transparent dielectric. Optically the most important semiconductors are silicon
(Si), with a distinct turn-on at 1.1 µm, and germanium (Ge), which becomes trans-
parent beyond 1.9 µm. The high refractive indices of Si and Ge (3.4 and 4.0,
respectively) demand antireflection coatings to obtain reasonably good transmis-
sions. Many optical and mechanical material properties, such as refractive indices,
dispersion parameters, melting and softening temperatures, thermal conductivity
and expansion coefficients, specific heat, and others can be found in The Infrared
Handbook (Wolfe & Zissis, 1978). At cryogenic temperatures, some of the material
properties may be different; for example, most substances are more transparent and
have a lower heat capacity than at ambient conditions.

The importance of these materials goes beyond that of the design of broad-band
transmission filters. The very same substances are also used in the construction of
interference filters, prisms, Fabry–Perot etalons, beam dividers, dichroic mirrors,
and sometimes as windows to seal parts of an instrument while permitting radiation
to pass.

While glasses, natural and synthetic crystals, and semiconductors provide at
least several choices for the design of optical components in the near and middle
infrared, suitable bulk materials are more limited at longer wavelength. Quartz,
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diamond, and plastics, such as mylar and polyethylene, serve in the far infrared and
millimeter range for the construction of lenses, transmission filters, and windows.
It is also possible to construct filters by imbedding powders of magnesium oxide
(MgO, cut-on ∼50 µm), magnesium carbonate (MgCO3 ∼80 µm), and others into
sheets of black polyethylene. Transmission data for a number of such filters can be
found in the book by Bell (1972).

At long wavelengths reflection filters can be based on the residual ray effect
(Hagen & Rubens, 1903). At certain frequencies the crystal lattice vibration is
being excited and the crystal reflects well (Czerny, 1930; Strong, 1958).

Conductive grids may also serve as optical filters in the far infrared (Vogel &
Genzel, 1964). A variety of techniques are used in their construction. Evaporated
or electrochemically deposited metals on dielectric, transparent substrates (mylar,
quartz) can be used, or simply a flat metal foil with patterns of small holes punched
into it. Woven wire grids, such as commonly employed as sieves, can serve double
duty as far infrared filters. With electroformed or vacuum deposited grids it is
possible to construct two complementary versions, inductive and capacitive grid
patterns (Smith et al., 1972).

Wire mesh may also be used as a beam divider. At 45◦ and within a limited
wavelength range of about two to four times the grid periodicity, reasonable ef-
ficiencies can be obtained. However, in view of the performance of linear wire
polarizing grids in the Martin–Puplett interferometer (Subsection 5.8.c), wire mesh
devices are less attractive. More promising is the use of metal grids in the con-
struction of tuned, narrow-band filters. Several layers of mesh are stacked with
precisely cut spacers to form interference filters for long wavelengths. A variety of
narrow- and wide-band, as well as low-pass filters, have been constructed in this
way (Manno & Ring, Chapter 5, 1972).

The detector characteristic may very well be included in the filter design. For
example, an indium arsenide photovoltaic detector, operating at 195 K, has a very
sharp cut-off at 3.6 µm. In combination with a thin germanium window, a well-
defined 1.9–3.6 µm response function is obtained. However, with a limited number
of substances available for the design of filters based on intrinsic absorption and
reflection phenomena other methods must be found to construct filters where the
transmission limits can be set by the scientific objectives and not so much by
the absorption properties of available substances; such methods are based on the
interference principle, to be discussed in Section 5.6, but first we deal with prism
spectrometers, gas filters, and pressure modulation.

b. Prism spectrometers

Newton knew, as did others before him, that white light is separated into colors
when it passes through a glass prism. Light rays of different colors are bent by
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Fig. 5.5.1 Ray pattern in a prism spectrometer. The central and the outside rays are shown
for wavelength λ. Only the central ray is shown for wavelength λ′.

different amounts; red is bent less than orange, with yellow, green, blue, and violet
progressively bent more in succession. By using a second prism, Newton showed
that individual colors could not be further divided, and by recombining the colors
of the spectrum he produced white light again. Later, William Herschel (1800) used
a prism to demonstrate the existence of infrared radiation by placing a thermometer
at the position just below the red limit in the solar spectrum.

The prism separates radiation into a spectrum through refraction. In order to
do so the index of refraction of the prism material must change with wavelength;
adjacent wavelengths are diverted by different amounts in their paths through the
prism. Figure 5.5.1 shows a schematic of a prism spectrometer. Radiation from a
slit is collimated by a lens and passed through the prism. A second lens focuses the
spectrum in the focal plane. When the incidence angle θi and emergence angle θe

are equal the prism is adjusted for minimum deviation of the beam. In this position,
the change in deviation angle � with wavelength λ is related to the change in index
of refraction, n, by

d�

dλ
= L

W

dn

dλ
. (5.5.1)

L is the base length of the prism and W the width of the beam. The resolving power,
R, of the prism spectrometer can be found from Eq. (5.5.1),

R = λ

λ
= λ

�

d�

dλ
= λ

�

L

W

dn

dλ
, (5.5.2)

where λ is the minimum resolvable wavelength interval. The diffraction limit
given by the beam width W sets the minimum resolvable deviation angle
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� = λ/W . The resolving power is therefore

R = L
dn

dλ
. (5.5.3)

The derivative of refractive index with wavelength, dn/dλ, is different, and varies
with wavelength, for different materials.

High resolving power requires large dn/dλ, and a prism of a specific material
may be optimum over only a small portion of the spectrum. If a high resolving power
is desired over a broad spectral region, several prisms may be needed. Information
on refractive indices and on dn/dλ for many materials of interest in the infrared
are given in The Infrared Handbook (Wolfe & Zissis, 1978). If optimum resolving
power is not required, the range between 1 and 50 µm can be adequately covered
by prisms made of lithium fluoride (1–5 µm), sodium chloride (5–20 µm), and
cesium iodide (20–50 µm).

To improve on the performance of a single prism element several such elements
may be used in series. A cross section of the prism spectrometer of the McDonald
Observatory, which uses two prism elements, is shown by Kuiper (1949). Alter-
natively, the same prism may be used twice by reflecting the radiation back at a
slightly different angle. The exit slit is then located in the plane of the entrance slit,
but slightly off-set. Until the 1950s most planetary infrared spectra were obtained
with prism spectrometers.

c. Gas filter, selective chopper, and the pressure modulated radiometer

Besides solid substances infrared active gases may serve as filters. Many poly-
atomic gases have strong infrared absorption bands, each one consisting of numer-
ous spectral lines. Absorption cells, charged with a suitable gas and hermetically
sealed, are transparent, except at the narrow spectral intervals where the particular
gas has absorption lines. Such filters are clearly not general purpose filters, but
they are very useful for certain remote sensing tasks. The gas absorption cell dif-
fers in several aspects from a conventional narrow-band filter, say an interference
filter. First, the gas cell is basically transparent over a reasonably wide spectral
range, except at the line positions of the gas. In contrast, an interference filter is
basically opaque over a wide spectral range, except in a narrow spectral interval
where it is transparent. A second fundamental difference between the interference
filter and the gas absorption cell concerns the details of the transmission function.
In one case the transmission as a function of wavenumber is a smooth, normally
bell-shaped curve, while in the other it mimics in every detail the very complex
absorption characteristic of the gas in the cell. The degree of absorption depends,
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of course, on the chemical composition of the gas, on the strength of individ-
ual lines, on the path length, but also on the pressure and temperature within the
cell.

In the study of atmospheric temperatures and composition one is often interested
in the emission from a particular atmospheric constituent. For the analysis of the
vertical temperature profile on Earth, Venus, and Mars, thermal emission from the
CO2 molecule can be used. If the same gas is contained in the absorption cell,
the radiation of interest is being filtered out. How does one measure the radiation
that has just been removed from the beam? This can be accomplished in several
ways. For example, consider an absorption cell with two windows on opposing
ends exposed to a beam of radiation. Wavenumbers outside the gas absorption
band and in the transparent gaps between lines will penetrate the cell without a
noticeable effect. Radiation within the width of strong lines will be absorbed and
will cause a temperature rise in the gas. The corresponding pressure increase may
be registered by a sensitive pressure transducer. The resulting infrared detector is
sensitive only to radiation specifically tuned to the gas in the cell. Such detectors
have been produced (the Patterson–Moos cell), but have, as far as we know, never
been applied to planetary work.

Another way to measure the radiation absorbed by the gas in the cell is to con-
struct two identical cells, one with and one without a gas inside, expose both cells to
radiation from the object of interest, and measure the difference between the trans-
mitted signals. This difference is just the radiation removed by absorption in the
gas contained in the first cell. Indeed, the Selective Chopper Radiometer flown on
Nimbus 4 is based precisely on this principle (Houghton & Smith, 1970). However,
balancing radiation from both cells is difficult.

A third way is to use only one cell, but to remove the gas for the comparison
measurement on the empty cell. One must not empty the cell completely. It is
sufficient just to lower the gas pressure inside. The pressure modulation can be
relatively rapid, ∼40 Hz, similar to the chopping process in a conventional radio-
meter. Pressure modulation has another very important effect. The differential
absorption between pressure extrema is simply the difference in the transmission
functions of the gas at these pressures. If the minimum pressure is not too low, the
line centers are still opaque and the modulation affects primarily the line wings. By
selecting the path length, the mean pressure, and the pressure amplitude one may
control, within limits, the position and width of the atmospheric weighting func-
tion. This function indicates from which atmospheric layer the modulated intensity
originates. By selecting a spectral region with lines of nearly equal intensity, the
width of the atmospheric layer probed by this technique can be reduced close to
the theoretical minimum, applicable to monochromatic radiation. In spite of be-
ing sensitive to only a part of a spectral line, the method gains by summing the
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intensities from the shoulders of many lines, thereby increasing the signal with the
number of usable lines in comparison with that from a measurement of only one
line.

The method is not without complications. Infrared bands sometimes contain
nearly overlapping lines, lines have different strength, thermal emission from the gas
in the cell must be considered, and even the gas temperature changes due to adiabatic
heating and cooling as a consequence of the pressure modulation. These effects can
be taken into account either analytically or by empirical corrections. Good results
have been obtained by the pressure modulation method. The Stratospheric and
Mesospheric Sounder (SAMS) on Nimbus 7, the most advanced instrument of this
type flown in space, contains seven individual pressure modulators and senses,
besides atmospheric temperatures, a number of constituents: CO, NO, H2O, N2O,
and CH4 (Drummond et al., 1980). Pressure modulated radiometers have also been
combined with conventional grating radiometers to isolate emission from a wide
range of atmospheric levels. The infrared instrument on the Pioneer Venus Orbiter
(VORTEX) was such a combination (Taylor et al., 1979a, b, 1980). The temperature
field of the northern hemisphere of Venus was probed by VORTEX between about
55 and 150 km altitude. A recent summary of the pressure modulation technique,
including results from measurements in the atmospheres of Earth and Venus, is
given by Taylor (1983) and by Houghton et al. (1984).

5.6 Interference phenomena in thin films

A great variety of optical filters is needed in the design of remote sensing instru-
ments. Only in a small number of cases can the demand be satisfied with filters
based on intrinsic absorption properties of available substances. These cases con-
cern mostly wide-band filters where neither the exact position nor the sharpness of
the passband limits are of prime importance. More demanding requirements, such
as for narrow-band filters, are best met with optical elements using interference phe-
nomena in thin films and with diffraction gratings. Both subjects are treated in this
and the following section. Interference phenomena leading to Fourier spectroscopy
are discussed in Section 5.8.

In Subsection 5.6.a we review the theory of multilayer thin films. In Subsection
5.6.b this theory is applied to the design of antireflection coatings for infrared
windows, lenses, and other components. The same theory is used again in
Section 5.6.c to find suitable beam dividers of the free-standing, self-supporting
type as well as of the type requiring a transparent substrate. Subsection 5.6.d deals
with interference filters and Fabry–Perot interferometers.
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a. Outline of thin film theory

The reflection and transmission properties of multiple layers of materials with
different refractive indices can be treated either as a ray tracing or as a boundary
value problem (e.g., Wolter, 1956; Born & Wolf, 1975). The ray tracing method
leads to summations where it is sometimes difficult to follow the phase relations,
especially if several layers are to be treated. We follow closely the boundary value
method reviewed by Wolter (1956). In effect this method is a generalization of the
one-interface boundary problem that led to the formulation of the Fresnel equations
in Section 1.6.

Assume a stack of layers, as shown in Fig. 5.6.1. In each layer there exists a
downward and an upward propagating field, indicated by the arrows A and R,
respectively. The amplitude, phase, polarization, and direction of the arriving wave
in the top layer, m, is assumed to be known as well as the material properties, µrel

and nr + ini, of the substances forming the stack of plane parallel layers. We are
interested in the amplitudes and phases of the reflected, Rm , and transmitted wave,
A0. In the lowest medium, 0, only a transmitted wave is postulated. All waves are
assumed to be plane with the Poynting vectors in the x–y plane, that is, Sz = 0.
To apply the boundary conditions to each interface the downward and the upward
waves need to be calculated for each layer ( j = 1, 2, . . . , m). For layer j they are,
respectively,

A j = B j e
−ik j (x sin φ j −y cos φ j ), (5.6.1)

R j = C j e
−ik j (x sin φ j +y cos φ j ). (5.6.2)

Fig. 5.6.1 Arrangement of many layers of transparent material. The incident and reflected
radiation are Am and Rm , respectively; the transmitted radiation in layer zero is A0.
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In general, each vector equation stands for six equations, one for each component
of E and H in the three coordinates, but the number can be reduced by proper
choice of the coordinate system. In setting all φ j equal in the above equations we
tacitly imply the validity of the reflection law. As in the discussion of the Fresnel
equations we solve the problem for two orthogonal, linearly polarized waves. Other
states of polarization may be represented by superposition of these solutions. For
the transverse E wave (TE) the electric vector is perpendicular to the plane of
incidence, and only the z-component of E exists, Ez = E⊥. The same is true for
the transverse H wave (TM), where only the Hz = H⊥ component is present.

For TE : Ex = Ey = 0; for TM : Hx = Hy = 0. (5.6.3)

This is simply a consequence of the prudent choice of coordinates. In addition to the
z-components, we need the other x-components of H and E, respectively, in order
to apply the boundary conditions. They can be found from the z-components with
the help of Maxwell’s equations and the definition of the curl operator. For the TE
and TM waves the tangential components in the x-direction, using the generalized
form, are

(A jx )TM = (g j )TE(A jz)TE; (R j x )TM = −(g j )TE(R jz)TE, (5.6.4)

where

(g j )TE = n j cos φ j

µ j
, (5.6.5)

and

(A jx )TE = −(g j )TM(A jz)TM; (R j x )TE = (g j )TM(R jz)TM, (5.6.6)

but in this case,

(g j )TM = µ j cos φ j

n j
. (5.6.7)

In this section, µ j is the relative permeability. At the boundary of layer j and j − 1,
the tangential components of E and H must be continuous,

A jz(x, y j , z) + R jz(x, y j , z) = A j−1, z(x, y j−1, z) + R j−1, z(x, y j−1, z), (5.6.8)
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and

A jx (x, y j , z) + R j x (x, y j , z) = A j−1, x (x, y j−1, z) + R j−1, x (x, y j−1, z). (5.6.9)

If one introduces, for convenience’s sake,

ρ j = ik j cos φ j , (5.6.10)

the boundary conditions may be expressed by

B jze
ρ j y j + C jze

−ρ j y j = B j−1, ze
ρ j−1 y j + C j−1, ze

−ρ j−1 y j , (5.6.11)

and

g j B jze
ρ j y j − g j C jze

−ρ j y j = g j−1 B j−1, ze
ρ j−1 y j − g j−1C j−1, ze

−ρ j−1 y j . (5.6.12)

These equations are valid for TE as well as for TM waves, provided we substitute
the appropriate values for g into the formulas. For TE waves one has to use g given
by Eq. (5.6.5) and for TM waves by Eq. (5.6.7). By applying these equations to
each boundary, 2m equations for 2m + 2 quantities (also for layer 0) are obtained.
However, the arriving wave in layer m is assumed to be known and the reflected wave
in layer 0 is assumed to be nonexistent; therefore, all B and C can be determined,
most conveniently by matrix inversion.

We test Eqs. (5.6.11) and (5.6.12) for one interface; they must reduce to the Fres-
nel equations. For m = 1; j = 1 and j − 1 = 0, and since C0,z = 0 the equations
can be solved for the normalized reflected and transmitted waves

R = C1

B1
e−2ρ1 = g1 − g0

g1 + g0
(5.6.13)

T = B0

B1
eρ0−ρ1 = 2g1

g1 + g0
. (5.6.14)

The exponentials provide the phase information. Substituting the g values from
Eqs. (5.6.5) and (5.6.7) yields R⊥ or R‖ and T⊥ or T‖ respectively, in agree-
ment with the Fresnel equations derived previously [Eqs. (1.6.11) to (1.6.14)].
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Fig. 5.6.2 Thin layer, m = 1, on a substrate, m = 0, exposed to a medium, m = 2. A2 is
the incident, R2 the reflected, and A0 the transmitted ray.

The Eqs. (5.6.13) and (5.6.14), in combination with the definition of the g values,
are just another form of the Fresnel equations.

b. Antireflection coatings

To study the effect of one thin layer between two more extended media (Fig. 5.6.2),
we use the general multilayer solution, Eqs. (5.6.11) and (5.6.12), for m = 2
(Wolter, 1956). The reflected amplitude R is

R = (g2 − g1)(g1 + g0)eρ1d1 + (g2 + g1)(g1 − g0)e−ρ1d1

(g2 + g1)(g1 + g0)eρ1d1 + (g2 − g1)(g1 − g0)e−ρ1d1
. (5.6.15)

In this equation d1 has been substituted for y2 − y1, the thickness of layer 1. Medium
2 may be air or vacuum, and medium 0 may be glass, germanium, or another
substance. The optical constants and dimensions of medium 1 shall be chosen so
that the reflected amplitude R of the whole assembly becomes a minimum, which
implies a transmission maximum if only nonabsorbing substances are admitted.
To obtain zero reflectivity the numerator of Eq. (5.6.15) must be zero (and the
denominator �= 0), which requires

(g2 − g1)(g1 + g0)

(g2 + g1)(g1 − g0)
= −e−2ρ1d1 . (5.6.16)

For nonabsorbing substances all refractive indices and, therefore, all g values are
real quantities (nr � ni). The right side must, therefore, be real too; the imaginary
component must vanish, which implies [see Eq. (5.6.10)],

2k1d1 cos φ1 = mπ ; (5.6.17)
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m is an integer, however, only odd values yield usable solutions. Since k1 = 2π/λ1,
one obtains

d1 = λ1m

4 cos φ1
. (5.6.18)

The layer thickness must be an odd multiple of the wavelength in layer 1 divided
by 4 cos φ1. For near normal incidence and m = 1 the layer should be a quarter
wave thick. With condition (5.6.17) satisfied, Eq. (5.6.15) reduces to

R = g2g0 − g2
1

g2g0 + g2
1

, (5.6.19)

which is zero for

g1 = (g2g0)
1
2 . (5.6.20)

For nonmagnetic substances (µrel = 1) the refractive index of the antireflection
coating must be the geometric mean between the indices of the bordering
substances.

To illustrate the effect of an antireflection coating, consider a germanium win-
dow (n ∼ 4) in vacuum (n = 1) for near normal incidence. Without an antireflection
treatment the reflected intensity, r = |R|2, at the front surface would be 0.36. The
refractive index of the antireflection layer should, according to Eq. (5.6.20), be 2.
However, it is difficult to find a transparent material with precisely such an index
that can be applied in a thin, uniform layer. Zinc sulfide (ZnS) with an index of
2.3 comes close, and the reflected intensity at the first layer reduces from 0.360 to
0.019, a substantial improvement. For a coating tuned to 10 µm, the optimum layer
thickness, d , would be 10/(4 × 2.3) = 1.087 µm. Unfortunately, evaporated thin
layers differ somewhat in their refractive index from that of the bulk material, and
experimentation is often required (e.g., Heavens, 1955). Reflection nearly disap-
pears only for one wavenumber, and for odd multiples thereof. The Ge window,
coated for maximum transmission at 10 µm (1000 cm−1) may be used over the
whole 8–12 µm atmospheric window, but at 5 µm this particular antireflection
coating is noneffective. The residual reflectivity of a germanium window, anti-
reflection coated with ZnS (n = 2.3) or amorphous selenium (n = 2.45), is shown
in Fig. 5.6.3. If antireflection performance must be achieved over a wider spec-
tral range, it is necessary to use more than one intermediate film. Practical cases
for visible wavelengths are discussed by Heavens (1955). It is even possible, by
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Fig. 5.6.3 Reflectivity of a germanium substrate is shown as a function of wavenumber. A
single layer antireflection coating is illustrated, tuned to 1000 cm−1. Two coating materials
are shown, zinc sulfide (n = 2.30) and selenium (n = 2.45).

controlling the rate of deposition from two sources in the same evaporation chamber,
to change the refractive index continuously between two values. Good antireflection
properties may then be obtained over a wide wavelength range.

For large deviations from normal incidence, as they exist in fast lenses, the
conditions of zero reflectivity cannot be met simultaneously for both TE and TM
waves and a compromise must be chosen to minimize the total reflected intensity.

c. Beam dividers

Beam dividers, or beamsplitters, which divide reflected and transmitted waves
nearly equally, are essential components in Michelson interferometers, but are also
used in other instruments. Since they are based on thin film technology we discuss
such dividers in this section. The solution for a two-interface (three-layer) stack,
Eq. (5.6.15), is squared to derive the reflected intensity. After a straightforward,
although tedious, calculation, one finds

r =
(
g2
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0
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(5.6.21)
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The solutions for the TE and TM waves are obtained by substituting the values
for g as defined by Eqs. (5.6.5) and (5.6.7), respectively. With the assumption that
the relative permeability of all layers is unity, the g values for both polarizations
become

gi (TE) = ni cos φi ; gi (TM) = 1

ni
cos φi , (5.6.22)

where i is the layer number.
With these preparations the one-layer beamsplitter can be treated (n0 = n2 = 1;

n1 = n1). In the far infrared a self-supporting layer, such as a sheet of mylar stretched
over a plane circular surface, is widely used. The intensity reflected from a 10 µm
thick sheet of refractive index 1.85 (mylar) is shown in Fig. 5.6.4 for angles of
incidence of 30◦ and 45◦. The same figure gives the product 4r t = 4r (1 − r ) for
all conditions. For an ideal beamsplitter this product would be unity. For the TE

Fig. 5.6.4 Reflectivity (solid curve) and beamsplitter efficiency (dashed curve) of a 10 µm
thick sheet of Mylar operated at 45◦ and 30◦. Both planes of polarization are shown for
both cases.
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Fig. 5.6.5 Reflectivity (solid curve) and beamsplitter efficiency (dashed curve) of a single
layer, self-supporting beamsplitter as a function of refractive index. Again, both polariza-
tions are shown for 30◦ and 45◦ angles of incidence.

wave the mylar sheet at 45◦ is nearly a perfect beamsplitter at 150 cm−1; however,
the TM wave is poorly divided. At 30◦ both reflectivity curves are closer together
and the maximum 4r t value, averaged over both polarizations, is better for 30◦

(∼0.812) than for 45◦ (0.698). Despite the near perfect split of the TE wave with
the 45◦ divider, it is preferable to operate mylar at 30◦.

One may ask: what would be the optimum refractive index of a monolayer to be
used as a beamsplitter? To answer this question we solve Eq. (5.6.21) for different
values of n1 for the maximum reflectivity, cos (4πνd1n1 cos φ1) = −1. Again, both
TE and TM values according to Eq. (5.6.22) have been used (Fig. 5.6.5). The
optimum value of n1 for 30◦ and the TE wave is just above 2 and for the TM wave
about 2.8. Overall n1 ∼ 2.4 would be the best compromise for optimum conditions
at the peak. However, it is desirable to use a larger n1 if a broader wavenumber range
is to be covered. For example, with n1 = 3 one obtains double maxima in the 4r t
curves, as shown in Fig. 5.6.6. A transparent material of refractive index 3 would
be an attractive beam divider over a substantial wavenumber range; unfortunately
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Fig. 5.6.6 Reflectivity (solid curve) and beamsplitter efficiency (dashed curve) for a self-
supporting monolayer of refractive index 3 at 45◦.

no suitable material of such an index is known that can also be manufactured in a
suitable shape. Section 5.6.d shows that stacks of quarter wave layers of high and
low refractive index materials may be used to generate equivalents to a layer of a
certain index; however, this is hardly possible for self-supporting beamsplitters.

In the middle and near infrared it is common to construct beamsplitters by vacuum
deposition of a thin film on transparent substrates. To analyze such a case we
consider a 0.5 µm thick germanium (n = 4) layer on a potassium bromide (n = 1.5)
substrate. Again, Eqs. (5.6.21) and (5.6.22) are solved for a beamsplitter at 45◦;
the result is shown in Fig. 5.6.7. The substrate cut-off below 400 cm−1 is omitted.
Such a beamsplitter may be used between 400 and 2100 cm−1; it shows an excellent
efficiency (high 4r t) for the TM wave between 700 and 1800 cm−1, but considerably
lower values for the TE wave over the same range. Overall, the average efficiency
for unpolarized radiation is about 0.83 near 1300 cm−1, but as high as 0.92 near 600
and 1900 cm−1. Again, better performance may be obtained with additional layers.
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Fig. 5.6.7 Reflectivity (solid curve) and beamsplitter efficiency (dashed curve) of a german-
ium layer on a potassium bromide substrate.

The beamsplitter of the Nimbus IRIS, for example, used four main layers with
refractive indices 4, 3.15, 2.47, 1.94 and the substrate, 1.53 (Hanel et al., 1970).

d. Interference filters and Fabry–Perot interferometers

The thin film theory developed in Subsection 5.6.a is directly applicable to the design
of interference filters and Fabry–Perot interferometers. These devices are similar in
concept and, therefore, are treated together. The normalized reflected amplitude for
a three layer film of refractive indices n2, n1, and n0 [see Eq. (5.6.21)] is applied first
to the simplest case, a monolayer of index n1 and thickness d1 bordered by vacuum,
n2 = n0 = 1. The calculated transmission, t = 1 − r , for normal angle of incidence,
is shown in Fig. 5.6.8. Several refractive indices are illustrated, irrespective of the
construction feasibility of such filters. In each case the layer thickness is chosen
to produce a transmission peak at 1000 cm−1. This peak, called the first-order
peak, corresponds to a thickness of d1 = (2n1νmax)−1. The adjacent peak towards
higher wavenumbers, called the second-order peak, occurs at 2000 cm−1 in this
example, and so forth. The half width, ν, of each peak is the same for all orders,
but the resolving power, ν/ν, increases with order number. The germanium film
shown in Fig. 5.6.8 has a thickness of 1.25 µm. Transmission peaks of thicker
layers are correspondingly closer together in wavenumber space; for example, a
5 µm germanium layer has peaks at every 250 cm−1. Based on this principle,
interference filters can be constructed. In reality, it is not possible to manufacture a
self-supporting layer of germanium (n ∼ 4.0) or silicon (n ∼ 3.4) with a thickness
of a few micrometers and a diameter of a few centimeters; it is possible, however,
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Fig. 5.6.8 Transmittance of a monolayer of material of different refractive indices. The
layer thickness has been chosen to produce the first-order peak at 1000 cm−1.

to produce silicon disks of 115 µm in thickness and to operate at an order number
above 200. A tunable filter of this type has been flown on the Cryogenic Limb
Array Etalon Spectrometer (CLAES) of the Upper Atmosphere Research Satellite
(UARS), see also Reber (1990).

Now we return to a first-order germanium filter of 1.25 µm in thickness and
the feasibility of realizing such a transmission function. Two approaches may be
taken. In one case a 1.25 µm layer of germanium is evaporated onto a transparent,
sufficiently flat substrate of low refractive index. For a potassium bromide substrate
(n ∼ 1.5) the peak transmission still occurs at 1000 cm−1, but the peak is reduced
from 1.00 for a monolayer to 0.96. At the same time the transmission minima at
500, 1500 cm−1, etc., increase from 0.221 to 0.313, as shown in Fig. 5.6.9. The
rejection ratio, that is the ratio of minimum to maximum transmission, increases
from 0.221 to 0.326. Although the rejection ratio of the deposit is less desirable
than that of the monolayer, the overall shape of the transmission function is not
altered substantially by using a substrate of low refractive index. To improve the
filter characteristic, that is, to reduce the rejection ratio and to narrow the half width
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Fig. 5.6.9 Transmission of germanium films tuned to a maximum transmission at
1000 cm−1. The solid curve is for a self-supporting monolayer, the dashed curve for a
film on a potassium bromide substrate, and the dash-dot curve for two films, one on each
side of the substrate.

of the transmission peak, one could apply an identical germanium layer on the
other side of the substrate and obtain the product of the transmission functions;
this product is also shown in Fig. 5.6.9. The rejection ratio of such a combination
is 0.106. The substrate should be slightly wedged to prevent the filters on both
substrate surfaces from being coupled, resulting in a ringing of the transmission
function with a period of (2nd)−1 wavenumbers; n and d are substrate parameters.
The ringing, called channel spectrum, corresponds to interference between the
parallel substrate boundaries.

Another approach to obtain a transmission function similar to that of a monolayer
is to use a gap of λ/2 between two flat and parallel germanium plates; this requires
a combination n2 = 4, n1 = 1, n0 = 4, for example. At normal incidence this ar-
rangement has a transmission function identical to the case n2 = 1, n1 = 4, n0 = 1,
provided the outside surfaces of the plates are antireflection coated. The thicknesses
of the plates are immaterial since only their inside surfaces and the gap between
them participate in the interference process. The location of the transmission peak
depends only on the separation of the plates. Such a filter is easily constructed
because the plates may be chosen thick enough to permit polishing to the required
flatness of at least 1/20 of a wavelength. The spacer, which controls the gap width,
is critical because it determines the location of the peak wavenumber. The spacer
has to be made of a material with nearly zero thermal expansion coefficient or the
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peak wavenumber shifts with temperature. On the other hand the filter may easily
be tuned to different wavenumbers by changing the gap width. Piezo electric crys-
tals may be used as separators to remotely tune such a filter. In effect, this filter
is a Fabry–Perot interferometer of low finesse (Fabry & Perot, 1899). Finesse is
the ratio of the separation of adjacent fringes and the transmission half width; the
germanium monolayer in Fig. 5.6.8 has a finesse of ∼3.5.

For many applications a much larger finesse, that is, a much narrower filter
function as well as a smaller rejection ratio, is needed than that obtained with two
germanium plates. Clearly, a higher reflectivity than that provided with n = 4 and
1 would be desirable. A material with a refractive index of 100 or so would be
attractive (Fig. 5.6.8). Unfortunately, such dielectric substances, which must also
be transparent in the infrared, are unknown, but other possibilities exist. A very thin
metal layer on a transparent substrate may serve the purpose. Such a layer, only a few
hundredths of a micrometer thick, is semitransparent and can easily be produced by
vacuum deposition. Traditionally silver coatings on two flat glass plates have been
used to form Fabry–Perot interferometers for visible radiation. The same technique
with infrared transmitting plates can be applied at longer wavelengths. Although
the metal layers are very thin, they are noticeably absorbing due to the imaginary
part of the refractive index. Thicker metal layers yield higher reflectivities and,
therefore, narrower half widths, but also lower peak transmissions than thinner
layers. Fabry–Perot interferometers with metal coatings and interference filters
based on the same principle can be made with peak transmissions of not much
more than 0.35. However, extremely narrow filter functions of a few percent in
width and with excellent rejection ratios, as low as 10−4, are possible with this
technique.

An alternative method to obtain a high effective refractive index with non-
metallic layers uses stacks of quarter wave layers of alternating high (H) and low
(L) refractive indices. On each interface of such a HLHL etc. stack the reflected
component is only modest, but the reflected waves from all interfaces are in phase,
because the optical path length in each layer is just what is required to cause a
wave reflected at one interface to constructively interfere with a wave reflected at
an adjacent interface. The total reflection of the multilayer stack is then quite high,
corresponding to that of a single layer of a very high refractive index material.
Interference filters with stacks of as much as 15 layers on each side of a λ(2n)−1

layer have been constructed, yielding peak transmissions as high as 0.8 and normal-
ized half power widths, ν/ν, of only one or two percent (Smith et al., 1972). The
maximum number of layers in a stack is limited by the homogeneity and uniformity
with which the layers can be deposited. Common materials for the low index layer
are cryolite (n ∼ 1.35), which is a sodium–aluminum fluoride compound, thorium
fluoride (n ∼ 1.45), or sodium chloride (n ∼ 1.54). For the high index layer silicon
(n ∼ 3.4), germanium (n ∼ 4), or lead telluride (n ∼ 5.1), can be used. The larger
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the difference in the refractive indices between H and L layers the fewer layers are
needed to achieve a certain finesse.

So far we have considered only cases of normal incidence. Inspection of
Eq. (5.6.21) for the three-layer model indicates a wavenumber shift of the trans-
mission peak due to the φ dependence. The transmission maximum (reflection
minimum) occurs when

cos (4πνmaxn1d1 cos φ1) = 1. (5.6.23)

Consequently, for the first-order peak,

νmax = 1

2n1d1 cos φ1
. (5.6.24)

The angle φ1 is measured in material 1. For interference filters with a high index
material as the λ/2 layer in the center, this angle is substantially smaller than
the external angle. Filters with a high index material in the center have a much
smaller wavenumber shift with external incidence angle than filters with a low
index material or a Fabry–Perot interferometer with air or vacuum in the gap.

The angular dependence of the transmission peak has positive and negative as-
pects. A Fabry–Perot interferometer with a fixed spacer can be fine tuned within a
substantial spectral range just by tilting the etalon. The disadvantage of the strong
angular dependence of the Fabry–Perot interferometer is the limitation in the usable
solid angle. Clearly, a Fabry–Perot interferometer with a narrow transmission peak
of 5 cm−1 at 1000 cm−1 cannot be operated with a large solid angle. Even the 10◦

off-axis peak occurs at 1015 cm−1, six times the half width of the filter. Fabry–Perot
interferometers are best operated in a well-collimated beam. They have the same
solid angle limit as the Michelson interferometer discussed in Subsection 5.8.a,
Eq. (5.8.11).

All Fabry–Perot interferometers and interference filters of the type discussed so
far have multiple peak transmissions. In most cases only one order is desired and
other orders must be suppressed. A second interference filter tuned to the desired
peak, but of different order, is then helpful, especially if the order number of the fil-
ters are not only different, but have no common factor. While the desired peaks co-
incide, other peaks do not occur at identical wavenumbers. Eventually, blocking
filters with intrinsic absorption must be used. Often the substrate material, which
supports the interference filters of different order on both surfaces, serves that
purpose.

A continuously variable filter (CVF) may also be obtained by depositing the
individual layers with a slightly varying thickness. On one end of the large sub-
strate the filter is tuned to one wavenumber and towards the other end the layers
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gradually increase in thickness and, consequently, the interference peak shifts to
lower wavenumbers. Such filters have been produced in disk shape. The active
area is near the rim. The transmission peak can be shifted up to a factor of two by
rotating the disk and exposing another part of the variable thickness filter. Such cir-
cular variable disk filters form spectral analyzers of great simplicity. The resolving
power of commercially available filters is less than ∼100. Hovis & Tobin (1967)
and Hovis et al. (1967, 1968) have flown filter wedge spectrometers on airplanes,
and Herr et al. (1972) on Mariner 6 and 7. A cryogenically cooled variable filter
has been applied to rocket-borne measurements by Wyatt (1975).

Narrow-band interference filters have seen space environment in a large number
of instruments, but they are not the only application of interference filters. Multilayer
filters may be designed to provide band-pass as well as high-and low-pass filters in
the infrared; such designs are discussed by Heavens (1955), Vasicek (1960), Hass
(1963–71), and Smith et al. (1972).

The first space flight of a Fabry–Perot interferometer, in this case a spheri-
cal Fabry–Perot, was on OGO 6 (Blamont & Luton, 1972). The objective of that
investigation was to derive thermospheric temperatures from a measurement of the
shape of the 0.63 µm atomic oxygen line. A more standard Fabry–Perot, with flat
mirrors but a high order number of 4 × 104, has been flown on the Dynamic Explorer
(Hayes et al., 1981). The objective was to determine stratospheric temperatures and
the line-of-sight components of winds. Again, the temperature information is de-
rived from the line width and the wind information from the Doppler shift of the
line, assuming the spacecraft velocity is known. In addition to several atomic oxy-
gen (O) lines, lines of atomic nitrogen (N, 0.52 µm) and of sodium (Na, 0.5896 µm)
have been observed. The same Fabry–Perot etalon, but with different order filters,
has been used.

Several Fabry–Perot interferometers can also be operated in series. Each etalon is
adjusted by piezo electric crystals to peak at the same wavenumber but at different
orders. Up to three Fabry–Perot interferometers have been scanned together (Hegyi
et al., 1972; Kurucz et al., 1977). Several Fabry–Perot interferometers were flown in
November 1995 as part of the Short- and Long-Wave Spectrometers on the Infrared
Space Observatory (ISO). A more detailed description of these instruments is given
at the end of the next section (5.7).

5.7 Grating spectrometers

Spectral selection techniques discussed so far are based on bulk material proper-
ties and on interference phenomena. The spectral selection effect of gratings rests
on diffraction phenomena. Diffraction theory has its roots in the Huygens (1690)
principle, which considers every point of a wavefront as a source of a secondary
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disturbance. These disturbances propagate as an infinite number of spherical
wavelets. Huygens viewed the forward envelope of all secondary disturbances
as the primary propagating wave. Later, Fresnel (1816, 1819) postulated inter-
ference among those secondary waves and was highly successful in explaining
phenomena that the corpuscular theory of light could not explain – for example,
the penetration of light into the geometrical shadow behind an opaque disk. At that
time (1818) the wave theory of light was fully accepted; the corpuscular theory
was dismissed and was not revived until the discussion of the photoelectric effect
by Einstein (1905a). Today, both the wave and particle nature of light are accepted
as complementary views of electromagnetic radiation; light is sometimes better
described as a wave, sometimes better as a particle.

A full treatment of diffraction requires solutions of the wave equations in the
transparent medium (e.g., air or vacuum) and the opaque material that forms the
barrier to the propagating beam of radiation (e.g., a dielectric or a metal). In each
medium the appropriate values of the material constants (ε, µ, and σ ) must be
taken into account and the boundary conditions for the electric and magnetic vec-
tors must be satisfied at all interfaces. Full solutions of the wave equation have
been obtained for simple geometric shapes such as a long circular cylinder (Lord
Rayleigh, 1881), a straight edge (Sommerfeld, 1986), and a sphere (Mie, 1908).
For more complicated shapes the Kirchhoff (1883) diffraction theory provides good
approximate solutions, as long as dimensions of obscurations or apertures exceed
a few wavelengths. A detailed discussion of the Kirchhoff theory can be found in
standard texts on optics, such as Born & Wolf (1959) or Sommerfeld (1954). Here
we address directly the functioning of a grating spectrometer and the differences
in comparison with prism and Fabry–Perot spectrometers.

Interference filters and Fabry–Perot etalons, discussed in the previous section,
perform a spectral selection by passing only discrete, narrow wavelength bands.
In contrast to this the diffraction grating disperses radiation into a spectrum by
interference among many transmitted or reflected beams and by sending different
wavelengths in different directions. In effect, this is similar to refraction in a prism,
although refraction is not an interference phenomenon. Radiation from a narrow
aperture is collimated and sent to a grating. The emerging radiation is refocused to
form the spectrum.

In the traditional mode of operation, one exit slit and a single detector are used
to scan the spectrum either by moving the exit slit in the focal plane or by rotating
the grating while keeping the exit slit and the detector stationary. More recently,
however, because the diffraction grating passes the entire spectrum to the focal plane
and disperses it spatially, an array of detectors is placed in the focal plane to record all
spectral elements simultaneously. Indeed the grating spectrometer has experienced
renewed interest in infrared astronomy since the availability of detector arrays.
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A grating spectrometer with a detector array has a spectral multiplex advantage over
a Fabry–Perot etalon. Compared with a Fourier transform spectrometer (discussed
in the next section), a cryogenically cooled grating spectrometer with an array in its
focal plane has an advantage in sensitivity in those applications where background
and source radiation are the dominant causes of noise. In a Fourier transform
spectrometer radiation from the entire bandpass falls on the detector. In a cooled
grating spectrometer each detector in the array is irradiated with only the small
spectral bandpass of one resolution element. The background noise in the grating
spectrum is lower by (N )

1
2 where N is the number of resolution elements in the

entire bandpass. This advantage is only realized when the entire bandpass of interest
can be placed on the array. In practice this is limited by the availability of large
arrays. Both a Fabry–Perot etalon and a Fourier transform spectrometer have an
étendue or A� advantage over a grating spectrometer since they do not require the
use of narrow slits.

The basic operation of a grating can be understood by considering a plane wave
incident on a set of parallel narrow slits (Fig. 5.7.1). This corresponds to a trans-
mission grating used at normal incidence. Infrared gratings are almost always re-
flection gratings used at high incidence angle, but this simple example serves to
illustrate the basic operation of a grating. According to the Huygens principle the
radiation beyond each slit travels in all directions. Radiation of a particular wave-
length, λ, will constructively interfere in those directions that correspond to an
integer number, m, of wavelengths between adjacent slits. The grating equation for

Fig. 5.7.1 Diffraction of a plane wave at a set of parallel narrow slits. Radiation of wave-
length λ interferes constructively with itself at particular angles where a constant difference,
mλ, exists between adjacent slits. A spectrum forms at the focal plane of the lens.
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normal incidence is

mλ = d sin θd, (5.7.1)

where d is the slit spacing and θd is the diffraction angle. If a lens is placed after
the grating, all rays of wavelength λ (for a given value of m) will arrive at the same
location in the focal plane at an angle θd through the lens center (see Fig. 5.7.1).
Radiation of slightly different wavelengths will be focused at slightly shifted posi-
tions, so that a spectrum is formed in the focal plane. The integer m is called the
order number. A change in the value of m for a fixed λ changes the diffraction angle
θd and the position in the focal plane. Therefore, the radiation is divided into several
orders in the focal plane. Spectral analysis is impossible where spectra of different
orders overlap, and a spectral order filter must be used to isolate a specific order.

Not all orders of a given wavelength appear equally strong in the focal plane,
however. The single-slit diffraction pattern corresponding to the width a of each slit
forms an envelope in the focal plane that determines the positions of the orders of
significant intensity. The intensity pattern in the focal plane, as derived in standard
texts for Fraunhofer diffraction by multiple slits, is

I = I0

(
sin α

α

)2( sin Nβ

N sin β

)2

, (5.7.2)

where α = (π/λ) a sin θd, and β = (π/λ) d sin θd. The (sin α/α)2 term is the diffrac-
tion pattern for a single slit of width a, and the (sin Nβ/N sin β)2 term is the grating
diffraction pattern, which has maxima given by Eq. (5.7.1), one for each order m.
Only orders that fall within the single-slit envelope show strong intensities.

Infrared gratings are most commonly of the reflection rather than transmission
type. A reflection grating is a mirror with parallel rulings on its surface instead of
transparent gaps. The radiation is diffracted upon reflection. To improve the spectral
resolution reflection gratings are often used at high rather than normal incidence
angle. If the direction of the incident radiation is at an angle θi with respect to
the grating normal, radiation of wavelength λ will be diffracted in the direction θd

(see Fig. 5.7.2) according to the relation

mλ = d(sin θi + sin θd), (5.7.3)

where d is the spacing between rulings. A special case is the ‘Littrow’ configuration,
where the incidence and reflection angles are nearly identical, so that Eq. (5.7.3)
reduces to

mλ = 2d sin θ. (5.7.4)
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Fig. 5.7.2 Definitions of angles of incidence, θi, and diffraction, θd, at a reflection grating.

This Littrow grating equation is generally useful because θi and θd can be regarded
as approximately equal in many applications of reflection gratings, even when the
optical configuration is not strictly Littrow.

With a single detector in the focal plane, the spectrum can be scanned by rotating
the grating. If the grating is turned through a small angle θ , Eq. (5.7.4) gives the
relation to change in wavelength λ,

λ

θ
= 2d

m
cos θ, (5.7.5)

for the Littrow case. Before the availability of detector arrays, grating rotation was
the common technique used to record infrared spectra. With arrays it is possible to
record an entire region of the spectrum simultaneously. The same multiplex property
is obtained with photographic and CCD grating spectrometers in the visible. In an
array spectrometer the grating angle is fixed, and radiation at all wavelengths is
incident at the same angle. The diffracted radiation varies in angle with wavelength
according to Eq. (5.7.3), with a dependence of λ on diffraction angle given by

λ

θd
= d

m
cos θd. (5.7.6)

Note that λ changes twice as much for a change in grating angle θ (Eq. 5.7.5) as
it does for a change in diffraction angle θd (Eq. 5.7.6). The wavelength dispersion
decreases in higher orders and at higher diffraction angles. It is often more conve-
nient to write the wavenumber dispersion; since ν/ν = −λ/λ Eqs. (5.7.4) and
(5.7.6) give for the Littrow configuration,

ν

θd
= −ν

2
cot θ. (5.7.7)
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In this form the wavenumber dispersion is only a function of wavenumber and
angle, but still depends implicitly on the spacing of the grating ruling and the order
number.

The ability of a grating to resolve two closely spaced features in a spectrum
depends on the dispersion of the grating and the angular interval in the focal plane
over which a single wavelength is spread. The smallest angle that can be subtended
by a single wavelength is given by the diffraction limit,

θmin ∼ λ

D
= 1

νD
, (5.7.8)

where D is the diameter of the radiation beam at the grating. The grating must be
wide enough to intercept the entire beam when used at angle θ , which means that
its minimum width is W = D/ cos θ . Substituting Eq. (5.7.8) in Eq. (5.7.7) yields

νmin = 1

2D tan θ
= 1

2W sin θ
. (5.7.9)

The minus sign in Eq. (5.7.7) has been deleted. The denominator is just the differ-
ence in path length between rays at the two edges of the grating; this difference is
called the ‘optical retardation’ of the radiation.

An alternative parameter for specifying the spectral discrimination capability
of a grating, which is often used in astronomy, is the resolving power, defined as
R = λ/λ. The resolving power has a simple relationship to the order m and the
total number of rulings on the grating N ,

R = λ/λ = m N , (5.7.10)

which can be derived from Eq. (5.7.9) and λ/λmin = −ν/νmin. However, this
relation can sometimes be misleading. The resolving power and resolution (ν =
ν/R) cannot be increased by making the total number of rulings arbitrarily large
with a fixed grating width. The ruling spacing will eventually become too small to
operate at the desired wavelength. From a practical standpoint, Eq. (5.7.9) is easier
to apply, because the operating angle θ and the grating width W are chosen to give
the desired resolution. The ruling spacing, d , is then determined, using Eq. (5.7.4),
by the order m in which the desired wavelength is to be observed.

As Eq. (5.7.9) implies, high resolution is achieved by using a large grating at
steep angles. The largest available gratings are about 20 × 40 cm, and are operated
at angles around 60◦. Grating rulings are usually blazed, that is, shaped to produce
high efficiency at the desired working angle. If the grating is to be used at a high
angle, the rulings often have a step-shaped cross section, and care is taken during
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Fig. 5.7.3 Schematic of a grating spectrometer. Radiation from the entrance slit is collimated
and sent to the grating. After diffraction, the radiation is focused at the detector (possibly
through an exit slit).

manufacture to produce a good mirror surface on the facet of each step that faces the
radiation. Gratings of this type, called echelles, are common where high spectral
resolution is needed.

A grating spectrometer normally consists of an entrance slit, a collimating mirror,
the grating, a focusing mirror, an exit slit, and a detector (Figure 5.7.3). The entrance
slit limits the field on the source and, therefore, the A�. The collimating mirror
produces plane waves at the grating. The focusing mirror displays the spectrum in
the focal plane, and a portion of that display, containing a small spectral interval,
passes through the exit slit and falls on the detector. Depending on the application,
pinhole apertures may replace the slits. An array may be used in place of the exit slit
and the detector. There are several configurations of plane grating spectrometers
used in the infrared. Here we give a brief discussion of two common types; the
Littrow, mentioned above, and the Ebert–Fastie.

In the Littrow version the incident and diffracted beams occupy the same section
of the collimating mirror. The collimator, usually an off-axis parabola, places the
focal plane next to the grating. Because the beams overlap and only one mirror is
needed, the Littrow design allows the spectrometer to be housed in a small volume.
An additional advantage of the Littrow configuration is that grating efficiencies are
normally higher when the incident and diffracted beams are similar. In the Littrow
design the exit image of a straight entrance slit is curved, and the curvature changes
with grating angle. A curved exit slit can only be optimized for a small range of
grating angles. However, if the grating is used in high order near its blaze angle the
range of angles can, indeed, be kept small.

The Ebert–Fastie configuration uses two separate sections of a common mirror
for collimating and focusing. The entrance and exit slits can be placed on opposite
sides, or above and below the grating. The primary advantage of the Ebert–Fastie
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configuration is that, although the mirrors are used off-axis, the aberrations caused
by the collimating mirror are largely corrected by the focusing mirror. If the inci-
dence and diffraction angles at the grating are minimized, the Ebert–Fastie spec-
trometer will have less coma than the Littrow spectrometer. Because of this, long
curved slits can be used to increase throughput without loss of resolution. The
basic Ebert–Fastie design has several variants. The most common version is the
Czerny–Turner configuration, which uses two separate mirrors for collimating and
focusing. The reader is refered to standard texts, such as James & Sternberg (1969),
for complete discussions and diagrams of various designs of grating spectrometers.

In order for a grating spectrometer to achieve its ultimate resolution it must
be used at the diffraction limit set by Eq. (5.7.8). This requires that the range
of incidence angles at the grating be very small, which in turn limits the width
of the entrance slit and, consequently, the angular size of the object that can be
observed. Because planets and many other objects are extended sources, it is often
necessary to observe fields-of-view that are larger than the diffraction limit. Under
these conditions the resolution is degraded by the ratio of the size of the actual
field-of-view or slit width to the diffraction limit.

An example of a multichannel radiometer using a grating was the satellite infrared
spectrometer on Nimbus 3, SIRS (Fig. 5.7.4). The spectral resolution was deter-
mined by the width of the exit slit, which was formed by a germanium wedge with
a spherical surface, and a combination of an immersion lens and a conical reflector
(Dreyfus & Hilleary, 1962). The SIRS on Nimbus 3 had eight channels, seven in
the 667 cm−1 CO2 band and one centered at 900 cm−1, a relatively transparent part
of the spectrum. The purpose of the CO2 channels was to obtain temperatures at
different atmospheric levels and that of the 900 cm−1 channel was to obtain the sur-
face temperature (Wark & Hilleary, 1969). An improved version of SIRS flown on
Nimbus 4 had six additional channels located in the water vapor rotation band. The
concept of multichannel radiometers became the design pattern of a large num-
ber of instruments serving as remote temperature sensors for numerous weather
satellites.

Another example of a multichannel radiometer using a diffraction grating was
the water vapor detector on the Viking Orbiter (Farmer & LaPorte, 1972; Farmer
et al., 1977). This instrument measured absorption of reflected solar radiation in
and near the water vapor band at 7200 cm−1.

The Galileo mission to Jupiter carries a Near Infrared Mapping Spectrometer
(NIMS). This imaging spectrometer is used to characterize the geological and min-
eral content of Jupiter’s satellites and to investigate the composition and temperature
of the atmosphere of Jupiter. NIMS is a grating spectrometer operating in the 0.7 to
5.2 µm spectral range with a resolving power, λ/λ, of 50 to 200. The focal plane
is cooled by radiation to 70–80 K and consists of a linear array of two silicon and
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Fig. 5.7.4 Schematic view of the Satellite Infrared Spectrometer (SIRS) on Nimbus 3
(Nimbus Project, NASA).

seventeen indium antimonide (InSb) detectors. Spectral information is dispersed
along the array axis. The spatial scene is constructed in whisk-broom mode, with a
wobbling secondary mirror producing cross-track and the motion of the spacecraft
producing along-track scanning. The angular resolution of an image element is
0.5 × 0.5 mrad, and the cross-track field of view is 10 mrad (Aptaker, 1987; Carl-
son et al., 1992). All instruments on the Galileo spacecraft and probe are discussed
in Space Science Reviews, 60, 1–4, 1992 and in a collection of reprints published
in book form, edited by Russel (1992). Scientific results obtained by the NIMS
instrument are discussed in Subsection 6.5.b.

An instrument similar to NIMS (called VIMS) is on board the Cassini spacecraft
scheduled to reach Saturn in July 2004. It consists of two grating spectrometers.
VIMS-V covers the spectral range from 0.3 to 1.05 µm and VIMS-IR from 0.85
to 5.1 µm. The resolving power is the same as in the Galileo instrument, 50–200.
VIMS-V samples both spectral and spatial information using a two-dimensional
array of detectors. The nominal field of view is 32 × 32 mrad with a 0.5 mrad
pixel size. In VIMS-IR the spectrum is detected with a linear InSb array, cooled by
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radiation to 70–80 K. The image of the scene is generated by rastering the optics in
two dimensions. VIMS-IR is a modified version of the NIMS on the Galileo space-
craft. The scientific objectives of VIMS are to study the atmospheres of Saturn and
Titan, and the composition of the rings and satellites of Saturn (Jurgens et al., 1990).

Between January and March 1989, an imaging spectrometer (ISM) on board the
Phobos-2 spacecraft obtained infrared spectra (0.73–3.15 µm) of Phobos and of
the equatorial region of Mars. The spectrometer used the first- and second-order
of a grating. In the focal plane four groups of 32 (total of 128) cooled lead sulfide
detectors measured each spatial pixel simultaneously. Thus far, for the most part
only two groups have been used. The instantaneous field of view of the instrument
is 12 × 12 arc minutes. At a spacecraft altitude of 6300 km, this corresponds to
a surface resolution of 22 × 22 km. A subset of the data was taken at a lower
spacecraft altitude, yielding a 7 × 7 km resolution. The signal-to-noise ratio is
very good, about 500 over most of the range, but somewhat lower at the longer
wavelength end. A scanning mirror provides cross-track and the spacecraft motion
along-track imaging. The instrument is described by Puget et al. (1987), and results
are mentioned in Section 6.2. An advanced version of the ISM instrument, called
Omega, is scheduled to fly in 2003 on the Mars Express Mission.

Two infrared spectrometers, an imaging photo-polarimeter, and a camera flew in
Earth’s orbit on the Infrared Space Observatory (ISO), a project of the European
Space Agency. The spacecraft contained a cryostat with 2300 liters of super-fluid
helium to cool the instruments and the telescope to between 2 and 8 K, (Kessler
et al., 1996). The Short-Wave Spectrometer covers the spectral range from 2.5 to
45 µm (de Graauw et al., 1996). The Long-Wave Spectrometer operates between 43
and 196.9 µm (Clegg et al., 1996). Both instruments are grating spectrometers with
detector arrays. Two orders of each grating can be used with or without additional
sets of Fabry–Perot interferometers. A schematic of the far-infrared spectrometer
is shown in Fig. 5.7.5.

The grating of the Long-Wave Spectrometer is ruled with 7.9 lines per mm and
can be tilted over ±7◦. In the neutral position, the grating is illuminated at an
incident angle of 60◦. One beryllium-doped and five gallium-doped germanium
detectors cover the range from 45 to 90 µm using the second-order of the grating.
Four stressed gallium-doped germanium detectors cover the range from 90 to almost
197 µm, using the first-order of the grating. The design permits sufficient overlap
in the spectral range assigned to each tilt angle to tolerate the failure of one detector
without loss of a particular spectral interval. The spectral resolution in the second-
order of the grating (45–90 µm) is 0.29 µm, and in the first-order (90–197 µm) it
is 0.60 µm.

To achieve a much higher spectral resolution two Fabry–Perot etalons can be
rotated into the collimated optical path between the fore-optic and the grating.
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Fig. 5.7.5 Optical train of the Long-Wave Spectrometer of the Infrared Space Observatory
(ISO). Mirrors 1, 2, and 6 are folding mirrors. Mirror 2 is at the focal point of the telescope,
mirror 3 collimates the beam for the benefit of the Fabry–Perot etalons. The etalons are
mounted on a rotating wheel together with a transparent opening and an opaque disk (Clegg,
1992; Clegg et al., 1996).

The resolving power achieved with the Fabry–Perot ranges from 6800 to 9700. The
Fabry–Perot plates consist of rectangular grids of nickel meshes, 3 µm in thickness.
The widths of the individual stripes of the grid are 6 µm and the periodicities are
15.5 µm for the short-wave (45–90 µm) and 19 µm for the long-wave (90–180 µm)
etalons. The moving plate, containing one grid, was supported by leaf springs. An
identical grid was mounted on a stationary structure. Electric coils in magnetic
fields provide the driving force, and capacitive sensors control the motion of the
carriage which must be kept parallel to the stationary grid. Figure 5.7.6 shows the
etalon (Clegg et al., 1996; Davis et al., 1995).

The calibration of the Long-Wave Spectrometer is discussed by Swinyard et al.
(1996) and by Burgdorf et al. (1998). A description of the Short-Wave Spectrometer
is given by de Graauw et al. (1996). Flux calibration has been discussed by Schaeidt
et al. (1996) and wavelength calibration by Valentijn et al. (1996).
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Fig. 5.7.6 The moving plate is suspended on leaf springs between the back plate and the
fixed plate. A moving coil in a magnetic field provides the force for the displacement. Three
capacitive position sensors in servo-loops adjust the current to the coils and thereby control
the motion (Clegg, 1996).

The achieved NEP of the detectors was on the order of 5 × 10−18 W Hz−1/2 as
measured in the laboratory, but was somewhat higher in orbit due to the cosmic
ray background. The very low noise of the detectors and the cryogenic temperature
of the whole device contributed greatly to the extraordinary performance of the
instrument. Results obtained by ISO are discussed in Chapters 6 and 8.

5.8 Fourier transform spectrometers

a. Michelson interferometer

Albert A. Michelson (1881) constructed his two-beam interferometer more than
a century ago. His prime motivation was to find a technique precise enough to
measure the motion of the Earth relative to the ‘ether’. The negative result of
the Michelson–Morley (1887) experiment required major revisions of the clas-
sical space–time concepts. To gain spectral information Michelson recorded the
‘visibility curve’ using his eye as a detector, while gradually increasing the path
in one arm of his interferometer. Applying a Fourier transformation he was able
to generate crude spectra for simple cases. With this method he identified the red
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cadmium emission as a single, narrow line and confirmed the yellow sodium emis-
sion as a doublet. To perform the Fourier transformation Michelson & Stratten
(1898) constructed a mechanical Fourier analyser, and Michelson (1898) applied it
to the investigation of magnetically broadened spectral lines. Although the princi-
ples of Fourier transform spectroscopy were clearly demonstrated, Michelson could
not have used his interferometer as a spectrometer in the modern sense without the
availability of electronic and computing technology.

A few years later Rubens & Wood (1911) performed a spectral analysis with the
Michelson interferometer by guessing the number and strength of a few lines in
a narrow spectral range and synthesizing an interferogram by Fourier technique.
Finally, they compared the computed envelope to the observed visibility curve.
After that Fourier transform spectroscopy lay dormant for several decades until it
was revived in the late 1940s and 1950s. Only since then has the potential of the
Michelson interferometer as a powerful spectrometer been recognized. Jacquinot &
Dufour (1948) called attention to the high energy-gathering ability of the interfer-
ometer, which under comparable conditions may be as high as several hundred times
that of a conventional grating instrument. The high étendue, also called throughput,
or A�-advantage, has been fully realized with space-based interferometers observ-
ing the planets, but it may not always be possible to exploit it in other applications.
In stellar or even in low resolution planetary spectroscopy from the ground, A�

is limited by the small angular size of the object and, in spite of large telescope
diameters, the high light-grasp of the interferometer cannot always be exploited.

The second major advantage of the Michelson interferometer, the multiplex ad-
vantage, was first pointed out by Fellgett (1951, 1958). Within a given range the
interferometer measures all spectral intervals simultaneously, while a conventional
grating instrument with a single detector must record the intervals sequentially.
For equal observing time an improvement factor follows in signal-to-noise equal
to the square root of the number of resolved spectral intervals. The improvement is
most impressive in high resolution, wide-band observations. Although space-borne
interferometers have fully benefited from the multiplex advantage, conditions exist
where it cannot be realized. The multiplex advantage holds as long as the system
noise is independent of the signal level; if the system is dominated by source noise,
for which the noise level is proportional to the signal, the multiplex advantage does
not exist; it even becomes a disadvantage. Background-noise-limited operation, that
is, operation where statistical fluctuations in the arriving photons are the dominant
noise source, may be reached with wide-band, cooled interferometers and modern
cryogenic detectors. One method to overcome this limitation is the post-dispersion
technique discussed in Section 5.8.b.

A third advantage of the Michelson interferometer, the ability to have a very pre-
cise wavenumber calibration by comparing wavenumbers of the planetary spectra
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to that of a monochromatic reference source, is discussed further below. With the
A�- and multiplex-advantages understood, the stage was set in the late 1950s
and early 1960s for the development of Michelson-type spectrometers and Fourier
transform spectroscopy (FTS) in general. Many of the early design principles were
established by Janine Connes (1961) in her thesis and with Pierre Connes (e.g.,
1966; see also Aspen Conference, Vanasse et al., 1971). Strong (1954, 1957), Mertz
(1965), Loewenstein (1966), Vanasse & Sakai (1967), Bell (1972), and others made
significant contributions to and provided reviews of this quickly evolving field. The
rapid advances of FTS in the 1960s and the application to planetary research have
been helped by simultaneous progress in detector and computer technology.

The first to transform an interferogram of an astronomical object was Fellgett
(1951, 1958, 1971). In Michelson’s time such a transformation would have been
time consuming, even for only a few hundred data points. Today, with modern com-
puters and the Cooley–Tukey (1965) algorithm, which Forman (1966) introduced to
the practitioners of FTS, transformation of a million data points is not uncommon.

The Michelson two-beam interferometer records the autocovariance function of
the observed radiation, the interferogram, as a function of optical path difference
(delay) between both beams. The spectrum is obtained by Fourier analysis of the
interferogram. The operation of a Michelson interferometer as an infrared spectrom-
eter is discussed with the help of Fig. 5.8.1. The essential part of the instrument
is the beamsplitter, which divides the incoming radiation into two beams of nearly
equal intensity. After reflection from the stationary and the movable mirrors, the
beams recombine at the beamsplitter. The phase difference between the beams
is proportional to their optical path difference, including a phase shift due to the

Fig. 5.8.1 Basic configuration of a Michelson interferometer. The beamsplitting surface is
on the lower-right side of the beamsplitter substrate. The compensating plate is of equal
thickness and of the same material as the beamsplitter substrate.
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difference between internal and external reflections at the beamsplitter (e.g., Born &
Wolf, 1959). Suppose a collimated beam of monochromatic radiation strikes the
interferometer while the movable mirror is set at the balanced position where both
arms have equal length. In a nonabsorbing beamsplitter the phase difference be-
tween internal and external reflection is 180◦. Consequently, both beams interfere
destructively as seen from the detector; the central fringe is dark. At the same time,
the interference is constructive as seen from the entrance port. The incoming en-
ergy is reflected back towards the source; the interferometer acts as a mirror. Now
suppose the movable mirror is displaced by a quarter of a wavelength. The phase
of the beam reflected from that mirror changes by half a wavelength or 180◦. De-
tector and source sides experience now constructive and destructive interference,
respectively. The interferometer as a whole becomes transparent at that wavelength,
and the incoming radiation strikes the detector. The interferometer may be viewed
as a sinusoidal modulator, which alternately switches the arriving beam between
detector and source, depending on the position of the movable mirror. Emission
from the detector experiences the same fate, since the interferometer is symmetric
as far as source and detector are concerned. As in a chopped radiometer, the intrinsic
efficiency of the interferometer configuration shown in Fig. 5.8.1 is one half. Later,
more efficient configurations are discussed.

Michelson interferometers can be operated in two modes. In one mode the mov-
able mirror, sometimes called the Michelson mirror, is stepped in small, equal
increments. Sampling theory requires an optical step size of less than one half of
the shortest wavelength to be measured; otherwise aliasing may occur. However,
if we know that the signal consists only of a narrow band of frequencies (because
we are interested only in a particular narrow spectral interval and we have inserted
corresponding optical and electrical filters), sampling may occur at larger inter-
vals without risking confusion due to aliasing. The number of sample points can
be reduced considerably by this technique. Alternatively, in a method sometimes
employed in the continuous mode, the interferogram may be oversampled and the
reduction to the minimum number of necessary data points may be accomplished
by numerically filtering after digitization.

In the stepping mode, the signal is integrated at each rest position for a certain
time, the dwell time. After that, the Michelson mirror advances to the following
position and the next point is recorded. As in the case of an a.c. radiometer an
external chopper may be used to modulate the incoming radiation. The stepping
technique has been perfected by J. and P. Connes.

In the continuous mode the Michelson mirror advances at a constant speed and
the signal is sampled at small, equal intervals. At one time the misconception existed
that this mode is less efficient than the discrete step mode because the time spent
in taking the sample is small in comparison with the time between samples, but
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this is not the case. Integration between samples takes place in the electrical filter
used to limit the frequency range before the sampling process. On the contrary, the
stepping mode is slightly less efficient, because the time spent while moving the
mirror between measurement points is lost.

In the constant speed mode the detector signal is modulated sinusoidally at a
frequency equal to the product of optical mirror speed, v, and wavenumber, ν,

f = vν. (5.8.1)

For constant v the wavenumber spectrum is directly mapped into an electrical
frequency spectrum. In the configuration shown in Fig. 5.8.1, the optical speed is
twice the actual mirror speed; a factor of 2 appears in Eq. (5.8.1) if v is interpreted
as the mechanical mirror speed. For double passing, to be discussed later, another
factor of 2 appears on the right side of Eq. (5.8.1). The interferometers flown in
space (IRIS, ATMOS, FIRAS, TES, and CIRS) are all operated in the continuous
scan mode. Interferometers with a constant velocity drive, in principle, may also
be operated with an external chopper to accommodate a fast detector with strong
1/ f noise. In general, however, in this case one prefers to scan more rapidly and
thereby move the passband of interest towards higher frequencies (Mertz, 1965).
Instruments without an external chopper, such as IRIS, must occasionally be aimed
at deep space to discriminate between planetary and instrument emission. The
situation is analogous to that of an a.c. radiometer with the chopper not being the
first element (see Subsection 5.3.a). In other interferometer configurations, with
complimentary output, the instrument emission is canceled otherwise.

The Mariner IRIS (similar to the Nimbus schematic shown in Fig. 5.8.2) has a
coated cesium iodide window to permit purging of the instrument with dry nitrogen
to protect the hygroscopic beamsplitter, also of cesium iodide, from water vapor
damage. The purging was continued up to lift-off. This window reflects a small
fraction of the outgoing interferogram back to the interferometer. The sinusoidal
signals of the autocovariance function generate terms with twice the frequency,
which appear as small ghosts in the Fourier transformed spectra. For example, the
sharp Q-branch of CO2 at 667 cm−1 has a weak signature at 1334 cm−1. The effect
is most noticeable in spectra of low temperature scenes. Planetary and calibration
spectra are affected. However, a correction term eliminates most of the problem
(Formisano et al., 2000).

The mirror position in the stepping mode, and the sampling point in the constant
velocity mode, must be accurate to a small fraction of a wavelength. To achieve this
accuracy it is customary to employ a second interferometer with a monochromatic
source of a wavenumber considerably higher than that of the radiation to be meas-
ured. The reference interferometer shares part of the main infrared interferometer
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or must be rigidly connected to it. In the Nimbus and Mariner IRIS’s (Fig. 5.8.2),
the reference interferometer occupies the center of the optical beam. In the
Voyager design (Fig. 5.8.3), the reference interferometer is directly coupled to
the mirror drive and uses a quartz beamsplitter, which was expected to be less
susceptible to scintillation caused by Jovian high-energy particles than the CsI
substrates of the main unit. A spectral line of a neon discharge lamp serves in all
IRIS as a reference source. When power is not limited a He–Ne laser is often used
as a reference. The Cassini interferometer (CIRS), to be discussed further below,
uses a solid-state laser. Such a source is strong and very efficient, but the signal
frequency is somewhat sensitive to the temperature of the device. The stepping
interval or the sampling point is derived by counting zero-crossings in the refer-
ence signal. The reference frequency of IRIS is also used to phase lock the mirror
motion to the spacecraft clock. The bit stream (the sequence of digital signals)
in the interferometer data channel is then fully synchronized with the spacecraft
data system. The use of a stable reference line provides an absolute wavenumber
scale to the measured spectra. This is the third major advantage of that type of
spectrometer.

Planetary radiation consists of many spectral lines and a radiation continuum. The
detector signal is then the superposition of many individual interference patterns
(Fig. 5.8.4). In a well-balanced and well-aligned constant-velocity instrument the
phase characteristic of the whole analog chain (detector, amplifier, filter) is linear,
and the derivative of the phase is constant. Thus

dφ(ω)

dω
= τ = constant; ω = 2π f. (5.8.2)

All sinusoidal signals are in phase at one particular mirror position and the interfero-
gram is symmetrical with respect to that point. This mirror position corresponds
to the crossing of the neutral position of the mirror if the detector, amplifier, and
filter have nearly infinite electrical bandwidth; then the delay time, τ , is zero. In
reality, one has to limit the bandwidth to avoid aliasing of noise into the passband.
An electrical filter with a linear phase characteristic must be introduced, which
results in a finite delay between events in the optical domain and the electrical
signal at the point of digitization. If the overall phase characteristic is not linear the
interferogram is not symmetrical and different frequencies show different delays.
If the interferometer is to be insensitive to small variations in mirror speed, which
may occur due to external vibration, the sampling action must be delayed by the
same amount τ as the main interferometer signal (Hanel et al., 1972d; Logan,
1979). Only then is the signal sampled by the correct sampling pulse. If the mirror
velocity is truly constant, then it does not matter that signal and sampling pulse
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Fig. 5.8.4 Superposition of many frequencies of different amplitudes produces the inter-
ferogram shown in the lowest line.

do not correspond to the same mirror position. However, even under phase locked
conditions, the mirror speed varies within the dynamic range of the phase locked
loop, and much more so in systems where the speed is not so firmly controlled. In
the stepping mode this problem does not arise as long as the dwell time is long in
comparison with the signal delay.

For a perfectly symmetrical interferogram it would be adequate to record only
from the center to one maximum mirror displacement. Only a cosine transforma-
tion would need to be performed, because a sine transformation of a symmetrical
function is zero. In reality, the interferometer may not be fully compensated, the
phase linearity may not be perfect, detector noise is different on both sides, and
the sampling points may not be precisely symmetrical with respect to the center.
Therefore, real interferograms deviate somewhat from symmetry. The amplitude of
the sine transformation reveals the magnitude of this deviation. In the presence of
a non-negligible sine amplitude, the power spectrum (the square root of the sum of
the squares of the cosine and sine terms of a two-sided interferogram) may be taken
as the measured amplitude. The preferred method is to record only one side and a
small part of the interferogram at the other side of the center and to obtain a low
resolution phase spectrum from the short two-sided portion of the interferogram. In
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data such as obtained from Voyager the phase relation between the individual fre-
quency components does not change rapidly with wavenumber and a low resolution
phase spectrum is, therefore, adequate. Phases in the full, one-sided interferogram
are then shifted with respect to the assumed center by a numerical convolution
process. The interferogram is thereby symmetrized and a cosine transformation
can be applied (Forman, 1966). The advantage of using the cosine over the power
spectrum can be as much as 2

1
2 in signal-to-noise.

Consider only the alternating component of a symmetrized interferogram, that
is, the component amplified by an a.c. amplifier:

i(δ) =
∫ ν2

ν1

rν[Iν − Bν(Ti )] cos 2πνδ dν. (5.8.3)

In this equation i(δ) is the interferometer amplitude at mirror position δ; rν is the
responsivity of the instrument; Iν is the radiance of the object under investigation,
and Bν(Ti ) is the Planck function corresponding to the instrument temperature. The
interferogram at mirror position δ is the summation over all wavenumbers of the
modulated net flux at the detector. The constant term, although not transmitted,
may play an undesired role when the radiation source is not truly constant. Source
fluctuations may occur due to telescope vibration and pointing errors, or due to
atmospheric scintillations in ground-based measurements. Fluctuations in the ‘con-
stant’ term enter the passband of the amplified signal and affect the interferogram
adversely. Moreover, the multiplicative nature of such modulation causes nonlinear
effects and the formation of side bands to strong spectral features. Configurations
with double output cancel the constant term. They prove to be superior to single
output configurations, particularly for ground-based astronomical observations. In
Eq. (5.8.3) the responsivity, rν , lumps together all instrumental parameters such as
modulation depth, detector response, optical efficiency of components, and others.
The amplitude, Cν , is recovered by a Fourier transformation of the interferogram;
Cν and i(δ) are Fourier pairs:

Cν = rν(Iν − Bν) =
∫ +∞

−∞
i(δ)A(δ) cos 2πνδ dδ. (5.8.4)

This equation holds strictly only for the apodization function A(δ) = 1. However,
the interferogram can only be recorded over a finite interval, from −δmax to +δmax,
and not beyond these limits. The function A(δ) is introduced and set equal to one for
|δ| ≤ δmax and equal to zero for |δ| > δmax. The reconstructed spectrum is, therefore,
not the true spectrum but the convolution of the true spectrum with the Fourier
transform of the rectangular weighting function A(δ). The Fourier transform of the
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Fig. 5.8.5 Fourier transforms of several apodization functions shown in the insert. (1) refers
to the box-car function, (2) to triangular apodization, and (3) to the Hamming function.
(Hanel, 1983)

product of two functions is the convolution of the transforms of both functions. The
Fourier transform of the rectangular, box-car function is the sinc function

sinc (2πνδ) = sin 2πνδ

2πνδ
, (5.8.5)

shown in Fig. 5.8.5. Other weighting functions may also be applied, a process called
apodization (Jacquinot & Roizer-Dossier, 1964), but all apodization functions must
be zero above δmax. The sinc function applies to a weighting of unity and yields the
highest spectral resolution for a given δmax, but it has relatively strong side lobes.
A weighting function

A(δ) = 0.54 + 0.46 cos πδ/δmax, (5.8.6)

called the Hamming function, yields somewhat lower resolution, but much reduced
side lobes [Fig. 5.8.5; see also Blackman & Tukey (1958)].

To extract Iν from Eq. (5.8.4), one must determine for each resolved wavenum-
ber interval the unknown quantities rν and Bν . This is conveniently achieved by
measuring two known sources in addition to the object of interest. Deep space may
be one convenient reference and a warm blackbody may serve as the other. In case of
an isothermal instrument temperature, Bν(Ti) is the Planck function corresponding
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to that temperature. The process of deriving Iν from the measured amplitude is
discussed further in Section 5.13.

The spectral resolution, ν, of an interferometer may be derived by consider-
ing the number of fringes in the interference pattern between −δmax and +δmax

of two adjacent wavenumbers, ν and ν + ν (e.g., Loewenstein, 1971). Two ad-
jacent wavenumbers are considered resolved when their respective numbers of
wavelengths, n and n + 1, differ by one count,

2δmax = n

ν
= n + 1

ν + ν
, (5.8.7)

which yields

ν = 1

2δmax
. (5.8.8)

This definition of spectral resolution is equivalent to the Rayleigh criterion. As a
rule of thumb, apodization doubles ν, although the precise value depends on the
particular apodization function used (Bell, 1972).

The maximum permissible solid angle in an interferometer can be determined
from the size of the central fringe in the interference pattern at the detector. The de-
tector size and, therefore, the solid angle in the interferometer must be kept smaller
than the first null in the interference pattern generated by the highest wavenumber
of interest at the maximum path difference. A larger detector would receive out of
phase components from the next fringe, which would tend to reduce the signal. In
other words, only the central part, the Airy disk, is spatially coherent.

The phase difference between the central ray and one inclined at an angle α is

φ = 2πνδ(1 − cos α) ∼ πνδα2. (5.8.9)

For the maximum permissible α, that is, for the first zero in the pattern, φ equals
π , and

πα2
max = � = π

νδmax
, (5.8.10)

or with the help of Eq. (5.8.8)

� = 2πν

ν
= 2π

R
, (5.8.11)

where R is the resolving power. The maximum solid angle is inversely proportional
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to the resolving power, a fundamental relationship for the design of interferometers.
Even for detectors slightly smaller than the first null of the interference fringes, the
interferogram amplitudes are attenuated at mirror displacements approaching δmax.
Apodization has the same effect and one speaks of natural apodization due to the
finite value of �.

The signal at the detector is proportional to

Sν ∼ η1η2 A�ν
√

τ Iν, (5.8.12)

and the noise is

Nν ∼ NEPν

[
W Hz− 1

2
]
. (5.8.13)

We call the signal for which the signal-to-noise ratio is unity the Noise-Equivalent-
Spectral-Radiance,

NESRν = NEPν

η1η2 A�ν
√

τ
, (5.8.14)

where NEPν is the Noise-Equivalent-Power of the detector (Section 5.10), η1 the
system efficiency, η2 the optical efficiency, A� the étendue, ν the width of the
resolved spectral element, and τ the duration of the interferogram. The system
efficiency takes the configuration of the interferometer into account and factors
necessary to convert all values to rms terms.

It is possible to combine the spectrometric performance of the Michelson inter-
ferometer with simultaneous imaging capabilities. To achieve this, the object of
interest must be imaged at the focal plane of the interferometer and, within the
permissible solid angle, the single detector must be replaced by a two-dimensional
array of detectors. Obviously, each element in the array receives only a fraction
of the energy falling on the total array, or that falling on the single detector in
the strictly spectrometric mode of operation. In the imaging mode each element
records an interferogram, which, after transformation, produces a spectrum. An
image may be formed by assembling one or a group of spectral intervals from each
interferogram into a two-dimensional pattern. Such a process would place large
demands on the data transmission or on the on-board processing facility, if high
spectral resolution and a large number of pixels are to be combined; a pixel is the
smallest element, a dot, in a two-dimensional image. But with modest numbers
such an approach is feasible.

An interferometer, operating between 200 and 1600 cm−1, with a spectral resolu-
tion of ∼5 or 10 cm−1 and an array of 6 detectors in a 2 × 3 pattern was flown on the
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Mars Global Surveyor in 1997. The Thermal Emission Spectrometer (TES) contains
two broad-band radiometers and a Michelson interferometer with flat mirrors. The
interferometer has a cesium iodide beamsplitter and operates in the spectral range
from 200 to 1600 cm−1 with a selectable, nominal resolution of 5 or 10 cm−1. Six
uncooled, deuterated triglycine sulfide (DTGC) pyroelectric elements in a 2 × 3 ar-
ray with a NEP of 3 × 10−11 W Hz− 1

2 serve as detectors for the interferometer. The
field of view of the instrument is 16.6 mrad in the down-track and 24.9 mrad in the
cross-track direction. The radiometers have similar detectors but slightly better NEP
of 2 × 10−11 W Hz− 1

2 . The fields of view of the radiometer detectors are coincident
with those of the interferometer. An entrance mirror at 45◦ permits pointing of all
fields of view towards the forward and aft horizons, at any downward-looking angle
including nadir, at an internal blackbody, and at space for calibration purposes. The
signal of the interferometer detectors can be Fourier transformed, calibrated, and
formatted in the instrument. The scientific objectives of the TES investigation are to
measure the composition and distribution of minerals on the surface, to determine
the structure of the atmosphere and aspects of its circulation, and to determine the
temporal and spatial distribution, abundance, sources and sinks of volatile material,
and of the dust over a seasonal cycle (Christensen et al., 1992; Christensen, 1998).
Scientific results are discussed in Sections 6.2 and 9.2.

The simple configuration of a Michelson interferometer with a flat mirror
(Fig. 5.8.2) has a high optical efficiency, but, at the same time, a rather high sen-
sitivity to errors in optical alignment. The Michelson mirror must be translated
while maintaining the optical wavefront flat and aligned to a small fraction of a
wavelength over the beam cross section. To maintain the alignment over the mirror
displacement, rather tight design tolerances for the drive motor are required. The
IRIS motor uses a set of 12 matched, symmetrically oriented springs (Hanel et al.,
1970). For rocket flight and a larger displacement, a motor with ball bearings, de-
signed by J. Pritchard of Idealab, has been used by Stair et al. (1983) and by Murcray
et al. (1984). The problem becomes more severe for high spectral resolution, that
is, for large mirror displacement, and for operation at short wavelengths. One way
to avoid the difficult motor design is to servo control the optical alignment. Henry
Buijs of Bomem, Inc. (Quebec, Canada) has designed an interferometer with flat
mirrors, which uses the split signals from a single-mode laser to actively control
the alignment over the full travel of up to several tens of centimeters (Buijs, 1979).

Another way to free the mirror carriage from the high precision requirement is
to use retroreflectors instead of flat mirrors. Then a small tilt of the reflector does
not matter. The original instrument of Fellgett used corner cubes. High precision
requirements are shifted from the motor design to that of the reflector, where they are
easier to handle, but are still not trivial. The Cassini spacecraft (to arrive at Saturn
in July 2004) and the Mars Express spacecraft (to arrive at Mars in December
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Fig. 5.8.6 Cat’s eye reflector. Each return ray is parallel to the incoming ray and independent
of a small tilt of the reflector.

2003), carry Michelson interferometers. Both instruments, to be discussed further
below, use corner cubes. An interesting configuration with two retroreflectors on the
same rotating structure and moving simultaneously is described by Burkert et al.
(1983) and by Jaacks & Rippel (1989). Both retroreflectors tilt slightly as they
move towards and away from the beamsplitter, but this does not matter for corner
cubes. If dynamically balanced this configuration is rather insensitive to external
vibration. A third method uses cat’s eyes (Fig. 5.8.6). The precision is in the quality
of the optical elements and in maintaining the distance between the primary and
secondary mirrors (Beer & Marjaniemi, 1966).

The lateral displacement of the return beam, in the corner cube as well as in
the cat’s eye, permits separation of both inputs and both outputs. The signals at the
output terminals are 180◦ out of phase, while each detector responds to the difference
between inputs. The same effect can be achieved with flat mirrors and division
of the solid angle inside the interferometer (Hanel et al., 1969). The differential
nature of the interferometer is advantageous for many applications. In ground-based
astronomical observations it is common practice to place the object of interest, a
planet for example, in one input beam and the sky at the same elevation right next
to the object into the other. This procedure reduces the dynamic range requirement
and, more importantly, tends to cancel fluctuations in the thermal emission of the
Earth’s atmosphere. The differential output removes the constant component in the
interferogram, which, if not perfectly constant, can be a disturbance (Martin, 1982).

An alternate method to remove the constant component in an interferogram is
to modulate the path difference. Following a suggestion by Mertz (1965), Connes
et al. (1967a, b) have demonstrated the merit of this technique. It can be imple-
mented by rapidly translating the small mirror of a cat’s eye. The amplitude of
the oscillation must be large enough to produce a reasonable signal, but it must be
small in comparison with the shortest wavelength. In effect, the modulation of the
pathlength corresponds to a differentiation of the interferogram, which is now anti-
symmetric. Instead of a cosine, a sine transformation is required. With this method
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Fig. 5.8.7 Interferometer with double passing and cat’s eyes is compensated for small errors
in tilt of optical components as well as lateral shift of the carriage motion. The ATMOS
interferometer has a similar design.

Connes et al. (1967b) have obtained excellent planetary spectra, apparently re-
ducing sky noise to a large degree. The method becomes inefficient when a wide
spectral range has to be covered (Chamberlain, 1971).

The cat’s eye was used by Fizeau, later by Michelson (1927), and more recently by
Connes & Connes (1966), Pinard (1969), and many others. The cat’s eye produces
systems insensitive to small degrees of reflector tilt. To also gain immunity to small
amounts of lateral displacement, double passing can be used as shown in Fig. 5.8.7.
The Atmospheric Trace Molecule Spectroscopy (ATMOS) interferometer used a
variation of this configuration to completely compensate for all errors in carriage
motion and tilts of optical components (Farmer & Raper, 1986). As can be seen, the
price for this degree of freedom is a large number of reflections in each interferom-
eter arm. Apparently, this is not critical while observing a strong radiation source.
ATMOS measures stratospheric absorption in an occultation mode while observing
the rising or setting Sun. The field of view must be kept much smaller than the solar
disk, and an interferogram must be obtained within a few seconds, resulting in a
high data burst twice each orbit at sunrise and sunset. A sample spectrum obtained
by ATMOS is shown in Fig. 5.8.8. The objective of the ATMOS investigation was to
obtain the stratospheric concentration and vertical distribution of major and minor
constituents. Many of the gases of interest have strong infrared bands. Photochem-
ical production and destruction of natural and man-made compounds, even at a
dilution of a few parts in 109, may affect the delicate stratospheric equilibrium. For
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Fig. 5.8.8 Absorption spectrum recorded from Spacelab 3 by the ATMOS interferometer
while observing the Sun near the Earth’s limb. The tangent altitude in km above the Earth’s
surface is indicated on the right side. The three prominent lines near 1327 cm−1 are due to
methane (Farmer & Norton, 1989); see also Fig. 5.8.10.

example, of great concern is the effect of man-made constituents on the destruction
of the ozone layer. Tropospheric chemistry is equally important; all atmospheric
layers and the Earth’s surface are interacting in many ways. Obviously, some of
the processes are of great interest to the well-being of man. Therefore, abundance
measurements of minor constituents will become an increasingly important tool of
atmospheric research.

Absorption measurements from spacecraft take advantage of the long path pro-
vided by limb observations of the Sun and are a powerful observation technique.
The Sun is an extremely strong source, which permits the recording of high resolu-
tion spectra within a short time. However, this method has limitations as well. All
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observations must necessarily occur at local morning or evening. Only two sets of
measurements are obtained per spacecraft orbit, and, depending on that orbit, the
measurements tend to concentrate at certain latitudes. Moreover, solar observations
on the Earth’s limb yield average atmospheric conditions along the direction of the
solar rays – they smear in the direction of local time. Many of the compounds that
participate in photochemical reactions show large diurnal fluctuations and rapid
changes in concentration just at sunrise and sunset. A study of the concentration
with respect to local time requires spectroscopic observations of thermal emis-
sion; they can be carried out normal to the Sun direction, that is, at a distinct local
time. The energy available for emission measurements is many orders of magni-
tude less than that available for solar absorption studies. However, the task can
be accomplished with modern Fourier transform spectrometers and cryogenically
cooled detectors. Murcray et al. (1984) have demonstrated the feasibility of such
measurements from balloon altitude. Kunde et al. (1987) have flown a Michelson
interferometer cooled to the temperature of liquid nitrogen for the same purpose.
A stratospheric emission spectrum obtained by the latter instrument from a high
altitude balloon flight over Texas is shown in Figs. 5.8.9 and 5.8.10.

Fig. 5.8.9 Thermal emission spectrum between 860 and 920 cm−1 of the Earth’s strato-
sphere recorded by a cryogenically cooled Michelson interferometer on a balloon. HT gives
the height of the center of the field of view above the surface at the horizon. Several strato-
spheric gases are identified (Kunde et al., 1987).
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Fig. 5.8.11 Optical layout of the Composite Infrared Spectrometer, flown on the Cassini
mission to Saturn (Kunde et al., 1996).

At this point, it is also appropriate to mention the Composite Infrared Spectrom-
eter (CIRS) on the Cassini spacecraft, that flew past Jupiter in December 2000 and
will arrive at Saturn in July 2004, and the Planetary Fourier Spectrometer (PFS) on
the Mars Express spacecraft, to arrive at Mars in December 2003. Both spectrom-
eters are dual channel instruments consisting of short- and long-wave interferom-
eters. First, we discuss CIRS.

The optical design of CIRS is shown in Fig. 5.8.11. The short-wave channel
of CIRS operates with a potassium bromide beamsplitter and corner cubes. The
spectrum measured by this instrument ranges from about 600 to 1400 cm−1. This
interferometer has two 10-element, linear mercury cadmium telluride (HgCdTe)
arrays, covering adjacent spatial ranges. Each element in the arrays has a square
field of view of 0.3 mrad. The long wavelengths are covered by a polarization
interferometer with roof reflectors, see also Subsection 5.8.c. The spectrum of this
channel ranges from 10 to 600 cm−1. The polarization interferometer uses two
thermopile detectors in a common 3.9 mrad field of view. The two interferometers
share a linear motor and a telescope with a diameter of 50 cm. The apodized spectral
resolution can be selected within the limits of 0.5 and 20 cm−1. CIRS operates at
170 K. The HgCdTe arrays are cooled by radiation to 80 K (Maymon, et al., 1993;
Kunde et al., 1996).

The PFS instrument consists of two double-pendulum interferometers with cor-
ner reflectors. The near infrared interferometer operates from 2000 to 8000 cm−1

with a calcium fluoride (CaF2) beamsplitter and a 2◦ field of view. The short-wave
detector, a lead selenide photoconductor, has a NEP of 1 × 10−12 W Hz− 1

2 and
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operates at a temperature of 220 K. The far infrared instrument covers the range
from 230 to 2000 cm−1 using a cesium iodide beamsplitter and a 4◦ field. The
long-wavelength detector, a lithium tantalum oxide (LiTaO3) pyroelectric element,
achieves a NEP of 4 × 10−10 W Hz− 1

2 at an operating temperature of 290 K. Both
devices have an apodized resolution of 2 cm−1 and share a laser diode source in the
reference interferometer. The calibration source for the short-wave instrument is a
Lambertian screen, which must be illuminated by the Sun during calibration. The
long-wave instrument uses an internal blackbody and deep space (Formisano, 1999).

b. Post-dispersion

As mentioned in the previous section, the multiplex advantage of the Michelson
interferometer turns into a disadvantage when background noise exceeds the signal-
independent noise of the detector. Part of the background noise may originate from
the warm instrument and the telescope. That part can, at least in principle, be
reduced by cooling. Another part of the background noise originates from emission
of the object under study. It is obviously not subject to modification. To reduce
background noise one could reduce A�, but this is an undesirable choice since
it reduces the signal simultaneously. The only reasonable approach to reduce the
NEP due to background noise is to decrease the bandpass of the interferometer.
The reduction in bandwidth can be accomplished by inserting a narrow-band optical
filter at cryogenic temperatures directly in front of the detector. This procedure is
entirely appropriate as long as the scientific objective can be satisfied by recording
the spectrum just within a narrow band, say 2 cm−1 wide. With a spectral resolution
of the interferometer of 0.02 cm−1, for example, about 100 spectral elements are
available for interpretation. In that case the multiplex advantage would be reduced
to ∼102, but as long as one is only interested in detecting one or two particular lines
of a suspected gas within the 2 cm−1 interval, this multiplex advantage is adequate.
For this particular observation one may consider the use of a Fabry–Perot instead
of a Michelson interferometer. The Fabry–Perot has the same high étendue as the
Michelson, and the multiplex advantage of the Michelson may not be that significant
in view of overall optical efficiency, complexity, and other considerations.

For many applications a 2 cm−1 passband may not be adequate. One may wish
to see a larger number of lines of that particular gas, or one may want to search
for other, possibly unknown features at the same time. One solution is to use a
cryogenically cooled, low resolution grating spectrometer with a linear array of
detectors at the exit of a high resolution Michelson interferometer (Fig. 5.8.12).
Each detector in the array receives only radiation within a 2 cm−1 wide interval
given by the spectral resolution of the grating. With 100 detectors in the array the full
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Fig. 5.8.12 The post-dispersion principle uses a low resolution grating and a detector array
at the exit of a high resolution Michelson interferometer (Wiedemann et al., 1989).

passband of 200 cm−1 can be covered. Each detector generates an interferogram,
which is transformed, and the 2 cm−1 wide spectral segments are assembled to
form the full spectrum of 200 cm−1. The multiplex factor is ∼104. The advantage
of post-dispersion is demonstrated in the following example.

Consider an Earth orbiting telescope of 2.7 m diameter, equipped with a Michel-
son interferometer operating between 300 and 500 cm−1 with a spectral resolution
of 0.02 cm−1. This is an entirely fictitious case and does not refer to an existing
or planned project. Of course, as a useful observation, the hydrogen dimer feature
at 356 cm−1 could be examined on Jupiter (Frommhold et al., 1984) and, at the
same time, one could search for hydrocarbon emissions from the Jovian strato-
sphere. Consider also observations with a 40 arcsecond field of view. The A� of
the telescope is 1.69 × 10−3 cm2 sr. With an interferometer beam of 4 cm diam-
eter the system étendue is still telescope limited. It is assumed that the interferom-
eter is equipped with a cryogenically cooled bolometer with a NEP of 1 × 10−14

W Hz− 1
2 . To calculate the contributions from the interferometer, telescope, and

planet to the background noise at the detector, we evaluate Eq. (5.11.33) for sev-
eral temperatures and a passband of 200 cm−1 as well as 2 cm−1. Then we use
Eq. (5.11.21) to find the individual contributions of the different background-noise
sources to the systems noise (Table 5.8.1).

In part (a) of Table 5.8.1, the squares of the individual noise components are
shown for different temperatures. The contribution of the detector without external
flux (1 × 10−28) and the Jovian contribution (1.6 × 10−28), taken for simplicity
equal to that of a blackbody of 120 K, are kept constant. The interferometer and
the telescope are permitted to assume several temperatures. In the computations
the interferometer transmission was taken to be 0.4; consequently, the emissivity
is 0.6. The telescope transmission was assumed to be 0.85 and its emissivity 0.15.
To prevent the interferometer from contributing substantially to the overall back-
ground noise it is necessary to cool it to 80 K. Acceptable values are underlined
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Table 5.8.1 Background-noise sources

(a) 300–500 cm−1; NEPdet = 1 × 10−14 W Hz− 1
2

T (K) (NEPdet)2 (NEPInstr)2 (NEPTele)2 (NEPJup)2

280 — 2.5 × 10−26 2.5 × 10−28 —
200 — 9.3 × 10−27 9.3 × 10−29 —
120 — 5.1 × 10−28 5.1 × 10−30 1.6 × 10−28

80 — 1.2 × 10−28 1.2 × 10−30 —
2 1 × 10−28 — — —

NEPsys = 2.17 × 10−14 W Hz− 1
2

(b) 300–302 cm−1; NEPdet = 1 × 10−14 W Hz− 1
2

T (K) (NEPdet)2 (NEPInstr)2 (NEPTele)2 (NEPJup)2

280 — 1.7 × 10−28 1.7 × 10−30 —
200 — 7.1 × 10−29 7.1 × 10−31 —
120 — 1.4 × 10−29 1.4 × 10−31 4.4 × 10−30

80 — 2.2 × 10−30 2.2. × 10−32 —
2 1 × 10−28 — — —

NEPsys = 1.04 × 10−14 W Hz− 1
2

in Table 5.8.1. Similar considerations require a telescope temperature as low as
200 K. Jovian emission contributes the most to the system’s NEP, which is more
than 2 × 10−14, twice as much as the detector NEP without background radia-
tion. The system is background-noise limited. Cooling the interferometer or the
telescope below 80 and 200 K, respectively, would not help much because of the
strong Jovian contribution.

For a spectral width of 2 cm−1, as applicable to a post-dispersion system, the
situation is quite different [see Table 5.8.1(b)]. Only the case 300–302 cm−1 is
shown. At higher wavenumbers the system’s NEP is even lower than 1.04 × 10−14

W Hz− 1
2 . The Jovian contribution is now considerably less than that of the detector,

and, most remarkably, it is now possible to use a telescope of 280 K, although the
interferometer would still have to be cooled.

A cross section of a post-dispersion grating, mounted in a slightly taller, but
otherwise conventional detector dewar, is shown in Fig. 5.8.13. This dewar fits
directly into the detector position of a ground-based, astronomical interferometer.
Ground-based infrared observations with warm telescopes and residual emission
from the warm Earth atmosphere benefit equally from the post-dispersion use of
an array. Such a system has been successfully used by G. Wiedemann et al. (1989)
in the 750–1250 cm−1 atmospheric window, although with only a small number
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Fig. 5.8.13 Cross section through a post-dispersion detector. Radiation from a Fourier
transform spectrometer enters from below (Wiedemann et al., 1989).

of detectors instead of a full array. The ISO spectrometers are examples of post-
dispersion arrays in conjunction with gratings and Fabry–Perot interferometers.

c. Martin–Puplett interferometer

The Martin–Puplett (1969) interferometer is a polarizing interferometer that op-
erates over a wide spectral range in the far infrared. The success of this type of
interferometer rests to a large degree on the highly efficient polarizing properties of
wire grids. An array of metal wires stretched uniformly on a flat, rigid frame pro-
vides an efficient polarizer over a wide wavenumber range. For example, tungsten
wires of a diameter of 10 µm work well up to 100 cm−1 (Ade et al., 1979; Martin,
1982). The upper wavenumber limit is given by the wire dimensions and spacing.
The lower useful limit of ∼1 cm−1 is given by the size of components, which must
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Fig. 5.8.14 The unpolarized radiation impinging on the vertical wire grid is split into two
components. The component with the electric vector parallel to the wires is reflected and
the orthogonally polarized component is transmitted.

be at least several wavelengths across, or considerations based on geometric optics
do not apply. The construction of wire grids for the Far Infrared Absolute Spec-
trometer (FIRAS) of the Cosmic Background Explorer (COBE) has been discussed
by Eichhorn & Magner (1986).

A wire grid is a good reflector for incident radiation polarized in the same di-
rection as the orientation of the wires, that is, with the electric field vector parallel
to the conductors. The induced current flows as freely along the wires as in a solid
metal surface. At the same time, radiation polarized orthogonally, that is, with the
magnetic field vector parallel to the wires, passes the grid with little attenuation
(Fig. 5.8.14). Wire polarizers work uniformly well over a wide range of wavenum-
bers; in the above example the range is from 1 to 100 cm−1. If one accepts less than
near perfect performance, the same wire grid may be used up to about 150 cm−1.
Smaller diameter wires have been placed at closer centers to construct polarizers
for higher wavenumbers, but it is difficult to obtain good performance with free
standing wires much above 200 cm−1. Apparently, it is not possible to achieve the
required uniformity and flatness. Evaporated metal grids have been produced by
photolithography and sputteretching on 4 µm thick mylar substrates (Mok et al.,
1979; Challener et al., 1980). The polarizers in CIRS are photolithographically
deposited wires spaced by 2 µm on a 1.5 µm mylar substrate. These polarizers
work up to 700 cm−1, but show absorption as well as reflection effects due to the
substrate. A grid with the wires placed at 45◦ to the electric (and magnetic) vector
provides an excellent beamsplitter. Nearly half of the incident polarized radiation
is reflected, with the other half transmitted.

Another important ingredient of the Martin–Puplett interferometer is a reflector
that rotates the plane of polarization of the returning beam by 90◦ with respect to the
incident beam. Two metal mirrors, set at 90◦ with respect to each other, can rotate
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Fig. 5.8.15 Simple Martin–Puplett polarization interferometer. P1 and P2 are polarizers
with the wires normal to the plane of the paper. B.S. is a beamsplitter with the wires rotated
at 45◦ with respect to that plane. R.R. are roof reflectors that rotate the plane of polarization
by 90◦. Symbols in the circles indicate the plane of polarization.

the doubly reflected beam by that angle (Martin & Puplett, 1969). This so-called
roof-top reflector is insensitive to misalignment in one axis, that is, against tilt
around the ridge of the roof, but not in other directions. It is a one-dimensional
corner reflector. The important property of the roof reflector is not the sensitivity or
insensitivity to misalignment, but the horizontal displacement of the beam and the
90◦ rotation of the plane of polarization. In the far infrared, alignment is generally
not as important an issue as it is in the near infrared.

With wire grids and roof-top reflectors, one may construct a variety of polarizing
interferometers (Martin, 1982). Unpolarized collimated radiation may strike the
polarizer, P1, set with the wires in the vertical direction (Fig. 5.8.15). The compo-
nents of the radiation with the electric vector horizontal pass the polarizer with little
attenuation while the components of the radiation with the electric vector normal
to the paper are reflected downward and discarded in this example. Another wire
grid, this time with the wires set at 45◦, acts as a beam divider. The horizontally
polarized radiation is split into a reflected component polarized +45◦, and a trans-
mitted component polarized −45◦. Both roof reflectors, R.R., rotate the planes of
polarization by 90◦. The returning radiation recombines at the beam divider set
at 45◦. The combined beam is now elliptically polarized. As the path difference
changes the polarization switches between horizontal and vertical. The polarizer P2

modulates the intensity at the detector, D. Another detector may be used to register
the vertically polarized component reflected at P2. By translating one of the roof
reflectors the path difference between both arms is varied and the detector records
an interferogram as with a conventional Michelson interferometer.
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Fig. 5.8.16 Completely symmetrical Martin–Puplett interferometer with two outputs and
two inputs for difference measurements.

Obviously, this configuration has deficiencies. Half of the incoming radiation is
lost at the first polarizer, and half of the remainder is lost at the second, yielding
an overall efficiency of only 0.25. The configuration shown in Fig. 5.8.16 corrects
both shortcomings. It also provides access to both inputs and outputs. Input beams
one and two both strike the polarizer at 45◦ from opposite sides. The wires of the
polarizer are oriented vertically. The vertical component of I1 and the horizontal
component of I2 both proceed to mirror M1 and to one side of the beamsplitter.
The orthogonally polarized components of I1 and I2 propagate towards M2 and
the other side of the beamsplitter, set at 45◦. The arriving components are divided
in equal amounts. After further rotation by 90◦ and a horizontal displacement on
the roof reflectors, both beams recombine at the beamsplitter and work their way
back via the mirrors M1 and M2 towards the polarizer and outputs O1 and O2.
The interferometer is completely symmetrical and input and output ports could be
interchanged. Detectors placed in the output beams register 180◦ out of phase inter-
ferograms. The amplitudes are proportional to the differences between both inputs
as in other four-terminal Michelson configurations. The interferometer shown in
Fig. 5.8.16 uses both planes of polarization from both inputs yielding a system
efficiency of unity. Only reflecting surfaces and wire grids are needed; transmitting
optical components for beamsplitters and substrates are unnecessary. This accounts
for the wide spectral range of the Martin–Puplett interferometer, limited only by
geometric considerations. It also makes this interferometer capable of operation
over a wide range of temperatures. Polarizing interferometers have been flown on
balloons by Woody et al. (1975) and by Carli et al. (1984).
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The polarizing interferometer (FIRAS) of the Cosmic Background Explorer
(COBE) had the same configuration as that of Fig. 5.8.16, except that the mirrors M1

and M2 were oriented nearly normally with respect to the incident beams. The
beam divider was located on top of the polarizer. The whole interferometer was
operated at 2 K. Furthermore, M1 and M2 had a small curvature and imaged the
input aperture onto the output ports. An extremely compact and efficient configu-
ration was obtained (Mather & Kelsall, 1980). The COBE spacecraft was launched
in 1989 and operated cryogenically for 10 months until the liquid helium reser-
voir was exhausted. FIRAS measured the cosmic background to be a blackbody at
2.735 ± 0.060 K (Mather & Boslough, 1996).

d. Lamellar grating interferometer

The lamellar grating interferometer divides wavefronts, in contrast to the Michelson
interferometer that splits amplitudes. John Strong (1954, 1957) invented the lamel-
lar grating instrument and constructed the first working model with the help of his
student (Strong & Vanasse, 1958, 1960). A spherical lamellar grating was designed
by Hansen & Strong (1971). Schematic cross sections of both versions are shown in
Fig. 5.8.17. The plane version consists of a metal block with rectangular slits of the
same width as the solid ridges in between the movable set of metal tongues, which
fit into the slits. In the zero-path-difference position the top surfaces of the ridges
and of the tongues form a single, flat mirror surface. In that position, the grating is
fully reflective and all of the incoming radiation is passed on to the detector. As the
movable tongues retreat into the slits (or extrude), radiation reflected on the tongues
is delayed (or advanced) in comparison with that reflected on the stationary ridges.
The delay is proportional to twice the depth of the grooves. The two sets of reflected
wavefronts interfere at the exit aperture, and an interferogram is recorded at the
detector as a function of tongue displacement, just as in the case of mirror displace-
ment in the Michelson interferometer. A detailed analysis is given by Bell (1972).

The lowest useful wavenumber of the lamellar grating is determined by the cavity
effect; νmin ∼ 3.2/a, where a is the grating constant. At lower wavenumbers the
corresponding wavelength becomes larger than 0.6 times the width of the groove,
the waves have difficulties entering the cavity between the ridges, and phase errors
occur. The upper limit of the spectral range is given by the point where the first order
of the grating, considered as a diffraction grating, reaches the detector. Only the
zero order is used in the lamellar grating interferometer. The first order interferes
and reduces the efficiency of the instrument. The breakpoint occurs when νmax =
f/(a · s); f is the focal length of the collimating mirror, a the grating constant, and
s the diameter of the entrance and exit apertures. For large displacements the beam
must be well collimated or shadowing effects will lead to natural apodization.
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Fig. 5.8.17 Lamellar grating interferometers. The upper panel (A) shows the plane version.
The lower panel (B) illustrates the spherical configuration.

In the spherical lamellar grating the surface at zero path difference has not a plane
but a concave shape. This interferometer operates with a noncollimated beam and
is, therefore, limited to lower spectral resolution than the plane version; otherwise
the spherical configuration is the most simple form of a lamellar grating instrument.
Only a source and a detector need to be added adjacent to the center of curvature
to form a working far infrared interferometer.

The main advantages of the lamellar grating instruments are the high optical
efficiency, the absence of a beamsplitter, and the wide spectral range. The main ap-
plication of such gratings is in the far infrared. In spite of these attractive properties
the lamellar grating has not been used in space, probably because of the relatively
heavy parts required to form the grating and the large dimensions due to the low
f-number collimating mirror. However, an instrument operating over the range from
50 to 500 cm−1 with a spectral resolution of 0.05 cm−1 has been developed by the
Max-Planck-Institute for Physics and Astrophysics for balloon operation (Hofmann
et al., 1977). A similar lamellar grating was constructed at the Paris Observatory
(Meudon, France) but never flew in space.
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5.9 Heterodyne detection

Heterodyne spectrometers achieve extremely high spectral resolution of about 10−3

to 10−4 cm−1 in relatively narrow spectral intervals. The technique of heterodyning
in the infrared resembles that used in heterodyne radio receivers. Radiation from
an infrared source is superimposed by a beamsplitter with radiation from a local
oscillator, a laser. The combined signals are then mixed in a nonlinear detector. The
superimposed electric field at the detector is

E(t) = ES ei[ωSt+φ(t)] + E0 eiω0t , (5.9.1)

where the first term on the right represents the field of the infrared source and
the second term the field of the local oscillator. ES and E0 are the amplitudes of
these fields, while ωS and ω0 are the corresponding frequencies. The phase, φ(t),
is random due to the temporal incoherence of radiation from a point source. If
the local oscillator is polarized, only the component of the source with the same
polarization will be detected. The infrared detector responds to the intensity of the
radiation,

I (t) = E E∗ = E2
S + E2

0 + 2ES E0 cos[(ωS − ω0)t + φ(t)], (5.9.2)

where E∗ is the complex conjugate of E .
At the output of the detector, a signal appears with the beat frequency (the in-

termediate frequency, or IF), ω = ωS − ω0, in addition to the constant intensities
IS = E2

S and I0 = E2
0 . The IF can be amplified using radio frequency (RF) tech-

niques. The radio frequency circuits following the detector produce a time averaged
signal proportional to the power in the oscillating term in Eq. (5.9.2),

S ∼ IS I0. (5.9.3)

Phase information is no longer present in the output, and the recorded signal, S,
is linearly proportional to the source intensity. Since each source frequency, ωS, is
associated with an intensity, a spectrum, I (ωS), is produced by scanning the beat
frequencies (difference between signal and local oscillator frequencies), or by using
several fixed channels to detect all beat frequencies simultaneously.

While the basic process is common to all heterodyne systems, differences exist
between radio and infrared heterodyning. In radio receivers the local oscillator fre-
quency is variable, permitting tuning of the receiver over a wide range, while the
IF filters are set at a fixed frequency. In the infrared heterodyne spectrometer the
typical local oscillator, a gas laser, operates at a fixed frequency. However, a small
portion of the spectrum around each laser frequency can be reached with a radio
frequency filter bank covering the intermediate frequencies. A source intensity,
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I (ωS), can be measured if it lies near one of the many laser frequencies, and the
beat frequency falls within the response bandwidth of the detector. Because in-
frared mixers, often diodes of mercury cadmium telluride, have bandwidths of no
more than a few gigahertz (∼0.1 cm−1), observations are limited to small spectral
intervals. However, by using all transitions and all isotopes of a lasing gas, a large
fraction of the spectrum can be covered in discreet segments. For example, the local
oscillator most commonly used in infrared astronomy is the carbon dioxide (CO2)
gas laser operating in the range from 9 to 12 µm. By employing all isotopic variants
of CO2, that is, 13C, 14C, 16O, 17O, or 18O, approximately 30% of this spectral range
is accessible. The range of a CO2 laser heterodyne spectrometer overlaps spectral
bands of several molecules of interest and has been used to observe Doppler shifted
CO2 lines on Mars and Venus (Betz et al., 1976; Mumma et al., 1981; Deming
et al., 1982; Käufl et al., 1984), and C2H6 (ethane) lines on Jupiter (Kostiuk et al.,
1983, 1987). Figure 5.9.1 shows an 11 µm Jovian ethane spectrum recorded with
a heterodyne spectrometer.

Fig. 5.9.1 A spectrum of the R(11) line of ethane on Jupiter recorded with a CO2 laser
infrared heterodyne spectrometer. ‘LO’ marks the frequency of the laser local oscillator. The
observed 25 MHz spectrum (histogram) was detected with a 64-channel radio frequency
receiver at the output of the infrared detector mixer. The dashed and solid curves are
calculations of the line shape (Kostiuk et al., 1987).
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The power spectrum can be recorded only as a function of the absolute value
of ω. Since the cosine function is symmetric, the intensities at ω0 + ω and
ω0 − ω are indistinguishable from each other and both are summed in the detected
spectrum at the same difference frequency, ω, generating a double side band
spectrum. This folding of the spectrum with respect to the laser frequency, ω0,
(LO in Fig. 5.9.1) causes an ambiguity in the position of detected spectral lines,
and care must be taken to determine whether a line belongs to the upper or lower
side band. Also, the spectrum will usually have a continuum, which changes only
gradually and which is nearly identical in both side bands. Because both side bands
are added in the heterodyne spectrum, the measured continuum level is twice the
true level.

The resolution of an infrared heterodyne spectrometer is ultimately limited by
the width of the laser line. For gas lasers this width is typically less than 100 kHz
(3 × 10−6 cm−1). In practice the resolution is limited by the width of the microwave
filters used in the detection circuit, typically 3–30 MHz (10−4–10−3 cm−1). In either
case, the instrument resolution is narrower than the width of molecular lines found
in planetary spectra, and the technique is well suited for studying details of line
shapes, especially near a line center. Since the core of a line contains information
on gases at high altitudes, the high spectral resolution achieved in heterodyning
allows probing to higher atmospheric levels than are accessible with lower reso-
lution. The accuracy of the local oscillator frequency also permits highly precise
measurements of line positions, making it possible to determine wind velocities, for
example.

Because the detected radiation must all be of a common phase in order to interfere
constructively with the local oscillator, spatial coherence is required. The field of
view must be limited in diameter to the central interference fringe formed at the
focal plane of the telescope. For a telescope with an unobstructed, circular, primary
mirror this is the angular radius of the Airy disk, θ = 1.22λ/D, as discussed in
Section 5.3; λ is the wavelength and D the telescope diameter. Only within the
Airy disk is the source radiation spatially coherent. A telescope of diameter 1 m
operating near 10 µm has a diffraction limited field of view of 2.5 arc seconds.
Larger telecopes give proportionally smaller fields. Although spatial resolution
is improved by observing with a larger telescope, no additional radiation can be
collected if the source is already larger than the field of view. For objects that
are smaller than the diffraction limit, however, larger telescopes offer higher signal
levels up to the point where atmospheric fluctuations and telescope aberrations begin
to limit the spatial coherence of the arriving wavefronts. The étendue of heterodyne
receivers is given by A� ∼ λ2, where A is the aperture area and � the solid angle.

The sensitivity of heterodyne detection is limited by photon statistics at the
infrared detector. The noise caused by the discrete, random arrival of photons is
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referred to as shot noise. The laser power is usually raised to a level where shot
noise from the laser dominates all other noise sources. This is called the quantum
detection limit. In this case the ideal spectrometer is able to detect one photon in
each spectral and time resolution element of the system. The spectral resolution
element is equivalent to the electronic bandwidth, β, of each channel and the time
resolution element is β−1. The minimum detectable power in a single polarization
in bandwidth β after τ seconds is

Pmin = hωβ

2π
(βτ )−

1
2 = hω

2π
(β/τ )

1
2 , (5.9.4)

where hω is the photon energy. The factor (β/τ )
1
2 indicates the improvement in

sensitivity with integration time. The signal-to-noise ratio for a source delivering
power PS in bandwidth β is, therefore,

S

N
= 2π PS

hω

(
τ

β

) 1
2

= 2πρS

hω
(βτ )

1
2 , (5.9.5)

where ρS is the source power per unit bandwidth, PS/β. In practice the degradation
factor  must be applied to the signal-to-noise ratio to account for loss of one source
polarization component, chopping of the source, mixer efficiency, and optical losses
in the telescope and the spectrometer. The ratio, 2πρS/hω = FS, is just the number
of photons per second per unit bandwidth. In terms of this flux the signal-to-noise
ratio becomes

S

N
= FS


(βτ )

1
2 . (5.9.6)

For S/N = 1 the Noise Equivalent Flux is

NEF = (βτ )−
1
2 [photons s−1 Hz−1]. (5.9.7)

Typical values for  are about 10. Other factors that contribute to system degra-
dation are amplifier noise, shot noise from the source and background (usually
negligible), and insufficient laser power. A more complete treatment of infrared
heterodyne spectroscopy is presented by Abbas et al. (1976), Kingston (1978), and
Kostiuk & Mumma (1983).
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5.10 Infrared detectors in general

Frequencies associated with infrared radiation, that is, from approximately 3 × 1011

to 3 × 1014 Hz, cannot be detected directly by radio frequency techniques. One
exception exists in the heterodyne method discussed in Section 5.9, but, in general,
infrared frequencies are too high for a direct application of microwave technol-
ogy. On the other hand, the frequencies and, therefore, the energies of infrared
photons are too low to liberate electrons from surfaces by the photoelectric effect.
Consequently, standard photomultipliers and all devices based on photoelectric
phenomena are also unsuitable as detectors above about 1 µm. For all practical
purposes only two classes of phenomena provide infrared detection mechanisms.

One class depends on the temperature rise in the detector element caused by
the absorption of infrared energy. The resulting temperature difference between
detector element and the surrounding heat sink is then registered by electronic
means. Detectors based on this principle are called thermal detectors; they are
more or less sophisticated thermometers. William Herschel (1800) discovered the
infrared by observing with a blackened mercury-glass-type thermometer the heating
effect of different colors apparent in a dispersed solar spectrum. He found that the
heating was not limited to the visible colors, but continued strongly below the red
limit; hence the term ‘infrared’.

The other class of detectors is based on the effect infrared photons exert di-
rectly on electrons in semiconducting materials; such detectors are called photon
or quantum detectors, a somewhat unfortunate name because thermal detectors ab-
sorb photons or quanta as well. The energy of an absorbed infrared photon may not
be high enough to cause emission of an electron by the photoelectric effect, but it is
sometimes sufficient to lift an electron from a valence band into a conduction band,
thereby altering the macroscopic properties of the material. The change in the elec-
trical resistance (in photoconductors) or in the electrical potential (in photovoltaic
elements) may then be sensed electrically.

One characteristic parameter of a detector is the responsivity, expressed in volt
watt−1 or in ampere watt−1, depending on open or short-circuit operation. To avoid
repetition of equations for both cases we limit the discussion to open circuit ter-
minology, but we keep operation into a low impedance amplifier in mind. The
responsivity of a detector is defined as the change in voltage, V , measured across
the output leads, while the detector is exposed to a change in radiative power, W ,

r = V

W
[V W−1]. (5.10.1)

The responsivity may be a function of wavenumber (or wavelength); then rν (or rλ)
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is called the spectral responsivity, applicable to a voltage change due to a power
increase within the spectral range ν and ν + ν (or λ and λ + λ).

Besides the responsivity, the noise properties of a detector are of fundamental
importance. The noise is measured in volts (rms) within a specified electrical band-
width. Since noise in one frequency interval is statistically independent of that in
others, the noise power increases linearly with bandwidth and the noise voltage with
the square root of the electrical passband. Therefore, the noise characteristic of a
detector is expressed in units of V Hz− 1

2 . More instructive than the noise voltage per
se is the noise normalized to the responsivity. Neither a high responsivity detector
with excessive noise nor a low noise element that lacks responsivity is of interest.
The noise normalized to the responsivity [V Hz− 1

2 /V W−1] is expressed in W Hz− 1
2 ,

and is called the Noise-Equivalent-Power (NEP) per root hertz. In the literature the
term NEP (which has units of power, e.g., W) is often applied to the NEP per root
hertz (which has units of W s

1
2 ). This inconsistency is deeply embedded in the

literature and we also use the term NEP for both, but we state units where needed to
avoid confusion. As the responsivity, the NEP may be a function of wavenumber;
the term spectral NEP, NEPν or NEPλ is then appropriate. The NEP [watt] can also
be understood as the signal power for a signal-to-noise ratio of unity. The NEP
[watt] is generally a small number, the smaller the value the better the detector. The
inverse of the NEP [watt] is called the detectivity, D (Jones, 1952),

D[W−1] = 1/NEP. (5.10.2)

For certain types of detectors, D is inversely proportional to the root of the detector
area and the term D∗ is more characteristic of this class of detectors; it allows
comparison of detector quality independently of size (Jones, 1959). Expressing it
in units of root hertz,

D∗ = (A f )
1
2 D[W−1 Hz

1
2 cm]. (5.10.3)

A is the detector area and  f is the electrical bandwidth. In some cases, when the
detector is limited by background noise, D∗ is proportional to the square root of
the solid angle of illumination; then

D∗∗ = D∗ sin θ [W−1 Hz
1
2 cm sr

1
2 ] (5.10.4)

has been suggested as a figure of merit, where θ is the half cone angle of the
illuminating beam. Unfortunately, no one figure of merit (NEP, D, D∗, D∗∗) fits
all types of detectors under all operating conditions. Intercomparison of different
types of detectors is, therefore, not always straightforward.
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In addition to the responsivity and the NEP, other parameters are of concern in
selecting a detector for a particular application. The time constant or the response
to signal modulation frequency is important, and so is the linearity or at least the
reproducibility. In a more practical sense mechanical integrity, insensitivity to high-
energy particle radiation, convenience in matching preamplifier characteristics and
that of a bias power supply, temperature range, and other subtleties need to be
considered in a detector selection process.

In Section 5.11, we discuss thermal detectors, their responsivity, their noise
characteristics, and we provide examples of energy conversion mechanisms as well
as a few data on actual detector performance. Then, in Section 5.12 we discuss
photodetectors and we provide similar information on these types of transducers.

5.11 Thermal detectors

a. Temperature change

The responsivity of a thermal detector may be expressed as a product:

V

W
= V

T

T

W
. (5.11.1)

The first factor on the right side describes the conversion from temperature change
to voltage change, while the second factor concerns the temperature rise as a result
of radiative power dissipation. This latter factor applies to all types of thermal
detectors and is discussed first.

Consider a detector element of area A and of heat capacity (Fig. 5.11.1);
script letters denote thermal quantities. The detector is embedded in a housing of
uniform temperature, T0, except for the solid angle, �, where it views the outside
world through an optical filter, also at temperature T0. If the external blackbody,
shown in Fig. 5.11.1, is at the same temperature as the housing, T1 = T0, after a
while the detector will reach equilbrium at that temperature and the net flux of
heat will be zero through the thermal conductor that connects the detector element
with the surrounding housing. The heat conduction path, with thermal resistance

, consists of mechanical structure to hold the detector in place, of leads to sense
the temperature of the element electrically, and possibly of a heat conducting link
installed deliberately to obtain a short thermal time constant. The inverse of the
thermal resistance is the thermal conductance .

Within the solid angle and within the passband of the filter the specific intensity
of the incident radiation supposedly increases by I . An excess power, W , will
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Fig. 5.11.1 A detector of emissivity ε, temperature, T , and heat capacity, , is imbedded in
a housing of temperature, T0, and exposed to an external source of brightness temperature,
T1, through an aperture that limits the solid angle, �. The aperture contains a spectral filter.

be absorbed by the detector,

W = IεA�. (5.11.2)

The emissivity of the absorbing side of the detector element is ε. If the power W
is constant, after a while, the detector will reach a new equilibrium temperature, T ,
which will exceed T0 by T . The temperature increase, T , will be proportional
to the absorbed power and the thermal resistance. Thus

T = W0 or W0 = T . (5.11.3)

W0 is the steady state value of W . In analogy to the displacement current in
Maxwell’s equations [Eq. (1.1.1)] the variable component of W , called W1, has
to be a time derivative. Thus

W1 = d(Q)

dt
, (5.11.4)

where Q is the increment of heat (joules) deposited onto the detector. With the
definition of heat capacity,

= Q

T
, (5.11.5)
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one obtains, assuming to be constant,

W1 = d(T )

dt
. (5.11.6)

Letting W (t) = W0 + W1 yields

W (t) = T + d(T )

dt
. (5.11.7)

This differential equation describes relaxation phenomena; W (t) is a time-
dependent perturbation function. The homogeneous solution (W (t) = 0) is

Thom = (T )t−0 e−t/τ , (5.11.8)

where τ = is the thermal time constant. The element would approach a new
equilibrium exponentially. However, such initial transients are of minor impor-
tance. What is of great importance is to find a particular integral of Eq. (5.11.7)
when W (t) is periodic. If a chopper is used to interrupt the radiation falling on the
detector, W (t) is a periodic function with a dominant frequency ωn , the chopper
frequency. Side bands and, depending on the nature of the chopper, higher harmon-
ics of ωn may also appear. The solution of Eq. (5.11.7) for one frequency, ωn , of
amplitude Wn is

Tn = Wneiωn t

1 + iωnτ
. (5.11.9)

The absolute value of Tn/Wn is

∣∣∣∣ Tn

Wn

∣∣∣∣ = (
1 + ω2

nτ
2
) 1

2

. (5.11.10)

With such a detector a flat frequency response is achieved by operating below the
critical frequency, ωc = ( )−1. To obtain a large T for a given W the heat
capacity of the detector element must be made as small as possible and, at the same
time, must be chosen as large as possible; however, is often limited by the need
to achieve a desired time constant.

The similarity between thermal and electrical phenomena in circuits containing
resistors and capacitors is apparent. Equation (5.11.7) can equally be applied to
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Fig. 5.11.2 Electrical analog circuit of thermal detector shown in Fig. 5.11.1.

electrical circuits by making the following substitutions:

heat flow rate − electric current,
temperature difference − voltage difference,

thermal resistance − electrical resistance,
thermal conductance − electrical conductance,

thermal capacity − electrical capacity, etc.

These thermal–electrical analogies provide a powerful tool; one may construct
analog computers to simulate heat flow problems. The electrical analog circuit to
the detector arrangement of Fig. 5.11.1 is shown in Fig. 5.11.2. The conditions
required to maximize the voltage, T , for a given ω and a certain current, W , are
now clear. The difficulties in making small and about τ/ are in the practical
implementation, however.

Heat flow through the thermal resistance, , representing conduction in the
support structure and in electrical wires, is not the only form of heat exchange
between a detector and its environment. Exchange by thermal radiation also takes
place. To analyze radiative exchange, again consider Fig. 5.11.1. The energy emitted
from both sides of the detector toward the housing is

W(elem) = π A
∫ ∞

0
(ε1 + ε2)B(ν, T ) dν. (5.11.11)

The emissivities of the front and back sides are ε1(ν) and ε2(ν), respectively. The
detector of cross section A is assumed to be thin in comparison with its horizontal
dimensions, so that radiative exchange from the edges can be neglected. If the
surrounding housing has an emissivity of one, or if it is much larger than the detector



5.11 Thermal detectors 259

(when its inner surface emissivity does not matter, as in the case of an isothermal
cavity), the energy emitted by the housing and absorbed by the detector is

W(housing) = π A
∫ ∞

0
(ε1 + ε2)B(ν, T0) dν. (5.11.12)

Tacitly, we assume the passband of the optical filter to be insignificant in comparison
with the total thermal emission. If T is small, the difference between the Planck
functions is

B(ν, T ) − B(ν, T0) = dB(ν, T0)

dT
T (5.11.13)

and the net exchange between element and housing is:

Wrad = π A
∫ ∞

0
(ε1 + ε2)

dB(ν, T0)

dT
T dν. (5.11.14)

If the emissivities ε1 and ε2 do not depend strongly on ν they may be taken outside
the integral, and since

π

∫ ∞

0
B(ν, T ) dν = σ T 4; π

∫ ∞

0

dB

dT
dν = 4σ T 3, (5.11.15)

Wrad = 4A(ε1 + ε2)σ T 3
0 T, (5.11.16)

where σ is the Stefan–Boltzmann constant. This heat flow may be represented in
the analog circuit by a conductance, rad, in parallel to that representing heat flow
in solid matter. Thus

rad = Wrad

T
= 4A(ε1 + ε2)σ T 3

0 . (5.11.17)

If the emissivity of the far side of the element is small, that is, if ε2 � ε1 = ε, rad

approaches

rad ∼ 4εAσ T 3
0 . (5.11.18)

Thermal detectors operating in air or in a gas have an additional term associated
with thermal conduction and convection in the gas. We omit this case because all
high sensitivity detectors are operated in vacuum.



260 Instruments to measure the radiation field

b. Noise in thermal detectors

The precision of every radiometric instrument is ultimately limited by fundamental
disturbances, which have a random character and which are predictable only in a
statistical sense. These disturbances, called noise, originate from several physical
mechanisms. In this section we consider noise in detectors only. Amplifier noise
can be significant for modern cryogenic detectors and may influence the choice of
the operating parameters or even the type of detector. We will address fundamental
limits and not disturbances caused by poor electrical contacts, improper shielding,
or faulty grounding, which we assume have all been eliminated.

The recognition that the precision of physical measurements is ultimately limited
by random fluctuations materialized only gradually, following the development of
the kinetic theory of gases and of statistical mechanics, although indicators to that
effect existed before that time. For example, the botanist Robert Brown (1828)
observed under high magnification small, inanimate particles in suspension in a
liquid and noted their erratic behavior, now called Brownian motion. Later, the
kinetic gas theory provided an explanation (Einstein, 1905b, 1906a; Smoluchowski,
1906). Each particle is constantly bombarded by surrounding molecules of the
liquid and the net impulse on the particle changes constantly. The kinetic energy
of the molecules in the liquid is partially transferred to the particles and causes
the observed motion as well as a small, constantly changing heating effect. The
heat is returned to the liquid, mostly by conduction. The constant exchange and
dissipation of energy on a molecular or atomic scale is characteristic of noise
generating mechanisms. Einstein also realized that in an electrical conductor free
electrons would also participate in random motion and as a consequence would
cause a continuous transport of space charge. A few years later, de Haas-Lorentz
(1913) recognized that such random transport of space charge must manifest itself
in a randomly fluctuating electrical potential. This voltage fluctuation could even be
measured with recently invented vacuum tube amplifiers. Johnson (1925) explained
the fluctuations in terms of the shot-effect and Nyquist (1928) provided an elegant
explanation in terms of eigenvalues of a transmission line. In a thought experiment
a loss-less line is terminated at both ends by resistors matching the wave impedance
of the line. In a state of equilibrium the noise power produced by each resistor is
transmitted by the line and dissipated by both resistors. At one moment, both ends of
the line are short circuited. The signals in transit are then reflected at both ends and
form standing waves with nodes at the ends. An infinite number of discrete waves
(eigenvalues) exists. Each eigenvalue constitutes a degree of freedom and may be
considered to be a harmonic oscillator with a total energy (kinetic and potential)
of h f [exp(h f/kT ) − 1]−1. A similarity exists with the derivation of the Planck
formula, where blackbody radiation can be expressed by summation of eigenvalues
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in a three-dimensional cavity. To obtain the energy stored in the line (which was
originally supplied by the resistors) within a frequency interval  f one must sum
the eigenvalues in that interval, which yields

P f = kT  f
h f/kT

eh f/kT − 1
. (5.11.19)

Except for ultrahigh frequencies the factor h f/kT [exp(h f/kT ) − 1]−1 is unity.
For all practical purposes, electrical noise is in the ‘Rayleigh–Jeans’ limit. Then
the power P f corresponds to a mean rms noise voltage of

U f = (4kTR f )
1
2 , (5.11.20)

which is the Nyquist formula. For example, an electrical resistor of 1 M� at room
temperature (T = 300 K) produces 4 µV within an electrical band of 100 Hz.

In order to express all noise sources in common terms, it is desirable to refer
the Johnson noise produced by the electrical resistance of the infrared detector to
radiative units and express it in terms of NEP [W Hz− 1

2 ]. The total NEP of the
system can then be found by quadratically adding the NEPs of all individual noise
sources. Thus

NEPsystem =
[∑

i

(NEPi )
2

] 1
2

. (5.11.21)

The NEP due to Johnson noise alone,

NEPJohnson[W Hz− 1
2 ] = (4kTR)

1
2 [V Hz− 1

2 ]

V/W [V W−1]
, (5.11.22)

can be found by dividing the Johnson noise voltage per root bandwidth by the
detector responsivity, as is apparent from an examination of the dimensions of
the quantities involved. Johnson – or Nyquist – noise is present in all electrical
resistors. In electrical networks it is represented by the real part of the impedance;
the imaginary part does not contribute to that noise.

Johnson noise is not the only noise source present in detectors. In a thermal
detector temperature changes are converted into electrical signals. Consequently,
random fluctuations in the temperature of the detector translate directly into random
noise at the output terminals. This noise, called temperature noise, is inherent to all
thermal detectors. Statistical mechanics shows that the mean square fluctuation of
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the energy in a small volume is (e.g., Sommerfeld, 1964)

(E)2 = kT 2 . (5.11.23)

To obtain the expression for the temperature noise in terms of the NEP [W Hz− 1
2 ]

one must divide [(E)2]
1
2 [J] by the square root of time [s

1
2 ]. This time is the

thermal time constant of the detector. In analogy to Eq. (5.11.22)

NEPtemp =
(

4kT 2

τ

) 1
2

= (4kT 2 )
1
2 . (5.11.24)

The NEP due to temperature noise is proportional to T and the square root of
the thermal conductance. It represents noise due to the exchange of phonons, that
is, due to quantized energy exchange by heat conduction between detector and
surroundings.

As discussed before, heat exchange between detector and housing also leads to
a radiative conductance [Eq. (5.11.18)], which also contributes to noise. The tem-
perature noise due to radiative exchange is obtained by substituting the expression
for radiative conductance, Eq. (5.11.18), into Eq. (5.11.24), yielding

NEPrad = (16εAkσ T 5)
1
2 . (5.11.25)

The NEP due to radiative coupling is proportional to T
5
2 and represents noise due

to the photon exchange between detector and housing.
The last, but not the least important detector noise sources are fluctuations due

to radiative exchange between detector and external sources that illuminate the
detector within the solid angle �. If the filter shown in Fig. 5.11.1 is transparent at
all wavenumbers, Eq. (5.11.25) applies just within the solid angle �. In this case

NEP�[W Hz− 1
2 ] =

(
16εAkσ T 5

1
�

2π

) 1
2

. (5.11.26)

With the filter being only partially transparent, the filter function has to be weighted
according to dB/dT and one obtains

NEP� =


 8

π
εA�kσ T 5

1

∫ ∞

0
F(ν)

dB(ν, T )

dT
dν∫ ∞

0

dB(ν, T )

dT
dν




1
2

. (5.11.27)
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Since

B(ν, T ) = 2hc2ν3 1

ex − 1
; x = hcν

kT
, (5.11.28)

the Planck function derivative with respect to temperature is

dB

dT
= 2k3T 2

h2c

ex x4

(ex − 1)2
. (5.11.29)

We approximate the filter effect by a rectangular transmission function. Between
ν1 and ν2 the filter shall be transparent [F(ν) = 1], and outside this range it shall
be opaque [F(ν) = 0]. Then the filter can be taken into account by setting the
integration limits accordingly, yielding

NEP� =


 8

π
εA�kσ T 5

1

∫ x2

x1

ex x4

(ex − 1)2
dx∫ ∞

0

ex x4

(ex − 1)2
dx




1
2

. (5.11.30)

The integral in the denominator is (e.g., Groebner & Hofreiter, 1957)

∫ ∞

0

ex x4

(ex − 1)2
dx = 4π4

15
. (5.11.31)

Consequently,

NEP� =
[

30

π5
εA�kσ T 5

∫ x2

x1

ex x4

(ex − 1)2
dx

] 1
2

, (5.11.32)

or after substituting numerical values for the constants,

NEP� = 2.77 × 10−18

[
εA�T 5

∫ x2

x1

ex x4

(ex − 1)2
dx

] 1
2

, (5.11.33)

which is the equation for background noise (Lewis, 1947). The emissivity in the
above expressions is that of the detector. If the background source is not a black-
body, the emissivity of that source must also be factored under the square root. For
example, the effective emissivity of the residual atmospheric water vapor above an
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Fig. 5.11.3 Thermoelectric junction of two metals, a and b.

observing site may have to be considered in the background noise, although fore-
ground noise would be a better term for ground-based astronomical observations. If
the emissivities are strongly wavenumber dependent and cannot be parameterized,
it may be necessary to include them under the integral.

Background noise and temperature noise due to radiative and conductive coupling
between detector and housing are all manifestations of energy fluctuations due to
the exchange of photons and phonons between the detector and its environment.

In detectors that need a direct current for bias, such as bolometers, a so-called
current noise is sometimes noticeable. This noise source, sometimes also present
in preamplifiers, has in general a 1/f frequency dependence and, therefore, can
be minimized by operating with a sufficiently high chopping rate. The origin of
the 1/ f noise is not well understood. In recent years the effect has been reduced
substantially by controlling the manufacturing process of attaching the electrical
leads to the detector element and by better controlling impurities. It also helps to
operate at a small bias current. However, in cryogenically cooled detectors, where
other noise sources are reduced to small values, current noise is sometimes of
concern (Low & Hoffman, 1963; Zwerdling et al., 1968).

This concludes our discussion of the second factor (i.e., T/W ) in Eq. (5.11.1),
and the associated noise sources of a thermal detector due to Johnson noise (fluctu-
ations of electrons) and temperature noise (fluctuations of photons and phonons).
We now return to the first factor of Eq. (5.11.1), V/T . This factor deals with
individual conversion mechanisms, and specific classes of thermal detectors.

c. Temperature to voltage conversion

The oldest conversion mechanism, the thermoelectric effect, was discovered by
Seebeck (1826). If two dissimilar conductors form part of an electrical circuit,
as shown in Fig. 5.11.3, and junction 2 is heated while the rest of the circuit is
kept at a constant temperature, a voltage, U , can be measured at the terminals.
The polarity of U changes if junction 2 is cooled instead. To heat the junction by
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radiation, one could blacken the thin wires or one could attach to the junction a
thin blackened metal foil to serve as the infrared absorber. The first such detector
was constructed by Nobili (1831); Melloni (1833) made the first thermopile by
connecting several thermocouples in series. The electric potential is in first order
proportional to the temperature difference, T , between junction 2 and junctions 1
and 3. The proportionality factor depends primarily on the nature of the materials, a
and b, used in the construction of the element and to a lesser degree on the ambient
operating temperature. At low temperatures the thermoelectric effect diminishes,
although thermocouples have been described for operation at temperatures as low
as that of liquid nitrogen (Cartwright, 1933; Pearson, 1954). However, with few
exceptions, thermoelectric detectors are used at room temperature. Different pairs of
material show quite different magnitudes of the thermoelectric effect, depending on
their electrochemical potential. Most suitable are alloys of bismuth and tellurium
with antimony, sulfur, and several other trace ingredients. Such couples show a
thermoelectric voltage as high as 650 µV K−1.

Shortly after the discovery of the thermoelectric effect by Seebeck, Peltier (1834)
found the inverse phenomenon. Suppose all junctions shown in Fig. 5.11.3 are at
ambient temperature. Then an external current source is connected to the terminals.
This current causes Joule heating, i2 R, as expected, but, in addition, one junction
experiences cooling while the other shows excess heating. The Peltier effect has
been exploited to construct small refrigerators. Thermoelectric coolers, specifically
designed for the operation of infrared detectors, are commercially available. They
are able to cool a small detector up to 50 or even more degrees below ambient
(Wolfe & Zissis, 1978).

A third thermoelectric effect, discovered by W. Thomson (1843), later Lord
Kelvin, is also related to the Seebeck and Peltier effects. Thomson found that even
in a conductor made of one substance, but with a temperature gradient, heat can be
removed or added depending on whether the electric current and the temperature
gradient coincide or point in opposite directions.

Thermocouples, also called thermopiles, in which several couples are combined
electrically, played an important role as infrared detectors in the last decades of the
nineteenth and the first half of the twentieth century. Thermocouples provide low
impedance energy converters, well-suited to drive sensitive galvanometers. Before
the use of electronic amplification this was of great value. Even today many lab-
oratory spectrometers still use thermopiles, but, in nearly all cases, with electronic
amplifiers and recorders. An excellent discussion of various construction techniques
and test results of thermoelectric detectors is given by Smith et al., (1957).

With the advent of cryogenic detectors thermoelectric elements have lost most of
their importance, except for applications where the use of cryogens is not necessary
or not possible. The latter was the case for the Voyager spacecraft, where the use
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of cryogens or of a refrigeration cooler was ruled out by the long duration of the
mission and limitations in available power and weight. On Voyager a thermopile
serves as the detector for the infrared spectrometer. This detector consists of a
cluster of four Schwarz-type thermocouples with a time constant of about 12 ms.

As an example we calculate the magnitudes of different noise sources for the
Voyager thermopile. One particular detector of the set constructed for Voyager has
a responsivity of 6 V W−1 at the operating temperature of 200 K, a resistance of
62 �, and a sensitivity of ∼600 µV per degree K for each of the four junctions.
The NEP measured in the laboratory was ∼1.4 × 10−10 W Hz− 1

2 . Inserting the
appropriate values in Eq. (5.11.22) yields a NEP of 1.38 × 10−10 W Hz− 1

2 for
Johnson noise. The NEP for thermal conduction [Eq. (5.11.24)] is almost an order
of magnitude lower, 3 × 10−11 W Hz− 1

2 , and that for radiative coupling to the
environment [Eq. (5.11.25)], including radiation from a 200 K blackbody in the
field of view, is only 3.8 × 10−12 W Hz− 1

2 . The Voyager thermopile is in essence
limited by Johnson noise.

Another type of thermal detector, called the bolometer, was first developed by
Langley (1881); it takes advantage of the temperature dependence of certain electri-
cal conductors to produce a voltage change, V , from a temperature change, T .
A variety of materials can be used to construct bolometers. Most metals have a
temperature coefficient, α = dR/RdT , of approximately 1/T . Langley employed
a platinum strip with α = 0.0038 K−1 because platinum can be worked into very
thin foils; others preferred nickel because of the higher temperature coefficient,
α = 0.006 K−1. The active side of the metal strip must be coated to absorb radia-
tion, but the other side is left uncoated to take advantage of the low emissivity of
bare metal. Gold black, produced by slowly evaporating gold in a low pressure,
oxidizing atmosphere, yields a good infrared absorber of low heat capacity. In the
far infrared, thicker layers must be applied. The bolometer is often placed in one
branch of a bridge circuit and an identical element in the other branch to compensate
for changes in ambient temperature. The bolometer, with resistance R, is connected
to a load resistor, with resistance RL. The latter element is identical to the former,
except that it is shielded from radiation. Two constant voltage sources provide the
potential, U (see Fig. 5.11.4). Application of Ohm’s law yields

I (R + RL) = U = const; (I + δ I )(R + RL) + I (R + δR + RL) = 0,

(5.11.34)

and

I R = V ; (I + δ I )R + I (R + δR) = V + δV . (5.11.35)
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Fig. 5.11.4 Electric circuit of a bolometer, R, and a load resistor, RL.

The  symbol applies to changes due to heating by the bias current and the δ symbol
due to the much smaller heating by the absorbed radiation, δW . Since

R = R0[1 + α(T + δT − T0)] (5.11.36)

and

RL = R0[1 + α(T − T0)], (5.11.37)

it follows that

R − RL = δR = R0αδT . (5.11.38)

The voltage change δV due to the temperature change δT is

δV

δT
= UαR0

2(R + RL)
. (5.11.39)

The power dissipated in R must be conducted away. Thus

U 2

4R
= (T − T0) . (5.11.40)

Substituting for R, RL and U [Eqs. (5.11.36) (5.11.37), and (5.11.40)] into
Eq. (5.11.39) yields

δV

δT
≈ α[R (T − T0)]

1
2

2[1 + α(T − T0)]
. (5.11.41)

The objective must be to maximize the signal-to-noise ratios S/N. Since Johnson
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noise is the dominant noise source in metal bolometers, S/N is proportional to
(δV/δT )(T )−

1
2 , which has a broad maximum at

T = 1
4

[
3T0 ± (T 2

0 + 8T0/α
) 1

2
]
. (5.11.42)

This implies an optimum operating temperature of about 137 K above ambient for
a platinum and 100 K above ambient for a nickel strip bolometer. The maximum is
rather broad and one loses only 7% in signal-to-noise ratio by operating at half the
temperature difference; nevertheless, the high temperatures lead to relatively high
noise levels. For this reason, and probably also for the inconvenience of requiring
a strong, low-noise bias supply, metal bolometers with direct current bias have
seen little application recently. Operation with a short readout pulse avoids strong
heating as long as the pulse is of modest amplitude.

In contrast, thermistor bolometers have been used frequently in space-borne in-
struments, particularly in the first decade of space exploration. For years thermistor
bolometers were the only infrared detectors with a short time constant, about 1 ms,
and a sensitivity to tens of micrometers, suitable for operation at ambient tempera-
tures. Thermistor bolometers, originally developed by Brattain & Becker (1946),
are fabricated from oxides of nickel, manganese, and cobalt. Flakes of several mi-
crometers thickness are cemented on a substrate. For a square flake the electrical
resistance at room temperature is 2.5 or 0.25 M�, depending on the particular
composition, referred to as material type 1 or 2. Both types have a temperature
coefficient α of ∼−0.04. The negative value of α can lead to a runaway condition
for an operating temperature of only 30 K above ambient. For that reason T − T0

is normally limited to not more than about 5 K. In comparison with thermocouples,
thermistor bolometers have the advantage of lower time constants, but, in general,
they do not achieve NEP values as low as good thermopiles. Another drawback
of thermistors is the relatively high bias voltage required, which can reach several
hundred volts; the optimum bias depends on the material and the operating tempera-
ture. In thermistor bolometers the dominant noise source is Johnson noise. For a
typical element size of 1 × 1 mm, a resistance of 2.5 M� at 300 K, and a respon-
sivity of 700 V W−1 the achievable NEP would be 3 × 10−10 W Hz− 1

2 ; however,
such low values have rarely been achieved.

Another temperature to voltage conversion mechanism, used in pneumatic de-
tectors, is based on the gas thermometer. The best known representative of this
type of detector is the Golay cell. The infrared absorber is imbedded in a small
volume of gas contained in a sealed cell. Radiation heats the absorber and the sur-
rounding gas. The associated increase in pressure causes a small displacement of
a thin membrane. In the Golay cell this displacement is sensed by the deflection
of an external light beam and registered by an appropriate detector (Golay 1947;
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Hickey & Daniels, 1969). In a more recent version of a pneumatic detector, the
displacement of the membrane is sensed electrostatically as in a condenser micro-
phone (Chatanier & Gauffre, 1971). Good pneumatic detectors have obtained NEP
values of 2 to 3 × 10−10 W Hz− 1

2 . Golay cells are still in use in many laboratory
spectrometers, but have not been applied to space-borne observations, probably
because of their weight, complexity, and lower reliability compared to thermopiles
and pyroelectric detectors, which are discussed next.

For room temperature operation, a most attractive thermal detector is the pyro-
electric element. It is a small capacitor with a dielectric material that possesses
a temperature sensitive dipole moment. So far, the most successful dielectric is
triglycine phosphate (TGS), particularly if doped with l-alanine. Its Curie point is
at 49 ◦C and, consequently, it must be operated below that temperature. (Above
the Curie point, these dielectrics lose their pyroelectric properties.) Other suitable
materials include lithium tantalate and strontium barium niobate. The voltage across
a capacitor of charge Q is

V = Q

C
, (5.11.43)

where the capacity, C , is

C = ε
A

s
. (5.11.44)

The dielectric constant, the element area, and the thickness are ε, A, and s, respec-
tively. The change in voltage due to a small temperature change is

V

T
= s

A

d

dT

(
Q

ε

)
= s

A

(
1

ε

dQ

dT
− Q

ε2

dε

dT

)
. (5.11.45)

The first term in the right-hand parentheses describes the pyroelectric effect, a
change in charge due to a change in spontaneous polarization (Chynoweth, 1956a,
b; Cooper, 1962). The second term describes the effect on which the dielectric
bolometer is based, a change in voltage due to a change in the dielectric constant
(Moon & Steinhardt, 1938; Hanel, 1961c; Maserjian, 1970). In a capacitive element
both effects are present; so far, the pyroelectrical bolometer has led to more practical
implementations. If the variation of the dielectric effect with temperature can be
neglected,

dV

dT
= A

C

dP

dT
, (5.11.46)
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where the polarization P = Q/A. In good pyroelectric elements the equivalent
resistor parallel to the capacitive element, representing dielectric losses and leakage,
is large and the capacity small. In practice both are of the same order as the input
parameters of a typical FET (field-effect transistor) preamplifier, ∼1010 � and
10 pF. To keep stray capacity small, the FET is often mounted in the same evacuated
housing as the detector.

Considering modulated radiation of frequency ω (chopper frequency), calling
the total capacity (detector and preamplifier) C, the total resistance (detector resis-
tance and amplifier input resistance in parallel) R, and the change in polarization
dP/dT = α, the voltage change per temperature change becomes

V

T
= ωαAR

(
1 + ω2τ 2

E

)− 1
2 . (5.11.47)

The electrical time constant τE is the product of R and C . To obtain the responsivity
one has to multiply Eq. (5.11.47) by Eq. (5.11.10), and considering the emissivity
of the element yields

r = V

W
= εωαAR

(
1 + ω2τ 2

E

)− 1
2
(
1 + ω2τ 2

T

)− 1
2 , (5.11.48)

where τT is the thermal time constant of the element. Depending on the actual
value of electrical and thermal time constants three different regimes may be dis-
tinguished. Typical values for the time constants are 0.1 and 1 s, respectively.
The low frequency (ωτE � 1; ωτT � 1) and the intermediate frequency cases
(ωτE < 1; ωτT > 1) are of minor importance. By far the most common operating
domain is that for high frequencies (ωτE � 1; ωτT � 1). In this case the respon-
sivity becomes

rhigh = εαAC−1 −1ω−1. (5.11.49)

The responsivity falls off as the reciprocal of ω; to obtain a flat frequency response,
amplification proportional to ω has to be provided.

Since Johnson noise is not present in the imaginary part of an electrical
impedance, only noise due to the loss tangent of the capacitor, the load resistor, and
the amplifier input resistor contributes to Johnson noise. However, the basically
capacitive nature of the element shunts Johnson noise to some degree. As a con-
sequence the NEP [W Hz− 1

2 ] of pyroelectrical detectors due to Johnson noise is
only proportional to the square root of frequency (Putley, 1977). Pyroelectric detec-
tors can, therefore, be used to relatively high modulation frequencies. Temperature
noise, due to thermal conduction and radiative exchange, is also present, as in all
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thermal detectors. In pyroelectric elements, Johnson noise, temperature noise, and
amplifier noise are approximately of the same order of magnitude (Putley, 1977).
NEP values of 5 × 10−11 W Hz− 1

2 have been obtained.
The temperature to voltage conversion mechanisms discussed so far are best

suited for operation at room temperature. As mentioned in the section on detec-
tor noise (Subsection 5.11.b), Johnson noise and all forms of temperature noise are
substantially reduced by operating the detector and its environment at low tempera-
tures. Besides the reduction of all noise sources other advantages exist in cryogenic
operation of thermal detectors. For most substances the specific heat and conse-
quently the thermal capacity is much reduced in comparison with that at ambient
temperature. Furthermore, infrared absorbing substances with high temperature
coefficients of the electrical resistance are available. For cryogenic operation only
resistive bolometers have seen wide application; the thermoelectric effect is greatly
diminished at cryogenic temperatures.

A convenient way to maintain a detector at a low and constant temperature is to
thermally couple the detector housing to a cryostat filled with liquid helium. At one
bar the boiling point of helium is 4.2 K and less at lower pressures. For operation
down to 0.3 K the isotope helium 3 can be used instead of the normally avail-
able helium, which is dominantly helium 4. Operation at even lower temperatures
(∼0.1 K) is possible using demagnetization effects in certain paramagnetic salts;
ferric ammonium sulfate is an example (Castles, 1980; Serlemitsos et al., 1990).

One attempt to construct a cryogenic bolometer centered on operation at a tem-
perature just where the element becomes superconductive (e.g., Martin & Bloor,
1961; Gallinaro & Varone, 1975). NEP values of 10−13 W Hz− 1

2 have been achieved,
but superconducting bolometers have not found wide application. The main draw-
back seems to be the need for a very high degree (T/T ∼ 10−5) of temperature
control. Furthermore, when superconducting (σ = ∞) the element becomes highly
reflective; even before superconduction occurs the infrared absorption characteris-
tic becomes poor, especially in the far infrared. However, with the recent discovery
of materials superconducting at higher temperatures reexamination of supercon-
ducting bolometers may be worthwhile.

Carbon bolometers have been made of slices of material used in the construction
of electrical resistors (Boyle & Rodgers, 1959); however, far better results have
been achieved with doped germanium elements (Low, 1961). Single crystals of
germanium, doped with gallium or with a combination of gallium (9 × 1015 cm−3)
and antimony (1 × 1015 cm−3), have been used (Zwerdling et al., 1968). The doping
level is chosen to provide a good infrared absorption characteristic of the bulk
material. However, without a black or an antireflection coating the high refractive
index of germanium causes strong reflection and such elements have a relatively
low emissivity (see Fig. 1.6.1). For that reason, such elements are often placed in the
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center of a highly reflective sphere with a relatively small feed cone (∼15◦) so that
radiation reflected by the element is refocused onto the detector by the reflective
walls. After several reflections most of the photons entering the cavity are absorbed
by the bolometer. The effective emissivity of such a cavity type detector arrangement
is quite high, approaching unity.

Cryogenic bolometers can also be made of silicon (Beerman, 1975; Kinch, 1971;
Chanin, 1972). Silicon has the advantage of an eight times lower heat capacity than
germanium, but so far, silicon bolometers have not demonstrated NEP values lower
than good germanium bolometers (Dall’Oglio et al., 1974). More recently, com-
posite bolometers have been constructed where the functions of infrared absorption
and of temperature measurement have been separated (Coron et al., 1972). Such
detectors consist of an absorbing layer of metal deposited on a good heat conducting
substrate (sapphire or diamond) and a small semiconducting crystal (germanium
or silicon) attached to the thin substrate. Very thin layers of gold, silver, or bismuth
can be made with an impedance nearly matching that of free space. Such films
are good absorbers (50% absorption) over a wide spectral range in the infrared
and at millimeter wavelengths (Nishioka et al., 1978; Dragovan & Moseley, 1984).
The small semiconducting crystal can now be optimized as a temperature sensor
irrespective of infrared absorption characteristic. Such composite bolometers show
great promise, particularly for the far infrared.

5.12 Photon detectors

Unlike thermal detectors, which sense the power of the absorbed radiation, photon
detectors respond to the number of photons arriving per unit time. Photon as well as
thermal detectors are incoherent transducers, which means that the detection pro-
cess is independent of the wave properties of the incident radiation field. Incoherent
detectors produce an electrical signal proportional to the intensity of the radiation. In
contrast, coherent detectors, such as the nonlinear elements in heterodyne receivers
discussed in Section 5.9, register the amplitude and phase of the electric field associ-
ated with the absorbed radiation. Due to the simultaneous measurement of amplitude
and phase, coherent detection is subject to a fundamental noise limit that has its ori-
gin in the quantum mechanical uncertainty principle. Incoherent detectors are free of
this particular limit. However, as we shall see, they are subject to other noise sources.

In a photon detector a sufficiently energetic photon produces a charge separation
in the detector material. The charge can be measured at the output leads of the
detector as a voltage or current depending on the input impedance of the preamplifier
and load resistor compared with that of the detector. A photon detector produces
the same signal for a photon at 10 µm as for one at 5 µm, while a thermal detector
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gives a greater signal for the more energetic 5 µm photon. Conversely, if the radiant
power is the same at two wavelengths, the photon detector will produce a smaller
signal at the shorter wavelength, where there are fewer photons.

a. Intrinsic and extrinsic semiconductors

Photon detectors are commonly manufactured from semiconducting materials. The
semiconductor may be intrinsic when charge carriers arise within the bulk mate-
rial, or extrinsic when charge carriers are formed at impurity sites doped into the
bulk material. Mercury cadmium telluride (HgCdTe) and indium antimonide (InSb)
are examples of intrinsic semiconductors, while arsenic-doped silicon (Si:As) and
copper-doped germanium (Ge:Cu) are examples of extrinsic devices. Intrinsic de-
tectors are, generally, most sensitive at wavelengths shorter than 5 µm; however,
some operate at wavelengths as long as 20 µm. Extrinsic detectors are best at
wavelengths longer than 5 µm; some operate up to a few hundred micrometers.
The wavelength range of intrinsic detectors is determined by choosing the type of
material, and of extrinsic detectors by selecting an appropriate dopant for silicon
or germanium.

Figure 5.12.1 shows the generation mechanisms of charge carriers in both kinds
of semiconductors. In an intrinsic semiconductor an incident photon creates an
electron–hole pair that decreases the detector resistance, resulting in a voltage
change across the element when a constant current bias is maintained. The posi-
tively charged hole is placed in the valence band and the electron is placed in the
conduction band. However, this is possible only if the photon energy (frequency)
is high enough to overcome the band gap of the material. The wavelength corre-
sponding to the band gap energy is the long wavelength cut-off of the material.

In an extrinsic semiconductor the incident photon does not have sufficient energy
to form a free electron–hole pair, but instead produces a free charge and an immo-
bile, ionized dopant-impurity. If the material is p-type, the photon forms a free hole
in the valence band, while in n-type material a free electron is formed in the con-
duction band. For extrinsic materials the long wavelength cut-off corresponds to the
photon energy at which the impurity ionization energy is exceeded. The impurity
ionization energy is the energy between the valence band and the acceptor states
in p-type material and between the donor states and the conduction band in n-type
material.

The long wavelength cut-off of a photon detector is given by

λC(µm) = 1.24

E(eV)
, (5.12.1)
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Fig. 5.12.1 Charge carrier generation mechanisms. (a) In intrinsic semiconductors an inci-
dent photon creates an electron–hole pair. (b) In extrinsic semiconductors an immobile ion
and a free charge (electron or hole) are created by the photon.

where λC is expressed in micrometers and E in electron-volts. Typical values of
band gap energies for intrinsic materials are 1.1 eV for Si, 0.23 eV for InSb, and
0.1 eV for HgCdTe. The wavelength cut-offs for these materials are 1.1, 5.4, and
12 µm, respectively. Examples of impurity ionization energies in extrinsic materials
are 0.054 eV for Si:As and 0.04 eV for Ge:Cu, with cut-offs at 23 and 30 µm,
respectively. Tables of band gap and ionization energies are listed for the most
common photoconductor materials by Keyes (1977), for example.

b. Photoconductors and photodiodes

Photon detectors can be classified as either photoconductive (PC) or photovoltaic
(PV) devices. In photoconductors the resistance of the material is lowered when im-
pinging photons generate free charge carriers. The signal is measured as a change in
voltage across the detector when it is connected to a constant current source or as a
change in current when it is connected to a constant voltage source. Photoconductors
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can be made from either intrinsic or extrinsic material. In intrinsic detectors photo-
conductivity can be generated in bulk semiconductor material, or the material may
be fabricated in layers to enhance the performance of the detector. Fabrication
techniques for extrinsic photoconductors have improved dramatically with the de-
velopment of blocked-impurity band (BIB) detectors (Petroff & Stapelbroek, 1980;
Wiedemann et al., 1989). The BIB detector is fabricated with a thin layer of un-
doped silicon separating the doped infrared-active layer and the positive electrode.
This prevents spurious electrons in the active layer from reaching the electrode.
The dopant concentration can then be much higher than in conventional photo-
conductors, producing much higher detection efficiencies. This technology has also
permitted the development of solid-state photomultipliers for the 1–28 µm region
(Petroff et al., 1987). These infrared photomultipliers are operated under high bias
voltage, so that a single photon causes an avalanche of carriers and, therefore, high
gain within the detector.

In photovoltaic detectors, also called photodiodes, electrons and holes generated
by photons are separated by an electric field formed at a potential barrier within the
device. This field is formed at a specifically introduced interface in the material, for
instance a p–n junction. Photodiodes used in astronomy are almost always made of
intrinsic material. When an electron–hole pair is created at the junction by a photon
the electron drifts to the n-region and the hole to the p-region. The separation of
charge causes a voltage to be generated across the detector terminals, which can
be sensed directly or, alternatively, a current can be measured when the circuit is
completed.

Because a PV detector is a diode, it has a very high resistance in one direction
and a very low resistance in the other. Frequently, photodiodes are reverse-biased
to enhance their response by placing a voltage source and a load resistor in series
with the detector; the positive voltage is applied to the n-side of the junction. The
signal measured across the load resistor is proportional to the current generated
by photons at the p–n junction. Reverse-biasing enhances the field in the junction
region and improves the response time of the detector. However, detector noise also
increases with reverse-biasing, and the bias voltage must be adjusted to optimize
the signal-to-noise ratio.

c. Responsivities

The sensitivities of several common PC and PV detectors are shown in
Figure 5.12.2. The cut-off wavelengths are readily seen, as are the wavelength
dependent decreases due to fewer photons per watt at shorter wavelengths. In the
figure the sensitivity is given in terms of D∗ [see also Eq. (5.10.3)], which is
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Fig. 5.12.2 Detectivities, D∗, of several commonly used infrared photoconductive (PC) and
photovoltaic (PV) detectors.

defined by

D∗ = (A f )
1
2

NEP
. (5.12.2)

Here A is the detector area,  f the electrical bandwidth, and NEP the radiant power
at the detector required to produce a signal voltage equal to the noise voltage. To
be of practical use, a detector must produce a signal greater than the noise level of
the detector and the preamplifier. In particular, the incident photons must be able to
excite electron–hole pairs, while these pairs must not be thermally generated at the
operating temperature of the detector. The response of the detector is determined
by its quantum efficiency, i.e., the probability that an incident photon will generate
an electron–hole pair. Quantum efficiencies vary from a few to about 70 percent,
depending on the type of detector and the fabrication process.

When the load resistance greatly exceeds the detector resistance and the signal
frequency is low, the signal voltage of a PC detector is

VS = QPCηλVb P(λ), (5.12.3)

where QPC is a coefficient that depends on the number and lifetime of the charge
carriers, η is the quantum efficiency (number of charge carriers generated per pho-
ton), λ the wavelength, Vb the bias voltage, and P(λ) the incident radiant power as
a function of wavelength. For a PV detector operated without bias the expression is

VS = QPVηλP(λ), (5.12.4)
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where QPV depends on the impedence of the detector. The sensitivity of PC and
PV detectors varies with modulation frequency, generally decreasing at higher
frequencies. This behavior is due to properties of the detector itself and the electronic
circuit to which it is connected. In PC detectors the charge carrier lifetime in the
detector material determines the cut-off frequency if the lifetime is greater than the
electric time constant of the circuit. Typical cut-off frequencies for PV detectors
are 108 Hz, much higher than for PC detectors, which typically operate up to about
103 Hz.

d. Noise in photon detectors

Noise arises in semiconductor detectors from several mechanisms. Johnson noise
is found in all resistive elements. It has already been discussed in connection with
thermal detectors [see Subsection 5.11.b and Eq. (5.11.20)]. If the load resistance
in the circuit is larger than the detector resistance, the Johnson noise of the detector
element dominates because load and detector act electrically in parallel as far as
the noise properties are concerned.

Another type of noise, often dominating at low modulation frequency, is called
1/ f noise because the noise power is inversely proportional to frequency. Its phys-
ical cause is not well-understood. In PV detectors it is proportional to the direct
current flowing through the detector, and can be greatly reduced by operating the
detector with a small d.c. bias. Because PC detectors must operate with a d.c. cur-
rent, 1/ f noise is always present, particularly at low modulation frequencies. With
advanced fabrication techniques, the level of this noise can be reduced below other,
more dominant noise sources.

Generation–recombination (G–R) noise is found in PC detectors, and is caused
by random fluctuations of charge carriers. These fluctuations can be due to thermal
excitation within the semiconductor. Sometimes G–R noise is also defined to include
random arrival of photons at the detector. PC detectors are normally operated at
temperatures low enough to reduce the thermal generation of carriers well below
that of all other noise sources. The residual G–R noise is then the photon noise
already discussed in Subsection 5.11.b [see Eq. (5.11.33)]. Photon noise can also
be understood in terms of the Poisson probability of n photons arriving during a
given time interval,

P(n) = N ne−N

n!
, (5.12.5)

where N is the mean number. For large arrival rates the probability distribution
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becomes Gaussian, with a standard deviation

σ = √
N . (5.12.6)

The photon noise is simply due to the uncertainty, σ , in the number of photons per
second, i.e., the detected signal level. In the photon noise limit the signal-to-noise
ratio is proportional to the square root of the photon arrival rate. When the measured
noise is the photon noise in the background radiation, the detection is said to have
reached background limited performance (BLIP).

The total noise voltage can be found from the individual noise voltages by adding
the squares of the individual rms noise voltages [see Eq. (5.11.21)]. Whenever
possible, detectors are operated with sufficient incident radiation to achieve BLIP
performance, that is, where the background noise is larger than the noise from all
other sources combined. For ground-based observations the noise is then due only
to the radiation from the source, sky, and warm optical elements in the field of view
of the detector.

Noise production mechanisms strongly depend on the detector temperature.
Therefore, photon detectors operating at infrared wavelengths must usually be
cooled to eliminate noise caused by thermal generation of charge carriers. In ma-
terials with small band gaps or impurity ionization energies, particularly at room
temperature, it is likely that thermal excitation will overcome the potential bar-
rier and create more free charges than absorbed photons do. For this reason lead
sulphide (PbS) and lead selenide (PbSe) detectors are generally operated below
200 K, while InSb and HgCdTe detectors perform best at liquid nitrogen tempera-
ture (77 K) or lower. Doped silicon and germanium detectors require operation
near liquid helium temperature (<10 K). Low temperatures are usually required
for detectors with cut-offs at wavelengths greater than 3 µm. By contrast, intrinsic
silicon, with a cut-off at 1 µm, performs well at room temperature (295 K).

e. Circuits for photon detectors

Figure 5.12.3 shows circuits most commonly used with photon detectors. The bias
circuit illustrated in (a) is well-suited for photoconductors. The signal voltage is
measured across a load resistor. The simple circuit in (b) is appropriate for a PV
detector without an external bias. The more complex circuit in (c) is for a reverse-
biased PV detector. In this circuit, which resembles (a) to some extent, an external
voltage is applied across the detector and a load resistor arranged in series.

Figure 5.12.4 shows a modification of the circuits illustrated in Fig. 5.12.3.
The trans-impedance amplifier (TIA) is used primarily with cooled detectors. The
Johnson noise of the feedback resistor decreases as the square root of the resistor
temperature [see Eq. (5.11.20)]. Therefore, in cases where the Johnson noise would
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Fig. 5.12.3 Simple circuits used with photon detectors. Circuit (a) is used with photocon-
ductors. Circuits (b) and (c) are both used with photodiodes.

Fig. 5.12.4 The trans-impedance amplifier (TIA) often used with cooled detectors. The
feedback resistor and Johnson field-effect transistors (JFETs) are placed on the cold stage
with the detector.

dominate other noise sources, it is necessary to also cool the feedback resistor by
placing it on the cryogenic mount along with the detector.

The operational amplifier causes the current in the feedback resistor to equal
that in the detector, and the gain in the system is the ratio of feedback and detector
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resistances. The matched pair of Johnson field-effect transistors (JFETs) provide a
high impedance input to the operational amplifier. The JFETs are usually placed
close to the detector and feedback resistor to minimize the lengths of wire leads,
thereby reducing the capacitance between the signal wire and ground. A large
capacitance would greatly limit the maximum modulation frequency of the system.
With very high impedances even a small stray capacitance can have a noticeable
effect. This circuit can also be used with photovoltaic detectors, with or without
bias.

f. Detector arrays

During the past decades infrared detectors have been developed in array format,
with thousands or millions of detector elements arranged in two-dimensional con-
figurations. Applications of arrays have allowed significant advances in infrared
astronomy similar to those experienced in visible astronomy when Charge Cou-
pled Devices (CCD) in array format were introduced. Infrared arrays of InSb,
HgCdTe, Si:As, and other materials are available in a variety of formats ranging
from 128 × 128 up to 2048 × 2048 elements. Individual elements are typically tens
of micrometers in size.

All large format arrays are monolithic (made as a single unit) and are bonded to
multiplexer integrated circuits. Multiplexers normally use a small number of pre-
amplifiers that are each switched among detector elements in a subsection of the
array without loss of integration time. This is generally done by allowing charge to
accumulate at each detector (or capacitor attached to each detector) and reading the
charge levels in sequence. A major advantage of using charge accumulation is that
very long exposures are possible between read-outs when the source intensity is
weak. A disadvantage is that under high intensity conditions it is sometimes difficult
to read the charge levels at a sufficiently high rate to avoid saturation. Charges of
105 to 108 electrons may be accumulated between readings.

Infrared arrays are particularly advantageous for imaging. High quality, two-
dimensional images can be taken of planets and other astrophysical objects that
could not be obtained with scanning radiometers containing a single detector. The
image of Jupiter shown in Fig. 5.12.5 was taken with a 256 × 256 array from
a ground-based telescope (Harrington et al., 2000). A similar advantage exists
for arrays in dispersive spectrometers, where all spectral elements can be recorded
simultaneously while the second dimension of the array is used for spatial coverage.
Infrared array technology has received impetus from use on the Hubble Space
Telescope, the Space Infrared Telescope Facility, and the planned Next Generation
Space Telescope. For more complete discussions of photon detectors and arrays,
the reader is referred to reviews by Keyes (1977), Richards & Greenberg (1982),
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Fig. 5.12.5 Image of Jupiter recorded with a 256 × 256 detector array and a filter limiting
the spectral response to a narrow region centered at the ν4 band of methane at 1304 cm−1.
The image was obtained by Harrington et al. (2000) using the MIRLIN infrared camera at
the Infrared Telescope Facility on Mauna Kea, Hawaii.

Dereniak & Crowe (1984), Fowler (1993), Dereniak & Boreman (1996), and more
detailed papers listed in Dereniak & Sampson (1998).

5.13 Calibration

a. Concepts

A physical measurement is of little value unless accompanied by a reasonable
estimate of its uncertainty. For remote sensing investigations intensity calibration is
of prime concern, but wavenumber calibration also is very important. In all meas-
urements one must distinguish between precision and accuracy. Precision refers
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to the reproducibility of a measurement in the presence of random errors, while
accuracy indicates the deviation of the measured value from the true value. The
level of precision may be established by repeating a measurement several times.
Accuracy involves a judgment of systematic errors, which are generally not well
known. Therefore, a good estimate of the accuracy of a measurement is sometimes
difficult to obtain.

The important distinction between precision and accuracy can be illustrated by
an example. Consider an infrared radiometer with a high étendue (A�), a low-
noise detector, and a good communication channel, but without a means of on-
board calibration. Presumably, the instrument has been calibrated several months
before launch in the laboratory. Suppose also that the intensities measured after
launch appear reasonable; they fall within wide limits set by expectation. What
confidence level can one assign to the measurements? How can one estimate random
and systematic errors? To find the random error is relatively straightforward. One
observes repeatedly the same scene under identical conditions and derives the degree
of reproducibility of the results. If nearly the same numerical value appears every
time the radiometer faces the same planetary area or deep space, one concludes that
the random error in the measured intensity is small. This is expressed by estimating
the standard deviation,

s =
(∑k

i=1(xi − x̄)2

k − 1

) 1
2

. (5.13.1)

Here, the individual radiometer readings are xi and their mean value is x̄ ; the number
of measurements taken into consideration is k. When this number is large, at least
10 (or, better yet 100), then s approaches the standard deviation, σ , which is the
limit of s for large k. It is assumed that the individual measurements are statistically
independent of each other. The probable error, which can be assigned to the large
average, is then

s(x̄) = s√
k
. (5.13.2)

By repeating the same measurement and averaging the results the random uncer-
tainty in the average is reduced by the square root of k; of course, the time required
to perform these measurements increases proportionally to k.

From a low standard deviation one may conclude that the measuring system has
good precision, but one cannot judge the accuracy of the data. The mean value, x̄ ,
may differ systematically from the true value for a variety of reasons. Some may
be rather obvious; for example, the instrument temperature in space may differ
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from that at the time of the laboratory calibration. Some may be more subtle; the
detector response may have changed because of the high energy particle radiation,
or the optical alignment may have shifted because of a rough launch environment.
The experimenter who knows the instrument well may be in a position to estimate
the magnitude of some of these systematic errors, but will rarely be able to assess
all possible effects. The radiometer considered in this discussion may have a high
precision, but it has an unknown accuracy.

Good accuracy can be established with an on-board calibration. The ability to
calibrate before, during, and after collection of scientific data, is a great advantage.
Changes in the instrument performance as a consequence of launch environment,
exposure to space, and operation as part of the spacecraft system can all be taken
into account in the on-board calibration process. The radiometer, the spacecraft
electronics, and the data transmission channel have to be included in the calibration.
Each link in this long chain may affect the precision and accuracy of the information.

Intensity calibration of a linear system requires measurements of at least two
stable reference sources. It is desirable to have one source at the lower and the
other at the upper end of the measurement range. Planetary data may then be
scaled to these known sources by interpolation, which is always more desirable
than extrapolation. Measurements of additional known sources are required for a
verification of system linearity. Long term instrumental drift and all other changes
in instrument performance are, thereby, removed from the data. In contrast to the
radiometer discussed above, an instrument with well-designed calibration sources,
but with a noisy detector or with severe truncation in the digital transmission channel
(not enough bits in the digital words), would be an example of a device with
good accuracy, but with poor precision. An increase in observation time improves
precision, but not accuracy.

In a discussion of calibration methods one should not assume that all radiometers
or spectrometers need to be calibrated. The need depends entirely on the scientific
objective. If this objective can be reached by an examination of two-dimensional
patterns generated by a scanning radiometer, for example, then calibration may
not be necessary. Cloud patterns may be recognized sufficiently well for weather
forecasting purposes without an absolute radiance scale. Good precision and fre-
quency response are more important than accuracy in this case. On the other hand,
if data from that radiometer are to be used to estimate the altitude of dense clouds,
an absolute calibration of the instrument is of vital importance. The same holds
true for spectrometers. If the only objective is to detect spectral features of atmo-
spheric constituents, good precision is more important than high accuracy. What is
required in this case is a capability to identify even weak spectral features at the right
wavenumbers. High accuracy in the intensity scale is then not necessary, although
it is required in the wavenumber scale. Such an identification of constituents in the
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atmosphere of Mars was the objective of the infrared spectrometer (IRS) investi-
gation on Mariner 6 and 7. The infrared spectra obtained have been presented with
relative scales only, but, in spite of the absence of an intensity calibration, the pres-
ences and upper limits of several gases have been derived from these spectra (Herr
& Pimentel, 1969, 1970; Herr et al., 1972; Horn et al., 1972). Recently, Kirkland
(1999) succeeded in the calibration of the IRS spectra with respect to wavelength
and intensity for the long-wave channel (5 to 14 µm). The calibrated spectra are
much more useful than those previously published and demonstrate the low noise
characteristic of the data, particularly in the 5 to 10 µm region. If one wishes to
obtain from the spectral measurements surface or gas temperatures at the same
time, or more precise gas abundance values, a calibration capability is required.
Such a capability was part of the infrared spectrometer on Mariner 9 (Hanel et al.,
1972a, 1972b; Conrath et al., 1973; Maguire, 1977).

b. Middle and far infrared calibration

The most convenient calibration sources for the middle and far infrared are black-
bodies at constant and well-known temperatures. The range of blackbody tempera-
tures should match approximately the range of expected brightness temperatures of
the planetary atmospheres and surfaces under investigation. Of course, calibration
sources are also subject to systematic errors; the temperature sensor of a blackbody
may be systematically off, or the actual emissivity of the device may not be as close
to unity as assumed. However, these types of error generally can be kept small in
number and in magnitude in comparison with systematic changes of the instrument
response.

To examine the calibration issue more closely consider an infrared radiometer
with a spectral response, r (ν), observing a planetary area of intensity I (ν). The
objective of the measurement is to determine that intensity. The amplitude, in volts
or in digital numbers registered by the radiometer while facing the planet, is

A1 =
∫

ν

r (ν)[I (ν) − B(ν, Teff)] dν (5.13.3)

The responsivity includes all instrumental properties, such as the transmission char-
acteristics of optical filters, the detector response, amplifier gain, etc. The term
B(ν, Teff) is the Planck function corresponding to the effective instrument tem-
perature. If the instrument and the detector are at the same temperature, Ti, then
that temperature is the effective temperature. However, the detector and the rest of
the instrument are often at different temperatures; for example, the detector may



5.13 Calibration 285

be cryogenically cooled or the power dissipation in the detector may elevate its
temperature above that of the instrument. In these cases the effective temperature
must be somewhere between those of the instrument proper and the detector. It can
be defined by

B(Teff) = αB(Ti) + (1 − α)B(Td). (5.13.4)

The parameter α may assume values between zero and one. If instrument and de-
tector are at the same temperature, clearly α is one. In general, α deviates from
unity and may vary also with wavenumber. For simplicity, we have assumed that
the instrument, including the telescope, baffles, and all other elements within the
optical path, is at one well-defined temperature, Ti; this is not absolutely necessary,
however. What is absolutely necessary is that the temperatures and temperature
gradients that exist within the instrument are maintained between the times of
planetary measurement and calibration. In view of different viewing directions
and changing incident solar radiation with that direction it is often very diffi-
cult to maintain not only the temperatures but also temperature gradients. One
way to satisfy these requirements is by thermostating the instrument. Tempera-
tures are then assured of staying constant between measurements and calibra-
tions, and internal temperature gradients are minimized. If thermostating cannot
be provided to the required degree, absolute calibration may be very difficult, es-
pecially if a low temperature object must be measured with a relatively warm
instrument.

The measured amplitude must be zero if one exposes the radiometer to a black-
body at the effective instrument temperature. It is also evident that the radiometer
output changes polarity between observations of scenes colder and warmer than the
effective instrument temperature. To establish absolute calibration we expose the
field of view of the instrument first to a blackbody of temperature T2, significantly
higher than Teff. The temperature of that blackbody must be measured accurately,
for example, by a resistance thermometer. The radiometer reading is then

A2 =
∫

ν

r (ν)[B(ν, T2) − B(ν, Teff)] dν. (5.13.5)

Subsequently, a reading is obtained while the radiometer faces another blackbody
at a temperature T3, significantly lower than Teff,

A3 =
∫

ν

r (ν)[B(ν, T3) − B(ν, Teff)] dν. (5.13.6)
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If this second calibration source is deep space, then B(ν, T3) equals zero for our
purpose. The cosmic background and emissions from stellar and galactic objects
are usually negligible in comparison with instrument noise and systematic errors.
Furthermore, we assume that the instrument is stable, that is, r (ν) and B(ν, Teff) do
not change between calibrations and planetary measurements. Maintaining constant
instrument and detector temperatures is, therefore, very important. The calibration
objective is to find the intensity, I, in absolute units, from the readings A1, A2,
and A3, provided we know the temperatures of the calibration sources. First, we
eliminate the term B(ν, Teff) by forming the differences A1 − A3 and A2 − A3; then
we calculate the ratio,

A1 − A3

A2 − A3
=

∫
r (ν)[I (ν) − B((ν, T3)] dν∫

r (ν)[B(ν, T2) − B(ν, T3)] dν

. (5.13.7)

If the third observation is deep space, then B(ν, T3) = 0 and the expression simpli-
fies, but the use of deep space is not a requirement. Calibration with a blackbody
at a temperature corresponding to the lowest expected brightness temperature has
advantages. With T2 set at the maximum expected brightness temperature, T3 set
at the minimum, and the instrument temperature chosen at the midrange of the
corresponding intensities, the required dynamic range is a minimum.

Holding a calibration blackbody at a temperature higher than that of the instru-
ment is easily achieved in practice by thermally isolating and electrically heating
that blackbody in a thermostatic circuit. It is also possible and highly advisable
to thermostat the whole instrument. To thermostat a blackbody at a temperature
substantially lower than that of the instrument may involve active cooling and is in-
convenient. Therefore, deep space has often been used as a cold calibration source
for space-borne infrared instruments; to simplify the discussion we also assume
B(ν, T3) = 0. Then

A1 − A3

A2 − A3
=

∫ ∞

0
r (ν)I (ν) dν∫ ∞

0
r (ν)B(ν, T2) dν

. (5.13.8)

To solve for I(ν) we make the special assumption that the radiometer response is
constant between wavenumbers ν1 and ν2 and zero outside this spectral range. The



5.13 Calibration 287

spectral integration can then be limited to the range between ν1 and ν2 and r cancels,
yielding ∫ ν2

ν1

I (ν) dν = A1 − A3

A2 − A3

∫ ν2

ν1

B(ν, T2) dν. (5.13.9)

The mean value of I(ν) within the spectral response of the radiometer is thereby
determined in absolute units. Realistic filter functions often deviate substantially
from the ideal rectangular response function considered above, so that Eq. (5.13.9)
is then only a more or less valid approximation.

A related case for which Eq. (5.13.8) can be evaluated is a spectral response
function for which the spectral width ν2 − ν1 = ν is at most a few wavenumbers.
Within such a narrow interval the Planck function changes little, and may be taken
outside the integral, so that∫

ν

r (ν)B(ν, T2) dν ∼ B(ν̄, T2)
∫

ν

r (ν) dν, (5.13.10)

where ν̄ is the mean wavenumber within ν. Consequently,∫
ν

r (ν)I (ν) dν∫
ν

r (ν) dν

= A1 − A3

A2 − A3
B(ν̄, T2). (5.13.11)

On the left is the mean value of I(ν), within the interval ν, weighted by the
instrument function, which may have a nonrectangular shape in this case. Narrow-
band interference filters are often bell-shaped; grating spectrometers and Michelson
interferometers with triangular apodization have a (sin x/x)2 response function. If
one defines I(ν̄) as the spectrum weighted by the narrow instrument function one
obtains

I (ν̄) = A1 − A3

A2 − A3
B(ν̄, T2). (5.13.12)

For a spectrometer, each of the resolved spectral intervals yields a set of Ai (ν) for
each object. In effect each spectral interval is calibrated independently of all others.

Another special case invokes the assumption that the spectral shape of the
planetary emission is known, except for a constant factor C , that is,

I (ν) = C I ′(ν). (5.13.13)
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Then Eq. (5.13.8) can be evaluated to find C ,

C = A1 − A3

A2 − A3

∫
r (ν)B(ν, T2) dν∫

r (ν)I ′(ν) dν

. (5.13.14)

We use the radiometer measurements only to adjust the known spectrum, I ′, as
required by the factor C . This method is used often, since planetary spectra are
relatively well-known by now, or they can be estimated by the radiative trans-
fer calculations assuming an atmospheric composition and a vertical temperature
profile.

In addition to providing the measured spectrum in absolute units, one may also
determine the responsivity, the effective temperature, and the parameter α from the
calibration measurements. Again, for a spectrometer the responsivity may be found
from

r (ν) = A2(ν) − A3(ν)

B(ν, T2)
. (5.13.15)

Knowing the responsivity as well as the temperatures of the instrument and the
detector one can solve the calibration equations for α,

α = 1

B(Ti) − B(Td)

[
A3

A3 − A2
B(T2) − B(Td)

]
. (5.13.16)

The Planck functions, the parameters Ai , and α are functions of ν.
To be truly effective the aperture of the calibration blackbody must be large

enough to accommodate the full cross section of the entrance pupil of the radio-
metric instrument. If this cross section is only a few centimeters, a true blackbody,
that is, an aperture leading into a large isothermal cavity, can be constructed. The
surface emissivity of the internal material of the cavity should be high, but this is
not so critical if the aperture hole is small in comparison with the surface area of
the cavity interior. The effective emissivity of an aperture in a spherical cavity with
an internal surface emissivity of ε is shown in Fig. 5.13.1. For small apertures the
effective emissivity approaches unity (Hanel, 1961b). Matters are not substantially
different for cylindrical shapes, which are easier to manufacture than spherical cav-
ities. With either shape, however, such a blackbody would be prohibitively large for
instruments with large collecting areas. For that reason many radiometer designs
have replaced the warm blackbody with a flat, heated plate. A high surface emissi-
vity is achieved with special paints. However, even good paints rarely have infrared
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Fig. 5.13.1 Effective emissivity of an aperture in a spherical cavity. The half cone angle of
the aperture is β0. The parameter ε refers to the inside surface emissivity of the cavity.

emissivities higher than 0.97; in the far infrared it is even difficult to obtain a value
as high as this. One can improve the emissivity of a plate by cutting deep, V-shaped
grooves or by drilling many holes into it before applying the paint. In effect, a large
number of small blackbodies are created in this way. With this method emissivities
higher than 0.99 can be obtained. For many remote sensing applications this is
adequate. Plates with deep concentric grooves served as calibration sources for a
large number of infrared instruments. The first scanning radiometers on Nimbus,
nearly all infrared radiometers flown on meteorological satellites and planetary
spacecraft, as well as the infrared interferometers on Nimbus and Mariner 9, used
such grooved plates as the warm calibration source. The cold source has, without
exception, been deep space since it is readily available to space-borne instruments.

The calibration of the infrared spectrometer on Voyager presented a special prob-
lem. This interferometer, shown in Fig. 5.2.10, has a telescope of 50 cm diameter.
Calibration in the telescope focal plane, where the beam cross section is less than
2 cm, would have been possible, but could not provide the desired accuracy, since
the whole instrument must be calibrated, including the telescope. Use of a true
blackbody with a cavity large enough to accommodate a 50 cm beam diameter was
out of the question. Even a grooved metal plate of such a diameter was considered
impractical. An entirely different approach was taken. The whole instrument was
designed to be as isothermal as possible. Three independent thermostats, one for
the interferometer, one for the primary, and one for the secondary mirror hold the
instrument at 200 K within a small fraction of a degree. The instrument is thermally
insulated from the spacecraft and wrapped in multilayer, thermal blankets, except
for the telescope aperture, the mounting foot, and the radiating surface. Without
the small thermostatic heaters the instrument would cool to temperatures below
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200 K by radiation to space. With thermostatic control the thermopile detector and
all optical elements are accurately held at the same temperature.

Suppose that this isothermal instrument views a 200 K blackbody. The detector
sees only objects of its own temperature. The motion of the interferometer mirror
inside this perfectly isothermal enclosure cannot affect the net flux at the detector;
the interferogram must be zero. Consequently, the amplitude A2(ν), which is the
Fourier component for wavenumber ν of the interferogram, must also be zero and
Eq. (5.13.12) simplifies to

I (ν) = A1(ν) − A3(ν)

−A3(ν)
B(ν, Ti). (5.13.17)

The bar over ν has been omitted; it is understood that the measured intensity, I (ν),
is reproduced only with the spectral resolution of the instrument. In reality, the
measurement with the 200 K blackbody is not carried out in space; however, it was
done in a test chamber on the ground to verify the applicability of Eq. (5.13.17).
Therefore, in addition to the planetary measurement, A1, only a measurement of
deep space, A3, and a knowledge of Ti are needed to achieve absolute calibration
(Hanel et al., 1980).

To find the responsivity we use Eq. (5.13.15) with A2(ν) = 0 and the blackbody
temperature equal to that of the isothermal instrument. We find

r (ν) = −A3(ν)

B(ν, Ti)
. (5.13.18)

The negative sign compensates for the negative value of A3, which results from
our polarity convention. Again, a deep space measurement and a knowledge of the
instrument temperature are sufficient to permit computation of the spectral respon-
sivity. The responsivity is monitored to look for secular changes of the instrument
performance.

Repeated measurements of the responsivity also reveal random errors in the
system. These errors are expressed for each resolved spectral interval by the standard
deviation, s(r (ν)). The relative error is then s(r (ν))/r (ν). The Noise-Equivalent-
Spectral-Radiance, NESR, is defined by

NESR(ν) = s(r (ν))

r (ν)
B(ν, Ti). (5.13.19)

The NESR is a measure of the random errors of the instrument, expressed in radio-
metric units. It represents the one-sigma uncertainty in an individual spectrum. This
fully quantifies the random errors of the spectrometer. Examples of the responsivity
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and the NESR of the Voyager interferometer are shown by Hanel et al. (1980).
For that instrument sources of systematic errors are relatively small; it is mainly
errors in the measurement of the instrument temperature that enter in a systematic
way [Eq. (5.13.14)]. To provide redundancy and to verify the absence of tempera-
ture gradients, the instrument has several temperature sensors, which have been
calibrated at the US National Bureau of Standards.

c. Near infrared calibration

In the near infrared and visible part of the spectrum, planetary spectra are dominated
by reflected solar radiation. Blackbodies that approximate the spectral distribution
of the radiation to be measured would require much higher temperatures than
can be conveniently produced in a spacecraft. A calibration lamp with a filament
temperature of 2000 to 3000 K can be used; however, calibration lamps, such
as normal laboratory standards, are large and power consuming (Hickey, 1970).
Smaller lamps may suffice for the detection of changes in the instrument response;
this is still useful, even if it does not provide a true radiometric calibration. The
most readily available calibration source for the visible and near infrared is the Sun.
For many planetary investigations the ratio of reflected to incident solar radiation is
of prime interest; therefore, it is logical to use the Sun as a calibration source. The
effect of Fraunhofer lines, for example, tends to cancel in the ratio. However, the
Sun is such a strong source in comparison with reflected planetary radiation that
instruments, designed to be sensitive enough for planetary measurements, cannot be
pointed directly at the Sun. Solar radiation must be attenuated to approximately the
expected planetary levels. Neutral density filters, opaque disks with small holes,
integrating spheres, or diffuser plates may be used to attenuate solar radiation.
Calibration of the whole system over the total aperture area becomes more difficult
for instruments with large size telescopes. As an example of such a calibration we
discuss the on-board calibration method of the IRIS radiometer on Voyager.

The Voyager spacecraft has a large plate mounted on the main bus so that the
instruments on the scan platform can view the plate almost normally. The surface
of the aluminum plate is chemically etched and scatters light in all directions when
illuminated by the Sun. From the visible to ∼20 µm, the scattering characteristic is
that of a near perfect Lambertian diffuser, as verified by laboratory measurements
one or two years before launch. Exposure of the calibration plate to sunlight requires
a complex maneuver of the spacecraft. Since the telemetry antenna does not point
in the Earth direction at that time, such calibration sequences cannot be performed
frequently. Calibrations have been carried out a month or so before and after each
planetary encounter, except following the Saturn encounter by Voyager 2, where
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problems with the scan platform articulation mechanism caused cancellation of the
Sun calibration sequence.

The advantage of calibration with a diffuser plate is clear. The plate attenuates
solar radiation to the level suitable for the dynamic range of the radiometer. The
reflectivity of a planetary surface is directly compared with the reflectivity of the
calibration plate, which was carefully measured before launch.

The signal, Sp, in volts or in digital numbers (DN), registered by the radiometer,
is proportional to the energy reflected from the planetary surface element within
the field of view,

Sp = C Ai�i

∫ ∞

0
r (λ)Ip(λ) dλ. (5.13.20)

The constant C must be determined in the calibration process; Ai�i is the étendue
and r (λ) the normalized spectral response function of the radiometer. The intensity,
Ip(λ), is the spectral radiance emanating from the planetary surface within the field
of view.

When observing the diffuser plate an expression similar to that of Eq. (5.13.20)
is obtained,

Sd = C Ai�i

∫ ∞

0
r (λ)Id(λ) dλ. (5.13.21)

In the ratio

Sp

Sd
=

∫
r (λ)Ip(λ) dλ∫
r (λ)Id(λ) dλ

(5.13.22)

the calibration constant and the étendue cancel. Tacitly, we assume that the radio-
meter is linear and that the planet and the diffuser plate are larger than the projected
field of view and the instrument aperture, respectively. The form of Eq. (5.13.22)
is similar to that of Eq. (5.13.8) used in the discussion of the thermal infrared
calibration; the special assumptions made there are equally applicable to the near
infrared region.

Eventually, the goal is to find Ip, and from that cloud or surface properties or the
planetary albedo, provided we know the instrument response, the intensity of the
solar radiation reflected from the diffuser, Id, and, of course, the measured values
Sp and Sd. The task of finding the planetary albedo from such measurements is
discussed in Section 8.6. The disadvantages of calibration with a diffusor plate are
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the uncertainties in the changes of the reflectivity of the plate before and after launch,
which may differ from that of the witness sample used in the laboratory calibration.
Indeed, differences in the derived albedo measurements between Voyager 1 and 2
point to different degradation factors of the plates on the two spacecraft (see Pearl
et al., 1990; Pearl & Conrath, 1991).

d. Wavenumber calibration

The main thrust of the calibration of radiometric instruments concerns the es-
tablishment of an absolute intensity scale. However, generation of a trustworthy
wavenumber or wavelength scale must not be overlooked. Clearly, in the identifi-
cation of an unknown spectral feature an accurate knowledge of the wavenumber is
crucial. Without a good wavenumber scale the identifications of the nitrile, hydro-
carbon, and carbon dioxide features discovered in the Titan spectrum would have
been difficult (see Section 6.4).

Broad-band radiometers, where the spectral range is determined by intrinsic
material properties, have generally not been calibrated in orbit with respect to
wavenumber. In most cases the cut-off wavelengths of optical materials are pre-
dictable functions of temperature, but they are assumed to be relatively stable,
otherwise. A major shift in the wavenumber range of such a radiometer is not
likely, and the scientific objectives of broad-band measurements rarely depend on
the cut-off wavenumbers in a critical manner.

In contrast, results from instruments with narrow-band filters, such as inter-
ference filters or Fabry–Perot interferometers, may depend strongly on a precise
knowledge of the position of the peak wavenumber. An unnoticed shift of the in-
strument response away from the position of a spectral line may drastically alter
the scientific conclusion. Poorly constructed interference filters are sometimes sub-
ject to deterioration. For example, individual layers may partially separate from
each other or from their substrate due to thermal stresses. Not only does the peak
position change in such a case, but so does the maximum transmission. A good
intensity calibration, which indicates that the overall transmission of the filter has
not changed since the laboratory calibration, is a necessary, but not a sufficient
indicator that the position of the peak wavenumber is still correct. To measure the
position of the peak wavenumber in orbit one could introduce, sequentially, two
low resolution filters, such as the one layer interference filters shown in Fig. 5.6.9.
One of these broad filters is tuned to a wavenumber slightly above and the other one
to a wavenumber slightly below that of the narrow-band filter for which the peak
wavenumber must be checked. While observing the same strong source, the ratio
of intensities, measured first with one and then with the other of the low resolution
auxiliary filters in the optical path, depends strongly on the position of the peak
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wavenumber of the narrow-band filter to be checked. It is tacitly assumed that the
simple auxiliary filters are more stable than the complex, multilayer filter to be
tested; generally, this is a valid assumption.

For tunable filters, whether they are tilted interference filters, Fabry–Perot
etalons, or scanning grating spectrometers, the appearance of known lines in the
measured spectra is the best means of wavenumber calibration. The tuning range of
the instrument must be sufficiently wide to include at least two, preferably several
lines of a well-known gas. The gas may exist on the planet or it may be contained
in a special calibration cell inside the instrument. For ground-based observations
these lines may very well be formed by gases in the Earth atmosphere; they are not
Doppler shifted in this case. Planetary spectra are rich in spectral lines that may
serve as fiducial marks for wavenumber calibration. There are, however, regions de-
void of sharp spectral features, for example, in the domain of the collision-induced
hydrogen transitions on the giant planets. A good wavenumber calibration then
requires a sufficiently wide tuning range or an on-board calibration cell.

Fourier transform spectrometers, with a reference interferometer for location of
sampling positions, have a built-in wavenumber calibration. The laser frequency
or the particular line of the gas discharge tube of the reference interferometer is
the wavenumber standard against which the planetary feature is compared. As
discussed in Section 5.8.a, this property is a distinct advantage of FTS. However,
small systematic differences may still occur between true and measured positions
of spectral lines. The solid angles of the main and the reference interferometer may
not be the same. The apparent foreshortening of the off-axis rays may be slightly
different in both interferometers, leading to a small deviation in the wavenumber
calibration. Such deviations are linear with wavenumber and generally smaller than
the spectral resolution of the instruments (Hanel et al., 1968; Maguire, 1977). They
are routinely removed from the spectra in the Voyager data reduction process.

5.14 Choice of measurement techniques

a. Scientific objectives

The merit of observations, especially those made from spacecraft, must be judged
in terms of the potential increase in knowledge and the probability of success of
the measurement. If present theory is at a crossroad, that is, if a hypothesis can be
accepted or rejected on the basis of an experiment, then the particular measurement
should be considered. However, the potential value of an investigation and the
probability of success are often difficult to predict. Discoveries simply cannot be
scheduled. Furthermore, information theory permits specification of the amount
of information, but it is silent when the quality of information is to be quantified.
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For example, the Voyager 1 picture that showed, for the first time, the image of a
volcanic plume on Io must be assigned a much higher information content than all
other, subsequent pictures of volcanic eruptions on that relatively small satellite of
Jupiter. Strictly from a quantitative point of view all Io frames contain the same
amount of information, that is, all contain the same number of bits. Without a clear
numerical measure of the significance of information it appears to be difficult to
assign a value to a particular measurement. After the fact, however, it is generally
quite possible to assign such a value, at least in a relative sense. The picture that
permitted the discovery of the volcanic eruption on Io must clearly be considered
much more significant than any other picture of Io. Before the fact, such judgement
would have been impossible.

How should one then plan an investigation and how should one select a particular
instrument approach? For the sake of discussion, we divide scientific objectives
into two groups. The first group searches for unknown phenomena. The second
group increases the present knowledge by improving on the precision, accuracy,
spatial or temporal resolution of quantities that are already known to exist or, at
least, can be predicted by theory in a noncontroversial manner. New and significant
discoveries may be made within the framework of the second group as well. The
first group involves survey-type, general-purpose instruments, such as cameras,
mapping radiometers, and spectrometers with good spectral resolution and wide
spectral coverage. Discoveries by space-borne cameras include the existence of
large, extinct volcanos on Mars by Mariner 9, of rings around Jupiter, of active
volcanos on Io, and of the bizarre landscapes of Miranda and Triton by Voyager,
just to name a few. The detection of sulfur dioxide in a volcanic plume on Io and
of carbon dioxide in the reducing atmosphere of Titan are examples of discoveries
made by the Voyager infrared spectrometer. Characteristic of all these discoveries
is that none could have been predicted at the time when these instruments were
designed.

However, many spacecraft measurements fall into the second group. Meteoro-
logical measurements from Earth orbit are typical representatives of this group. The
temperature in the Earth’s atmosphere can be predicted from climatological data
for any place and time to within a few degrees K. The significance of space-borne
measurements of atmospheric temperatures is in knowing the deviation from the
predicted value, the improvement in precision, and the achieved global converage.
The measurement of the energy balances of the giant planets and their atmospheric
helium concentrations are further examples where the increase in knowledge comes
from improvements in the accuracy of already known facts. Rough estimates on
the energy balance of Jupiter existed from ground-based and Pioneer observations
before Voyager arrived there. Helium was expected to be present in the atmo-
spheres of all massive planets, simply from the cosmic abundances of elements. The
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significance of the Voyager measurements of these quantities lies in the achieved
accuracy, although further improvements in that direction are desirable.

Examples where a high spatial resolution contributed to a better understanding
of conditions are numerous in the short history of space exploration. Great details
of topography and surface structure have been revealed by space-borne cameras,
photometers, and scanning radiometers. The complexity and fine structure of the
rings of Saturn and the other giant planets have been revealed by the cameras,
the photopolarimeter, and the radio science investigation of Voyager (Smith et al.,
1981; Lane et al., 1982; Tyler et al., 1981).

An example of a measurement where time has played an important role is the
surface pressure measurement performed by the Viking landers (Hess et al., 1977,
1979). Seasonal pressure variations were found that correspond to the deposition of
atmospheric carbon dioxide on the polar caps. In general, however, discoveries of
entirely new phenomena have been made primarily by general-purpose instruments,
while single-purpose instrumentation contributed primarily to improvements con-
cerning already known quantities. In this process exciting scientific insight may be
gained with single-purpose instruments as well.

b. Instrument parameters

A choice of instrumentation always involves trade-off considerations between
signal-to-noise ratio, spectral and spatial resolution, telescope aperture, detector
characteristics, frequency response, bit rate, and many other parameters. Clearly,
the overall scientific objective should dictate the instrumental approach, but, in re-
ality, the chosen solution must also fit within the framework of available resources
such as volume, weight, power consumption, time required to complete the design,
and cost. Within reason, these limitations are generally also subject to trade-off
considerations. To limit ourselves in the presence of a multitude of instrumental
approaches consider the Noise-Equivalent-Spectral-Radiance, NESR, of a radio-
metric instrument, Eq. (5.8.14),

NESR(ν) = NEP(ν)

η1η2(ν)ν A�
√

τ
. (5.14.1)

The Noise-Equivalent-Power, NEP, of the detector is often a function of wavenum-
ber (see Sections 5.9 to 5.11). The efficiency is expressed by the product η1η2; η1

is the system efficiency, which includes the chopper efficiency, for example, and η2

is the optical efficiency, which includes the transmission characteristics of optical
elements. The spectral bandwidth is expressed by the equivalent width, ν. For
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spectrometers ν is the spectral resolution. The étendue, A�, is the product of
collecting areas times solid angle. The telescope obscuration, due to the shadowing
effect of the secondary mirror in a Cassegrain configuration, for example, must
be subtracted from the total area of the primary mirror. Alternatively, one may
calculate the collecting area simply from D2π/4, where D is the diameter of the
primary, and take the obscuration factor into account in the calculation of the opti-
cal efficiency. The observation time, τ , refers to a particular measurement. For the
duration τ the field of view is exposed to the same spot on the planet; sometimes τ

is called the dwell time.
Although the NESR can be measured without great difficulties, it is often in-

structive to consider the signal-to-noise ratio, S/N, which is

S

N
= I (ν)

NESR(ν)
= η1η2(ν)ν A�

√
τ I (ν)

NEP(ν)
. (5.14.2)

An estimate of the specific intensity, I(ν), of the object to be measured is thereby
introduced; clearly, it must play a role in optimizing the measurement system.
Equation (5.14.2) may be rearranged,

S/N

ν�
√

τ
= η1η2 AI

NEP
. (5.14.3)

For a particular class of instruments the right side of the above equation is more
or less constant. For example, the system efficiency is determined by selecting the
chopping mode or a single detector Michelson interferometer. It is 0.35 for both
cases; 0.7 accounts for the conversion of the zero to peak value of the signal to the
rms value of the noise and 0.5 accounts for the chopper action or the reflection in a
standard Michelson interferometer. The S/N ratio is defined as the rms signal over
the rms noise level. The optical efficiency will, in all likelihood, be between 0.1
and 0.9, depending on the number and type of optical components; needless to say,
one strives to maximize it. The collecting area, A, depends on the telescope size.
Volume and weight scale as the third power of the telescope diameter. The value of
I (ν) is given by the planet to be observed and the spectral range needed to reach the
scientific objective. The NEP depends on the type and the operating temperature
of the detector. For thermal detectors, operating at or near room temperature, the
NEP will be close to 10−10 W Hz− 1

2 ; for cryogenically cooled detectors it will
be substantially lower.

However, after one has chosen a reasonable telescope aperture, the type and
degree of cooling of the detector, and the lowest intensity for which a reasonable
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S/N ratio must be obtained, it would be difficult to increase the value of the right-
hand side by even as much as a factor of two. True, one can always increase the
collecting area; however, in practice one quickly reaches a limit. This limit is most
likely set by the maximum size or weight that can be accommodated on a spacecraft
or by the largest telescope available to a ground-based or air-borne observer. Within
the boundaries discussed, the right side of Eq. (5.14.3) is a constant, characterizing
the class of instrument, but not so much the type.

The terms on the left side of Eq. (5.14.3) are much more flexible and can be
traded against each other, as long as the equation balances. For example, enlarging
the solid angle by a factor of two doubles S/N, provided the object is large enough
to fill the field of view, and ν and τ are kept constant; S/N may be traded for
spatial resolution. The S/N ratio may also be doubled by increasing the observation
time by four. It may appear that an increase in observation time can always be
counted on to improve the S/N ratio or to increase spectral or spatial resolution in
a particular design, but τ is a valuable commodity and should not be given away
lightly. In a low, circular orbit the spacecraft speed sets limits to τ , especially if a
number of measurements must be performed while the craft is over a certain area.
On a planetary fly-by the time available to view the planet with a certain spatial
resolution, say a resolution of better than 1

10 in diameter, is again limited.
In a discussion of trade-off options it is desirable to consider the S/N ratio per

square root of time. The three parameters 1/�, S/N τ− 1
2 , and 1/ν may be viewed

as the axes of a three-dimensional coordinate system, Fig. 5.14.1. A point within

Fig. 5.14.1 Three-dimensional space representing spatial resolution, spectral resolution,
and signal-to-noise ratio per square root of time. All radiometric instruments are character-
ized by a volume in this space.
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this system defines a volume, xyz, which equals the more or less constant right
side of Eq. (5.14.3). One can emphasize one particular direction. For example,
if one chooses to emphasize the direction of 1/� (point 1 in Fig. 5.14.1) at the
expense of the other directions, one obtains a narrow beam radiometer, capable of
spatially resolving great details, but with limited spectral resolution and restrained
signal-to-noise. Of course, diffraction sets a limit on how far one may expand in the
1/� direction. If one chooses to stretch the volume so that S/N τ− 1

2 is emphasized
(point 2 in the figure), one obtains a photometer with high precision, but with modest
spatial and spectral resolution. If one chooses to design the system to have a narrow
spectral interval, then the available volume is stretched in the 1/ν direction (point
3 in the figure). Clearly, one would like to optimize all three properties and construct
an instrument with good S/N, high spectral and spatial resolution, but that is not
always possible. It would require a larger constant on the right side – in other words,
a larger telescope or a better detector. The design of a remote sensing instrument
involves carefully balancing the three parameters and choosing a point in the space
shown in Fig. 5.14.1.

The trade-off between the three axes of Fig. 5.14.1 is an important, but not
the only consideration in the design of a radiometric instrument. The electrical
bandwidth needed to transmit the information may become a significant parameter
for scanning radiometers or for spectrometers. So far, the discussion has been limited
to single-channel instruments. If one uses an array of detectors or an instrument
with a multiplex property, such as the Michelson interferometer, Eq. (5.14.3) still
applies to each detector element or to each spectrally resolved interval, but the
electrical bandwidth or the bit rate, if the information is converted into digital
format, increases according to the number of elements in the array, or the multiplex
factor, both expressed by M . The required bit rate is proportional to

Bit rate ∼ M

τ
log2(S/N). (5.14.4)

For high resolution mapping instruments, such as the Thematic Mapper, with
a number of individual channels and a short observation time per resolved spatial
element, the bit rate becomes large, 84.9 Mbit s−1. The same is true for high
resolution spectrometers, such as the ATMOS, where the multiplex factor, M , is
large and τ is small (15.76 Mbit s−1). For missions to the outer planets the bit rate
is limited by the large communication distance; consequently, the telemetry rate
becomes an important design parameter.

The overall design of a radiometric instrument must be an iterative process. After
the initial concept has been chosen to satisfy the scientific objective, Eq. (5.14.3)
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must be optimized. Then one must assure that the design does not violate given
boundaries such as weight, power, etc. If a conflict is noted either the design has
to be modified or the boundaries have to be renegotiated. After these steps are
complete one must ask again; does the design still meet the scientific objective?
In some cases it may be necessary to scale this objective down. Finally, the whole
design sequence should be iterated, probably several times, until one arrives at the
optimum solution.



6

Measured radiation from planetary objects
up to Neptune

In this chapter we provide a partial survey of infrared measurements of a number of
objects in our Solar System. In view of the large quantity of available data, we have
to be very selective in choosing examples. As in other parts of the book, we give
space-borne spectrometry preference over broad-band radiometry. Results from
lower resolution data can always be simulated by smoothing higher resolution
spectra with a corresponding instrument function. To provide a more balanced
view of the potential of infrared techniques we occasionally include examples of
spectrometric, polarimetric, and radiometric results obtained from ground-based
telescopes in addition to spectrometric data from spacecraft.

In Section 6.1 we show the effects of finite spectral resolution and other instru-
ment characteristics on the recording of the emerging radiation field. Infrared data
from the terrestrial planets, that is Venus, Earth, and Mars, are treated in a com-
parative way in Section 6.2. Emphasis is given to an understanding of the physical
principles that cause the structure in the measured spectra. The spectra of the giant
planets are discussed in Section 6.3, again in a comparative manner. Section 6.4 is
devoted to Titan; as a satellite with a deep atmosphere it is in a class by itself. The
last section in this chapter (6.5) is concerned with astronomical bodies without sub-
stantial atmospheres. Mercury, the Moon, and Io are most interesting examples of
this class of objects. The numerical treatment of information retrieval is postponed
until Chapter 8.

6.1 Instrument effects

Interpretation of planetary measurements is a difficult task, even when emission
and reflection spectra are precisely known. In reality, the task is even more com-
plicated because physical parameters of planetary atmospheres and surfaces must
be retrieved from data recorded by real instruments. Such devices do not faith-
fully reproduce planetary spectra, such as the full resolution spectra discussed in

301
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Chapter 4. Instead, instruments modify the true spectral radiances in several ways.
The modifications can be understood as filtering processes, which reflect charac-
teristic properties of the instrument involved. The filtering effect must be fully
recognized in the analysis and interpretation of the data.

The most significant instrumental effects are the limitations in spectral resolution
and signal-to-noise ratio. Within the chosen spectral region radiometric instruments
reproduce the spectrum only with a finite spectral resolution. This resolution is
an important parameter, which is chosen in the instrument optimization process
discussed in Section 5.14. For spectrometers the resolution depends on the type and
design of the instrument. For example, maximum mirror displacement determines
the spectral resolution of a Michelson interferometer, while the bandwidths of
individual channels provide the resolution of a multichannel radiometer. In either
case, only the radiances convolved with the instrument function as recorded by the
radiometric device are available for interpretation. In addition, all radiometric meas-
urements contain a certain level of random noise, which is commonly expressed as
the Noise-Equivalent-Spectral-Radiance (NESR). The ratio of the radiance, I (ν),
of the object under investigation to the NESR(ν) of the instrument is the signal-to-
noise ratio, S/N(ν). A low value of S/N may have a significant effect on the quality
of the data and on the uncertainties of the deduced parameters.

Besides the main instrumental effects, finite spectral resolution, and random
noise, other modifications of the true spectrum occur. For example, the recorded
data cover only certain, often very small parts of the total spectrum. Other spectral
regions may offer the opportunity to provide redundant information. Simultaneous
analysis of redundant regions is often desirable in order to gain confidence in the
deduced conclusions. Radiometric instruments are also subject to systematic errors.
Depending on the quality of the on-board calibration system, such errors can be
kept within tolerable limits; however, the true magnitude of systematic errors is
often difficult to estimate.

The numerical output of a remote sensing instrument refers to the average radi-
ance within the field of view. Inhomogeneous conditions, such as may be produced
by a partial cloud cover, generate a single set of data applicable to a weighted
average of clear and cloudy conditions. Lack of homogeneity is often difficult to
recognize. Images, if recorded simultaneously and at a higher spatial resolution than
the infrared measurements, may be helpful in judging the uniformity within the field
of view. Finally, when the diameter of the field of view projected onto the object
of interest is not small in comparison with the diameter of that object, the emission
angle and the solar incidence angle may assume wide ranges of values within the
field of view; the recorded spectrum represents an average over these angles as well.

The most significant instrumental parameters that affect radiometric measure-
ments are spectral resolution and the signal-to-noise ratio. Other effects can be
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minimized by choosing the proper spectral range, by providing an adequate on-
board calibration, and by taking data when the field of view is small in comparison
with the scale of gross inhomogeneities on the target object. Of course, these con-
ditions cannot always be met; limitations and their effects on the results must then
be examined for a particular set of measurements. As an example, we discuss the
effect of spectral resolution on the information content of a measurement.

For this analysis we select the Martian emission spectrum between 500 and
800 cm−1 because the 667 cm−1 CO2 band is well isolated and nearly free of
lines from other constituents. The Martian spectrum has been measured by the
infrared spectrometer on Mariner 9 with a spectral resolution of 2.4 cm−1 and a
good signal-to-noise ratio. Random errors are not noticeable in the large average of
spectra shown in Fig. 6.1.1. The set of emission spectra displayed in Fig. 6.1.2 have
been calculated with different spectral resolutions for a pure CO2 atmosphere with
a surface pressure of 7 mbar and a surface temperature of 275 K. A temperature
profile similar to that deduced from the measured spectrum, shown in Fig. 6.1.1,
served in the radiative transfer calculations. The computed high resolution emis-
sion spectrum has been convolved with (sin 2πν/2πν)2 instrument functions

Fig. 6.1.1 Average thermal emission spectrum of Mars between 500 and 800 cm−1 recorded
by Mariner 9 at a spectral resolution of 2.4 cm−1. The arrows point to isotopic features of
CO2. The number 628 refers to 16O12C18O, for example, and 638 indicates 16O13C18O. All
unmarked features are due to 16O12C16O. (See also Maguire, 1977.)
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Fig. 6.1.2 Calculated emission spectra assuming a CO2 atmosphere with a surface pres-
sure of 7 mbar, a surface temperature of 275 K, and a typical Martian temperature profile.
Different spectral resolutions have been used in the calculations as indicated on the right
side.

of different half width, ν, as indicated in the figure. This is the instrument func-
tion of a grating spectrometer and of a Michelson interferometer with triangular
apodization. The spectrum calculated with a resolution of 3 cm−1 is closest to the
2.4 cm−1 resolution of the Mariner 9 spectrum displayed in Fig. 6.1.1.

An examination of the spectra shown in Fig. 6.1.2 permits a qualitative judgment
of the order of magnitude of spectral resolution necessary to achieve a certain
objective. For example, an analysis of the isotopic ratio 16O13C16O/16O12C16O from
the strength of the feature near 648 cm−1 can be accomplished with a resolution
of 3 cm−1, but not with a resolution of 10 cm−1; a 1 cm−1 resolution would be
preferable for that purpose. The final judgment on the optimum resolution required
must come from an examination of the end product of the spectral measurement,
which may be the isotopic ratio or the vertical temperature profile, for example. In
the temperature analysis the vertical resolution, as well as the range in altitude over
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which the temperature profile can be retrieved, is affected by the spectral resolution.
Random noise in the spectral measurement can have a strong effect on the probable
error of a derived temperature profile. The effects of spectral resolution and random
noise on the derived quantities are discussed further in Chapter 8, where we deal
with numerical retrieval methods. However, many qualitative statements can be
made just from a visual examination of the spectra.

6.2 The terrestrial planets

In this section we compare in a qualitative way thermal emission spectra of Venus,
Earth, and Mars. As noted in Appendix 3, Venus and Earth are nearly equal in size;
Mars is somewhat smaller. Earth and Mars rotate at almost the same rate, while
Venus is turning very slowly. The atmospheres of Venus and Mars consist mostly of
carbon dioxide, while that of Earth is predominately nitrogen and oxygen with only
a trace of carbon dioxide. The planets differ substantially in their mean distance
from the Sun, atmospheric pressure at the surface, and mean surface temperature.

The atmosphere of Mars is fairly transparent, except for several CO2 bands, weak
water vapor lines, spectral features of occasional water ice clouds, and signatures
of dust periodically stirred up by strong surface winds. Emission from the solid
surface can be observed over wide spectral ranges. The atmosphere of Earth is
much more opaque. Absorption by strong bands of H2O, CO2, and O3 (ozone)
block infrared transmission from the surface over a significant part of the spectrum.
In the thermal infrared the surface can be observed only in certain spectral windows
(780–1000 cm−1, 1080–1240 cm−1, and 2500–2800 cm−1), and there only under
cloud-free conditions. The surface of Venus is completely hidden by several cloud
layers, largely of sulfuric acid droplets, and at lower altitudes by far-wing pressure
broadening and collision-induced absorption of gaseous carbon dioxide. Only in
the microwave region is the atmosphere of Venus transparent enough to permit
surface observation.

Because of these dissimilarities we would expect to see great differences in
the emission spectra of these three planets. Indeed, large differences do exist in
some spectral regions, but in others striking similarities are apparent, as shown
in Fig. 6.2.1. The Venus spectrum was recorded by Venera 15 at a resolution of
about 5 cm−1 in 1983 (Spänkuch et al., 1984; Zasova et al., 1985; Moroz et al.,
1986). The Earth spectrum was measured by Nimbus 4 at a resolution of 2.8 cm−1

in 1970 (Hanel et al., 1971, 1972c; Conrath et al., 1971; Kunde et al., 1974). The
Mars spectrum was observed by Mariner 9 at a spectral resolution of 2.4 cm−1 in
1971 (Hanel et al., 1972a, b; Conrath et al., 1973; Maguire, 1977). The spectra
shown are typical of mid-latitude conditions. Particularly on Earth and Mars great
variabilities exist, mostly between low latitudes and polar regions, but also between
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Fig. 6.2.1 Thermal emission spectra of Venus, Earth, and Mars, all measured by Michelson
interferometers. The Venus spectrum was recorded from Venera 15; the Earth and Mars
spectra are from Nimbus 4 and Mariner 9, respectively. See also Moroz et al. (1986) and
Hanel et al. (1972c and 1972a).

clear and cloudy areas. Despite many differences among the spectra shown in
Fig. 6.2.1, certain intervals, such as the region between 550 cm−1 and 750 cm−1,
display great similarity. The spectral signature of this domain is characteristic of the
667 cm−1 system of CO2 bands. This is not surprising for Venus and Mars since their
atmospheres consist predominately of carbon dioxide, but on Earth CO2 is only a
minor constituent. However, the major gases of the Earth’s atmosphere, nitrogen
and oxygen, are homopolar molecules without dipole moments and, therefore,
without infrared vibration or rotation spectra. Collision-induced absorption also
is insignificant at terrestrial pressures and path lengths. The third most abundant
atmospheric constituent, argon, is a monatomic gas and also lacks an infrared
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spectrum. Therefore, the emission spectrum of the Earth is dominated by signatures
from minor atmospheric constituents and to a lesser extent by surface emission.

The absorption-type shapes of the 667 cm−1 CO2 band in all three spectra indicate
decreasing atmospheric temperatures with increasing altitude on all three planets.
An exception is the reversal of the Q-branch in the spectrum of Earth at the 667 cm−1

band center. This reversal signals warmer atmospheric layers above a temperature
minimum (compare the measured Earth spectrum of Fig. 6.2.1 with the computed
spectrum of Fig. 4.3.2; see also Fig. 4.2.5). The temperature rise in the Earth’s
stratosphere is caused by absorption of solar ultraviolet radiation in the ozone
layer. The lower brightness temperatures in the Q-branch at 667 cm−1 on Mars and
Venus indicate the absence of such a warm layer and a continuous reduction of
atmospheric temperatures with increasing height, at least at mid-latitudes and to
pressure levels where the contribution function corresponding to the center of the
Q-branch has its maximum [see Figs. 8.2.2 and 9.1.1 (below 100 km)]. For Mars
and a resolution of 2.4 cm−1 this corresponds to a pressure of about 0.1 mbar or an
altitude of about 40 km above the surface.

As this example shows, even without going through a formal retrieval process,
we can draw certain conclusions on the temperature structure, just by applying the
knowledge gained in Chapter 4 to a visual inspection of the emission spectrum. The
same can be said about the presence of gases, if their signatures can be identified
at the proper spectral positions. Of course, it is implied that we have a priori
knowledge of the spectral characteristics of potentially present gases. If we want
to determine the temperature versus pressure precisely, or to find the concentration
of a particular constituent in terms of the molar abundance, the more quantitative
methods discussed in Chapter 8 must be applied.

By inspecting the emission spectrum we can also reach a preliminary judgment
on the suitability of a spectral region for retrieving the temperature profile. Since
the CO2 concentration is known on all three planets and is nearly constant with
altitude over the range of interest, the strong CO2 band may be a good candidate
for a numerical retrieval analysis, provided this spectral region is free of absorption
from other atmospheric gases or particulates. On Mars this is generally the case.
Between the most absorbing Q-branch at 667 cm−1 and the atmospheric window
region near 800 cm−1 the CO2 absorption coefficient changes over many orders of
magnitude and the contribution function shifts from high in the atmosphere down
to the surface. Absorption by silicate dust and occasionally by clouds of water ice
are the prime sources of interference for temperature retrieval on Mars.

On Earth the same spectral interval (from 667 cm−1 to 800 cm−1) is suitable
for temperature retrieval in cloud-free areas (Kaplan, 1959). Indeed, this spectral
region served in the first derivations of the vertical temperature profile from the
Nimbus 3 meteorological satellite, and initiated a new era in weather forecasting
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(Hanel & Conrath, 1969; Wark & Hilleary, 1969). Nimbus 3 was launched into Earth
orbit on 14 April, 1969. In this spectral region some interference by weak O3 ab-
sorption must be considered in precise analyses. On Venus, the use of the 667 cm−1

CO2 band is restricted to altitudes above the opaque cloud deck at approximately
65 km above the solid surface.

In all spectra shown in Fig. 6.2.1, several other features can be attributed to CO2

besides the 667 cm−1 band. These features, only weakly present in the Martian
spectrum, include the bands at 961 cm−1 and 1064 cm−1; the distinct Q-branches
near 545 cm−1, 791 cm−1, 830 cm−1, and 865 cm−1; and the strong features at
1918 cm−1 and 1932 cm−1. For comparison, a ground-based spectrum of Venus
(Fig. 6.2.2) shows the CO2 bands between 750 cm−1 and 1000 cm−1 at a much
higher spectral resolution of 0.2 cm−1 (Kunde et al., 1977). If the spectral display
of Fig. 6.2.1 extended to higher wavenumbers, then the strong ν3-band of CO2

would appear at 2349 cm−1. This is another spectral region where temperature
sounding is feasible. Temperature retrieval in the atmosphere of the Earth is also

Fig. 6.2.2 Measured and calculated thermal emission spectra of Venus. The observed full
disk spectrum was recorded by a Fourier transform spectrometer from the MacDonald
observatory in Texas. The spectral resolution is 0.2 cm−1. The upward spikes in the measured
spectrum are due to overcompensation of strong water vapor lines in the Earth’s atmosphere.
(Kunde et al., 1977.)
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Fig. 6.2.3 Venus emission spectra from different latitudes recorded by Venera 15 (Spänkuch
et al., 1984).

possible in the microwave region, using the strong magnetic oxygen line at 57.3 GHz
(1.914 cm−1).

Signatures of water vapor are scattered throughout the terrestrial spectrum shown
in Fig. 6.2.1; below 500 cm−1 and between 1300 cm−1 and 2000 cm−1 the atmo-
sphere is nearly opaque at low latitudes. Water vapor features also appear in the
spectra of Mars and Venus, but are reduced in strength. The Venus spectrum also
shows the broad absorption features of liquid sulfuric acid (H2SO4) clouds near
900 cm−1 (Fig. 6.2.2) and possibly of sulfur dioxide (SO2) gas near 1360 cm−1

(Fig. 6.2.3). In the Earth spectrum the strong ν3-band of ozone (O3) at 1042 cm−1

and the ν4-band of methane (CH4) at 1306 cm−1 can easily be identified.
Over wide intervals the spectra of Venus show differences in brightness tempera-

ture of several tens of degrees Kelvin. The contrast is most pronounced between
the warm, north polar area and the cooler, circumpolar band near 70◦ North, known
as the polar collar, see Fig. 6.2.3 (Spänkuch et al., 1984). The apparent temperature
differences reflect a combination of genuine differences in kinetic temperatures
between observed areas, and differences in vertical concentrations and droplet sizes
of cloud particles (see Subsection 4.1.b). It is difficult to evaluate cloud effects by
casual examination of the spectra; methods discussed in Chapter 8 are needed for a
thorough interpretation. Actual temperature gradients provide the driving forces for
strong circumpolar winds. Latitudinal temperature differences, as well as a dipole
shaped polar pattern have been observed by the pressure modulated radiometer on
Pioneer Venus (Taylor et al., 1980). Earlier, ground-based thermal maps of Venus
already indicated a circumpolar disturbance (Murray et al., 1963). Ground-based
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Fig. 6.2.4 Typical terrestrial emission spectra of cloud-free areas recorded over Central
Africa, the Mediterranean Sea, and the Antarctic from Nimbus 4 (Hanel et al., 1972c).

spectroscopic measurements in the near infrared have discovered traces of hydrogen
chloride (HCl) and hydrogen fluoride (HF) (Connes et al., 1967c) and of carbon
monoxide (CO) (Connes et al., 1968).

The Earth spectra, recorded by Nimbus 4 in 1970, show strong contrast be-
tween tropical and polar latitudes (Fig. 6.2.4). In the Antarctic spectrum the whole
667 cm−1 band of CO2, the water vapor lines below 550 cm−1, and the O3 band at
1042 cm−1 appear in emission. This indicates warmer atmospheric levels above a
cold surface. The 1042 cm−1 O3 band is hardly visible because stratospheric and
surface temperatures are nearly the same. In the African spectrum surface emission,
emerging in the atmospheric window, is strong. The high atmospheric lapse rates
cause the large contrast in the CO2 band. The ozone band appears in absorption be-
cause temperatures in the stratosphere, where most of the ozone resides, are lower
than at the surface.
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Fig. 6.2.5 Emission spectrum from a cloudy area (Hanel et al., 1972c).

The spectrum of Fig. 6.2.5 is distinctly different from the tropical spectrum of
Fig. 6.2.4, although both were recorded not too far apart. The former is from a
densely clouded area while the latter is from a clear region. Clouds affect not only
the overall radiance level, but also the shape of the spectrum. The slope in the
brightness temperature between 400 cm−1 and 1000 cm−1 and the nearly constant
level between 1100 cm−1 and 1250 cm−1 are characteristic of dense, high clouds.

Surface effects can be observed in Fig. 6.2.6, where a Sahara spectrum is com-
pared to one recorded over the densely forested region of central Africa. Substantial
differences appear in the atmospheric window between 1100 cm−1 and 1250 cm−1,
while the low wavenumber parts of the window between 800 cm−1 and 1000 cm−1

are very much alike. Strong water vapor bands are evident in all cases. The substan-
tially lower brightness temperatures in the 1100 cm−1 to 1250 cm−1 window of the
Sahara spectrum are caused by a lower emissivity of the exposed silicate sand in that
region, in contrast to the near blackbody behavior of dense vegetation. Differences
in the brightness temperatures between both atmospheric window regions indicate
the presence of silicate sand. Prabhakara & Dalu (1976) used this phenomenon
to map the global distribution of desert areas. The low wavenumber part of the
same spectral window also permits measurement of sea surface temperatures, land
temperatures, and the thermal inertia of the surface.

The spectra of Mars (Fig. 6.2.7) display a north and two south polar spectra
recorded during the dust storm of 1971. The north polar spectrum (a) shows at-
mospheric features in emission, resembling the Antarctic spectrum of the Earth
(Fig. 6.2.4). The south polar spectrum (b) shows the whole 667 cm−1 CO2 band,
water vapor lines below 400 cm−1, and broad features due to suspended dust par-
ticles (most noticeable near 480 cm−1 and 1100 cm−1), appear stronger than the
background. The background, indicated by the smooth solid line in the lowest spec-
trum, (c), deviates from a blackbody spectrum shown in the middle, (b); however,
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Fig. 6.2.6 (a) Emission spectra from a desert area showing the effect of low emissivity
between 1100 and 1250 cm−1 caused by residual rays in quartz sand. (b) The comparison
spectrum from an area covered by vegetation shows nearly the same brightness temperature
on both sides of the ozone band at 1042 cm−1 (Hanel et al., 1972c).

Fig. 6.2.7 (a) North and (b) and (c) two identical south polar spectra of Mars recorded by
Mariner 9. Spectrum (b) also shows a blackbody spectrum of 190 K for comparison, while
the smooth curve in spectrum (c) is the sum of two blackbody spectra, see text.



6.2 The terrestrial planets 313

it is fit reasonably well by the sum of two blackbody spectra, one at 140 K covering
65% of the field of view, and the other at 235 K covering the rest (Hanel et al.,
1972 b). At the time of the observation, it was late spring in the southern hemi-
sphere. The polar cap was evaporating rapidly, and about one-third of the field of
view was already ice-free. The lower blackbody temperature of 140 K can be iden-
tified with the equilibrium temperature of CO2 ice at the Martian surface pressure,
and the higher temperature of 235 K with the radiative equilibrium temperature
of the ice-free surface areas. The surface had warmed rapidly as soon as the ice
disappeared. The presence of water vapor lines in emission in the same south polar
spectrum is consistent with this model; with the complete evaporation of the polar
CO2 cap in several areas, small amounts of water are freed, which had been frozen
below and in the CO2 ice deposit in the previous fall. At the time of the Mariner 9
arrival the north polar area was in shadow and the north polar cap was forming
(Fig. 6.2.7). The surface is approximately at 145 K, low enough to form CO2 ice
at a pressure of about 8 mbar.

The mid-latitude spectra (Fig. 6.2.8) have been recorded (a) at the height of, (b) in
the latter part of, and (c) after the dust storm. The upper two spectra show strong at-
mospheric dust features in absorption, particularly between 900 and 1200 cm−1. In
addition, the 667 cm−1 CO2 band is relatively subdued, especially in Fig. 6.2.8 (a).
The spectrum in Fig. 6.2.8 (c) was recorded in July 1972, after most of the dust had
settled to the surface; it shows a pronounced contrast in the CO2 band and hardly
any dust features.

Figure 6.2.8 demonstrates a perfect example of a ‘laboratory experiment’ show-
ing the effects of aerosols in a planetary atmosphere; in this case the laboratory is
Mars. During dusty conditions the suspended dust absorbs sunlight and heats the
atmospheric gas by conduction. At the same time the surface is partially shielded
from direct sunlight and does not reach as high a temperature as it would under
dust-free conditions. As a result the temperature contrast between atmosphere and
surface is lowered, and the atmospheric temperature profile becomes more nearly
isothermal; consequently, the 667 cm−1 CO2 band shows relatively weak contrast.
Later, after the dust had settled, the surface temperature had risen and the atmo-
spheric temperature had dropped, thereby enhancing the apparent strength of the
CO2 absorption band relative to the adjacent continuum.

None of the laboratory spectra of fine-grain minerals that were available at the
time fitted the absorption maximum at 1100 cm−1 (9 µm) in the IRIS data very
well. This made it difficult to associate a specific mineral with the dust composition.
Hanel et al. (1972b) suggested the SiO2 content of the dust to be about 60 ± 10%,
indicating differentiation of Mars into a silicate-rich mantel and an iron-rich core.
The mineral composition of the dust was further studied by Toon et al. (1977)
using a radiative transfer model. They concluded that a small size range of particles
(2.7 µm mean radius) such as montmorillonite basalt, as previously suggested by
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Fig. 6.2.8 Martian mid-latitude spectra recorded by Mariner 9 (a) during the dust storm of
1971, (b) towards the latter part of the storm, and (c) after the storm ended.

Salisbury (see Hunt et al., 1973), produced an excellent fit to the broad absorption
region around 9 µm in the IRIS spectrum. Clancy et al. (1995) reexamined that
problem and found that a palagonite-like composition with a wider size range and
much smaller particles produced a better overall fit. This took into consideration
the long wavelength (17 to 30 µm) range of the IRIS spectra as well as the visible-
to-9 µm dust opacity and the ultraviolet albedo of Mars. However, the 7 to 8 µm
region was less well reproduced. The recently discovered calibration error of IRIS
(a ghost of the 15 µm band at half the wavelength; see Formisano et al., 2000) may
account for the discrepancy, at least in part.

An example of the spectral signatures of water ice clouds is shown in Fig. 6.2.9
(Curran et al., 1973). As confirmed by the cameras of Mariner 9, the field of view of
the infrared instrument contained several white clouds at the time the Tharsis Ridge
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Fig. 6.2.9 Martian spectra over the Tharsis Ridge and over Arcadia. The Tharsis Ridge area
contained water ice clouds. The lower spectrum was calculated with such clouds (Curran
et al., 1973).

spectrum was taken. The adjacent spectrum of Arcadia was nearly cloud free. The
lower panel of the same figure shows a calculated spectrum of small ice crystals in
a model atmosphere of Mars. The Tharsis Ridge spectrum compares favorably with
that of the ice cloud, including the strong feature at 229 cm−1. Water ice clouds in
the Earth atmosphere have been studied by Prabhakara et al. (1988) using Nimbus
4 IRIS data.

The Viking Orbiters carried an Infrared Thermal Mapper (IRTM) with broad-
band channels centered at 7, 9, 11, 15, and 20 µm, as well as one channel covering
the visible and near infrared (0.3 to 3 µm), designed to measure the albedo. A
description of the instrument and scientific results have been published by Chase
et al. (1978) and by Kieffer et al. (1977). Christensen (1998) compared the results
of the Viking IRTM and the Mariner 9 IRIS in order to gain information on the
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surface composition of Mars. This was in preparation for the interpretation of the
TES spectra obtained by the Mars Global Surveyor.

The near infrared imaging spectrometer (ISM) on Phobos used the 2 µm CO2

band to provide the depth of the atmosphere and, therefore, a topographic map.
Bands of CO and H2O resulted in maps of these gases, respectively. The average
water vapor content was found to be about 11 precipitable-µm. From aerosol spectra
a mean particle size of 1.25 µm and a size distribution was derived; both the mean
particle size and the width of the size distribution are about one half of that given by
Toon et al. (1977). For the bright regions a surface composition of poorly crystalline
iron oxides was suggested, and for the dark regions two-pyroxene basalt. Results
have been reported by Bibring et al. (1989), Drossart et al. (1991), Rosenqvist et al.
(1992), Murchie et al. (1993), Erard & Celvin (1997), and others (see references
therein).

A description of the Pathfinder Mission and excellent pictures of the Martian sur-
face can be found in the articles by Golombek et al. (1997) and by Golombek (1998).

Mars Global Surveyor was launched in November, 1996. Shortly thereafter, on
its way to Mars, the Thermal Emission Spectrometer (TES) observed the Earth. Al-
though our planet filled only a fraction of the field of view, a reasonable spectrum
of the Earth was obtained, demonstrating the proper performance of the instrument
(Christensen & Pearl, 1997). First Martian results from the Global Surveyor Mis-
sion were reported in Science (1998, 279, 1671–98). More in-depth analyses can be
found in the Journal of Geophysical Research of April 25, 2000, pages 9507–739.
Using a radiative transfer model (and a deconvolution model) TES results suggest a
surface composition about 53% (43%) plagioclase feldspar, 19% (26%) clinopyrox-
ine, 12% (12%) olivine, 11% (15%) sheet silicate, and possibly very small amounts
of quartz and gypsum (Christensen et al., 2000b). Crystalline hematite was discov-
ered in the Sinus Meridiani region but nowhere else (Christensen et al., 2000a).
Limb observations in the Northern Hemisphere reveal low-lying dust hazes and de-
tached water ice clouds up to an altitude of 55 km (Christensen et al., 1998). A dust
storm was observed in the Noachis Terra region. Examples of atmospheric tempera-
tures, derived zonal wind velocities, and dust opacities are shown. Atmospheric
temperatures during the aerobraking and science phasing of the mission have been
discussed by Conrath et al. (2000), while M. D. Smith et al. (2000) have presented
dust opacity results. Samples of nadir and limb spectra are displayed in Fig. 6.2.10.

Malin & Edgett (2000) have obtained MGS MOC images that they interpret as
evidence for sedimentary layering, which would imply the existence of liquid water
in the early history of Mars. The global topography of Mars was measured by the
Laser Altimeter (MOLA), also on board of the Mars Global Surveyor (D. E. Smith
et al., 1999). This altimeter investigation has produced the best topographic maps
of Mars so far.
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Fig. 6.2.10 Representative TES spectra showing dust and water ice features. Spectra dom-
inated by dust features are shown as solid lines, while those dominated by ice features are
dashed. Signatures of gaseous CO2 (strongest near 667 cm−1), water ice clouds (strongest
near 230 and 825 cm−1), and dust aerosol (strongest near 1075 cm−1) are apparent.
(a) Brightness temperature spectra for nadir viewing. (b) Radiance spectra for limb ob-
servations. (Pearl et al., 2001.)

6.3 The giant planets

The giant planets, Jupiter, Saturn, Uranus, and Neptune, occupy the 5th through 8th
planetary orbits, counting outward from the Sun. They seem to form pairs; Jupiter
and Saturn are similar in size and other properties, and so are Uranus and Neptune
(see Appendix 3). All giant planets have deep atmospheres, composed mainly of
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Fig. 6.3.1 Spectra of Jupiter and Saturn recorded with the infrared interferometer of
Voyager.

molecular hydrogen (H2) and helium; all spin relatively rapidly. Uranus is unique
in the orientation of its spin axis, which lies nearly in the orbital plane. The axes
of the others, as well as of the terrestrial planets, are more or less normal to the
ecliptic plane. Infrared emission of the giant planets originates entirely from atmo-
spheric gases and aerosols with surface emission completely absent. It is not even
known whether Jupiter has a solid surface; it may be gaseous and fluid throughout.
The emission spectra of Jupiter and Saturn, shown in Fig. 6.3.1, were recorded in
1979 and 1981, respectively, by both Voyager infrared instruments. A spectrum
of Jupiter recorded with the Composite Infrared Spectrometer (CIRS) on Cassini
during its 2000–2001 fly-by is shown in Fig. 6.3.2. The spectra of Uranus and
Neptune (Fig. 6.3.3), were taken in 1986 and 1989 by the Voyager 2 IRIS (Hanel
et al., 1986; Conrath et al., 1989a).

As seen in the figures the brightness temperature levels of the spectra decrease
from Jupiter (5.2 AU), to Saturn (9.5 AU), and to Uranus (19 AU). Neptune (30 AU),
however, is slightly warmer than Uranus. As will be shown later, the effective tem-
peratures, that is, the temperatures of blackbodies that emit the same spectrally
integrated energy as the planets, are 124.4 K, 95.0 K, 59.1 K, and 59.3 K, respec-
tively. Although Neptune is still further away from the Sun, it contains a substantial
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Fig. 6.3.2 Spectrum of Jupiter recorded with the Composite Infrared Spectrometer (CIRS)
on Cassini.

Fig. 6.3.3 Thermal emission spectra of Uranus and Neptune obtained with the Michelson
interferometer (IRIS) carried on Voyager 2. The solid curves represent averages of 125
individual spectra from Uranus and 157 spectra from Neptune. For clarity the spectra have
been offset from one another by 5 K. The superposed broken curves are model spectra
calculated using temperature profiles obtained by inversion of the measured spectra.

internal energy source, in contrast to Uranus, which has at most a relatively small
internal heat flux. The lower spectral intensities of the colder objects, in conjunc-
tion with the Noise-Equivalent-Spectral-Radiance of the Voyager spectrometer,
set limits to the useful spectral range. This explains the strong curtailment of the
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displayed spectra towards high wavenumbers. The limitation is particularly se-
vere in the spectra of Uranus and Neptune. All Voyager spectra are limited at the
lower wavenumber end to about 200 cm−1 by absorption in the cesium iodide (CsI)
beamsplitter substrate of the Fourier transform spectrometer.

The spectra of Jupiter and Saturn (Figs. 6.3.1 and 6.3.2) and Uranus and Neptune
(Fig. 6.3.3) differ fundamentally from those of Venus, Earth, and Mars (Fig. 6.2.1).
The 667 cm−1 band of CO2, which is so prominent in the inner planets’ spec-
tra, is very weak or absent in those of the outer planets. Only with much higher
spectral resolution has CO2 become detectable in the outer planets; on Jupiter
Saturn, and Neptune with the Infrared Space Observatory (ISO) and on Jupiter
with Cassini (de Graauw et al., 1997; Feuchtgruber et al., 1997; CIRS team, 2001,
private communication). Instead, two highly broadened lines are apparent, cen-
tered at 354 cm−1 and 602 cm−1. Only a part of the low wavenumber range of the
broad 354 cm−1 line appears in Fig. 6.3.3. These features are collision-induced
lines of molecular hydrogen. At relatively high pressures and long path lengths
collision-induced absorption becomes significant (see Subsection 3.3.d); otherwise,
molecular hydrogen should not have infrared rotation or vibration lines since it is
a homopolar molecule without a permanent electric dipole moment. Obviously,
the atmospheres of the outer planets contain large quantities of hydrogen. Their
large masses and low exospheric temperatures have prevented the escape of sig-
nificant amounts of hydrogen over the age of the Solar System, while on Venus,
for example, large amounts of atomic hydrogen (H) could have escaped without
difficulty.

The spectra of Uranus and Neptune have been measured by Voyager 2 over only a
small spectral range (Fig. 6.3.3). Comparison with the spectra of Jupiter and Saturn
identifies the measured feature as part of the broad S(0) line of molecular hydrogen.
With the data analysis methods discussed later, the atmospheric temperature profiles
were obtained. However, little can be deduced from a visual inspection of the spectra
shown in Fig. 6.3.3, except that large quantities of hydrogen must be present and
that the temperatures increase with pressure in the tropospheres of both planets.
Voyager results from Uranus and Neptune systems can be found in the books edited
by Bergstralh et al. (1991) and Cruikshank (1995), respectively.

The rotational lines of ammonia (NH3) below 250 cm−1 can easily be identified
in the Jovian spectrum, but they are less prominent on Saturn, and completely absent
on Uranus and Neptune. A comparison of the vapor pressure curve of NH3 with the
ambient temperatures on these planets indicates that the atmospheres of Uranus and
Neptune are just too cold to contain much NH3 in gaseous form at the pressure levels
pertinent to these measurements, that is, at pressures up to about one bar. If NH3

were pushed up with a pocket of gas from lower levels, it would first supercool and,
eventually, form small ice crystals. Earth-based measurements of the microwave
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emission of Uranus indicate that NH3 is abundant at much deeper levels (de Pater
et al., 1989; Hofstadter & Muhlman, 1989). The same process occurs at Saturn, but
there the condensation level is high enough in the atmosphere to permit the existence
of NH3 gas within the pressure region observed by the spectrometer. The Jovian
spectrum also shows strong NH3 features in the spectral ranges 850–1200 cm−1

and 1700–1900 cm−1. On Saturn the 850 cm−1 to 1200 cm−1 interval is dominated
by signatures of phosphine (PH3). This gas has a lower vapor pressure than NH3

and, therefore, is not condensed at the corresponding pressure–temperature levels.
Incidentally, the Jovian spectrum also shows a Q-branch of PH3 at 1118 cm−1;
other PH3 lines are masked, primarily by NH3.

Both Jupiter and Saturn show the ν4-band of CH4 near 1304 cm−1. The center of
the band, that is, the most strongly absorbing part, appears in emission, indicating
the presence of this gas in relatively warm stratospheres. The temperature minima
near the tropopause are sufficiently high to prevent condensation of CH4 there. In
contrast, on Uranus, Neptune, or Titan, CH4 haze or clouds are possible. Because
CH4 does not condense on Jupiter and Saturn, the CH4 vapor abundances are fairly
constant with height, at least up to the levels where photochemical destruction
takes place, but this is generally above the level probed by infrared spectroscopy.
Therefore, the CH4 band may be used for vertical temperature sounding, provided
we know the CH4 concentration. The collision-induced H2 lines are another spectral
region where temperature sounding is possible.

The spectra of Jupiter and Saturn also show signatures of deuterated methane
(CH3D); they appear much weaker and are slightly shifted towards lower wavenum-
bers than the features of normal methane (CH4). The hydrocarbons, acetylene
(C2H2) and ethane (C2H6), can be identified in emission at 729 cm−1 and in a
broader feature centered at 882 cm−1, respectively. These and other hydrocarbons
are produced photochemically from methane in the upper stratosphere and above
from where they diffuse down to regions where they can be detected by infrared
spectroscopy.

The hot spot spectrum of Jupiter around 2000 cm−1, enlarged in Fig. 6.3.4,
permits identification of water vapor lines and a Q-branch of germane (GeH4) at
2111 cm−1, in addition to the lines of CH3D and NH3. Hot spots occur in the
Jovian belt system. Absorption by the dominant, infrared-active gases (H2, CH4,
NH3, PH3) is relatively weak in that spectral region and, in the absence of dense
clouds, radiation can escape from lower levels (Bjoraker et al., 1986). In that at-
mospheric window, brightness temperatures up to 260 K have been measured. Hot
spots on Jupiter were discovered from Earth-based measurements by Westphal
(1969). Terrile & Beebe (1979) observed the distribution of hot spots from the
ground, simultaneously with the Voyager 1 observations. Fink et al. (1978) iden-
tified the GeH4 feature and Larson et al. (1975) the water vapor lines in spectra
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Fig. 6.3.4 The 5 µm spectrum of Jupiter recorded by IRIS (Hanel et al., 1979) and by the
Infrared Space Observatory (Fig. 2 of Encrenaz et al., 1996). To facilitate comparison, the
ISO spectrum (which is the spectrum with the higher resolution) is plotted with increasing
wavenumbers. (a) Voyager IRIS and (b) ISO spectrum.

recorded from the C141 airborne observatory. Beer & Taylor (1973) first recog-
nized the CH3D lines in the hot spot spectrum from ground-based spectroscopic
measurements.

The ISO spectrum shown in Fig. 6.3.4 gives the disk average, but in that spectral
range only the ‘hot spots’ contribute to the radiance significantly. The spectrum
was obtained by the Short-Wave Spectrometer at a spectral resolution of 1500
(1.3 cm−1 at 2000 cm−1) with an exposure time of 110 minutes. Both spectra,
IRIS (a) and ISO (b) are shown linear in wavenumber. Although of lower spatial
resolution, ISO had higher spectral resolution and better signal-to-noise ratio than
Voyager.

In contrast to the terrestrial atmospheres, differences between cloudy and less
cloudy areas or between low and high latitudes are much less pronounced on the
giant planets. An example of how clouds affect the spectrum of Jupiter is shown in
Fig. 6.3.5. The two observed spectra are almost identical in the 300 to 700 cm−1

interval and have comparable emission angles, indicating that the vertical tempera-
ture structures of the upper tropospheres of the south polar and north temperate
regions are almost identical. Downward extrapolations of these temperature struc-
tures should lead to very similar temperature profiles for these two regions at the
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Fig. 6.3.5 Averages of 55 Voyager 1 IRIS spectra from Jupiter’s south polar region (dashed
curve) and 46 spectra from the north temperate zone (solid curve).

lower levels also, since these lower levels are in regions of convective transport
where the lapse rates are adiabatic. Hence the observed differences between the
two spectra over the intervals 200–300 cm−1 and 1100–1200 cm−1 are due to dif-
ferent amounts of cloud cover blocking radiation from below. The gaseous atmo-
sphere is relatively transparent in these spectral intervals, and the mostly cloud-free
south polar region emits radiation from an effectively deeper, hotter level than the
completely cloudy north temperate zone.

Chronologically between Voyager and ISO, the Galileo Orbiter Mission began
exploring the Jovian system. Results from Jupiter and its satellites have been pub-
lished in special sections of Science (1996, 272, 837–60, and 274, 377–413), and in
a special issue of Icarus (1998, 135, No. 1). Atmospheric results are also discussed
by Atreya et al. (1997). A summary of the Galileo Mission with spectacular pictures
of Jupiter and the Galilean satellites has been presented by Johnson (2000). For
our discussion, the most important results are the probe measurements. The helium
concentration (von Zahn and Hunten, 1996; von Zahn et al., 1998) and gas abun-
dance data by the Mass Spectrometer (Niemann et al., 1996, 1998) are discussed in
Section 8.3. The results from the Galilean satellites are treated in Subsection 6.5.b.

The extraordinary quality of the ISO spectra is demonstrated by the disk spectra
of Jupiter, Saturn, and Neptune shown in Fig. 6.3.6. On Jupiter, emission from the
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Fig. 6.3.6 Spectra of Jupiter, Saturn, and Neptune between 2 and 16 µm by the ISO Short-
Wave Spectrometer (Fig. 1 of Encrenaz et al., 1997b).

hot spots at 5 µm, from methane near 8 µm, from ethane near 12 µm, and from
acetylene near 14 µm, are quite apparent. Absorption by ammonia dominates the
9 to 11.5 µm region. The same features can be identified on Saturn, except that the
9 to 11 µm region is dominated by phosphine. Ambient temperatures are too low
for ammonia to exist there in gaseous form. On Neptune, emissions from methane,
ethane, and acetylene are clearly shown. At 15 µm the Q-branch of CO2 may be
seen on Saturn and Neptune.

De Graauw et al. (1997) discovered the signatures of CO2, CH3C2H, C4H2,
and tropospheric H2O on Saturn, although CH3C2H had been tentatively identified
previously from IRIS data (Hanel et al., 1981a). The existence of CO2, an oxygen
containing molecule, was surprising at the time it was detected in the reducing
stratosphere of Titan (Samuelson et al., 1983). ISO found H2O in the stratospheres
of all four giant planets and CO2 on Jupiter, Saturn, and Neptune, but not on Uranus.
As Y. Yung suggested in Samuelson et al. (1983), the source of oxygen may have
been water ice crystals external to the atmosphere. The same may be the case for
the giant planets (Feuchtgruber et al., 1997).

Although the ISO measurements are in general full disk measurements, it was
possible to obtain crude spatial coverage on Jupiter, separating the northern and
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southern hemispheres. In the north CO2 was not detected, while in the south CO2

was clearly present. Possibly, the impact at 45◦S of the Comet Shoemaker–Levy 9
may have been responsible for bringing H2O and CO into the Jovian stratosphere.
Subsequently, CO and the OH radical produced CO2 (Moses, 1996; 1997). Encrenaz
et al. (1997a) found water vapor features in the Galileo–NIMS spectra. Although
from a great distance, Galileo instruments also observed the impact area of the
Comet Shoemaker–Levy 9.

ISO has also obtained measurements of the D/H ratios on all giant planets and
on the Comets Halley and Hale–Bopp (Meier et al., 1998; Bézard et al., 1999 a).
The D/H ratio of close to 2 × 10−5 (Griffin et al., 1996) for Jupiter and Saturn
is in agreement with Galileo mass spectrometer results and with ground-based
determinations. The D/H ratios derived from ISO spectra of Uranus and Neptune
are higher, about 6 × 10−5 (Feuchtgruber et al., 1999), in agreement with present
models of the formation of these planets. The D/H value derived for the comets
Halley and Hale–Bopp is still higher, 3 × 10−3, which has implications for models
of comet formation (Bockelee-Morvan et al., 1998). Delsemme (1999) discussed
the D/H enrichment in comets in comparison with the D/H measurements in sea
water on Earth. In addition, ISO spectra revealed the presence of the CH3 radicals
on Saturn (Bézard et al., 1998) and on Neptune (Bézard et al., 1999b). The far
infrared spectra have been examined by Davis et al. (1996).

6.4 Titan

With a radius of 2575 km, Titan is the second largest satellite in the Solar System.
Only Jupiter’s Ganymede (2631) is larger, while the planet Mercury (2421 km) is
smaller than Titan. However, it is not the size, but the thick nitrogen atmosphere that
makes this satellite of Saturn so unique. The Voyager radio science investigation
found a surface pressure of 1.5 bar, and an atmospheric thermal structure in which
the temperature decreases with increasing altitude between 0 and ∼ 42 km (the
tropopause), and increases with increasing altitude between ∼ 42 and 200 km (lower
and middle stratosphere). These results were obtained from an occultation by Titan
of the spacecraft as seen by radio antennas on Earth. Radio signals transmitted from
Voyager 1 at wavelengths of 13 cm (S-band) and 3.6 cm (X-band) were used to
derive the atmospheric height profiles of the gas refractivity, from which the vertical
thermal structure (apart from a normalization factor provided later by the thermal
infrared spectra) was derived (Lindal et al., 1983; see also Samuelson et al., 1981,
for the normalization procedure).

The visible appearance of Titan is disappointing. Images recorded by the Voyager
cameras revealed distinct haze layers at the limb, but no trace of surface features
(Smith et al., 1981). Apparently, Titan is completely shrouded by clouds and haze
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layers, presenting a nearly uniform disk of dark-orange or brownish color. Earth-
based images taken more recently show surface features in the near infrared between
methane absorption bands, indicating the atmospheric haze is more transparent in
those spectral regions (e.g., Smith et al., 1996; Combes et al., 1997).

Titan’s infrared spectrum is distinctly different from those of the terrestrial or
the giant planets. Figure 6.4.1 shows spectra of the disk, the north polar region, and
the north limb all recorded in 1981 by Voyager 1. The spectra display a relatively
smooth continuum with a number of strong emission peaks. Features already fam-
iliar from the planetary spectra discussed earlier include the ν4-band of methane
(CH4), the Q-branch of the ν5-band of acetylene (C2H2), and the broader ν6-band
of ethane (C2H6). In addition, emission bands of ethylene (C2H4), methyl acety-
lene (C3H4), propane (C3H8), diacetylene (C4H2), carbon dioxide (CO2), hydrogen
cyanide (HCN), cyanogen (C2N2), and cyanoacetylene (HC3N) are also evident in
Titan’s spectra, although the last two nitriles are associated only with high northern
latitudes. By analogy with Fig. 4.2.2, these features are formed in the stratosphere,
above 42 km. The large amounts of nitrogen and methane in Titan’s atmosphere
are sources for the chemistry that takes place to produce this exotic suite of organic
compounds (Yung et al., 1984; Hunten et al., 1984; Toublanc et al., 1995; Lara
et al., 1996). Laboratory spectra were the principal means by which the emission
bands shown in Fig. 6.4.1 were identified. Examples of such comparisons are shown
in Figs. 6.4.2 and 6.4.3 (Maguire et al., 1981; Kunde et al., 1981). A list of gases
identified in this way is shown in Table 6.4.1. The precise wavenumber calibration
of the Voyager spectrometer was essential for these identifications.

The existence of CO2 was quite unexpected. The question arose as to what
the source of oxygen in such a highly reduced atmosphere could be. Y. Yung (in
Samuelson et al., 1983) suggested that a meteoritic influx of ice particles from
the surrounding ice-rich environment of the Saturn system might be responsible.
Quantitative confirmation of this idea was developed following the discovery of
CO from ground-based observations (Lutz et al., 1983) and H2O from the Infrared
Space Observatory (Coustenis et al., 1998).

Prior to the Voyager 1 encounter, Danielson et al. (1973) and Caldwell (1977) had
developed a simple model for Titan’s atmospheric thermal structure and haze that fit
the ground-based far infrared data available at that time. In this model, an isothermal
160 K atmosphere containing a haze with an emissivity proportional to wavenum-
ber overlay a surface of 78 K. The observed 1304 cm−1 ν4-band of CH4 and the
821 cm−1 ν9-band of C2H6 were adequately reproduced, as was the continuum
between 300 and 600 cm−1 (see Fig. 6.4.1a). Based on the Voyager 1 occultation
temperature profile, it was natural to assume that the surface in the Danielson–
Caldwell model corresponded to opaque methane clouds near the tropopause, and
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Fig. 6.4.1 Averages of (a) 346 low latitude, (b) 30 north polar region, and (c) three north
limb spectra of Titan. Identification of various atmospheric gases are indicated (Samuelson
et al., 1983).

that any extant broad spectral feature associated with the haze would be seen in
emission above the clouds. However, efforts to infer the spectral properties of such
emission features were unsuccessful.

The reason for this failure soon became apparent. Two spectral averages of high
spatial resolution IRIS data were obtained near the same latitude as the radio occul-
tation ingress point. One average consisted of spectra taken near the center of the
apparent disk (low emission angle), while the other was taken near the limb (high
emission angle). According to Section 4.2, the contribution function for the limb



328 Measured radiation from planetary objects up to Neptune

Fig. 6.4.2 Spectrum of the north limb of Titan recorded by Voyager 1 and laboratory spectra
of cyanoacetylene (HC3N) and cyanogen (C2N2) (Kunde et al., 1981).

spectrum would peak at higher altitude than those of the disk-center spectrum.
The limb spectrum should appear more intense than the disk-center spectrum at
wavenumbers for which contribution functions peak in the stratosphere, and less
intense for wavenumbers at which peaking occurs in the troposphere. According
to Fig. 6.4.4, limb brightening actually occurs at wavenumbers between 600 and
900 cm−1, whereas limb darkening occurs between 200 and 600 cm−1. Thus
emission orginates mainly from the stratosphere in the former case, and from the
troposphere in the latter. The former condition is consistent with the plethora of
emission features seen between 600 and 900 cm−1, whereas the latter is consistent
with a broad absorption feature at ∼ 360 cm−1 instead of the broad haze emission
features on either side that were originally suspected. Once this was understood,
the identification of the S(0) and S(1) tropospheric absorption lines of molecular
hydrogen quickly followed (Samuelson et al., 1981). The foregoing discussion
illustrates how clarity can sometimes replace confusion upon a simple qualitative
shift in perspective.

Much higher spectral resolution (∼ 0.5 cm−1) was obtained by the Infrared Space
Observatory (ISO) in 1997 (see Coustenis et al., 1997; Coustenis & Taylor, 1999).
A disk-average spectrum of Titan by the Short-Wavelength Spectrometer (SWS) of
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Fig. 6.4.3 Disk average and high latitude spectra of Titan recorded by Voyager 1. A lab-
oratory spectrum of diacetylene (C4H2) is also shown (Kunde et al., 1981).

ISO is compared with an equatorial-region spectrum of Voyager IRIS in Fig. 6.4.5.
Even though a much richer band structure is evident in the ISO spectrum, no new
organic compound was identified from bands in the 600–1400 cm−1 spectral region.
After diligent searching and averaging of spectra, however, two emission features
at 226 and 254 cm−1 were identified as water vapor lines (Coustenis et al., 1998).
This discovery added H2O to the short list of oxygen-bearing compounds observed
in Titan’s stratosphere – CO and CO2 are the only others observed to date.

A proper analysis of the troposphere requires accurate collision-induced absorp-
tion (CIA) coefficients for the various relevant gases. Once quantum-mechanical
calculations for N2–CH4 CIA became available (Borysow & Tang, 1993), accurate
atmospheric models became feasible. In order to suppress synthetic spectra suf-
ficiently between 200 and 300 cm−1 to fit the data, it was necessary to fill the upper
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Table 6.4.1 Atmospheric composition of Titan

Gas Mole fraction Comments-Ref.

Major components
Nitrogen N2 0.757–0.99 Inferred

indirectly (a)
Argon Ar 0–0.07 Inferred

indirectly (b, f )
Methane CH4 0.005–0.034 Stratosphere (a)

0.049–0.071 Troposphere (b)
Hydrogen H2 0.0010–0.0013 (b, f )

Equator North Pole
∼ 6 mbar ∼ 0.1 mbar ∼ 1.5 mbar

Hydrocarbons
Acetylene C2H2 2.2 × 10−6 4.7 × 10−6 2.3 × 10−6 (c)
Ethylene C2H4 9.0 × 10−8 3.0 × 10−6 (c)
Ethane C2H6 1.3 × 10−5 1.5 × 10−5 1.0 × 10−5 (c)
Methylacetylene C3H4 4.4 × 10−9 6.2 × 10−8 2.0 × 10−8 (c)
Propane C3H8 7.0 × 10−7 5.0 × 10−7 (c)
Diacetylene C4H2 1.4 × 10−9 4.2 × 10−8 2.7 × 10−8 (c)
Monodeuterated CH3D 1.1 × 10−5 (c)

methane

Nitriles
Hydrogen cyanide HCN 1.6 × 10−7 2.3 × 10−6 4.0 × 10−7 (c)
Cyanoacetylene HC3N ≤1.5 × 10−9 2.5 × 10−7 8.4 × 10−8 (c)
Cyanogen C2N2 ≤1.5 × 10−9 1.6 × 10−8 5.5 × 10−9 (c)

Oxygen compounds
Carbon dioxide CO2 1.4 × 10−8 ≤7 × 10−9 (c)
Carbon monoxide CO 6 × 10−5 Troposphere (d)

4 × 10−6 Stratosphere (e)
Water H2O (4–14) × 10−9 ∼ 400 km (g)

(a)Lellouch et al. (1989)
(b)Samuelson et al. (1997)
(c)Coustenis et al. (1989a, 1989a, b, 1991)
(d)Lutz et al. (1983)
(e)Marten et al. (1988)
(f)Courtin et al. (1995)
(g)Coustenis et al. (1998)

troposphere with methane by factors of 1.5–2.0 times that of saturation (Courtain
et al., 1995). Methane clouds cannot persist under these conditions. Any cloud parti-
cles exposed to this degree of supersaturation would rapidly grow to centimeter-size
and fall through the troposphere in less than two hours (Samuelson & Mayo, 1997;
Samuelson et al., 1997).

Therefore, it came as surprise when Griffith et al. (1998) found evidence of tropo-
spheric clouds from ground-based near infrared reflection spectra. In particular,
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Fig. 6.4.4 Top panel: Iν(57.2◦), the average of 29 spectra near Titan’s daytime east
limb (average emission angle is 57.2◦). Bottom panel: spectral limb function I/I =
[Iν(57.2◦) − Iν(7.3◦)]/Iν(52.7◦), where Iν(7.3◦) is the average of 10 spectra near the center
of the disk with an average emission angle of 7.3◦ (after Samuelson et al., 1981).

as shown in Fig. 6.4.6, data taken on September 5, 1995 show strong albedo en-
hancements compared with 16 nominal spectra taken on other dates. Deviations
of the September 5 spectrum from the nominal spectra begin at a wavelengths of
∼2.15 µm, where the weighting function peaks at about 15 km. Shorter wave-
lengths associated with greater atmospheric transparency show enhanced albedos
compared with the nominal spectra, while longer wavelengths associated with lesser
transparency yield albedos comparable with those of the nominal (not enhanced)
spectra. This implies an effective reflecting level at an altitude of ∼15 km in the
September 5 data, consistent with a tropospheric methane cloud at this altitude. To
date, no reconciliation of this interpretation with that of methane supersaturation
exists, though both concepts appear well-supported by the data at hand. Hopefully,
measurements from the Cassini spacecraft and Titan probe may resolve this issue.
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Fig. 6.4.5 Comparison of Infrared Space Observatory spectrum of Titan with that of
Voyager 1 (Coustenis & Taylor, 1999).

Fig. 6.4.6 Ground-based observed spectral albedos of Titan. The lower two spectra (faint
solid and dashed) curves are nominal spectra taken at central longitudes of 76◦ and 236◦,
respectively. Differences at shorter wavelengths where the atmosphere is relatively trans-
parent indicate differences in surface albedo at the two longitudes. The upper two (strong
solid and dashed) curves are spectra taken respectively on September 4 and 5, 1995, and
indicate that additional sources of reflectivity are present at these times (after Griffith et al.,
1998).
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6.5 Objects without substantial atmospheres

a. Tenuous atmospheres

In general, absorption cross sections due to electronic transitions of atoms and
molecules are much larger than vibrational or rotational cross sections. As a result
a tenuous atmosphere may be observed in the ultraviolet even though it cannot be
detected in the thermal infrared. An example is the N2 atmosphere of Neptune’s
largest satellite Triton, with a surface pressure of about 0.014 mbar. Even though no
infrared signal was detected from Triton’s atmosphere during the Voyager 2 fly-by,
airglow and solar occultation measurements by the ultraviolet spectrometer showed
that the major gas is N2 with a trace of CH4, and the temperature ranges between
about 38 K near the surface to 95 K in the exosphere (Broadfoot et al., 1989).

The planet Pluto as well as many satellites in the outer Solar System, such as
Charon, Triton, and others belong to the group of relatively small objects with
significant amounts of ices on the surface (see also Schmitt et al., 1998). The
atmospheric surface pressure is then controlled by the surface temperature, the
vapor pressure of the frozen volatiles, and the escape rate of the gases. Even Mars,
with its CO2 polar caps, may be included in this group. Pluto and Charon are
discussed together with comets and asteroids in Chapter 7.

Occasionally conditions are favorable for the detection of thermal signals from
tenuous atmospheres. This usually requires the observation of an intrinsically strong
spectral feature in a cold atmosphere against an unusually warm background (or
vice versa), so that the temperature contrast is large, enhancing the feature. Such
conditions prevailed at Io, the innermost Galilean satellite of Jupiter, during the
1979 Voyager 1 encounter. The 1361 cm−1 ν3-band of sulfur dioxide (SO2) was
observed by the infrared spectrometer to be in absorption against a background
having an effective brightness temperature between 200 and 210 K in this spectral
region (Pearl et al., 1979; see Fig. 6.5.1). The gas temperature was estimated to be
about 130 K, providing a high thermal contrast and making detection possible. The
surface hot spot Loki (see Fig. 6.5.2), contained in the field of view and associated
with a region of local volcanic activity, was responsible for the elevated average
surface temperature providing the background.

It is not clear if the observed sulfur dioxide gas was contained solely in the
erupting plume from Loki, or was associated at least in part with an ambient SO2

atmosphere concentrated on the illuminated side of Io (Ingersoll et al., 1985).
Although the Pele hot spot was much warmer than Loki at the time of the Voyager 1
encounter (650 K against 450 K; Pearl & Sinton, 1982), SO2 absorption features
were absent in the Pele spectrum. Possibly the plume of Pele was driven by a
propellant different from that of Loki’s; sulfur (S2) has been suggested as the
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Fig. 6.5.1 Voyager 1 IRIS Io spectrum over the hot spot Loki Patera. The strong
1361 cm−1 ν3-band of sulfur dioxide (SO2) is seen in absorption (Pearl et al., 1979).
Synthetic spectra for two SO2 abundances are also shown for comparison.

driving agent for Pele by McEwen & Soderblom (1983) while SO2 was probably
the agent for Loki. Because S2 is inactive in the infrared, no spectral signatures
of this gas were available to be observed by IRIS, and no S2 atmosphere, even if
present in small amounts, could have been detected. Recently, S2 was identified as
the main propellant of the Pele plume in ultraviolet spectra recorded by the Hubble
Space Telescope (Spencer et al., 2000a).

b. Surfaces

Though lacking the strong wavenumber variations that atmospheric spectra show
as a result of gaseous vibration and rotation bands, spectra of solid and powdered
surfaces can display their own characteristic signatures. More subdued than those of
atmospheres (where thermal contrast is large), the spectra of solid bodies nonethe-
less provide significant information about the surface properties of these bodies.

The simplest form a surface spectrum can take in the thermal infrared is that of a
single Planck function (blackbody). In such a case the temperature of the observed
surface can be inferred directly. More often, however, a weighted sum of blackbody
spectra is required to obtain an acceptable fit, especially if the observed spectrum
covers an extended wavenumber range. This implies an inhomogeneous thermal
structure across the field of view, which can arise from different causes.

Two common causes are lateral albedo variations, and variations in topography
(surface roughness) across the field of view. The surface temperature is always
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Fig. 6.5.2 Image of the Loki region of Io recorded by Voyager 1 (Smith et al., 1979 a).
The elongated dark feature above the dark area with the island was the source of a volcanic
eruption at the time of the Voyager fly-by. The circle indicates the IRIS field of view
corresponding to the spectrum of Fig. 6.5.1.

adjusting towards equilibrium, and regions of high albedo absorb less solar radia-
tion, leading to lower equilibrium temperatures than surrounding darker areas. A
comparable mechanism operates in areas of variable topography. Different surface
slopes give rise to a diversity of solar incidence angles, leading to different rates of
solar energy absorption within a given field of view. The thermal image of an arid
area in New Mexico (Fig. 5.4.7) demonstrates such a case.

An example where both mechanisms operate is Callisto, Jupiter’s outermost
Galilean satellite, which is both heavily cratered and distinguished by a variegated
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Fig. 6.5.3 Image of the Pele area of Io recorded by Voyager 1 (Smith et al., 1979 a). The
arrow points to the dark area, which is believed to be the warm spot in the IRIS field of
view, indicated by the circle.

albedo. Dayside IRIS spectra always require more than one Planck function to
obtain a satisfactory fit. On the other hand Mimas, the smallest of the six major icy
satellites of Saturn, has a rather uniform albedo. Any variation of temperature across
a limited region of its surface can be attributed to its extremely rugged terrain.

An extreme case of horizontal temperature variation is associated with Pele
(Fig. 6.5.3), one of the hot spots on Io (Pearl & Sinton, 1982). Its spectrum is
shown in Fig. 6.5.4. Even a casual inspection of the figure demonstrates the need
for more than one blackbody to fit the data. At least three such functions are needed
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Fig. 6.5.4 Voyager 1 IRIS emission spectrum of the Pele region of Io and three blackbody
spectra corresponding to different temperatures and filling different fractions of the field of
view. The sum of the three blackbody spectra matches the measured spectrum well (Pearl
& Sinton, 1982). The feature near 750 cm−1 is an artifact.

to match the observed IRIS spectrum satisfactorily. According to Fig. 6.5.4 the broad
tail of the spectrum between about 1200 and 2200 cm−1 is due almost entirely to a
very intense hot region (T ∼ 650 K) covering less than 0.06% of the IRIS field of
view. This hot spot corresponds to an area of 110 km2 or a disk 6 km in radius. The
same region also appears to be associated with an active volcanic plume (see, e.g.,
Smith et al., 1979b; Morabito et al., 1979), which accounts for the large range in
temperature inferred for regions within the IRIS field of view.

Absorption and emission features can also appear in surface spectra. The two
principal causes are emissivity differences and vertical temperature gradients in
the material just beneath the surface. As a rule, water ice and minerals such as
silicates are very opaque in the thermal infrared. Optical depth unity is located at
levels too close to the surface to span a noticeable vertical variation in temperature.
As a result, features in the spectra of the icy satellites of the major planets, and of
the surfaces of such bodies as the Moon, Mars, and Mercury, are expected to arise
almost solely from variations of emissivity with wavenumber.

Prabhakara & Dalu (1976) demonstrated from data acquired by the Nimbus
4 infrared spectrometer that the Earth’s surface emissivity is significantly less
than unity (within a narrow spectral interval centered about 1080 cm−1) over arid
and semiarid land forms. They attributed this low emissivity principally to quartz
(SiO2), and noted that clays tended to weaken the silicate absorption feature signifi-
cantly.

Lunar infrared spectra between 750 and 1250 cm−1 were obtained by Potter &
Morgan (1981) with a Michelson interferometer at the Wyoming Infrared Observ-
atory. Using the Apollo 11 landing site as a standard, Potter and Morgan obtained
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Fig. 6.5.5 Comparison of the observed lunar ratio spectrum for Tycho/Apollo 11 with the
computed blackbody ratio spectrum (Potter & Morgan, 1981).

relative emissivity spectra of the Descartes Formation and the central peak of Tycho.
Figure 6.5.5 shows their Tycho/Apollo 11 ratio spectrum, clearly demonstrating
an emissivity difference between the two sites. Their Descartes/Apollo 11 ratio
spectrum, shown in Fig. 6.5.6, also indicates emissivity effects, but is qualitatively
different from the Tycho/Apollo 11 spectrum. An analysis of these spectra by
Potter and Morgan suggested an excess of pyroxenes in the Descartes Formation
and of plagioclases in the central peak of Tycho, relative to the Apollo 11 site.
A higher than usual sodium content of the Tycho plagioclase was also inferred.

Unlike water ice and silicates, surface materials that are semi-transparent over
most of the infrared spectrum can exhibit spectral features through vertical ther-
mal contrast. If a non-negligible temperature difference exists over the optical depth
range 0 ≤ τ < 1, spectral features will be seen in emission or absorption, depending
upon whether the temperature respectively decreases or increases inward immedi-
ately below the surface (see Figs. 4.2.1–4.2.2 and the related discussion). In this
sense the transport of radiant energy exhibits the same qualitative behavior in solids
and gases, and comparable analytic techniques apply.

The surface of Io appears to contain a large fraction of sulfur compounds (see,
e.g., Sagan, 1979; Soderblom et al., 1980; Pearl, 1988). Molecular sulfur and sulfur
dioxide in particular are fairly transparent in the infrared, and surfaces composed
predominantly of these or optically similar minerals should show infrared spec-
tral features under favorable thermal conditions. Figure 6.5.7(a) is an IRIS ratio
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Fig. 6.5.6 Comparison of the observed ratio spectrum for Descartes/Apollo 11 with the
computed blackbody ratio spectrum (Potter & Morgan, 1981).

spectrum of Io, while panel (b) is a synthetic ratio spectrum of a combination of S8

and SO2 [normalized somewhat differently from panel (a)].
The Io spectrum is an average of 78 daytime spectra, normalized to the broad

thermal continuum. The ν2-band of solid SO2 is centered at 524 cm−1, suggesting
that the 525 cm−1 emission band in the Io spectrum be identified with this com-
pound. It follows that the temperature decreases with depth, driven by the solar
heating cycle, and other spectral features present should also be in emission. The
470 cm−1 emission feature is tentatively identified with S8. A comparison of the
two panels in Fig. 6.5.7 suggests that other compounds not yet identified contribute
to the Io spectrum over the intervals 200–350 cm−1 and 550–650 cm−1.

Nighttime spectra of Io tend to be featureless, implying the temperature gradient
near the surface has been substantially reduced due to infrared cooling to space. A
rate of cooling sufficient to cause a temperature gradient reversal would give rise
to absorption features at positions identical to those of the daytime emission fea-
tures. This has not been found on Io. Possibly conduction moderates the nighttime
temperature gradient sufficiently to produce the bland spectra observed there. In
any event there are real day/night differences in the ratio spectra, indicating that a
vertical thermal gradient and not a wavenumber variation in emissivity is the basic
cause of daytime spectral features.

Recently, the Galileo orbiter has observed Io from three relatively close
approaches yielding data of very high spatial resolutions. For example, the Loki
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Fig. 6.5.7 (a) An average of 78 Voyager 1 IRIS spectra of Io, divided by an estimate of
the thermal continuum, and (b) a synthetic emission spectrum of a solid sulfur–sulfur diox-
ide (S8−SO2) composite, assuming an exponential temperature profile with a temperature
gradient dT/dz = −25 K cm−1 at the surface; the spectrum is normalized to the Planck
intensity for a surface temperature of 130 K.

region shown in Fig. 6.5.2 was observed by several instruments. That region has
been relatively constant in appearance while other volcanic regions on Io have
changed substantially between the Voyager and Galileo encounters. The island in
the dark ‘lava lake’ (caldera floor) and even the cracks in the island observed in 1979
still existed in 1999, although the plume region observed by Voyager just north-
east of the lava lake has changed substantially. The Photopolarimeter-Radiometer
on Galileo has obtained a contour map of the brightness temperature of the caldera
using a radiometer channel centered at 16.8 µm (4.2 µm wide). The bulk of the
caldera area showed temperatures between 220 and 240 K; however, a hotter region,
with temperatures up to 320 K, was found in the south-west corner (Spencer et al.,
2000b; see also McEwen et al., 2000). The surrounding lighter territory as well as
the island showed much lower temperatures of about 120 to 200 K. The Loki lava
lake was also observed by the NIMS instrument (Lopes-Gautier et al., 2000) with
similar results. The lava on the caldera floor yielded brightness temperatures of
273 ± 6 K at about 5 µm. NIMS also measured other volcanic areas (Prometheus,
for example), and obtained maps of frozen SO2. Kieffer et al. (2000) found that
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the plume of Prometheus has wandered since the Voyager observation. The high
temperatures of the Prometheus plume suggest the existence of a silicate magma
ocean below the sulfur crust (Keszthelyi et al., 1999).

In addition to the data on Io, NIMS has recorded spectral maps of other Galilean
satellites (McCord et al., 1997a, b). For a review of the Galilean satellites see also
Showman & Malhotra (1999) and Johnson (2000). Current understanding of the
interiors of the Galilean satellites has been reviewed by Guillot (1999). The NIMS
maps of Europa show areas of high and low albedo. The spectral features of high
albedo areas are characteristic of pure water ice with absorption bands at 1.04, 1.25,
1.5, and 2 µm. The spectra of the darker areas deviate from the water ice features
somewhat, and show similarity to spectra of heavily hydrated salts of carbonates
and sulfates. For example, natron (Na2CO3

∗10H2O) and epsonite (MgSO4
∗6H2O)

or (MgSO4
∗7H2O) are good candidates (McCord et al., 1998; Pappalardo et al.,

1999). Since the darker areas often appear aligned with the numerous fractures
in the surface ice, it was suggested that evaporation of brines emanating from the
fractures cause the salt deposits.

The formation of the cycloidal surface features has been discussed by Hoppa
et al. (1999). They estimate the thickness of the surface ice to be only about 1 km.
The existence of an ocean below the layer of ice has been considered for some
time (Carr et al., 1998; Kerr, 1999). Recent strong evidence of a global H2O ocean
beneath an ice layer has been obtained by the Galileo magnetometer (Kivelson et al.,
2000, see also the perspective in the same Science issue, volume 289, page 1305,
by D. Stevenson). It has even been speculated that such an ocean may harbor life.
However, the probability of the existence of life in a dark ocean below a thick ice
layer is rather low. Only bacteria within hydrothermally weathered rocks below the
ocean, perculated with dissolved H2, CH4, or H2S, could conceivably exist in such
an environment (Gaidos et al., 1999).

Recently, solid hydrogen peroxide (H2O2) has been detected by NIMS on the
leading, antiJovian quadrant of Europa (Carlson et al., 1999). A concentration
of 0.13% was derived. It was suggested that this substance formed due to heavy
bombardment of water ice by energetic particles from the Jovian radiation belt.
Voyager results from the Galilean satellites can be found in the book by Morrison
(1982).



7

Trans-Neptunian objects and asteroids

All planets from Mercury to Neptune and most of their satellites have been observed
from Earth-based telescopes and at least once, some repeatedly, from spacecraft.
Therefore, sufficient information was available to emphasize the physical principles
in the discussions in Chapter 6. Trans-Neptunian objects and asteroids have been
explored to a much lesser degree. Their small sizes, for many their large heliocen-
tric distances, and their low surface temperatures prevented detailed exploration.
Until recently, only a few samples of an enormous amount of objects have been
investigated. Therefore, the treatment of these objects, grouped in this chapter, is
primarily a summary of presently known properties. Section 7.1 discusses Pluto and
its satellite Charon; Section 7.2 is devoted to comets; and Section 7.3 to asteroids.

7.1 Pluto and Charon

In 1930, Tombaugh discovered Pluto, the outermost known planet (Reaves, 1997;
Marcialis, 1997). Several authors have derived the radius of Pluto with very small
uncertainties; unfortunately, the derived values do not overlap. Consequently, only
a broad range can be quoted (1145 to 1200 km) within which the true radius of
Pluto may fall (Tholen & Buie, 1997). Pluto is by far the smallest planet of our
Solar System; it is even smaller than many planetary satellites. Pluto’s orbit is
highly eccentric and inclined by more than 17◦ to the ecliptic plane (Malhotra &
Williams, 1997). At perihelion (29.7 AU), Pluto is closer to the Sun than Neptune
(30.1 AU), and at aphelion it reaches a heliocentric distance of almost 50 AU.
Pluto’s orbital period, 248.35 sidereal years, is locked in a 3 : 2 ratio with that of
Neptune (Cohen & Hubbard, 1965). The axis of rotation is nearly in the orbital
plane; therefore, this small planet undergoes rather complex seasonal changes
(Spencer et al., 1997). Malhotra (1993, 1999) provides interesting discussions of
the possible evolution of Pluto’s orbit and that of other planets (see also Stern
et al., 1997).
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In 1978, Christy & Harrington (1978) discovered Pluto’s rather large, but close-
by satellite Charon. The radius of Charon is between 600 and 650 km, which is more
than half of that of Pluto (Tholen & Buie, 1997). In comparison, the lunar radius is
0.27 that of Earth. Charon orbits Pluto at a distance of 16.5 Pluto radii with an orbital
period of 6.4 Earth days. It can safely be assumed that the bodies are tidally locked
to each other, which means the rotation periods of Pluto and of Charon equal the
orbital period of Charon (Dobrovolskis et al., 1997). Charon must be an impressive
sight observed from Pluto; hovering over the same equatorial area, it would appear
nearly 7.5 times the diameter of the Moon as seen from Earth. Even more dramatic
would be Pluto observed from the surface of Charon; its apparent diameter would
be nearly 14 times the lunar diameter. In contrast to this, the diameter of the Sun
subtends only 38 and 48 arcsec as seen from the aphelion and perihelion positions
of Pluto, respectively. The maximum angular diameter of Jupiter seen from Earth
is about 46 arcsec.

It is difficult to resolve Pluto and Charon using Earth-based telescopes, because
their angular separation never exceeds 0.9 arcsec. An early picture showing both
objects clearly resolved and separated was taken in 1990 with the 3.6 m Canada–
France–Hawaii telescope on Mona Kea, Hawaii (see the note by Cruikshank et al.,
Science, 27 August, 1999, page 1355). The complicated dynamics of the Pluto–
Charon binary system is discussed by Dobrovolskis et al. (1997).

A 1987 stellar occultation by Charon did not reveal an atmosphere, but it did
provide a fairly good estimate of the diameter of this satellite. Stellar occultations of
small objects are rare. Fortunately, in 1988 Pluto occulted a star and the light curve
was observed from a number of ground-based telescopes and from the air-borne
Kuiper observatory (Millis et al., 1993). Clear evidence of a tenuous atmosphere as
well as fairly good estimates of the diameter were obtained. Another fortunate
event was the alignment of Charon’s orbital plane as seen from Earth. In 1988,
that plane could be observed edge on and, consequently, Charon passed directly
in front of Pluto and disappeared completely behind it. This orientation helped in
the determination of the radii and in the separation of the spectra of both objects
(Binzel & Hubbard, 1997).

Spectroscopic evidence collected from Pluto before the discovery of Charon is in
general applicable to both bodies. For example, the first near infrared multispectral
radiometry of Pluto (and Charon) showed the signature of methane. At this time,
Pluto was close to perihelion (Cruikshank et al., 1976). After the discovery of
Charon, it became prudent to take advantage of the transit and occultation of Charon
mentioned above to separate the spectra of both objects. Near infrared spectra
were taken first with both bodies in the field of view and then at a time when
Pluto occulted Charon completely. In the latter case, only Pluto contributed to the
signal, while the difference spectrum (both objects minus Pluto only), was then due
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Fig. 7.1.1 Disk spectrum of Pluto, from Cruikshank et al. (1997).

to Charon alone. By this method it was found that the surface of Pluto contains
frozen methane and that of Charon consists primarily of water ice. More recently
Cruikshank et al. (1997) derived from near infrared spectra of Pluto that frozen
N2 was the dominant surface ice, and that frozen CH4, CO, and H2O were only
minor constituents. The spectrum of Pluto shown by Cruikshank et al. (1997) is
reproduced in Fig. 7.1.1.

From that spectrum and from the stellar occultation data, it can be assumed
that N2 is the dominant atmospheric constituent on Pluto (Yelle & Elliot, 1997;
Summers et al., 1997). Molecular nitrogen gas is not active in the infrared and,
therefore, the near infrared spectrum of Pluto is dominated by CH4 bands (gas
and surface ice); however, CH4 is only a minor atmospheric and surface con-
stituent. Although predicted by theory, no ethane (C2H6) has been identified in
the spectra. Because of losses to space, the atmospheric gases must be replen-
ished continuously. Escape processes have been treated by Trafton et al. (1997).
Review papers by Cruikshank et al. (1997, 1998) and by Yelle & Elliot (1997)
discuss the surface and atmospheric composition of Pluto. More recently, good
near infrared spectra between 1 and 2.5 µm of Pluto and of Charon have been
obtained by Brown & Calvin (2000), using the 12 m Keck telescope on Mona Kea,
Hawaii. The high angular resolution of the Keck telescope permitted the record-
ing of spectra of Pluto and of Charon although both bodies were separated by
only 0.9 arcsec. On Pluto, the presence of CH4 ice on the surface has been con-
firmed. The signatures of N2, CO, and H2O ices are not apparent at this spectral
resolution. On Charon, water ice in crystalline form and, in addition, a mixture of
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Fig. 7.1.2 Near infrared spectrum of Charon (Fig. 3 of Brown & Calvin, 2000). The his-
togram gives the data scaled to the albedo of Charon (Roush et al., 1996). The dashed line
is a model consisting of only water ice and a dark neutral absorber. The solid line is a model
in which ammonia and ammonia hydrate ices have been added to the water ice and dark
absorber model.

ammonia and ammonia hydrate ices seem to fit the measured spectrum well, see
Fig. 7.1.2.

Precise measurements of the orbital periods of Charon (6.387 223 ±
0.000 017 day) and the difficult measurement of the orbital wobble of both bod-
ies with respect to their common center of mass lead to estimates of the masses of
both (Tholen & Buie, 1997). Together with a measurement of the radii an estimate
of the mean densities can be derived. The density of Pluto was found to be be-
tween 1.92 and 2.06 and that of Charon between 1.51 and 1.81 g cm−3, indicating a
substantial fraction of rocks in addition to ices for Pluto and a smaller amount of hy-
drated rocks below water ice for Charon. Consequently, Pluto is much more similar
in composition to Neptune’s retrograde satellite Triton (density = 2.043 ± 0.0121,
radius = 1352.6 ± 2.4 km; see McKinnon et al., 1995), while Charon seems to be
more similar to the smaller, icy satellites of Neptune and Uranus. For a discussion
of Triton and the smaller satellites of Neptune see the book edited by Cruikshank
(1995) and the paper by Quirico et al. (1999). The satellites of Uranus are discussed
in the book edited by Bergstralh et al. (1991).

The history of the formation processes of the two now very close but distinctly
different objects (Pluto and Charon) is discussed by Dobrovolskis et al. (1997) and
by Stern et al. (1997). A collision scenario, similar to that invoked in the formation
of the Earth–Moon system, is presently the preferred theory. Information on Pluto
and Charon can also be found in articles by Lunine et al. (1989) and by Buie (1992).
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7.2 Comets

Besides the planets and their satellites, the Solar System harbors a large number of
smaller objects, ranging from hundreds of kilometers in size down to dust particles.
If they consist of solid material and have at least the size of small boulders, they are
called asteroids. If they enter the atmosphere of Earth and reach the surface, they
are named meteorites. If they are very small and burn up on entry, they are referred
to as meteors. If the bodies contain a substantial fraction of ices and develop tails
as they come closer to the Sun, they qualify as comets. However, the classifications
are not very consistent; for example, remnants of the dust tails of comets cause
meteor showers, and older comets, once they have expended most of their volatile
matter during many passes near the Sun, may not be distinguishable from asteroids.
This section is devoted to comets and the next section (7.3) deals with asteroids.

Comets have been observed since antiquity. Commonly, they are defined as
heavenly bodies with a luminous head and one, sometimes two, tails. Sir Edmund
Halley recognized that the comet of 1682 was the same as that seen in 1607 and
before in 1531. He predicted the next appearance of that comet, now called comet
Halley, for the year 1759. Unfortunately, his death in 1742 prevented him from
witnessing the realization of his prediction. By applying Kepler’s laws and Newton’s
theory to the observations, it was clear to astronomers since Halley’s time that
many comets orbit the Sun in elongated, elliptical orbits, while others appear to have
nearly parabolic ones.

Major advances in the understanding of comets came in 1950. At a comet con-
ference in Liège, Belgium, Whipple (1950, 1951, 1963) suggested that the nuclei of
comets are a conglomerate of ices, mostly that of water, and of silicate dust particles.
The term dirty snowball was coined. Delsemme (1998) pointed out the importance
of clathrates. As a comet approaches the inner Solar System, the temperature of the
illuminated side of the nucleus rises and the ices start to evaporate. The emerging
gases expand from the illuminated side in jets and drag along silicates and other
particles. The particles leave the nucleus and the surrounding coma at high speed,
but solar radiation pressure interacts with the particles and causes the dust tail to
point in an arc away from the Sun. Some of the gas molecules fracture into daughter
species, some form radicals. The ionized fractions interact with the magnetic field
of the solar wind and form the plasma tail. This tail is often bluer, fainter, and does
not coincide with the direction of the dust tail.

At the same Liège conference, Oort (1950) proposed the existence of a large
reservoir of nuclei of comets at a distance of, according to most recent estimates,
about 30 000 to 50 000 AU. This assemblage of nuclei is now known as the Oort
cloud. Oort’s prediction was based on a study of 19 highly elliptical orbits of ‘new’
comets – that is, comets that enter the inner Solar System presumably for the first
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time. In the cloud, occasionally, orbital perturbations from nearby stars, from tidal
forces of the galactic plane, or from possible near collisions cause some of the nuclei
in the Oort cloud to deviate from their orbits. Some move further away, others move
towards the inner Solar System. They appear as ‘new’ comets, having rather large
elliptical orbits and very long orbital periods. The gravitational interaction with
the giant planets sometimes changes the orbital characteristics of comets. Again
some may be ejected from the Solar System, while others are placed in orbits with
smaller aphelion distances. The Oort cloud comets are not restricted to the ecliptic
plane. The cloud is a spherical, not sharply defined region, containing possibly as
many as 1012 or 1014 nuclei of comets (see Weissman, 1998).

Only one year after the conference mentioned above, Kuiper (1951) suggested
that the mass distribution in the primordial cloud, which gave birth to the Solar
System, did not end abruptly at the distance of Neptune. Although no major planet
formed beyond Neptune (only the minor planet Pluto formed there), more distant
remnants of the accretion disk still exist, many probably in the form of cometary
nuclei. That assemblage of trans-Neptunian objects is now referred to as the Kuiper
Belt. In recent discussions of these objects, Weissman & Levison (1997) as well
as Gomes (1999) point out that Edgeworth (1949) had similar ideas and, therefore,
the belt should more correctly be called the Edgeworth–Kuiper Belt. This belt
may contain as many as 6.7 × 109 objects with a radius larger than 1 km within
50 AU (Weissman & Levison, 1997). It is believed to be the source of comets with
periods of less than about 200 years and with orbits more or less in the ecliptic
plane. Older comets, such as Halley and Encke, probably originated from that
belt.

While the existence of the Kuiper or Edgeworth–Kuiper Belt appears plausible,
that of the Oort cloud is not so obvious. At the 1965 Liège conference on comets,
Öpik (1963, 1966) suggested that at the time of planetary formation, the accretion
disk contained gases, solid bodies, and objects consisting of dust and ices. Mostly
Jupiter and Saturn, but also Uranus and Neptune grew by the influx of much of
that material. At the distance of Jupiter and beyond, the disk temperatures were
low enough to preserve ices condensed on dust particles and grains. Ices of water
and many organic substances existed originally in the interstellar cloud from which
the Solar System formed (e.g., Irvine and Knacke, 1989). However, many of the
particles coated with ice had coalesced into sizable objects, some as large as several
tens of kilometers in diameter. They were in effect cometary nuclei. Some fell into
the giant planets or came so close that the weak ice–dust structure broke up, as
was vividly demonstrated by the Shoemaker–Levy 9 comet (see Moses, 1996;
Nicholson et al., 1995). Other nuclei passed relatively close to Jupiter, or one of the
other giant planets, and were then diverted in many directions. Many traveled into
the inner Solar System and ended up in the Sun, some were captured by the inner
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planets, for example by Earth, and brought with them large quantities of water.
A few, called Centaurs, still circle the Sun well inside the orbit of Neptune (see
Weissman & Levison, 1997). However, many others were ejected towards the limits
of the gravitational influence of the Sun. There, the Oort cloud formed. A few years
after the Second Liège Conference on Comets, Safranov (1972, 1977) expressed
this scenario in a well-designed theory (see also the autobiography of Delsemme,
1998).

Since the 1950s, cometary science has advanced by more sophisticated computer
models, but most dramatically by new data on the composition of comets. Spectra
of the tails, the comas, and the nuclei of various bright comets, including those
of Halley in 1986, have been obtained from ground-based and spacecraft observa-
tions. The image of the nucleus of comet Halley by the Giotto spacecraft showed
the emission of jets from many localized areas. Spectrometry using the ultraviolet,
visible, infrared, and radio frequencies, as well as mass spectrometry from space-
craft (Vega 2), provided new information on cometary composition. For summaries
see Jessenberger et al. (1989), Delsemme (1992), Mumma (1992), Mumma et al.
(1993), and Bockelee-Morvan et al. (1998).

Water (H2O), formaldehyde (H2CO), carbon monoxide (CO), carbon dioxide
(CO2), methane (CH4), and hydrogen cyanide (HCN) have been identified as parent
molecules, emanating from the nucleus of Halley. Grains of silicates, FeS, C, S,
and particles consisting of complex organic substances, generally referred to as
CHON particles, have been detected. It is expected that other comets would show a
very similar composition. As the parent molecules enter the coma region, some of
the molecules react chemically, some split into fragments (daughter species), and
others become ionized. Some of these molecules recondense onto the particles as
the gas cloud cools by adiabatic expansion.

Cometary tails remain in interplanetary space for some time, long after the
comet has departed to the outer regions of the Solar System. The small parti-
cles scatter sunlight and contribute to the zodiacal light. A very large number
of such particles must have existed during the early phase of planetary forma-
tion, at a time of direct bombardment of the Earth by many planetesimals and
comets. Direct impact of comets may have provided water vapor, CO, and other
elements, contributing, perhaps substantially, to our oceans and the atmosphere.
However, the high velocities in impacts make it unlikely that complex organic
molecules survived the resulting high temperatures and shock waves. In con-
trast, the small dust particles of cometary origin may very well have transported
many molecules significant to the evolution of life on our planet (Delsemme,
1997, 1998). Even today, the Earth collects a substantial amount of interplanetary
dust.
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7.3 Asteroids

Asteroids are irregularly shaped bodies; most are stony, but a few have metal-
lic composition. Sometimes layers of dust cover their surfaces. The majority of
asteroids circle the Sun in the Asteroid Belt between 2.2 and 3.2 AU. The largest
asteroid (Ceres) measures 950 km in diameter. About 4000 asteroids have been cata-
logued to be in excess of 1 km in diameter. However, the true number is estimated
to be an order of magnitude higher. An enormous number of smaller bodies also
exist within the belt. The heliocentric distribution of the asteroids within the belt is
strongly controlled by gravitational resonances with Jupiter. The Asteroid Belt has
been a threat to all spacecraft traveling to the outer planets. Fortunately, so far, no
spacecraft has been lost due to collision with a sizable rock.

Numerous asteroids and smaller debris also exist outside the belt, that is at
distances greater than 3.2 AU as well as smaller than 2.2 AU. In particular, the
Apollo, Amor, and Atem groups of asteroids are of concern because their orbits
cross, or come close to, that of Earth. Smaller objects, less than a few kilometers in
diameter, are difficult to detect from Earth, but a collision with one of them could
have catastrophic consequences, even if it had a diameter of only a few hundred
meters. In 1995, an asteroid about 5 km in length passed between Earth and the
Moon; it was not detected until days later. It is believed that a large asteroid impacted
Earth 65 million years ago and was responsible for the extinction of the dinosaurs
and many other species. It is quite possible that a similar event may have caused
an even more devastating extinction of many forms of life nearly 250 million years
ago (Ward et al., 2000). The possibility that catastrophic impacts may occur again
cannot be ruled out (Gehrels, 1994).

Using several thermal infrared channels in conjunction with the apparent visual
magnitude allows an estimate of the temperature, diameter, and albedo of a small
object, even when the telescope cannot fully resolve it. From several well-calibrated
channels in the thermal infrared one may obtain the temperature by assuming
a near blackbody emission of the object. Combining this information with the
observed infrared intensity yields the apparent cross section. Visual magnitude
and cross section lead then to the albedo. The broadband channels of the Infrared
Astronomical Satellite (IRAS) especially have helped to generate catalogues of
asteroids; see Matson (1986), Morrison & Lebofsky (1979), and Neugebauer et al.
(1984).

The large number of asteroids in the main belt make it likely that many near
encounters and collisions have occurred there over the lifetime of the belt. Orbits
of some asteroids were redirected towards the inner as well as the outer regions of
the Solar System and many were fragmented into smaller bodies. Smaller particles
may have reattached themselves to larger objects, explaining the dust cover of many
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asteroids. However, very small dust particles are affected not only by gravitational
forces, but also by radiation pressure from sunlight, and to a lesser degree by the
solar wind and the Pointing-Robertson effect. An inventory of volatiles in asteroids
is shown by Lebofsky et al. (1989).

Asteroids have been classified according to their orbit, albedo, color, and probable
surface composition. Objects in the outer region of the Asteroid Belt (C-type bodies)
tend to have generally a low albedo and sometimes exhibit the 3 µm water-of-
hydration band. Their infrared spectra resemble that of carbonaceous chondrites.
The inner region of the belt is more populated by objects (S-type) displaying a
somewhat higher albedo and a more reddish tint, reminiscent of material with iron-
bearing minerals, such as pyroxene and olivine. A few asteroids (M-type) show
a high reflectivity at radar wavelengths, indicating a metallic composition. Iron–
nickel meteorites originated from that class. The presence of distinctly metallic
and stony asteroids in the belt suggests as their origin a small but geochemically
differentiated parent body. Long ago, a small planet may have existed between the
orbits of Mars and Jupiter. This body may have broken up, possibly by collisions
with other large asteroids or from tidal forces, as Jupiter grew in mass by the influx
of gases and remnants of the accretion disk.

In recent years several spacecraft came close to asteroids; the Galileo spacecraft
passed near the small asteroid 951 Gaspra (29 October, 1991) and the S-type asteroid
243 Ida (28 August, 1993). In February 1996, the Near Earth Asteroid Rendezvous
(NEAR) mission was launched with the objective to orbit the asteroid Eros. The
first approach occurred on 23 December, 1998 at a distance of 3827 km; although
the spacecraft motor failed near closest approach unique pictures and many other
data have been obtained (Veverka et al., 1999; Yeomans et al., 1999). Eros trav-
els in an elliptical orbit, not far beyond that of Earth (1.13 to 1.73 AU), and its
orbital parameters are well known. Therefore, it was an easily reachable target for
a rendezvous mission. The NEAR spacecraft visited Eros again in February 2000
and now orbits the asteroid at the remarkably close distance of 50 km (Yeomans
et al., 2000; Veverka et al., 2000; Zuber et al., 2000; Tromka et al., 2000). Eros is
a highly elongated body with dimensions 34 × 13 × 13 km. Combining the grav-
itational disturbance on the spacecraft with the imaging data yielded a density of
2.67 ± 0.10 g cm−3, which is similar to that obtained from the other S-type body,
Ida. The C-type asteroid Mathilde, examined earlier by NEAR, showed a much
lower density, ∼1.3 g cm−3, indicating a much lower packing density for the latter.
The near infrared spectrometer of NEAR (0.8 to 2.5 µm) showed spectra with a
general similarity to ground-based spectra of Eros. The 1.0 and 1.9 µm absorption
bands are characteristic of pyroxene and olivine. Spectacular pictures of Eros and
several other asteroids are shown by Asphaug (2000). In the same paper, the au-
thor argues that asteroids larger than 200 m are a loose conglomerate of boulders,
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gravel-size stones, sand, and dust. This conclusion is based on the observation that
asteroids larger than 200 m never have rotation rates shorter than 2.2 hours. Faster
rotating objects would be torn apart by centrifugal forces, unless they are of a mono-
lithic nature. Objects smaller than 200 m have been observed with higher rotation
rates. They are most likely solid bodies and not conglomerates. Further informa-
tion on asteroids can be found in Lebofsky et al. (1989), Binzel et al. (1989), and
Chapman (1992).



8

Retrieval of physical parameters from measurements

In Chapter 6 we examined planetary spectra using the knowledge that we gained in
previous chapters, especially in Chapter 4, which was devoted to simple atmospheric
models of radiative processes. By applying physical reasoning, we could extract a
considerable amount of information on the conditions that gave rise to the measured
spectra. This intuitive method is very important in analyzing data; however, if
one desires more precise information in the form of numerical results, the strictly
intuitive approach must be augmented by more sophisticated numerical methods.
Such methods are the subject of this chapter.

In Section 8.1 we introduce numerical retrieval methods and apply them to atmo-
spheric parameters in general. Section 8.2 is devoted to the retrieval of atmospheric
temperature profiles. A large number of different numerical techniques is now avail-
able for this task. The retrieval of information on atmospheric composition is the
subject of Section 8.3. Again, a wide range of methods must be considered. Cloud
parameters and the properties of suspended particulates can also be deduced from
infrared measurements. This topic is treated in Section 8.4. The determination of
properties of solid surfaces is discussed in Section 8.5, while processes of finding
the albedo and the total thermal emission of the Solar System objects are analyzed
in Section 8.6.

8.1 Retrieval of atmospheric parameters

In spectral regions where the atmosphere is transparent and for objects without
an atmosphere, the temperature, emissivity, and scattering properties of the solid
surface determine the measured intensity, while, in opaque portions of the spec-
trum, atmospheric properties are dominant. In this section we treat the atmospheric
retrieval problem and defer discussion of surface properties to Section 8.5.

To illustrate the principles of atmospheric parameter retrieval, let us consider
an atmosphere in local thermodynamic equilibrium. The emerging radiance at a
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given wavenumber will contain contributions from a range of atmospheric levels;
however, there will be a region of maximum contribution located near the level of
unit optical depth. The relative contribution from each level is given by the weight-
ing function as discussed in Chapter 4. If the vertical variation of the temperature
and absorber mass is sufficiently smooth, then the brightness temperature corre-
sponding to the radiance at the top of the atmosphere is representative of the kinetic
temperature of the atmosphere in the vicinity of the unit optical depth level. If the
distribution of the absorber with height is known, the unit optical depth level can be
identified, and the temperature at that level can be estimated from a measurement
of the radiance. Alternatively, if the atmospheric temperature profile is known, then
the brightness temperature corresponding to the measurement can be used to infer
the unit optical depth level, and the total absorber mass above that level can be
estimated. If a set of measured radiances is available, rather than a single measure-
ment, then information over a range of atmospheric levels can be inferred, provided
the measurements span a spectral region with sufficient variation in atmospheric
opacity. For example, measurements with high spectral resolution might be made
within a single gaseous absorption line. Radiance measurements near the line center
contain information from relatively high atmospheric levels while measurements
in the less strongly absorbing line wing yield information from deeper regions.
Similar considerations hold for measurements of lower spectral resolution within
a molecular absorption band.

The extent to which various atmospheric parameters can be unambiguously re-
trieved from a set of measurements depends on the nature of the measurements,
including spectral range and resolution, observational geometry, and signal-to-noise
ratio. The fundamental problem associated with the quantitative interpretation of
infrared planetary spectra is the formulation of effective methods for the extraction
of the maximum information possible from a given set of measurements. A wide
variety of approaches to this problem have been developed; here we will consider
only a selected few.

The atmospheric parameters to be retrieved are physically related to the meas-
urements through the radiative transfer process described in Chapter 2. The nature
of this process imposes limitations on the information that can be extracted, even
from error-free measurements, while measurement errors (noise) further reduce the
information content. Both factors must be taken into consideration when choosing
an appropriate method for a given retrieval problem.

For convenience the computational methods can be divided into two general
classes, direct modeling and inversion. The two approaches are illustrated schemat-
ically in Fig. 8.1.1 along with the general radiative transfer process. The latter, de-
picted in part (A), can be regarded as a low-pass filter, permitting only information
on the larger spatial scales in the vertical atmospheric structure to be preserved
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Fig. 8.1.1 Schematic of the atmospheric radiative transfer process and the retrieval of
information on atmospheric parameters. (A) Relationship of the measured radiance, Iν(µ),
to atmospheric parameters. The radiative transfer process acts as a low-pass filter, while
the instrument used introduces random noise and possibly other effects. (B) Modeling
approach to the extraction of atmospheric parameters from the measurements. (C) The
inversion approach to the extraction of atmospheric parameters.

in the measured radiances at the top of the atmosphere. The information content
is further reduced by the presence of instrumental noise. In the direct modeling
approach to the retrieval problem (part (B)) a model atmosphere is used, along
with the radiative transfer equation, to calculate spectral intensities that can be
directly compared with measurements. The parameters of the model are then ad-
justed and the calculations are repeated until a reasonable fit to the data is obtained.
The principal virtue of this approach is the conceptual simplicity of the direct
use of the radiative transfer equation to calculate radiances even though the depen-
dence on atmospheric parameters may be highly nonlinear. However, it can become
computationally cumbersome to properly explore a sometimes complex parame-
ter space, and the approach does not easily provide insight into the related ques-
tions of the actual information content of the measurements and the uniqueness of
solutions.
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We shall define the inversion approach, illustrated in Fig. 8.1.1(C), as the for-
mulation of an algorithm that permits the atmospheric parameters to be retrieved
directly from the measured radiances. This may involve the direct solution of an
integral equation or may simply consist of the fitting of an analytic expression to
calculated radiances, which can then be algebraically solved for the desired pa-
rameters. An inversion method usually provides an efficient, systematic means of
obtaining a solution, and can also aid in assessing the information content of a
measurement set and the uniqueness of the solutions. However, these methods can
be difficult to implement when the dependence of the radiances on the atmospheric
parameters sought is highly complex.

8.2 Temperature profile retrieval

a. General consideration

Knowledge of the temperature profile is essential for an understanding of the dy-
namical, thermodynamical, and chemical processes occurring in an atmosphere. In
addition, the atmospheric temperature must first be obtained before information on
gas or particle composition can be extracted from thermal emission measurements.
More effort has been devoted to the retrieval of temperature profiles than any other
atmospheric parameter and, as a consequence, this problem is better understood
than other inverse radiative transfer problems. Study of this subject also provides
a convenient means of illustrating some of the basic concepts of vertical profile
reconstruction from remotely sensed data.

The thermal spectral radiance emerging from the top of the atmosphere as meas-
ured at the spacecraft can be written in the form

I (µ, ν) = εν B(ν, Ts) Tr (µ, ν, zs) +
∫ zt

zs

B[ν, T (z)]
∂ Tr (µ, ν, z)

∂z
dz, (8.2.1)

where µ is the cosine of the emission angle, ν is the wavenumber, z = − ln p, p
is the atmospheric pressure, and B(ν, T ) is the Planck radiance at wavenumber ν

and temperature T . The atmospheric transmittance from level z to the top of the
atmosphere can be written

Tr (µ, ν, z) =
∫

δν

φ(ν, ν ′) e−τ (ν ′,z)/µ dν ′, (8.2.2)

where φ(ν, ν ′) is the instrument spectral response function extending over the spec-
tral interval δν with central wavenumber ν. The spectral interval over which φ is
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nonzero is assumed to be narrow compared to the scale over which the Planck func-
tion varies significantly. The first term in Eq. (8.2.1) represents emission from the
planetary surface with emissivity ε(ν) and temperature Ts attenuated by the atmo-
sphere. In the case of the giant planets with essentially infinitely deep atmospheres,
this term is omitted. The second term is the atmospheric emission contribution, and
the integral is taken from the surface zs to the effective ‘top’ zt above which contri-
butions to the outgoing radiance are negligible. In writing Eq. (8.2.1), scattering has
been neglected and the atmosphere is assumed to be in local thermodynamic equi-
librium at all levels. We have also neglected a term representing reflection by the
surface of downward thermal flux from the atmosphere, a term that will generally
be small as long as ε(ν) does not differ greatly from unity.

While the forward problem, in which Eq. (8.2.1) is used to calculate the emergent
spectral radiance from a model atmosphere is straightforward, the direct retrieval of
temperature by inversion of measurements of I (µ, ν) is ‘ill-posed’ in the sense that
arbitrarily small changes in the measured radiances can produce finite changes in the
retrieved temperature profile, resulting in a hypersensitivity to measurement errors.
In addition, the problem will usually be underdetermined since it may be necessary
to specify the temperature at more vertical numerical quadrature points then there
are measurements. Nevertheless, it is possible to obtain physically meaningful
solutions by imposing additional constraints that usually take the form of low-pass
filtering, either explicitly or implicitly. This general type of inverse problem has
been discussed extensively in the literature. An excellent summary of the basic
philosophy of inverse problems encountered in astronomy is given by Craig &
Brown (1986). There are a number of different approaches that have been applied
to the atmospheric inverse radiative transfer problem; several of these are briefly
discussed below.

b. Constrained linear inversion

We begin by using the numerical quadrature analog of Eq. (8.2.1) such that T (z) is
defined at n discrete atmospheric levels. Linearizing the resulting set of equations
about a reference temperature profile T◦(z) yields

I = KT (8.2.3)

where the matrix element Ki j is the functional derivative at νi with respect to T at
level z j . The perturbation quantities are

T j = T (z j ) − T ◦(z j ) (8.2.4)

Ii = I (νi ) − I ◦(νi ) (8.2.5)
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where the radiance I ◦(νi ) is calculated using T ◦. The standard approaches to the
solution of Eq. (8.2.3), such as least squares, will usually result in unstable, non-
physical results. Instead of solving Eq. (8.2.3) directly, a related, well-posed prob-
lem that incorporates physical constraints is considered. This general approach,
sometimes called ‘regularization’, has been discussed extensively in the literature
(see for example Twomey, 1963, 1977; Tikhanov, 1963; Craig & Brown, 1986;
Press et al., 1992). The version presented here follows Conrath et al. (1998).

Quite generally, T can be expanded in a set of basis vectors, i.e.,

T = Fa (8.2.6)

where F is a matrix whose columns are the basis vectors, and the vector a contains
the expansion coefficients. The solution we seek results from minimization with
respect to a of the penalty function

Q = (I − KFa)T E−1(I − KFa) + γ aTa. (8.2.7)

Here, E is the measurement error covariance matrix. The first term on the right hand
side of Eq. (8.2.7) is the usual penalty function employed in least square fitting. In
the second term, aTa is a measure of the departure of the solution from the reference
or first guess profile, and the parameter γ determines the relative weight with which
this constraint is applied. The minimization of Q is straightforward, and the details
are given by Conrath et al. (1998). The resulting estimate for T is

T = WI, (8.2.8)

where

W = SKT(KSKT + γ E)−1. (8.2.9)

The superscript T indicates matrix transposition. S = FFT is the two-point cor-
relation matrix of the basis vectors; only this parameter appears in the solution
and not the basis vectors themselves. The nonlinearity of the problem is taken into
account through iterative application of Eq. (8.2.8). The error covariance matrix for
the retrieval temperature profile due to instrument noise propagation is

V = WEWT. (8.2.10)
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The square root of the diagonal elements of V are the rms errors at each level in
the retrieved profile resulting from instrument noise propagation.

The functional derivatives with respect to temperature are calculated assuming
that the temperature dependence of the atmospheric transmittance is weak relative
to that of the Planck function so that K can be approximated as

Ki j = ∂ B[νi , T (z j )]

∂Ti
· ∂ Tr (µ, νi , z j )

∂z j
. (8.2.11)

A set of functional derivatives (also referred to as contribution functions or kernels)
for the Martian atmosphere, using selected wavenumbers in the 15 µm CO2 ab-
sorption band, is shown in Fig. 8.2.1.

Fig. 8.2.1 Contribution functions (functional derivatives of radiance with respect to temper-
ature) for the 15 µm CO2 band in the atmosphere of Mars. These functions were calculated
using Eq. (8.2.11) and are labeled by wavenumber (cm−1). Units for the contribution func-
tions are W cm−2 sr−1 cm K−1. (After Conrath et al., 2000.)
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These are applicable to the 10 cm−1 spectral resolution measurements obtained
by the Thermal Emission Spectrometer carried on the Mars Global Surveyor space-
craft (Christensen et al., 1998), and points on both sides of the 15 µm CO2 band are
included. Rapid calculation of atmospheric transmittances is required for tempera-
ture retrieval from a large volume of spacecraft measurements, and the k-distribution
method is used (Goody & Yung, 1989).

The correlation matrix S provides a convenient means of filtering the solution.
Rather than specifying a specific set of basis functions, the form of S can be
specified; for example, a convenient choice is

Si j = exp[−(zi − z j )
2/2c2] (8.2.12)

where c is the correlation length in scale heights, and can be regarded as a measure of
the width of the numerical filter imposed on the solution by the retrieval algorithm.
The form of measurement error covariance matrix depends on the nature of the
measurement errors. If the noise is independent throughout the interval used and is
uncorrelated between any two spectral points, then

Ei j = N 2δi j (8.2.13)

where N is the Noise-Equivalent-Spectral-Radiance of the instrument.
This approach can be generalized to include multiple atmospheric parameters,

providing there is adequate information content in the spectral radiance measure-
ments. For example, it has been used to simultaneously infer both temperature
profiles and molecular para-hydrogen profiles from Voyager IRIS measurements
of Jupiter, Saturn, Uranus, and Neptune (Conrath et al., 1998).

The retrieval method has been used extensively for temperature profile retrieval in
both the terrestrial and other planetary atmospheres. Examples of profiles obtained
by this technique for Earth, Mars, Jupiter, Saturn, Uranus, and Neptune are shown
in Fig. 8.2.2. Also included is a Titan profile obtained from radio occultation data.
The profiles for Earth and Mars were derived from measurements obtained with the
Fourier transform spectrometers carried on Nimbus 3, 4, and Mariner 9, respec-
tively. In both cases data from the 15 µm CO2 absorption band were used. The
profiles for the outer planets were obtained by inversion of measurements from
the Voyager Fourier transform spectrometers. For Jupiter and Saturn, data from the
S(0) and S(1) collision-induced H2 lines between 200 and 600 cm−1 were used,
along with measurements from the CH4 ν4-band centered near 1300 cm−1. Because
of the extremely low temperatures encountered on Uranus and Neptune, adequate
signal-to-noise ratio for the retrieval of vertical thermal structures was obtained
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Fig. 8.2.2 Temperature profiles for various Solar System bodies. All profiles shown were
obtained by inversion of infrared spectral measurements from Michelson interferometers
with the exception of that of Titan, which was obtained from Voyager radio occultation
data.

only within the S(0) line of hydrogen. Many data were acquired for each planet,
providing extensive spatial coverage. Results of analyses of these data are discussed
in greater detail in Chapter 9.

c. Relaxation algorithms

Another approach, widely used in remote sensing, is the relaxation method origin-
ally applied to the temperature retrieval problem by Chahine (1968). In the devel-
opment of this algorithm it is assumed that measurements are available at a discrete
set of wavenumbers, νi (i = 1, m), which are associated with a set of weighting
functions W (νi , z) whose maxima are well distributed over the atmospheric levels
of interest. A first estimate of the temperature profile is obtained from the relation

B[νi , T 0(zi )] = I (νi ); i = 1, m (8.2.14)

where zi is the height of the maximum of the weighting function for frequency νi .
Equations (8.2.14) are solved for the set of temperatures T 0(zi ) (i=1, m). Interpola-
tion between the m levels is used to calculate the radiances, I 0(ni ), corresponding
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to these temperatures. The solution is then iteratively improved using the relaxation
algorithm

B[νi , T n+1(zi )] = I (νi )

I n(νi )
B[νi , T n(zi )]. (8.2.15)

The procedure is continued until the differences between measured and calculated
radiances reach the noise level.

Numerical experiments with this algorithm indicate that the low spatial frequency
components of the retrieved profile converge more rapidly than the higher frequency
components. Consequently, the basic strategy of this technique is to truncate the
iteration before the high frequency terms can grow significantly. Several variations
of the method have been formulated. In one approach, the linearly interpolated tem-
perature profile is subjected to an explicit numerical filtering at each iterative step
to suppress high frequency components in the solution (Conrath & Gautier, 1979).
Another modification, proposed by Smith (1970), uses the weighting functions
themselves to produce a smoothly interpolated profile. The method is especially
useful for highly nonlinear problems, which cannot be easily cast into the form
of a linear integral equation. Its application to the problem of constituent profile
retrieval is discussed in Section 8.3.

d. Backus–Gilbert formulation

A retrieval formulation developed by Backus & Gilbert (1970) and used in geo-
physical inverse problems of the solid Earth has also found application in remote
sensing of atmospheres. Although this formulation is developed from a somewhat
different point of view, it is formally related to the constrained linear inversion
as well as other techniques. We include a brief description here because of the
additional physical insight it can provide into inversion theory.

For radiance measurements at m discrete frequencies, the linearized radiative
transfer equation can be written

Ii =
∫ ∞

0
Ki (z) f (z) dz; i = 1, m, (8.2.16)

where Ii = I (νi ), f (z) = T (z) − T 0(z), and Ki (z) = K (νi , z). From Eq. (8.2.16)
we cannot hope to retrieve f (z) in complete detail, but only certain properties
of the profile can be estimated. The measurements, Ii , are proportional to cer-
tain averages of f (z) with the averaging defined with respect to the radiative
transfer kernels, Ki (z). Linear combinations of the Ii s are sought that more
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nearly represent the properties of f (z) than do the averages over Ki (z) given by
Eq. (8.2.16).

To address this problem let the estimated average property of f (z) be written

f̄ (z) =
m∑

i=1

ai (z) Ii , (8.2.17)

where the coefficients ai (z) depend on the specific retrieval algorithm. We can relate
f̄ (z) to f (z) by substituting Eq. (8.2.16) into Eq. (8.2.17) to obtain

f̄ (z) =
∫ ∞

0
A(z, z′) f (z′) dz′, (8.2.18)

where A(z, z′) is the so-called averaging kernel given by

A(z, z′) =
m∑

i=1

ai (z) Ki (z). (8.2.19)

The extent to which f̄ (z) is useful depends on the properties of A(z, z′), such as its
width relative to the individual Ki (z)s.

To pursue this line of reasoning further, it is necessary to define some measure
of the width or shape of A(z, z′). Two quadratic measures of interest are

Q1(z) =
∫ ∞

0
[A(z, z′) − δ(z − z′)]2 dz′, (8.2.20)

and

Q2(z) =
∫ ∞

0
(z − z′)2 A2(z, z′) dz′. (8.2.21)

By minimizing either of these quadratic forms, we can obtain a set of coefficients
that provide the optimum vertical resolution in the sense of the particular form
chosen. However, in the presence of measurement noise, the resulting retrievals
would be unsatisfactory because of error propagation, and we must take the effects
of noise explicitly into account.

The formal linear propagation of random measurement errors into f̄ (z) can be
written

σ 2
f̄ =

∑
i

a2
i σ 2

I , (8.2.22)
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where the errors are assumed to be uncorrelated between frequencies with a variance
independent of frequency given by σ 2

I . Instead of minimizing one of the quadratic
forms, Q(z), we must minimize a linear combination of the form

q(z) = wQ(z) + (1 − w) rσ 2
I (z), (8.2.23)

where w is the relative weight placed on the narrowness of the averaging kernel
versus the error propagation, and r is an arbitrary scaling factor.

If we choose Q(z) = Q1(z) and minimize q(z), then f̄ (z) takes the form

f̄ (z) = KT(z)

[∫ ∞

0
K(z′) KT(z′) dz′ + 1 − w

w
rσ 2

I 1

]−1

I, (8.2.24)

where K(z) and I are column matrices whose elements are given by Ki (z) and
Ii respectively, and 1 is the unit matrix.

Thus, from the Backus–Gilbert point of view Eq. (8.2.24) is that retrieval for
which the averaging kernel lies closest to a Dirac-delta function in the least squares
sense, subject to the constraint imposed by a limited set of measurements in the
presence of measurement error.

Extensive use has been made of the form Q(z) = Q2(z) in Eq. (8.2.23) with
a measure of the width of A(z, z′) defined as s(z) = 12Q2(z). The factor 12 is
included so that s(z) gives the correct width for a rectangular function of unit area.
Minimizing q(z), Eq. (8.2.23), subject to the additional constraint that A(z, z′) be
‘unimodular’, i.e.,

∫ ∞

0
A(z, z′) dz′ = 1, (8.2.25)

yields

f̄ (z) = uTW−1(z)I
uTW−1(z) u

, (8.2.26)

where

Wi j = w

∫ ∞

0
(z′ − z)2 Ki (z

′)K j (z
′) dz′ + (1 − w) rσ 2

I δi j (8.2.27)
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Fig. 8.2.3 Examples of trade-off curves for measurements within the 15 µm CO2 band in
the Earth’s atmosphere as defined in the Backus–Gilbert theory. The spread is a measure
of the vertical resolution for the retrieved profiles, while σT/σI is the ratio of the formal
statistical error in the retrieved profile to the rms noise level in the measurements. The
broken and solid curves are for sets of measurements containing six and twelve spectral
intervals, respectively.

and

ui =
∫ ∞

0
Ki (z

′) dz′. (8.2.28)

The selection of w in Eq. (8.2.27) is arbitrary and its choice involves a trade-off
between maximization of vertical resolution and minimization of measurement
noise. In fact at each level for which f (z) is to be calculated, a trade-off curve
can be constructed expressing the relationship between σ 2

I and the vertical reso-
lution as measured by s(z). As an example, Fig. 8.2.3 shows trade-off curves for
retrieval of the temperature at the 49 mbar level in the terrestrial stratosphere, using
measurements in the 15 µm CO2 band.

The ‘elbow’ shape observed in Fig. 8.2.3 is a general characteristic of trade-
off curves. As the vertical resolution is degraded the noise propagation decreases
sharply until a point is reached beyond which little improvement is realized. While
the Backus–Gilbert formulation explicitly considers the trade-off between reso-
lution and error propagation, this general property of profile retrieval is apparent in
the filtering approach discussed earlier. As vertical resolution is increased by the
addition of higher spatial frequency components to the solution, these components
amplify the noise.
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The inversion algorithm Eq. (8.2.26) resulting from this formulation tends to be
computationally cumbersome since a matrix inversion must be performed for each
atmospheric level considered. While it may be feasible to use the algorithm when
a limited number of cases is to be treated, it is not practical when retrievals from
many sets of measurements are required. However, the formulation does provide
a convenient framework for investigation of the potential information content of a
planned experiment from a simple physical point of view.

e. Statistical estimation

Statistical estimation theory provides a powerful framework for the development
of retrieval methods. Rodgers (2000) gives an excellent overview of this subject.
Algorithms which yield ‘optimum’ solutions in the statistical sense have found
extensive applications in the remote temperature sounding of the terrestrial atmo-
sphere where much a priori information is available.

As an example of the statistical approach we consider a formulation that follows
the works of Foster (1961), Strand & Westwater (1968), and Rodgers (1970). Con-
sider a representative ensemble of atmospheric temperature profiles defined by a
mean profile 〈T〉 and a covariance matrix

Si j = 〈(Ti − 〈Ti 〉) (Tj − 〈Tj 〉)〉. (8.2.29)

The i th element of the vector T is the temperature at the i th atmospheric level, and
the angular brackets denote an ensemble mean. Expansion of B[ν, T (z)] about the
mean temperature profile, and substitution into Eq. (8.2.1), permits us to write an
expression in discrete form analogous to Eq. (8.2.3),

I = K f + εε, (8.2.30)

where

f = T − 〈T〉 (8.2.31)

and I is the vector of measured radiances minus the radiances calculated using the
ensemble mean temperature profile. The measurement error has been included ex-
plicitly as the vector ε, which is assumed to have zero mean and a known covariance
matrix

Ei j = 〈εi ε j 〉. (8.2.32)
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We seek an estimated solution f̃ of the form

f̃ = L−1I. (8.2.33)

The matrix L−1 is chosen such that the mean square deviation of the solution from
the temperature profiles of the ensemble is a minimum, i.e.,

∑
i

〈( fi − f̃ i )
2〉 = minimum. (8.2.34)

This leads to a solution in the form

f̃ = SKT(KSKT + E)−1I. (8.2.35)

This approach works best when the solution does not deviate greatly from the mean
properties of the statistical ensemble. By exploiting correlations between large- and
small-scale vertical structure in the profiles, the method can yield solutions with
higher vertical resolution than that intrinsic to the radiance measurements alone.
Note that Eq. (8.2.35) is formally equivalent to the constrained solution defined
by Eqs. (8.2.8) and (8.2.9) with γ = 1. However, the matrix S is given a different
conceptual interpretation.

Because of the lack of statistical information, this approach in its most complete
form has not been used in the analysis of infrared data from planetary missions.
However, one limiting case is of particular interest in the planetary context. If the
profile and noise covariance matrices are approximated by

Si j = σ 2
Tδi j (8.2.36)

and

Ei j = σ 2
Nδi j , (8.2.37)

we obtain

f̃ = K T

(
KKT + σ 2

N

σ 2
T

1

)−1

I. (8.2.38)

This is known as the ‘minimum information’ or ‘maximum entropy’ estimation.
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Fig. 8.2.4 Geometry for limb-tangent measurements. A ray is depicted with tangent height
z0 for a planet with radius R. Distance from the tangent point to an arbitrary point along
the ray path is denoted by s, and z is the height of the point above the planetary surface.

f. Limb-tangent geometry

Providing the instrumental field of view can be made sufficiently small, measure-
ments tangential to the planetary limb can produce atmospheric profiles with a
vertical resolution higher than that achievable from nadir viewing measurements.
In addition, the very long path length with a cold space background permits retrieval
of trace gas abundances that could not otherwise be accomplished. This approach
has been used extensively to determine thermal structure and trace gas distributions
in the Earth’s stratosphere and mesosphere.

The basic geometry of the observations is shown in Fig. 8.2.4. A ray path traverses
the atmosphere with tangent altitude z0 and reaches the sensor at s = −∞. Here, z
denotes geometric height, s the distance along the path, and R the planetary radius.
The radiance measured by an idealized sensor of infinite spatial resolution can be
written

I (z0) =
∫

δν

∫ +∞

−∞
φ(ν) B[ν, T (s)]

∂

∂s

[
e−τ (ν,s)

]
ds dν, (8.2.39)

where τ (ν, s) is the optical thickness along the ray path from −∞ to s, and φ(ν) is
the normalized spectral response of the sensor. In order to compare observations in
the limb-tangent geometry with nadir viewing measurements, we write Eq. (8.2.39)
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in the form

I (z0) =
∫ ∞

z0

B[T (z)]W (z0, z) dz, (8.2.40)

where the weighting function in this case is defined as

W (z0, z) =
∫

δν

φ(ν)

{
∂

∂s

[
e−τ (ν,s)

]
− − ∂

∂s

[
e−τ (ν,s)

]
+

}
ds

dz
dν. (8.2.41)

The subscripts (−) and (+) refer to that portion of the ray path between the sensor
and the tangent point and that beyond the tangent point, respectively. We have again
assumed that the variation in the Planck radiance over the spectral band width of the
instrument, as defined by φ(ν), can be neglected. The weighting function defined
by Eq. (8.2.41) is for infinite resolution and must be convolved with the spatial
response of the instrument. If a series of measurements is obtained over a range of
tangent heights z0, then Eq. (8.2.40) can be inverted to obtain an estimate of T (z)
using any of the algorithms discussed above.

The detailed behavior of the limb-tangent weighting functions depends on the
opacity of the spectral region chosen. In the optically thin case, the weighting
functions tend to be quite narrow, but because of the relatively small atmospheric
emissivity, it is often difficult to achieve a good signal-to-noise ratio. On the other
hand, as the atmospheric optical thickness increases, the weighting functions be-
come broader, approaching widths similar to those for the nadir viewing case. A
reasonable trade-off is usually obtained for an optical thickness at the tangent point
of order unity. In practice, it is advantageous to obtain measurements in at least two
spectral intervals of different opacities. Determination of the limb-tangent height
with the necessary precision requires a knowledge of the spacecraft position and
orientation, which can exceed that obtainable from most spacecraft. However, if
the relative pointing of the sensor axis from one measurement to the next is known,
or several sensors are used in simultaneous measurements, then T (p) can be deter-
mined by requiring that the solution obtained from a relatively transparent spectral
interval coincides with that from a more opaque interval. This general principle
has been used in most of the limb-tangent stratospheric and mesospheric sounding
investigations carried out thus far (see, for example, Gille et al., 1984).

8.3 Atmospheric composition

The thermal infrared portion of the spectrum is rich in absorption bands of poly-
atomic gases and can provide extensive information on the composition of planetary
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atmospheres. The type of information available ranges from the identification of
constituents by the detection of their spectral features to the retrieval of detailed
vertical distributions of gaseous abundances. Factors that govern the information
available from a given set of data include the spectral resolution and signal-to-noise
ratio of the measurements, the degree of overlap of various atmospheric spectral
features, the contrast of the spectral features as determined by the atmospheric tem-
perature lapse rate, and the presence of other potentially interfering opacity sources
such as clouds and particulates.

a. Principles

First, we briefly review the principles that permit identification of atmospheric gases
and the determination of their abundances. In the thermal infrared the maximum
contribution to the radiance at a given wavenumber comes from an atmospheric
level determined by the magnitude of the absorption coefficient and the abundance
of the absorbing gas. Consider a hypothetical absorption or emission feature, such
as an individual line or the contour of an unresolved band. At the limb the optical
path length τ (ν, s) through the atmosphere above a certain level, z0, is finite (see
Fig. 8.2.4), and the variation of τ (ν, s) with ν describes an emission feature against
the cold background of space. For nadir viewing measurements, however, a contrast
in radiance will be apparent between the center of the feature and its wings only if
the atmospheric temperatures corresponding to the respective weighting functions
are different. Thus, the apparent strength of the observed feature depends on the
atmospheric temperature lapse rate as discussed in Chapter 4. Best quantitative
results are obtained when the lapse rate is large; when the lapse rate approaches
zero, the spectral feature vanishes. If the spectral resolution of the measurements is
sufficiently high to define the detailed contour of the absorption feature, if the lapse
rate is nonzero, and if the noise level is small relative to the total radiance contrast
across the feature, then it may be possible to extract information on the vertical
distribution of the absorbing gas over some range of heights. If the feature cannot
be resolved in detail, it may still be possible to estimate the total abundance of the
gas within an atmospheric column.

b. Feature identification

If the measurements are of an exploratory nature, the initial goal is the identification
of the atmospheric gases that produce observable spectral features. An example
of this task is the analysis of the Voyager infrared spectra of Saturn’s satellite
Titan (Kunde et al., 1981; Maguire et al., 1981; Samuelson et al., 1981). A Titan
spectrum is shown in Fig. 6.4.2 along with laboratory spectra of HC3N and C2N2.
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The 4.3 cm−1 resolution of the Voyager infrared spectrometer does not permit the
detection of individual spectral lines, but the Q-branches of numerous absorption
bands stand out as sharp features, and for some bands the P- and R-branch contours
are also evident. The features appear in emission because the bands are opaque, and
all contributions to the radiances originate in the stratosphere where the temperature
is increasing with height. In most cases atmospheric constituents can be identified
by comparison of the locations of the observed spectral features with those of
candidate gases obtained from laboratory measurements as shown in Fig. 6.4.2.
However, for weak features more sophisticated approaches must sometimes be
used.

c. Correlation analysis

Statistical techniques are powerful tools, which can be used in the search for minor
constituents in planetary spectra. Correlation analysis is particularly applicable to
the detection of gases with many, generally weak spectral features. Correlation
analysis is best applied when the signatures of a suspected constituent are of the
same magnitude or possibly even less than the noise level of the instrument. Under
such conditions visual inspection of a spectral region where known lines of a
particular gas should appear may not be conclusive. The advantage of correlation
analysis is that many spectral positions can be searched simultaneously.

Correlation expresses the degree of linear coherence between two functions, F
and G. We define the covariance function, C(δ), by

C(δ) = Lim
x→∞

1

2x

∫ +x

−x
F(y) G(y + δ) dy. (8.3.1)

If F equals G we obtain the autocovariance, also called the autocorrelation func-
tion, although the latter name is sometimes reserved for the normalized version,
C(δ)/C(0). Correlation analyses play important roles in communication theory,
where F and G normally are functions of time (y = t) and the lag δ is a time delay;
in our case y represents the wavenumber and δ a wavenumber shift. The mathemat-
ical formulation of correlation theory can be found in books on information and
communication theory, such as Goldman (1953).

In all cases of concern, F and G are given with finite spectral resolution, in
other words, at discrete sample points. The integration of Eq. (8.3.1) must then
be replaced by a summation. Furthermore, the functions can only be specified
over a finite spectral range and not to infinity; consequently, we can find only
an approximation to the true covariance function. Care must be exercised to take
the spectral interval sufficiently wide and select proper boundaries beyond which
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spectral information on F and G is not available. As a rule of thumb, the range
should be at least 5 to 10 times the maximum wavenumber shift. In discrete form
the covariance function is

C(δm) = 1

2N + 1

+N∑
n=−N

F(νn) G(νn + δm), (8.3.2)

m and n are summation indices and N defines the limits over which the correlation
is performed. Spectral correlation analysis has recently been applied to the ATMOS
data by Beer & Norton (1988).

d. Abundance determination

The next level of compositional interpretation is the quantitative estimation of the
abundances of the gases present. If the constituent is believed to be uniformly
mixed in the atmosphere, then an attempt can be made to determine the single
parameter describing the amount of gas present, that is, the constant mole fraction
or the column abundance above some level. If the gas is not uniformly mixed, but
the spectral information is minimal, then a one-parameter description, such as the
vertical mean mole fraction, may still be used. If a significant amount of spectral
information is available, it may be possible to obtain a detailed description of the
vertical distribution of the gas. Many different approaches have been devised to
obtain abundance information from measured spectra. As discussed earlier in this
chapter it is convenient to divide these into two groups: direct comparison methods
and inversion methods.

In the direct comparison approach, an atmospheric model is assumed, and the
radiative transfer equation is used to calculate a spectrum, which is then com-
pared with the measurements along the lines discussed in Chapters 4 and 6. The
parameters of the model are varied and calculations are repeated until the theoreti-
cal spectrum agrees with the measured spectrum to within prescribed limits. This
approach requires an independent knowledge of the temperature as a function of
pressure in the atmosphere, which may be obtained either from another portion of
the spectrum or from auxiliary measurements. A knowledge of the absorption co-
efficients for the gases that are optically active in the portion of the spectrum being
analyzed is also necessary. The coefficients can be obtained from a combination of
theory and laboratory measurements, as discussed in Chapter 3.

With this approach, the unknown vertical distribution of the gas to be studied
is usually parameterized in some way so that only a small number of quantities
need be considered. These parameters can then be varied in a systematic way
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until a satisfactory fit to the measured spectrum is achieved. Some measure of the
quality of fit, such as the rms residuals between calculated and measured spectra, is
usually adopted, and an attempt is made to minimize this quantity. Even for a small
number of parameters, the search of the parameter space can require an extensive
computational effort, and establishment of the uniqueness of the resulting solution
may not be straightforward.

When the gaseous constituent is believed to be uniformly mixed, and the tempera-
ture profile is known by some independent means, then the direct comparison of
measured and calculated spectra is probably the most efficient means of determining
the abundance. The determination of the carbon isotopic abundance ratio 12C/13C
in the Jovian atmosphere provides one example of the application of this method.
Courtin et al. (1983) obtained the abundance of the isotopic form of methane,
13CH4, from Voyager infrared measurements in the methane ν4-band complex near
1300 cm−1. A mean of 1260 spectra within a portion of this band is displayed in
Fig. 8.3.1. The features are seen in emission since the principal contributions to the
spectral radiance originate in the stratosphere where the temperature is increasing
with height. The opacity in this spectral region is dominated by the more common
isotopic form of methane, 12CH4; however, some regions, such as the Q-branch of
13CH4 near 1295 cm−1, are sensitive to the less abundant form.

It was first necessary to retrieve the upper stratospheric thermal structure. This
was accomplished using measurements at 1305 and 1358 cm−1, which are insen-
sitive to 13CH4. The mole fraction of 12CH4 was assumed to be known. Spectra
were then calculated for various values of 13CH4 and compared with the measured
spectra as shown for three cases in Fig. 8.3.1. The theoretical curves in the fig-
ure are labeled according to the 12C/13C ratio. By minimizing the mean residual
between measured and calculated spectra between 1292 and 1300 cm−1, Courtin
et al. obtained a 12C/13C ratio of 178 which is approximately 1.8 times the terrestrial
value.

e. Profile retrieval

Although the basic principles of the retrieval of vertical composition profiles from
infrared measurements by inversion of the radiative transfer equation are the same
as the retrieval of temperature profiles discussed in Section 8.2, the composition
problem is usually more difficult to deal with in practice. The optical depth at a given
level in the atmosphere is determined by an integration over the optically active gas
profile from that level to the effective top of the atmosphere. Calculation of the radi-
ance at the top of the atmosphere then requires an integration of the source function
over all optical depths from the lower boundary to the top of the atmosphere. Thus
the desired abundance profile is embedded within a double integration.
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Fig. 8.3.1 Determination of the isotopic ratio 12C/13C in the atmosphere of Jupiter using
Voyager IRIS measurements. The curves with the superposed dots represent the average of
1260 Voyager IRIS spectra of Jupiter, and the curves without dots are spectra calculated from
model atmospheres. The major spectral feature centered near 1304 cm−1 is the Q-branch of
the ν4-band of 12CH4 while the smaller peak on the low wavenumber shoulder of the major
feature is the Q-branch of 13CH4. The best fit for both features is obtained for comparison
‘b’, corresponding to an isotopic carbon ratio of 178 (Courtin et al., 1983).

One approach to the problem of retrieval of gas profiles by inversion is lineariza-
tion and iteration. The unknown profile is expressed in terms of a set of discrete
parameters; these may consist of the values of the gas mole fraction at the quadra-
ture points used in the numerical integrations required to calculate the radiance
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or they may be parameters in some analytical representation of the profile. Let us
designate the set of parameters as q1, q2, . . . , qn . Then the theoretical radiance at
the i th wavenumber νi can be expressed as

Ii = fi (q1, q2, . . . , qn). (8.3.3)

We can then expand about a first guess for the qs and obtain to first order

Ii =
∑

j

∂ fi

∂q j
q j (i = 1, m) (8.3.4)

where Ii is taken to be the difference between the measured radiance and the
radiance calculated using the first guess, and the qs are the linear corrections to
the first guess. In principle, this set of equations (8.3.4) can be solved by using any
of the linear methods described above in the discussion of temperature retrievals.
From the resulting solution, an improved set of qs is obtained, which is then used as
a new guess, and the procedure is iterated until some convergence criterion is met.
This approach has the advantage that it permits application of the well-understood
linear inversion techniques. However, it can prove difficult to apply in practice. The
matrix of derivatives that is required at each iterative step must usually be estimated
numerically, and this can be a time consuming computational process. In strongly
nonlinear cases, it may be difficult to insure that the first guess lies within the region
of convergence in the parameter space.

An alternate approach is to apply a relaxation technique similar to the method
of temperature inversion discussed in Subsection 8.2.c. In this case the number of
parameters describing the gas profile is chosen equal to the number of wavenumbers
for which we have measurements. The radiance at each wavenumber νi is associated
with a gas mole fraction qi at the atmospheric level to which the radiance is most
sensitive, i.e., near the peak of the contribution function. A first guess, q0

i (i = 1, m),
is introduced and used in the radiative transfer equation to calculate a set of radi-
ances, I 0(νi ). In order to carry out the radiance calculation it is necessary to adopt
some form of interpolation between the levels for which q is initially specified. An
improved solution q1

i is then obtained using the relaxation relation

q1
i = I (νi )

I 0(νi )
q0

i (i = 1, m) (8.3.5)

where the I (νi ) are measured radiances. The procedure can be iterated until either
the residuals between measured and calculated radiances reach some prescribed
level or the change in the parameters from one iteration to the next is less than some
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specified amount. Convergence is usually found to be rather slow; however, for
many applications, it may be computationally more efficient than the linear method
because it eliminates the need for evaluation of the elements of the derivative ma-
trix. This approach, or variations on this approach, has been used extensively for
determining gas composition profiles in both the Earth’s atmosphere and the atmo-
spheres of other planets. As an example, we consider the retrieval of an ammonia
profile on Jupiter from measurements made by the Voyager infrared spectrometer
(Kunde et al., 1982). The portion of the spectrum between 850 and 1100 cm−1

was used, as shown in Fig. 8.3.2. A modification of the relaxation method as pro-
posed by Smith (1970) was applied to the data. The retrieved NH3 profile is shown
in Fig. 8.3.3 where it is compared with the profile that would exist if ammonia
were saturated at the local atmospheric temperature. The atmospheric tempera-
ture profile employed in the analysis was obtained by inversion of measurements
within the collision-induced S(0) and S(1) hydrogen lines centered at 354 cm−1 and

Fig. 8.3.2 Determination of the ammonia (NH3) abundance in the atmosphere of Jupiter
by inversion of a portion of a spectrum obtained by the Voyager infrared spectroscopy
experiment. The measured spectrum is denoted by the curve with dots. The solid curve is
a spectrum calculated using the vertical distribution of ammonia shown in Fig. 8.3.3. For
comparison, a spectrum calculated assuming a saturated ammonia distribution is indicated
by the broken curve. Sample error bars are shown below the curves (Kunde et al., 1982).
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Fig. 8.3.3 Vertical ammonia distribution in Jupiter’s North Equatorial Belt obtained by
inversion of the Voyager IRIS measurements shown in Fig. 8.3.2. The inferred mole fraction
versus pressure is shown as the broken curve with estimated error bars superposed. The
solid curve represents the saturation mole fraction for comparison (Kunde et al., 1982).

602 cm−1, respectively. The synthetic spectrum calculated using the retrieved NH3

and temperature profiles is compared with the measured spectrum in Fig. 8.3.2.

f. Simultaneous retrieval of temperature and gas abundance

In the absence of independent, direct determinations of planetary profiles such
as in situ measurements from an entry probe, it becomes necessary to infer both
atmospheric temperature and composition from remotely sensed measurements
alone. An example is the determination of the helium abundance in the atmospheres
of the giant planets. One approach uses a combination of the thermal emission
spectrum and the radio signal from the spacecraft occulted by the atmosphere. The
radio occultation measurements can be inverted to obtain an atmospheric refractivity
profile from which a profile of temperature versus pressure can be calculated if the
atmospheric composition is known. An initial atmospheric composition is assumed,
and the resulting temperature profile is used to calculate a theoretical spectrum
that is compared with a measured spectrum acquired near the occultation point.
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The composition is adjusted until the calculated and measured spectra are brought
into agreement. Since the atmospheres of the giant planets are composed primarily
of molecular hydrogen and helium with small admixtures of heavier components,
this method can be used to determine the atmospheric ratio of helium to hydrogen.
This approach was applied to a combination of Voyager radio occultation (RSS)
data and Voyager infrared spectrometer (IRIS) measurements to obtain the helium
abundance in the atmospheres of Jupiter, Saturn, Uranus, and Neptune (Gautier
et al., 1981; Conrath et al., 1984, 1987, 1991a, 1993).

More recently, in situ measurements of helium have been made from the
Galileo descent probe into Jupiter using two separate instruments, a dedicated
helium abundance detector (von Zahn & Hunten, 1996; von Zahn et al., 1998)
and a mass spectrometer (Niemann et al., 1996; 1998). A volume mixing ratio
of He/H2 = 0.157 ± 0.003 was obtained, compared to the Voyager value of
0.11 ± 0.032. Although the difference between the Voyager and Galileo results
is not extremely large when the combined error bars are taken into account, results
suggest the likely presence of a systematic error. Since the two independent Galileo
determinations are in agreement, it is assumed that the errors are in the Voyager
measurements. Possible error sources in the IRIS data have been examined, but
none has been identified that could produce the observed differences; a complete
analysis of error sources in the radio occultation has yet to be carried out.

The disagreement between the Voyager and Galileo results has raised the ques-
tion of the validity of the Voyager helium determination for the other three giant
planets, prompting Conrath & Gautier (2000) to reexamine the problem. Based on
an earlier suggestion of Gautier & Grossman (1972), they abandon the constraint
of the ratio occultation data, using a direct inversion of IRIS spectra alone. They
used the spectral region between 230 and 600 cm−1, which is dominated by the S(0)
and S(1) lines and a portion of the translational continuum of the collision-induced
absorption spectrum of molecular hydrogen. The detailed shape of this portion of
the spectrum is sensitive to the He abundance through the contributions of H2–He
interactions to the collision-induced H2 spectrum. The spectral shape depends also
on the ortho–para ratio of molecular hydrogen, which is known to depart from its
thermal equilibrium value in the atmospheres of all four giant planets (see for exam-
ple Conrath et al., 1998). Consequently, it is necessary to attempt to simultaneously
infer the temperature profile, the para-hydrogen profile, and the He/H2 ratio from
the spectrum. This is possible only if there are multiple spectral regions that sound
essentially the same atmospheric layers, but have differing sensitivities to the pa-
rameters being inferred. Unfortunately, this condition is not met in the IRIS Jupiter
spectra because of strong gaseous NH3 and cloud opacity near the low wavenumber
end of the spectral range, but this restriction is less severe at the lower temperatures
of Saturn. The constrained algorithm discussed in Section 8.2.b was extended to
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include all three parameters, and was applied to IRIS Saturn spectra, yielding values
of He/H2 between 0.11 and 0.16. This range of values is significantly larger than
the value of 0.034 ± 0.024 previously obtained by Conrath et al. (1984) using the
RSS–IRIS method. This again suggests the possibility of systematic errors in the
original analysis.

While the determination of helium in the atmospheres of the giant planets has
been used as an example here, the approach for simultaneously retrieving tem-
perature in combination with other atmospheric parameters by direct inversion of
thermal emission spectra can be applied more generally. The basic requirement is
that there be multiple points within the spectral range that are ‘redundant’ in the
sense that the atmospheric pressure level of unit optical depth is essentially the same
for all points while the sensitivity of the spectrum to various parameters differs from
point to point. Each particular application must be studied in order to determine the
actual information content of the measurements and the precision of the retrievals.

g. Limb-tangent observations

Information on the vertical distribution of gaseous constituents can also be obtained
from limb-tangent observations, that is, observations for which the ray paths traverse
the atmosphere at the limb. As in the case of temperature profile retrieval, higher
vertical resolution can be obtained with this observational geometry than from nadir
viewing measurements. In addition, the long atmospheric path obtained in this way
is advantageous when attempting to extract information on weakly absorbing trace
constituents. This geometry has been employed both for thermal emission and solar
absorption measurements.

We first consider the analysis of solar absorption limb measurements. The geom-
etry of the situation is similar to that illustrated in Fig. 8.2.4 except in this case the
Sun serves as a source located at s = +∞. Solar radiation transmitted through the
atmosphere is measured by a sensor at the spacecraft. As the spacecraft moves,
the ray path between the Sun and the sensor passes through different parts of the
atmosphere. If it is assumed that thermal emission from the atmosphere is negli-
gible compared with the transmitted solar radiation, the transmittance, τ̃ , of the
atmosphere along the ray path is given by

τ̃ = I (ν, h)

I0(ν)
. (8.3.6)

Here I (ν, h) is the measured radiance at wavenumber ν for the ray path whose
closest approach to the planet at the ray tangent point is h, and I0(ν) is the solar
radiance as observed by the sensor in the absence of the intervening atmosphere.
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The transmittance can be related to the abundance of the absorbing gas by

τ̃ (ν, h) =
∫

ν

dν ′φ(ν, ν ′) exp

[
−2
∫ ∞

0
k(ν ′)qn ds

]
(8.3.7)

where φ(ν, ν ′) is the instrument spectral response function centered at wavenumber
ν with width ν, k(ν) is the monochromatic absorption coefficient, n is the total
atmospheric number density, q is the mole fraction of the gaseous absorber, and s
is the distance along the ray path measured from the tangent point. The integration
along the ray path must take atmospheric refraction into account.

Usually, measurements are available for a series of ray tangent point heights
z0 = hi , i = 1, . . . , m. It is convenient to divide the atmosphere into m discrete
layers with the altitude of the bottom of the i th layer equal to hi . If the gas mole
fraction, qi , within each layer is treated as a constant, then the transmittance of the
atmosphere along the ray path with tangent point altitude hi is a function of the gas
mole fraction in each of the layers from the top down to and including the i th layer,
but is not dependent on the mole fraction in the deeper layers. We can then express
the transmittances in the functional forms

τ̃ (ν, h1) = f1(ν; q1)

τ̃ (ν, h2) = f2(ν; q1, q2)
...

τ̃ (ν, hm) = fm(ν; q1, q2, . . . , qm). (8.3.8)

The first of these equations can be solved to obtain q1 from measurements of
τ̃ (ν, h1). This value is substituted into the second equation, which is then used
along with measurements of τ̃ (ν, h2) to determine q2. The procedure is continued
until qm is determined from the last of the equations. If τ̃ (ν, hi ) is obtained for a
number of values of ν within an appropriate spectral range, the qs can be determined
using nonlinear least squares solutions of Eq. (8.3.8). The retrieval method outlined
here is usually called ‘onion peeling’ in the remote sensing literature.

The limb-tangent solar absorption method has been used to obtain profiles of
trace gases in the Earth’s stratosphere. An example of an investigation using this
approach is the Atmospheric Trace Molecule Spectroscopy (ATMOS) Michelson
interferometer carried on the Shuttle-borne Spacelab 3 in 1985. A large number of
atmospheric transmission spectra were acquired in the 600 to 4700 cm−1 spectral
region (Farmer & Raper, 1986; Farmer & Norton, 1989). Vertical profiles of various
trace gases have been obtained from these data (Park et al., 1986).
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The principal advantage of the solar occultation approach is the relatively strong
signal obtained by using the Sun as a source. Its principal disadvantage is that the
measurements can be acquired only at local sunrise or sunset.

Thermal emission data acquired in the limb viewing mode have also been used
to obtain composition measurements in the terrestrial atmosphere. The geometry
is the same as that given in Fig. 8.2.4, only in this case thermal emission from the
atmosphere itself is observed rather than transmitted solar radiation. The radiance
measured by the spacecraft sensor along a ray path with tangent height h can be
written

I (h) =
∫

ν

dν ′φ(ν, ν ′)
∫ ∞

−∞
B(ν, T )

∂

∂s

[
exp

(
−
∫ ∞

s
kqn ds ′

)]
ds. (8.3.9)

To retrieve profiles of gas mole fraction, q(z), from measurements of I (h), one can
again resort to the onion peeling approach. In this case, there are two additional
complications. Knowledge of the temperature profile T (z) is required in order to
specify the Planck radiance B(ν, T ) at all points along the ray path, and a double
integration along the ray path is required. However, the radiance I (h) depends only
on the values of q for atmospheric levels above z = h. The atmosphere can again
be divided into discrete layers and the values of q can be determined sequentially,
starting at the top layer and working downward. This method can be employed
without restrictions in local time, but tends to be less sensitive to trace species than
the solar transmission method. A number of instruments have been flown in Earth
orbit which have made limb emission measurements for the purpose of obtaining
information on trace gases in the terrestrial middle atmosphere (see, for example,
Remsberg et al., 1984).

8.4 Clouds and aerosols

The inference of cloud characteristics is based on much less sophisticated ap-
proaches than those for determining thermal structure and gas abundances. Clouds
tend to be quite inhomogeneous compared with gaseous mixtures and require
more parameters for adequate definition. Also, the appropriate equation of transfer
[Eq. (2.1.40)] is considerably more complex than Eq. (8.2.1), and not nearly as
amenable to inversion techniques. Even so, direct techniques are sometimes ca-
pable of leading to rather definitive conclusions about cloud and aerosol systems.
We illustrate with an example concerning the abundance of the photochemical
aerosol in Titan’s stratosphere.
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a. Small absorbing particles

Dielectrics tend not to be completely transparent in the thermal infrared, leading
to some absorption in particles of all sizes. According to Figs. 3.8.3 and 3.8.4,
extinction cross sections of very small particles (a � λ) are due almost exclusively
to absorption (QE ∼ QA) as long as QA > 0. This is verified by expanding the ψ-
and ζ -functions and their derivatives in Eq. (3.8.48) in power series of the argument,
retaining only the lowest order terms. These terms are then used to evaluate an and
bn in Eqs. (3.8.50) and (3.8.51), leading to expressions for S(0) in Eq. (3.8.67) and
QE in Eq. (3.8.75). The lowest order absorption term is found to be

QA = 4

(
µ1

µ2

)(
2πa

λ

)
6nr ni(

n2
r − n2

i + 2
µ2

µ1

)2

+ 4n2
r n2

i

, (8.4.1)

whereas the lowest order scattering term is proportional to the fourth power of
2πa/λ. Hence, if a � λ, and ni is not negligible, scattering is unimportant and
Eq. (8.4.1) suffices to describe the extinction properties of a single particle. Setting
µ1/µ2 = 1, the extinction coefficient for a volume element becomes

NχE = 48π2a3

λ
N

nr ni(
n2

r − n2
i + 2

)2 + 4n2
r n2

i

. (8.4.2)

As usual, N is the particle number density and χE is the extinction cross section
per particle. It is assumed that both the particles and the atmosphere in which they
are imbedded are nonmagnetic, which requires that µ1 = µ2 = µ0, the magnetic
permeability of free space.

Equation (8.4.2) leads to a great simplification because no scattering terms are
involved in the equation of transfer. On the other hand, outside the range of infre-
quent strong absorption bands, both nr and ni tend to vary slowly with wavenumber,
implying that vertical structure is difficult to infer from spectral information. This
is in contrast to gaseous absorption, where vibration–rotation bands give rise to
large opacity variations over relatively small spectral intervals.

Limb-tangent observations are much better suited for inferring the vertical struc-
ture of an absorbing aerosol. Density rather than spectral variations are responsible
for providing vertical contrast. As long as the particles are sufficiently small and
absorbing, Eq. (8.3.9) can be used to infer their vertical distribution and abundance.
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b. Titan’s stratospheric aerosol

The photochemical aerosol in Titan’s stratosphere provides a good example. Several
lines of evidence (Hunten et al., 1984) indicate that submicron size particles are
responsible for the observed photometric and polarimetric properties of this aerosol.
Refractive indices of a presumably comparable material were derived by Khare et al.
(1984) by analyzing laboratory spectra of a polymeric residue obtained from electric
discharge in an N2–CH4 gas mixture. Values of nr = 1.8 and ni = 0.17 appear to
be reasonable averages over the 250–600 cm−1 spectral range. This combination
of large ni and small (a/λ)(nr − 1) ensures that scattering is unimportant, and
Eq. (8.3.9), modified to account for a finite field of view, is appropriate.

Spectra of Titan’s north polar limb, shown in Fig. 8.4.1, were obtained by the
Voyager 1 spectrometer (IRIS). The continuum between gaseous emission fea-
tures is due mainly to a stratospheric aerosol, although tropospheric emission also
contributes to the spectrum shown in the lower panel. Because each field of view
extends over several scale heights, it is necessary to convolve Eq. (8.3.9) with the
field of view; the onion peeling approach is not practical. Instead, the equation is
solved directly, varying the aerosol parameters until the spectral continua are fit
simultaneously for a given model.

In practice, because of the large fields of view, vertical resolution in the strato-
sphere is limited to two levels. Continuity of particle number density N across the
boundary z = z0 between the two levels is required in the modeling, but dN/dz is
allowed to be discontinuous. We replace Eq. (4.2.5) with

N = N0

(
T

T0

)−(1−mg/ck�)

, (8.4.3)

where the reference level is the common boundary, z0, and c is defined below.
As � → 0 the atmosphere becomes isothermal, and Eq. (8.4.3) transforms into

lim
�→0

N = N0 e−(z−z0)/cH , (8.4.4)

where

H = kT

mg
(8.4.5)

is the pressure scale height. Hence, the parameter c in Eq. (8.4.4) is a scale factor
for adjusting the aerosol scale height in units of H . Its meaning becomes somewhat
more general in Eq. (8.4.3) where � �= 0, but may still be used as a scale height
factor.
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Fig. 8.4.1 Voyager 1 IRIS spectra viewed along the tangent path over the north polar hood
of Titan. Numerical values refer to the vertical distance at which the ray defining the center
of the IRIS field of view passes above the apparent horizon as seen from the spacecraft
(Samuelson, 1985).

In fitting the continua shown in Fig. 8.4.1, it is found that, above z0, c ∼ 1.5
independently of wavenumber. Below z0, c is in the range 0.6 < c < 1.5, a function
of both ν and z0. The exact location of z0 cannot be inferred from the data. The
variation of c with ν below z0 implies either a rapid increase in particle size, so that
Eq. (8.4.2) is no longer a suitable approximation, or a change in composition. The
latter is quite possible, as the lower stratosphere is the region where organic gases
are expected to condense (Maguire et al., 1981; Sagan & Thompson, 1984). A value
of c > 1.0 in the middle and upper stratosphere is consistent with the source of the
aerosol (presumably photochemical in origin) being located at higher altitudes.
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Fig. 8.4.2 Normal optical depths of Titan’s continuum at 80 km of both the north polar
hood and the region around the equator. The parameter z0 is an altitude at which the
opacity gradient is permitted to be discontinuous in the models (after Samuelson & Mayo,
1991).

The integrated optical depth down to z = 80 km,

τ =
∫ ∞

80 km
NχE dz, (8.4.6)

is shown in Fig. 8.4.2 for two values of z0. It is gratifying to see the results are
essentially independent of z0, since the parameter itself is so ill-defined by the data.
Also shown are results for the equatorial region of Titan, although the effective field
of view of the instrument is much larger for these data, and no vertical resolution is
possible. Both data sets show a wavenumber dependence for the opacity consistent
with small particles [see Eq. (8.4.2) and Figs. 3.8.3 and 3.8.4]. Little information
is available below z = 80 km, principally because the temperature is decreasing
rapidly with decreasing altitude in the lower stratosphere, and emission is very
weak there.

The volume qv occupied by the aerosol particles per unit volume of atmosphere
(volume mixing ratio) is

qv = 4
3πa3 N , (8.4.7)

while the volume extinction coefficient NχE is determined by fitting the data [see
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Eq. (8.4.6) and Fig. 8.4.2]. Hence, qv can be inferred from Eq. (8.4.2) if nr and ni

are known. The values suggested by Khare et al. (1984) lead to

qv ∼ 2.5 × 10−13 (8.4.8)

at z = 160 km. Assuming a bulk density of unity and adopting an atmospheric
density of 4.1 × 10−6 g cm−3 at 160 km yields a mass mixing ratio

qm ∼ 6 × 10−8 (8.4.9)

at this level. As long as the particles are small their cross sections and masses are
both proportional to the same power of the radius, and mass mixing ratios may be
obtained by the above method.

8.5 Solid surface parameters

a. Surface temperature

In the thermal infrared the spectral intensity, Iν , measured by a radiometric instru-
ment facing the opaque surface of an astronomical object can be written

Iν(θ ) = εν(θ ) Bν(T ), (8.5.1)

[see Eq. (2.4.5)]. The surface emissivity, εν , depends on wavenumber, ν, and emis-
sion angle, θ , and may also be a function of the plane of polarization (see Fig. 1.6.1).
An azimuthal dependence of ε can generally be neglected. However, topography or
the presence of boulders illuminated by the evening Sun may introduce an azimuthal
dependence in the thermal emission, even after sunset. If the surface material is par-
tially transparent at certain wavenumbers, the temperatures of the subsurface layers
as well as of the surface itself may have to be considered; the emission must be
treated as a radiative transfer problem, quite analogous to the case of an atmosphere
with a spectrally variable absorption. As discussed in Subsection 6.5.b this situation
apparently exists on Io. In this section we assume a surface layer isothermal with
depth where the measured intensity is specified by Eq. (8.5.1).

The simplest interpretation of the radiance measured by a single-channel radio-
meter is through the brightness temperature, which is the temperature of a black-
body that emits the same intensity, Iν , at the wavenumber ν as does the object of
interest. To find the kinetic temperature of the surface from the brightness tempera-
ture one must know the emissivity of the material. Rarely are the composition and
texture of the surface known well enough to permit computations of ε. In reality
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one must choose the spectral range and polarization of the radiometer to assure
measurement in a region of high emissivity. The measured brightness temperature
is then close to, but always less than, the kinetic temperature of the surface.

We consider now measurements with a nonpolarizing radiometer, that is, with an
instrument that averages over both planes of polarization. All infrared radiometers
flown on planetary spacecraft to date are of this type. If we also exclude measure-
ments at large emission angles, say larger than 45◦, then the thermal emissivity of
a smooth, polished surface can be approximated from Eqs. (1.6.15) and (1.6.16) as

εν ≈ 4n(1 + n)−2. (8.5.2)

Materials of remote sensing interest have refractive indices ranging from approx-
imately 1.3 (water ice) to 3.2 (hematite, Fe2O3). Most silicate minerals also fall
within these limits. Consequently, the emissivities would be between 0.73 and
0.98. But planetary and satellite surfaces are far from polished. An exception to
this rule, the lava lakes on Io, are discussed in Subsection 8.5.c. Most real surfaces
are rough on the scale of infrared wavelengths. Even relatively smooth, sandy or
powdery surfaces contain gaps and holes between individual grains that trap radi-
ation and decrease the reflectivity. The radiometer averages over the exposed solid
surfaces, and the small voids act as little, almost black cavities. The emissivity
of such a surface is generally higher than the values just mentioned. However,
scattering also becomes important. The particles are generally in contact with one
another, and the simple scattering model introduced in Chapter 2 for individual,
well-separated particles is no longer valid. At present, a completely satisfactory
theory (comparable to the Mie theory of spherical, homogeneous, well-separated
particles described in Section 3.8) does not exist for sands and powders. Due to
near-field and shape effects, matters are very complicated and one has to fall back
on semi-empirical theories to explain the results of laboratory measurements of
the emissivity or reflectivity of mineral powders of different particle sizes. Emslie
& Aronson (1973) have attempted to understand the infrared properties of such
surfaces. For visible wavelengths Hapke & Wells (1981), and Hapke (1981, 1984,
1986) have developed a scattering theory for powdery surfaces. Many aspects of the
measured reflectivities and emissivities can be explained by their theories. Hovis &
Callahan (1966), Logan & Hunt (1970), Hunt & Logan (1972), Aronson & Emslie
(1973), and others have measured the reflectivity of sands of different materials and
grain sizes. In general, they found the infrared reflectivity to be lower for powdery
surfaces than for coarser sand of the same mineral, but exceptions to this rule can
be found. In the visible and near infrared the reflectivity is generally high. Most
powders appear white to the eye. The reflectivity varies somewhat with wavelength,
but for most minerals it is relatively low in the infrared; that is, the emissivity often
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exceeds 0.8. Not knowing the precise value, many investigators have assumed ε to
be 0.9, and independent of wavenumber and emission angle.

Several precautions can be taken to assure a good estimate of the true surface
temperature. As indicated in Eq. (8.5.1), the emissivity normally depends on the
wavenumber. With a spectrometer or multichannel radiometer one may search for a
dispersion region of the surface material where the refractive index varies strongly
with wavenumber (see Subsection 3.7.b). Near the index minimum the emissivity
has a maximum. In addition to the composition the emissivity strongly depends on
particle size and surface texture. A spectral search for an emissivity maximum is an
improvement over the use of an arbitrarily chosen spectral interval. The maximum
in the Martian brightness temperature near 1280 cm−1, shown in the upper spectrum
of Fig. 6.2.8, may be an example of such a case.

At wavenumbers where the refractive index of the material equals that of the
substance it is imbedded in (CO2 gas in the Martian case), the suspended atmo-
spheric dust is least scattering, but still absorbing. The frequency where the index
of the particles equals that of the environment is called the Christiansen frequency.
If atmospheric gas and dust absorption are not excessive, the spectral region sur-
rounding this frequency may provide a suitable window for a measurement of the
surface temperature.

Another approach to find conditions for ε ∼ 1 suggests itself from Fig. 1.6.1.
The emissivity corresponding to a polarization parallel to the plane of incidence
(the plane through the surface normal and the view direction) is consistently higher
than that of the orthogonal component. For silicates (n ∼ 1.4 to 2) ε‖ approaches
unity for emission angles between 40◦ and 60◦. On a rough surface the local surface
normals are more or less randomly grouped around the average, large-scale normal.
Therefore, the surface emissivity is an average over θ , concentrated around the
large-scale value of θ . In either case ε‖ is on the average larger than ε⊥. To date,
only nonpolarimetric measurements have been carried out in the thermal infrared
from spacecraft. However, 5 GHz microwave measurements of snow surfaces on
Earth show the polarization effect very clearly (Fung & Eom, 1981; Ulaby et al.,
1986).

Multichannel infrared radiometers have observed Mars from Mariner 6, 7, and
9, as well as from the Viking orbiters (Neugebauer et al., 1971; Chase et al., 1972;
Kieffer et al., 1973). Maps of the diurnal temperature variations and thermal inertia
of Mars have been published. In the Viking observations the brightness temperature
of the surface ranged from 130 K in the south polar region to 290 K shortly after
local noon at low latitudes. Similar measurements on Mercury have been carried
out from Mariner 10 at two wavelength intervals: 8.5–14 µm and 34–55 µm (Chase
et al., 1976). Because of the proximity of Mercury to the Sun (mean distance 0.387
AU) the subsolar surface temperature is expected to be quite high. Assuming a
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planetary albedo of 0.1 and a surface emissivity of 0.9 results in an equilibrium
temperature of about 635 K; for comparison lead melts at 600 K. The trajectory
of Mariner 10 prevented observation of the subsolar point, but two swaths across
the evening and morning terminators and across the dark side have been obtained
(see Subsection 8.5.b). A minimum temperature of about 100 K was found near the
antisolar longitude of Mercury.

Early lunar infrared measurements from the Earth’s surface have been discussed
by Sinton (1962). Very detailed measurements of the Moon have been carried out
by Saari & Shorthill (1967, 1972) and Saari et al. (1972) with the 152 cm telescope
on Mt Wilson and the 188 cm telescope of the Helwan observatory in Egypt.
Spatial resolutions were 8 and 10 seconds of arc, respectively. The infrared spectral
interval was from 10 µm to 12 µm. Simultaneous observations have been made at
visible wavelengths (0.35–0.55 µm) with identical spatial resolutions. Altogether
the Moon was observed at 23 phase angles, more or less evenly distributed over a
full lunar cycle.

If the spectral coverage of the spectrometer or multichannel radiometer is wide
enough, detailed information on surface temperatures can be obtained by analyzing
the shape of the spectrum. An example provided by the Voyager infrared measure-
ments of Io is discussed in Subsection 6.5.b.

b. Thermal inertia

On quiescent planets or satellites without substantial atmospheres, the surface tem-
perature is determined by a balance between incident solar flux, thermally emit-
ted radiation, and conductive heat transport into or out of the opaque surface. By
measuring the surface temperature and the bolometric albedo the absorbed and
emitted radiation can be found and the conductive flux into the solid body derived.
After sunset or during a solar eclipse the cooling rate of the surface depends on the
‘thermal inertia’ of the subsurface layers. A study of such cooling rates provides a
sensitive means of discriminating between powdery, sandy, or solid rock surfaces.
We now review the theory behind such an analysis, and discuss examples of thermal
inertia measurements.

The theory of thermal conduction in solids was first applied to lunar studies by
Wesselink (1946). The basic equation of heat conduction is

∇2T − ρc

k

∂T

∂t
= 0, (8.5.3)

where T [K] is the temperature, ρ [kg m−3] the density, c [J kg−1 K−1] the specific
heat per unit mass, and k [J s−1 m−1 K−1] the thermal conductivity. The term
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kρ−1c−1 is called the temperature conductivity, or thermal diffusivity, a2. If the
surface is flat and horizontally homogeneous only the depth below the surface, x ,
enters as a space coordinate, and Eq. (8.5.3) reduces to

∂2T

∂x2
− 1

a2

∂T

∂t
= 0. (8.5.4)

To separate the variables we take the usual Bernoulli product approach,

T (x, t) = X (x) eiωt . (8.5.5)

In anticipation of the periodic nature of solar illumination we use a periodic function
for the time factor. In general, solar radiation is not a simple sinusoidal term, but
must be expressed by a Fourier series. To simplify notation we treat only the lowest
diurnal frequency of the series; higher order terms can be considered later by
superposition of solutions. Substituting Eq. (8.5.5) into Eq. (8.5.4) leads to

X ′′ − iω

a2
X = 0. (8.5.6)

Expressing X by an exponential function of depth,

X (x) = α eλx , (8.5.7)

yields a characteristic equation for λ,

λ2 − iω

a2
= 0; λ = ±(1 + i)

1

a

(
ω

2

) 1
2

. (8.5.8)

Since the exponential term must approach zero at large depths, only the negative
root is acceptable, so that

T (x, t) = α exp

[
−1

a

(
ω

2

) 1
2

x

]
exp

[
iω

(
t − x

a(2ω)
1
2

)]
. (8.5.9)

The temperature is periodic in time and space with an amplitude exponentially
decreasing with depth. The velocity of the thermal wave shows dispersion, that is,
it depends on the frequency,

v = a(2ω)
1
2 . (8.5.10)
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The scale depth, x1, where the amplitude decreases by 1/e, is

x1 = a

(
2

ω

) 1
2

= a

(
τ

π

) 1
2

, (8.5.11)

where τ is the period of the illumination function. Typically, x1 is in the range
from a few mm to dm. The scale depth probed by eclipses (short τ ) and by diurnal
heating (long τ ) can be significantly different, which provides a crude probe of
homogeneity with depth.

The conductive thermal energy flux into the surface is

π F = −k
∂T

∂x
. (8.5.12)

Differentiating T in Eq. (8.5.9) with respect to x , multiplying with k, and setting x
equal to zero yields the flux, π F0, at the surface boundary,

π F0 = (1 + i) (kρc)
1
2 α

(
ω

2

) 1
2

eiωt . (8.5.13)

The quantity (kρc)
1
2 has the dimension of [J s−1 m−2 K−1]; it is called the thermal

inertia of the material. The complex factor indicates a phase shift between the
driving function and the flux.

The conductive thermal flux at the surface, π F0, must be balanced by the radiative
fluxes from the Sun and the thermal emission from the surface,

π F0(t) = π S

D2
(1 − A)G(t) − εσ T 4

0 (t), (8.5.14)

where π S is the solar constant, D the heliocentric distance of the object in
Astronomical Units, A is the Bond albedo, ε the emissivity, and G(t) the time-
dependent illumination of the surface element under consideration. Since we have
assumed a solution consisting of a linear superposition of Fourier components in
time, the thermal emission term in Eq. (8.5.14) must be linearized about a mean
temperature. This procedure is adequate for small changes in T0, but in most practi-
cal applications the amplitude of the temperature fluctuation is large, and numerical
methods for solving the highly nonlinear problem must be applied. For the illumi-
nated side G(t) is the cosine of the illumination angle; on the dark side G(t) is zero.

To determine the thermal inertia, one fits a series of temperature measurements
taken over an illumination cycle or during an eclipse to numerical solutions for the
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Fig. 8.5.1 Nighttime surface temperatures of Mercury compared with model curves for
homogeneous surfaces at the given thermal inertias (in cal cm−2 s− 1

2 K−1) (Chase et al.,
1976).

surface temperature from Eqs. (8.5.13) and (8.5.14). An example of such a proce-
dure is shown in Fig. 8.5.1 for Mercury (Chase et al., 1976). Since Mercury’s rate
of revolution about the Sun of 88 Earth days is relatively slow (ω = 2π/88 days =
0.826 × 10−6 s−1), the scale depth is relatively large. Also, because of Mercury’s
high orbital eccentricity (ε = 0.206) and the 2 : 3 spin–orbit resonance, the solar
illumination, G(t), and the time-dependent factor in F0(t) are complicated func-
tions of time and surface location (Chase et al., 1976). As shown in Fig. 8.5.1 the
procedure gives reasonable results for local times between sunset and midnight,
but deviations from expectation are seen after that time. The thermal inertia derived
from the early period is characteristic of powdery surfaces, quite similar to that
found on the Moon. The data after midnight suggest the presence of a horizontally
inhomogeneous surface; outcrops of solid rocks or boulders covering only a few
percent of the area can account for the measured higher inertias near 3 o’clock local
time.

The technique is surprisingly successful, considering the approximations made
in the derivations. The terms ρ, c, and k are in reality far from being constant.
For example, measurements on lunar samples returned by the Apollo 11 astronauts
indicate changes in the heat capacity over a factor of three between 100 K and
300 K (Robie et al., 1970; see also Keihm et al., 1973). The density is bound to
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increase with depth, and the heat conduction also depends on temperature. More
complex models, taking these dependences into account, and using several layers of
distinctly different properties have been employed to provide better agreement be-
tween measurements and theory (Linsky, 1966; Brown & Matson, 1987). However,
with more degrees of freedom introduced by vertical inhomogeneity, the solutions
become less unique.

c. Refractive index and texture

Up to the present, most of the compositional information of solid body surfaces
has been derived from conventional photometric and spectrometric measurements,
ranging from the ultraviolet through the visible and into the near infrared. A recent
summary of such observations and their interpretation for the Galilean satellites
has been provided by Sill & Clark (1982). We do not analyze these methods in
this section, but discuss the application of polarization measurements in the near
infrared. This technique has recently been applied to the volcanic features of Io by
Goguen & Sinton (1985) and Sinton et al. (1988). From ground-based observations,
which do not resolve locations on Io, Sinton and his collaborators derived the
location, approximate size, and lower limits of the refractive index of the surface
material of certain hot spots. This information could be obtained because at these
wavelengths (4.8 µm and 3.8 µm) the hot spots contribute a significant fraction
to the total infrared flux from the full disk, and the apparent smoothness of the
hot spot surface at a scale of ∼5 µm causes strong polarization at large emission
angles. At a phase angle near zero degrees, reflected sunlight is expected to be
nearly unpolarized.

To take full advantage of this method the ‘effective’ geometric albedo, the degree
of polarization, and the azimuth angle of the polarization were measured over a
wide range of orbital positions of Io. Panel (a) of Fig. 8.5.2 (Fig. 1 of Goguen &
Sinton) shows the effective geometric albedo of the full disk of Io computed for a
hypothetical hot spot area of 2000 km2 at a brightness temperature of 450 K located
at a meridian of 180◦ and at a latitude of 15◦N. The calculations assume a refractive
index of 1.5 for the hot spot material and a geometric albedo of 0.8 for the rest of
Io’s disk. The increase of the geometric albedo to a value higher than unity is a
result of the additional thermal emission from the spot.

The degree of linear polarization of the whole disk is shown in panel (b). The
degree of polarization is defined by V = (Fν/Ft)(ε⊥ − ε‖)/(ε⊥ + ε‖). The flux
from the volcano is Fν and the total flux (background plus hot spot) is Ft. The
emissivities parallel and perpendicular to the plane of view have the same meaning
as in Eqs. (1.6.15) and (1.6.16). The degree of polarization falls to zero at the limb,
that is, when the spot disappears from view, and has a minimum when the spot is at
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Fig. 8.5.2 Variation of flux and linear polarization with orbital longitude due to a single
standard hot spot of area 2000 km2 (T = 450 K) located at 180◦W, 15◦N on a model planet
with n = 1.5 and a true geometric albedo of 0.8. In each frame of the figure, the solid line
is the signature of this standard spot and the broken lines show the changes in this signature
if one of the parameters is varied from the standard configuration. (a) The quasi-geometric
albedo p′; (b) the degree of linear polarization V (dotted line, n = 1.8); (c) azimuth of linear
polarization ψ (dashed line, latitude 45◦N; dotted line, latitude 15◦S) (Goguen & Sinton,
1985).

the meridian passing through the center of the disk. The active area is then viewed
at a minimum emission angle equal to the latitude of the spot. The solid line in the
figure is for a refractive index of 1.5 and the dotted line for an index of 1.8.

Panel (c) shows the position angle (angle between the hot spot–sub Earth point
line and the north direction) as a function of the central meridian. The solid curve
is for a spot at 15◦N, the dashed line for one at 45◦N, and the dotted line for one
at 15◦S. If more than one hot spot contributes to the flux then the signal is the
superposition of the contributions from all spots.

By applying this model to polarization measurements at 4.76 µm from the 3 m
infrared telescope at the Mauna Kea observatory in Hawaii, Goguen & Sinton
(1985) detected three areas of strong emission and polarization. A least squares
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fit of a three source model to the observations identifies the strongest source of
∼3057 ± 118 km2 at a longitude of ∼288◦W and a latitude of ∼ +20◦N. This
source is very close to Loki which was an active hot spot and plume area during the
Voyager encounter. The second spot identified by Goguen & Sinton is somewhat
smaller (1474 ± 212 km2) at longitude ∼72◦W and latitude +6.44◦N. This location
is near Ra Patera, also identified as a volcanic area by the Voyager cameras. The
third spot of 1723 ± 116 km2 is at longitude ∼322◦W and latitude ∼ 11.6◦N. It does
not correspond to any plume or hot spot discovered by Voyager. Reanalysis of the
same data by Sinton et al. (1988) takes into account a small amount of residual disk
polarization. The spots shift somewhat and the association of the first spot with the
Loki area becomes doubtful. In the same paper Sinton et al. report on more recent
(1986) measurements at 3.8 µm and 4.8 µm. A general decrease in activity seems
to have taken place between 1984 and 1986; Loki was no longer active. Changes in
the position and strength of volcanic activity were also observed between the two
Voyager encounters (Smith et al., 1979a, b). Apparently, the volcanic activities on
Io change on time scales of a few years.

The best fit to the data yields a refractive index of 1.51 (+0.06/−0.08) for 4.8 µm
and 1.11 ± 0.03 for the 3.8 µm measurements of 1986. These values are lower
limits that would apply to perfectly smooth surfaces; however, if a few fractures
exist the data are consistent with larger indices of the surface material. Therefore,
the present measurements are not restrictive enough to discriminate between basalts
and sulfur lakes, for example. The data have been interpreted using a flat surface
model. However, this is not required. The natural curvature on the surface of Io
(radius 1815 km) results in a variation of emission angle of about 6◦ for the ‘lava
lake’ Loki, measured vertically, and somewhat less, measured under lower viewing
angles. As shown in Fig. 1.6.1 a change in the emission angle of a few degrees does
not affect the conclusions much at all. Even a model of small, adjacent, individual
areas (frozen puddles, possibly overlapping) would fit the data equally well. In
either case, the hot spot area must be remarkably smooth (glossy) at a scale of a
few µm to show such a strong polarization.

8.6 Photometric investigations

a. Introduction

Photometric measurements of planets and satellites often serve one of two dis-
tinct purposes. In the first case the local properties of surfaces or of clouds are
sought. If this is accomplished for many places on a planet, then statements on the
global characteristics can also be made. An instrument suitable for determination of
local reflection properties requires a narrow field of view with many narrow-band
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channels at different wavelengths and a polarization measurement capability.
Ideally, many characteristic areas of a planet, such as densely clouded or clear
areas, should be measured over a wide range of Sun and emission angles. The
photopolarimeters on Pioneer (Gehrels et al., 1974; Gehrels, 1976) and on Voyager
(Lillie et al., 1977; Lane et al., 1982) are examples of this type of instrumentation.
However, we will not follow this particular aspect of research; these investigations
have been presented by Tomasko et al. (1978, 1980), West et al. (1986), Nelson
et al. (1987), and references therein.

In the second case, the objective is to determine the energy balance parameters,
that is, the bolometric albedo and the spectrally integrated thermal emission. The
bolometric albedo is the fraction of incident solar flux that is scattered by a partic-
ular planetary area in all directions. The bolometric albedo of the whole planet is
the Bond albedo. For some investigations, such as climatological studies on Earth,
the energy balance on a regional or latitudinal scale is of interest. For other investi-
gations, such as studies of the internal structure and evolution of the giant planets,
the global heart balance is of prime interest.

To be well-suited for albedo measurements a radiometer should have a wide
spectral range with a flat spectral response to register as much of the reflected solar
energy as possible. Polarization information is not required; on the contrary, the
instrument should be insensitive to polarization. Measurements over a full range
of phase and azimuth angles are needed to derive either the local or the global
albedo. Examples of such photometers are the instruments of the Earth Radiation
Budget Experiment (ERBE) and the IRIS radiometer on Voyager. Both the objective
of obtaining the local scattering properties and that of obtaining the Bond albedo
require instruments with good radiometric calibration. In each case a well-calibrated
spectrometer would be preferable to a radiometer, but only radiometers have been
used in space for these purposes so far.

To find the thermal emission from a specified planetary region, the infrared
intensities must be measured over all emission angles, but an azimuthal dependence
is generally absent. Thermal emission measurements of the Earth on a local scale
have been obtained by the long wavelength instruments on ERBE as well as on
other investigations. Historical aspects, instrumentation, and results are discussed
by Hunt et al. (1986), House et al. (1986), Kopia (1986), Barkstrom & Smith
(1986), Luther et al. (1986), and several other papers in the same issue of Reviews
of Geophysics, Vol. 24, No. 2 (1986). For Jupiter the meridional energy balance
was investigated by Pirraglia (1984).

To find the total energy emitted, full disk measurements must be performed from
all directions, to permit integration of the emission over 4π steradians. In addition
the spectrum must be integrated from zero wavenumbers to an upper limit that
includes most of the thermal emission, but excludes reflected sunlight. This limit
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is about 2500 cm−1 for Jupiter. For Saturn it is sufficient to integrate up to about
1500 cm−1 and for Uranus and Neptune to about 500 cm−1. The Voyager infrared
spectrometer measured infrared emission spectra from about 200 cm−1 to these
upper limits. With extrapolation to lower wavenumbers, based on simultaneously
determined temperature and composition information, the total thermal emission of
Jupiter, Saturn, Uranus, and Neptune have been found (Hanel et al., 1981b, 1983;
Pearl et al., 1990; Conrath et al., 1989b). As an example we treat measurements of
the total emission of the giant planets in Subsection 8.6.c.

b. The Bond albedo

A determination of the planetary albedo requires a large set of individual photo-
metric measurements. Two approaches may be followed in collecting the data. In
one approach the flux from a surface element is determined by recording the inten-
sities emanating from that element in all directions and calculating the local flux
according to the definition (Chandrasekhar, 1950),

π F =
∫ 2π

0

∫ π
2

0
I (δ, φ) sin δ cos δ dδ dφ, (8.6.1)

where δ is the zenith and φ the azimuth angle. This, in essence, is the approach
needed to determine the energy balance terms on a local or regional scale. To find
the global values many individual flux measurements must then be integrated over
the whole globe. While this approach is conceptually straightforward, in reality it
is difficult to implement. Alternatively, one may measure the flux from the whole
planetary disk as it appears to a distant observer and then integrate the individual
disk measurements over all directions, that is, over 4π steradians. Although this
method is equivalent to the first approach, it requires fewer individual measurements
than the first method, leading to a more feasible measurement strategy.

To gain an understanding of the geometry and the radiometric quantities involved,
consider a spherical planet, as shown in Fig. 8.6.1, with the Sun illuminating the
whole upper hemisphere. The direction towards the observer is indicated by an
arrow in the figure. Also shown is the surface element, da, which scatters part of
the incident solar radiation in that direction. The coordinate system of Fig. 8.6.1
reflects the relative positions of the planetary surface element with respect to the
Sun and the observer and does not correspond to the conventional latitude and
longitude system. The angle between the direction to the observer and the normal at
the surface element, da, is the emission angle, ε (observer–center of planet–surface
element). The angle between the directions to the observer and the Sun is the phase
angle, θ (observer–center of planet–Sun). The angle between the Sun direction
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Fig. 8.6.1 Spherical coordinate system. The polar axis points towards the Sun. Directions
normal to the surface element da and towards the distant observer are also indicated. The
emission angle is ε, the phase angle θ , and the Sun angle α.

and the surface normal at da is the illumination or Sun angle, α (Sun–center of
planet–surface element). Emission and illumination cosines are often expressed by
µ = cos ε and µ0 = cos α.

The bidirectional reflectivity, ρ, of the area element da is a function of the location
and the inclination of the element with respect to the observer and the Sun. The
reflectivity depends, therefore, on the angles, α, θ , and ε, and is defined by

ρ(α, θ, ε) = π I (α, θ, ε)

µ0 π Fs/D2
, (8.6.2)

where I (α, θ, ε) is the intensity in the direction of the observer, µ0 is the cosine
of the Sun angle, and π Fs/D2 is the solar flux at the heliocentric distance, D,
measured in Astronomical Units.

The specific intensity depends on four parameters, (µ, φ; µ0, φ0). The azimuth
angles, φ and φ0, have an arbitrary origin, and � = φ0 + φ (see Fig. 8.6.1). The
spherical cosine law, applied to the shaded triangle displayed in Fig. 8.6.1, estab-
lishes a relation between ε, α, θ , and φ,

cos ε = cos α cos θ + sin α sin θ cos φ. (8.6.3)

Therefore, the reflectivity in Eq. (8.6.2) can be expressed by a function of (α, θ, φ)
as well. From Eq. (8.6.2) the intensity I , scattered by the surface element, da,
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towards the observer can be written

I (α, θ, φ) = Fs

D2
ρ(α, θ, φ) cos α. (8.6.4)

Integration of Eq. (8.6.4) over the apparent planetary disk yields the observable
mean disk intensity at phase angle, θ , and azimuth angle, φ0,

Ī (θ, φ0) = 1

π R2

Fs

D2

∫
ρ(θ, α, φ) cos α cos ε da, (8.6.5)

where R is the planetary radius. The cosine of the emission angle, ε, is a function
of α, θ , and φ, as given in Eq. (8.6.3). Since

da = R2 sin α dα dφ, (8.6.6)

the integration of Eq. (8.6.5) must be performed with respect to α and φ. In this
calculation of the mean disk intensity, the integration over the planet must be
restricted to the illuminated hemisphere, α ≤ π/2, as well as to the part visible
to the distant observer, ε ≤ π/2. The horizon seen by the observer corresponds to
ε = π/2, that is, cos εhorizon = 0. From Eq. (8.6.3) we obtain

cos εhorizon = cos α∗ cos θ + sin α∗ sin θ cos φ = 0, (8.6.7)

where α∗ is the illumination angle at the observer’s horizon. Solving Eq. (8.6.7) for
α∗ yields

α∗ = arc tan

( −1

tan θ cos φ

)
. (8.6.8)

If θ is between zero and π/2 the disk measurement, Ī (θ, φ0), can be expressed by
the sum of two integrals

Ī (θ, φ0) = Fs

π D2

[∫ +π/2

−π/2

∫ π/2

0
G(α, θ, φ)dαdφ +

∫ 3π/2

π/2

∫ α∗

0
G(α, θ, φ) dα dφ

]
,

(8.6.9)

where

G(α, θ, φ) = ρ(α, θ, φ) sin α cos α(cos α cos θ + sin α sin θ cos φ). (8.6.10)
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The first integral in Eq. (8.6.9) is over the fully visible and illuminated segment,
while the second integral covers the segment containing the illuminated horizon,
that is, the apparent planetary limb. If θ is between π/2 and π , the planet appears
to the observer as a crescent and only one integral needs to be evaluated,

Ī (θ, φ0) = Fs

π D2

∫ +π/2

−π/2

∫ π/2

α∗
G(α, θ, φ)dαdφ. (8.6.11)

Ideally, one attempts to derive an analytical expression for the disk measurements
and their dependence on the phase angle. Conceivably, a family of such expressions
could serve as interpolation functions to cover gaps between sparsely available
data points. In reality integration of Eq. (8.6.9) is far from simple. In most cases
ρ(α, θ, φ) is not well known. Alternatively, disk measurements must be made for
many values of phase and azimuth angles, θ and φ0, respectively. Then one can
integrate the individual disk measurements over 4π steradians, which yields the
total power reflected by the planet,

Preflected = π R2
∫ 2π

0

∫ π

0
Ī (θ, φ0) sin θ dθ dφ0. (8.6.12)

Often the simplifying assumption is made that the mean disk intensity depends
only on θ and not on φ0. This assumption is reasonable for relatively uniform bodies,
such as Uranus, and to a lesser degree also for the other outer planets and Titan.
It is only a crude approximation for Earth, which has bright polar caps, clouds,
and a dark ocean surface. With the assumption of Ī being independent of φ0, the
integration over φ0 is trivial,

Preflected = 2π2 R2
∫ π

0
Ī (θ) sin θ dθ. (8.6.13)

The reflected power divided by the incident power intercepted by the object
gives the albedo. If the albedo is measured over narrow spectral intervals, then the
spectral albedo is determined. If the spectral response of the instrument is flat over
all wavelengths pertinent to solar radiation (from 0.2 µm to 4 µm, for example),
the global bolometric or Bond albedo is obtained.

The incident power is the planetary cross section times the solar flux at the
planetary distance from the Sun,

Pincident = π R2 π Fs

D2
. (8.6.14)
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The albedo becomes

A = Preflected

Pincident
= 2

Fs/D2

∫ π

0
Ī (θ) sin θ dθ. (8.6.15)

Direct evaluation of this equation is most appropriate for space-borne measurements
where the mean disk intensities can be found by direct measurements or derived
from several local measurements for a particular phase angle with the help of an
auxiliary empirical function, such as that of Minnaert (1941) (see Pearl et al., 1990).

For ground-based observations it has become customary to express the albedo
as the product of two functions, p and q,

A = pq = Ī (0)

Fs/D2
· 2
∫ π

0

Ī (θ )

Ī (0)
sin θ dθ. (8.6.16)

The first factor,

p = Ī (0)

Fs/D2
, (8.6.17)

is the geometric albedo; it can be determined for the outer planets from Earth-based
observations. The second factor,

q = 2
∫ π

0

Ī (θ )

Ī (0)
sin θ dθ, (8.6.18)

is the phase integral. By definition, the phase function, Ī (θ )/ Ī (0), is unity at zero
phase angle. For the outer planets a measurement of the phase integral cannot be
performed from Earth, and data from a space platform are required. Considering
Eq. (8.6.9), (8.6.10), and (8.6.17), the geometric albedo is

p = 1

π

∫ 2π

0

∫ π/2

0
ρ(α, φ) sin α cos2 α dα dφ. (8.6.19)

For the special case of a Lambert surface, where ρ is a constant, p can be evaluated
analytically,

pLambert = 2
3ρ. (8.6.20)

However, real surfaces and atmospheres deviate from the simplifying assumption
that ρ is constant, and one may try to find an expression for ρ from radiative transfer
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calculations in a scattering and absorbing atmosphere and integrate Eq. (8.6.19),
or, best of all, the full disk intensity at zero phase angle can be measured.

The evaluation of the phase integral, Eq. (8.6.18), is more complicated. As men-
tioned before, a measurement of the phase function of the outer planets, Ī (θ)/ Ī (0),
requires observations from a space platform. Actual measurements obtained so far
have produced only a few values of Ī (θ). Alternatively, one may try to findρ(φ, θ, α)
from radiative transfer calculations and evaluate Eqs. (8.6.9) and (8.6.11) to obtain
estimates for Ī (θ), as has been done by Pollack et al. (1986). The phase function
for a Lambert sphere can be determined analytically, and the corresponding phase
integral is q = 3

2 . Therefore, a Lambert sphere has the Bond albedo ρ.
To obtain the Bond albedo, integration of the spectral albedo, A(λ), must also

be performed over all wavelengths. This integration can be accomplished either by
measuring the spectral albedo first and then integrating the data, or by designing
the radiometer with a sufficiently flat response function, so that the integration over
wavelength takes place at the detector.

Recent determinations of the geometric albedos, the phase integrals, and the Bond
albedos for the outer planets are summarized in Table 8.6.1. References indicating
the sources of the quoted values are also shown. The measurement of the Saturn
albedo is complicated by the existence of the ring system, which not only casts a
shadow on Saturn but also scatters additional sunlight towards that planet. Both
effects vary over the Saturnian year due to the relatively large inclination of the
equator towards the orbital plane (∼ 27◦).

Finally, one may ask which type of spacecraft orbit yields a sufficiently dense
set of data, that is, which orbit provides sufficient coverage in phase and azimuth

Table 8.6.1 Albedo of the outer planets

Object Jupiter (a) Saturn (b) Uranus (c) Neptune

Geometric 0.274 ± 0.012 0.242 ± 0.012 0.215 ± 0.046 0.215 ± 0.050 (d)
albedo

Phase integral 1.25 ± 0.010 1.42 ± 0.10 1.40 ± 0.14 1.35 ± 0.16 (e)
Bond albedo 0.343 ± 0.032 0.342 ± 0.030 0.300 ± 0.049 0.29 ± 0.067
Absorbed solar 50.14 ± 2.48 11.14 ± 0.50 0.526 ± 0.037 0.204 ± 0.019

power (1016 W)

(a) Hanel et al. (1981b)
(b) Hanel et al. (1983)
(c) Pearl et al. (1990)
(d) Pearl & Conrath (1991). Uncertainties in the geometric albedo (and therefore in the
Bond albedo) may be larger due to uncertainties in the radiometer calibration (see Pearl &
Conrath, 1991).
(e) Pollack et al. (1986)
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angles? Clearly, a polar orbit slowly precessing with respect to the Sun–planet
line permits disk measurements from all possible directions. With a perfect polar
orbit, which does not precess in inertial space, it will take half a planetary year to
acquire the needed disk measurements. This corresponds to 42 and 82 Earth years
for Uranus and Neptune, respectively, not very attractive propositions. However,
the precession rate of a spacecraft orbit may be modified by taking advantage of
gravitational forces resulting from the oblateness of a rotating planet. For example,
many spacecraft have been placed in Sun-synchronous, near polar orbits around
Earth. In that case the orbital precession is chosen to equal the apparent motion of
the Earth–Sun vector. Orbit after orbit, the spacecraft passes the equator near local
noon and midnight, or at any other local time chosen. Meteorological observations
can then be made quasi-synoptically, that is, at the same local time every day.
Such orbits belong to the retrograde class. For measurements designed to derive the
albedo just the opposite of a synoptic observation is desired. A prograde orbit would
be chosen so that the precession advances with respect to the planet–Sun vector, and
the desired disk measurements could be accomplished in somewhat shorter time.
Such a measurement program is feasible, although it probably would still take
considerable time with a single spacecraft. It is unlikely, however, that a spacecraft
orbit will ever be optimized just for the benefit of an albedo investigation; spacecraft
orbits are necessarily compromises among many, often conflicting requirements.
In reality, matters are much worse. Albedo measurements of the outer planets have
been made from Pioneer and Voyager. These spacecraft followed fly-by trajectories
that limited the sampling of disk measurements to rather small sets, inadequately
representing the required phase-angle, azimuth-angle space.

c. Thermal emission

As mentioned in Subsection 8.6.a, a determination of the emitted planetary power
requires measurements of the spectrally integrated disk intensity over all directions,
that is, over 4π steradians. Since thermal emission does not directly depend on the
solar flux, calculations of the total thermal emission are simpler than those required
to find the Bond albedo. It is sufficient to use the conventional latitude–longitude
system. The coordinates of the direction towards the observer are θ and φ0, and
those of the area element, da, are α and φ. However, to save ourselves cumbersome
trigonometric transformations, we use the emission angle ε and the azimuth angle ψ

with reference to the subobserver point as coordinates of da. The full disk intensity
at wavenumber ν, which can be measured by a distant observer, is then

Ī ν(θ, φ0) = 1

π R2

∫
a

Iν cos ε da, (8.6.21)
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where the integration is over the exposed hemisphere. The surface element, da, is

da = R2 sin ε dψ dε, (8.6.22)

and R is the planetary radius. If the atmosphere is in thermodynamic equilibrium,
Iν is given by Eq. (2.4.1). For the giant planets τs � 1, and Eq. (8.6.21) can be
replaced with

Ī ν(θ, φ0) = 1

π

∫ 2π

0

∫ π/2

0

∫ ∞

0
e−τ (ν)/µ Bν(τ ) sin ε dτ dε dψ. (8.6.23)

In the most general case the atmospheric temperature at a certain optical depth,
T (τ ), will vary somewhat from place to place on a planet, consequently the Planck
function B[T (τ )] will depend on ε and ψ as well. However, actual measurements on
the giant planets have shown a remarkable uniformity of the individual temperature
fields. Even between polar and equatorial regions, where the contrast in solar energy
deposition is extreme, the temperature differences on a constant pressure surface
do not exceed a few degrees kelvin. Therefore, in first order it is justified to assume
B(τ ) to be independent of location. Although B(τ ) is a strongly varying function
of τ , horizontal uniformity allows Eq. (8.6.23) to be reduced to

Ī ν(θ, φ0) = 2
∫ π/2

0

∫ ∞

0
e−τ (ν)/µ Bν(τ ) sin ε dτ dε. (8.6.24)

Integration with respect to ε (µ = cos ε) is not so straightforward. First, we substi-
tute cos ε = x−1, yielding sin ε dε = x−2 dx , and

Ī ν(θ, φ0) = 2
∫ ∞

1

∫ ∞

0

e−τ x

x2
Bν(τ ) dτ dx . (8.6.25)

The exponential integral of nth order is defined by

∫ ∞

1

e−τ x

xn
dx = En(τ ). (8.6.26)

The exponential integrals are tabulated by Kourganoff (1952), for example. Then
Eq. (8.6.25) may be expressed

Ī ν(θ, φ0) = 2
∫ ∞

0
E2(τ ) Bν(τ ) dτ. (8.6.27)
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Table 8.6.2 Thermal emission of outer planets

Object Jupiter (a) Saturn (b) Uranus (c) Neptune (d)

Effective 124.4 ± 0.3 95.0 ± 0.4 59.1 ± 0.3 59.3 ± 0.8
temperature (K)

Total emitted 83.65 ± 0.84 19.77 ± 0.32 0.560 ± 0.011 0.534 ± 0.036
power (1016 W)

(a) Hanel et al. (1981b) (c) Pearl et al. (1990)
(b) Hanel et al. (1983) (d) Pearl & Conrath (1991)

The function E2(τ ) may be considered a weighting function of B(τ ) to yield the
planetary flux in the direction (θ, φ0), and it also is a function of ν. To find the total
power emitted by a planet at wavenumber ν one has to multiply the disk intensity
by the apparent cross section, π R2, and integrate over all directions,

Pemiss.(ν) = π R2

4π

∫ 2π

0

∫ π

0
Ī ν(θ, φ0) sin θ dθ dφ0. (8.6.28)

With the previously made assumption of horizontal uniformity, Eq. (8.6.28) can
easily be integrated with respect to θ and φ0,

Pemiss.(ν) = 2π R2
∫ ∞

0
E2(τ ) Bν(τ ) dτ. (8.6.29)

Integration in the spectral domain also needs to be performed. Except for the factor
π R2, Eq. (8.6.29) is identical to Eq. (8.6.27). Of course, on a horizontally uniform
object it is sufficient to measure the flux in one direction to obtain the emitted power
in all directions. Indeed, this was the procedure applied to find the total emission of
Jupiter and Saturn (Hanel et al., 1981b, 1983). Complications due to the planetary
oblateness and the presence of the rings had to be dealt with.

On Uranus, Voyager IRIS measurements indicated that mid-latitude regions in
both hemispheres are 1–2 K cooler than the rest of the planet. Since these regions
represent a substantial fraction of the total planetary area, the variation was taken
into account by Pearl et al. (1990) in deriving the total thermal emission. The
planet was divided into latitude bands 10 degrees wide, and a temperature profile
was inferred for each band from IRIS data. The thermal flux was then calculated for
each band, and the results were integrated over the planetary surface area to obtain
the total thermal emission. The effective temperature of Neptune, 59.3 ± 0.8 K
(Pearl & Conrath, 1991), is similar to that of Uranus. The results of several thermal
emission measurements of the outer planets are summarized in Table 8.6.2.
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Interpretation of results

The preceding chapter demonstrates how the basic thermal, compositional, and
cloud structures of planetary atmospheres can be inferred from infrared measure-
ments. Some information on surface properties is also available. So far, however,
there has been no discussion of how underlying physical processes cause these
structures to develop and evolve. That is the purpose of this chapter.

We divide the discussion into four topics. In Section 9.1 we are concerned with
the one-dimensional thermal equilibrium configuration of an atmosphere in the
absence of internal motion. In Section 9.2 we expand the temperature field to three
dimensions and investigate the dynamical properties of atmospheres. In Section 9.3
we address the question of how determinations of chemical composition imply the
evolution of planets and the Solar System as a whole. Finally, in Section 9.4 we
review measurements of the excess heat emitted by the planets, and discuss the
importance of these measurements for determining the status of planetary evolution
in the present epoch.

9.1 Radiative equilibrium

The absorption of solar radiation leads to heating within the atmosphere, while
cooling is achieved by the emission of infrared radiation. Thermal gradients are
established, and the magnitudes and directions of these gradients, coupled with the
forces of gravity and planetary rotation, give rise to imbalances in local pres-
sure fields that lead to atmospheric motions. These internal motions are responsible
for additional energy transport, and it is the balance of the dynamical and radia-
tive heating and cooling rates that determines the ultimate thermal structure of the
atmosphere.

The concept of radiative equilibrium provides a starting point for understanding
the various physical processes involved. It leads to a useful (sometimes very good)
approximation for the vertical thermal structure of the atmosphere. Comparison

405



406 Interpretation of results

of measured atmospheric temperatures with the radiative equilibrium solution can
serve as a useful point of departure for examining atmospheric motions. In this
section fundamental principles are of prime concern and we approach the sub-
ject from an analytic rather than a numerical perspective. As a result we sacrifice
some precision in determining the thermal structures of real atmospheres, but gain
in a physical understanding of their basic differences and the reasons why these
differences arise. The discussion that follows is based on a detailed treatment by
Samuelson (1983).

a. Governing principles

An atmosphere is in a state of radiative equilibrium when radiative processes are
the exclusive means of energy transport, and there is no net heating or cooling
at any point in the atmosphere. All energy sources and sinks are exterior to the
atmosphere. Examples of such sources are the Sun and radioactive heating in the
planetary interior. Outer space is the usual sink.

The criterion for radiative equilibrium in a plane-parallel atmosphere is that

d

dz

(∫
ν

Fν dν

)
= 0 (9.1.1)

at every level, where π Fν is the monochromatic net flux at level z. The integration
is carried out over the entire electromagnetic spectrum.

All substantial planetary atmospheres in the Solar System have well-developed
tropospheres, and, except for Venus and Mars, have stratospheric temperature in-
versions as well. The former implies heating from below, whereas the latter requires
heating from above. Two external heating sources are therefore required. Although
the opacity in real atmospheres is extremely variable with wavenumber, the essen-
tial physics can be distilled by treating the opacity as independent of wavenumber
over each of three large spectral intervals, or channels.

One channel consists of solar ‘visible’ radiation (superscript v) that is absorbed
in the stratosphere, causing a temperature inversion. A second solar channel, con-
sisting of conservatively scattered radiation (superscript c), diffuses or is directly
transmitted through the atmosphere and is partially absorbed by the planetary sur-
face. Because no radiation is absorbed before reaching the surface this channel does
not contribute directly to atmospheric heating. Instead, heating at the surface gives
rise to a source of thermal radiation, which in turn is responsible for the formation
of a troposphere. Such mechanisms as radioactive heating in the interior and the
conversion of gravitational potential energy to heat deep in the atmosphere can
also contribute to this source, as they are all formally indistinguishable. Finally, a
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single thermal infrared channel (superscript ir) is responsible for the redistribution
of thermal energy in the atmosphere and cooling to space. The requirement that the
algebraic sum of flux divergences of the individual radiation fields equals zero at
every atmospheric level is the criterion that defines the thermal structure under the
condition of radiative equilibrium.

Of the three channels in our simplified treatment of the radiation field, only the
visible and infrared fields contribute to heating and cooling within the atmosphere
itself. Heating by the conservative field is restricted to the planetary surface. It
follows from Eq. (9.1.1) that

dF(τ ir)

dz
= −dF(τ v)

dz
, (9.1.2)

where π F(τ v) and π F(τ ir) are the visible and infrared fluxes at the level z.
A slightly more restrictive (but otherwise equivalent) criterion for radiative equi-

librium is the requirement that all radiative net fluxes must equal the flux π Fn from
the deep interior. This latter flux is a positive constant, and may arise from radioac-
tive decay or from the conversion of gravitational potential energy to internal (heat)
energy. We have

F(τ c) + F(τ v) + F(τ ir) = Fn, (9.1.3)

where the two solar components contain contributions from the reduced incident
solar flux at the level z as well as contributions from the diffuse intensity fields at
this level.

b. The solar radiation field

The solar flux crossing a horizontal plane depends on the Sun’s elevation angle
but is independent of azimuth. The infrared radiation field is always azimuthally
symmetric. Therefore, because only fluxes contribute to heating rates, we are in-
terested solely in azimuth-independent radiation fields in our analysis. By analogy
with Eq. (2.5.10), the appropriate equation for describing the transfer of radiation
in the visible channel is

µ
dI (τ v, µ)

dτ v
= I (τ v, µ) − 1

2

N∑
λ=0

ω̃v
λ Pλ(µ)

∫ +1

−1
Pλ(µ′)I (τ v, µ′) dµ′

− 1

4
Fve−τ v/µ0

N∑
λ=0

ω̃v
λ Pλ(µ)Pλ(−µ0), (9.1.4)
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where π Fv is the solar flux in this channel. A comparable equation governs the
transport of radiation in the conservative channel. The principal difference is that

ω̃c
0 ≡ 1 (9.1.5)

in the conservative channel, whereas 0 ≤ ω̃v
0 < 1 in the partially absorbing visible

channel, leading to certain fundamental differences in the formal solutions.
Because only fluxes are physically significant in our problem, the two-stream

approximation is deemed adequate. Hence the radiation fields are restricted to the
directions µ0 = µ1 = −µ−1 = 1/

√
3. It can be shown (Samuelson, 1983) that a

solution of Eq. (9.1.4) leads to a flux divergence

dF(τ v)

dτ v
= (1 − ω̃v

0

)
Fv

(∑
α

Lαe−kατ v + γ ′
0e−τ v/µ0

)
(α = ±1), (9.1.6)

where π F(τ v) is the total net flux (diffuse plus direct) in the visible channel. The
quantity

γ0 = ω̃v
0γ

′
0 (9.1.7)

is given by Eq. (2.5.32). The roots k1 and k−1 are defined by Eq. (2.5.24), and the
integration constants L1 and L−1 can be found from the two boundary conditions

I (0, µ−1) = 0 (9.1.8)

and

F+ = −AF−, (9.1.9)

where F+ and F− are the upward and downward components of F(τ v
1 ), respect-

ively, and A is the surface albedo. Comparable conditions govern the conservative
channel.

A further condition,

FD(0) = −avµ0 Fv, (9.1.10)

relates the diffuse net flux π FD(0) at τ v = 0 to the albedo av at the top of the at-
mosphere. Again, a corresponding expression is valid for the conservative channel.
Equation (9.1.10), coupled with the boundary conditions, eventually leads to the
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auxiliary relation

[(1 + av)(1 + A) f 2 − (1 − av)(1 − A)]
(
1 − e−2k1τ

v
1
)

+ 2 f (av − A)
(
1 + e−2k1τ

v
1
) = 0, (9.1.11)

where f is given by [see Eq. (4.1.10)]

f =
(

1 − ω̃v
0

1 − 1
3 ω̃

v
1

)1/2

. (9.1.12)

Equation (9.1.11) is a relation connecting the macroscopic quantities av, A, and
τ v

1 with the single scattering parameters ω̃v
0 and ω̃v

1. If τ v
1 = ∞, the physically

meaningful solution to Eq. (9.1.11) is

f∞ = 1 − av

1 + av
, (9.1.13)

in agreement with Eq. (4.1.30). The conservative channel counterpart to Eq. (9.1.11)
can be shown to be

(1 − 〈cos θ〉c)
√

3τ c
1 = 2(ac − A)

(1 − ac)(1 − A)
, (9.1.14)

where the asymmetry factor 〈cos θ〉c is defined by Eq. (4.1.17). Equation (9.1.14)
is an expression relating the optical thickness of the atmosphere to the planetary
and surface albedos. It is clear that for positive τ c

1 , ac must always exceed A; and as
τ c

1 → ∞, ac → 1, as it must in a nonabsorbing atmosphere. Expressions (9.1.11)
through (9.1.14) will be found useful in discussing asymptotic solutions to the
radiative equilibrium temperature profile.

Finally, in order to assign the distribution of solar heating rates correctly, it is
necessary to quantify the relative fractions of visible and conservative radiation
incident at the top of the atmosphere. If q is the fraction associated with the visible
channel, we have

Fv = q F0; Fc = (1 − q)F0, (9.1.15)

where π F0 is the total flux crossing a plane perpendicular to the direction of propa-
gation at the distance of the planet in question.
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c. Thermal radiation and the temperature profile

The Sun and energy conversion in the interior provide the sources of heating for
the atmosphere, and the distribution of opacity sources determines the local heating
rates. Thermal equilibrium is achieved when the temperature is adjusted so that the
heating and cooling rates are equal in magnitude at every level.

The infrared radiation field serves as both the thermostat and distributor of ther-
mal energy in this adjustment. It regulates the overall magnitude of the temperature
field by emitting to space, and it smoothes out thermal gradients through a con-
tinuing process of absorption and reemission throughout the atmosphere. We now
examine explicitly the means by which this is achieved.

The equation of transfer governing the infrared radiation field is found from
Eq. (2.5.10) to be

µ
dI (τ ir, µ)

dτ ir
= I (τ ir, µ) − 1

2

N∑
λ=0

ω̃ir
λ Pλ(µ)

∫ +1

−1
Pλ(µ′)I (τ ir, µ′) dµ′

− (1 − ω̃ir
0

)
B(τ ir). (9.1.16)

Multiplying both sides by dµ and integrating over the interval (−1, +1) yields

B(τ ir) = 1

2

∫ +1

−1
I (τ ir, µ) dµ − 1

4
(
1 − ω̃ir

0

) dF(τ ir)

dτ ir
, (9.1.17)

where [see Eq. (1.8.4)]

F(τ ir) = 2
∫ +1

−1
µI (τ ir, µ) dµ. (9.1.18)

Hence Eq. (9.1.16) becomes

µ
dI (τ ir, µ)

dτ ir
= I (τ ir, µ) − 1

2

N∑
λ=0

ω̃λ Pλ(µ)
∫ +1

−1
Pλ(µ′)I (τ ir, µ′) dµ′ + 1

4

dF(τ ir)

dτ ir
,

(9.1.19)

where

ω̃0 = 1; ω̃λ = ω̃ir
λ (λ > 0). (9.1.20)

Because the atmosphere is in a state of radiative equilibrium, the rate of cooling
must equal the rate of heating at every level in the atmosphere. This requirement is
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expressed quantitatively by Eq. (9.1.2), which, when substituted into Eq. (9.1.19),
allows us to replace the inhomogeneous term in the latter equation with a known
function. The necessary transformation of independent variables is given through
the relations

dτ ir = −N (z)χ ir
E dz

dτ v = −N (z)χv
Edz

}
, (9.1.21)

where N (z) is the particle number density and χ ir
E and χv

E are particle extinction
cross sections in the infrared and visible, respectively. If the atmosphere is vertically
homogeneous, the extinction cross section ratio

β = χv
E

χ ir
E

(9.1.22)

is independent of height, and Eq. (9.1.21) yields

τ v = βτ ir. (9.1.23)

This condition can be combined with Eq. (9.1.6) to write the inhomogeneous term
in Eq. (9.1.19) as a function of the independent variable τ ir, and the complete
equation, with the help of Eq. (9.1.15), becomes

µ
dI (τ ir, µ)

dτ ir
= I (τ ir, µ) −

N∑
λ=0

ω̃λ Pλ(µ)
∫ +1

−1
Pλ(µ′)I (τ ir, µ′) dµ′

− 1

4

(
1 − ω̃v

0

)
βq F0

(∑
α

Lαe−kαβτ ir + γ ′
0e−βτ ir/µ0

)
(α = ±1). (9.1.24)

An analytic solution to Eq. (9.1.24) has been obtained by the method of discrete
ordinates (Samuelson, 1983), which is a generalization of the two-stream approxi-
mation considered in this chapter. The solution is then used to obtain expressions
for the flux from Eq. (9.1.18) and the Planck intensity from Eq. (9.1.17). The upper
boundary condition

I (0, µ−1) = 0, (9.1.25)

and the condition for radiative equilibrium, given by Eq. (9.1.3), are used to evaluate
the two integration constants resulting from the two-stream approximation.
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No further unknowns remain to be evaluated. As a result conditions at the sur-
face cannot be freely chosen but must be calculated from derived quantities. A
straightforward evaluation demonstrates that, in the limit of large optical thick-
ness,

I
(
τ ir

1 , µ1
)− B

(
τ ir

1

) ∼ 1
4 [(1 − q)(1 − ac)F0 + √

3Fn], (βτ ir
1 � 1), (9.1.26)

where τ ir
1 is the infrared optical thickness of the atmosphere.

Equation (9.1.26) demonstrates the existence of a thermal discontinuity at the
surface even in the absence of an internal heat source. The surface is warmer
than the atmosphere immediately above it, a condition that is unstable against
convection. Thus, a planetary boundary layer is formed, the thickness of which
depends upon the magnitude of the net flux crossing the surface. If the internal
heat source is negligible, the temperature discontinuity is inversely proportional
to the conservative optical thickness τ c

1 of the atmosphere [see Eq. (9.1.14)]. As
τ c

1 → ∞ the thermal discontinuity goes to zero. On the other hand, if the internal
heat source dominates and the atmosphere is very deep, turbulent convection is
likely throughout most of the troposphere. This depends critically upon the infrared
opacity, and whether the magnitude of the thermal gradient under conditions of
radiative equilibrium exceeds that for convective stability.

We are now ready to express the radiative equilibrium thermal profile in terms
of known parameters. We define the quantities

h =
(

1 − ω̃ir
0

1 − 1
3 ω̃

ir
1

)1/2

, (9.1.27)

f ′ = 1 − av

1 + av
, (9.1.28)

and

β ′ = β
1 − ω̃v

0

1 − ω̃ir
0

. (9.1.29)

The expression for the Planck intensity can then be written

B(τ ir) = 1
4 F0
{
g0 + g1τ

ir + g2e−k1βτ ir[
1 + g3e−2k1β(τ ir

1 −τ ir)
]}

, (9.1.30)
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where

g0 = (1 − q)(1 − ac) + √
3

Fn

F0
+ q(1 + av)

[
1

β ′

(
f

h

)2

+ f ′
]
, (9.1.31)

g1 = √
3

(
1 − 1

3
ω̃ir

1

)[
(1 − q)(1 − ac) + √

3
Fn

F0

]
, (9.1.32)

g2 = q

2
(1 + av)

(
1 + f ′

f

)[
β ′ − 1

β ′

(
f

h

)2
]
, (9.1.33)

and

g3 =
f − 1 − A

1 + A

f + 1 − A

1 + A

. (9.1.34)

Its relationship to the temperature is given by

π B(τ ir) = σ T 4(τ ir), (9.1.35)

where σ is the Stefan–Boltzmann constant.
In the foregoing the flux of incident solar radiation relative to the local vertical

is −µ0π F0, whereas the incident solar flux averaged over a spherical planet is
−π F0/4. This implies a reduced flux π F ′

0 should replace π F0 under conditions of
global radiative equilibrium. If µ0 = 1/

√
3,

F ′
0 =

√
3

4
F0. (9.1.36)

The correspondingly reduced Planck intensity should be representative of global
conditions averaged over all latitudes and hour angles.

d. General atmospheric properties

The emitted thermal flux π F(0) at τ ir = 0 is a quantity of considerable importance.
If there is a relatively negligible internal heat flux, the emitted flux is in global
balance with the absorbed solar flux. This situation prevails at Venus, Earth, Mars,
Titan, and possibly Uranus. As discussed in detail in Section 9.4, a non-negligible
internal heat flux exists for Jupiter, Saturn, and Neptune. In these cases the emitted
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flux is in substantial excess of that required to balance the incoming solar flux
absorbed by the atmosphere and surface.

Except for Earth and Mars, the integrated thermal optical thickness tends to be
large, and k1βτ ir

1 � 1 for the other planets cited above. In these cases, Eq. (9.1.13) is
an acceptable approximation, and the outgoing flux π F(0) can be shown to reduce
to

F(0) = F0

[
1√

3
(1 − q)(1 − ac) + Fn

F0
+ 1√

3
q(1 − av)

]
. (9.1.37)

We now consider how the thermal profile of an atmosphere in radiative equilib-
rium is related to the emitted thermal flux. The Planck intensity at τ ir = 0, according
to Eq. (9.1.30), is given by

B(0) = 1
4 F0(g0 + g2). (9.1.38)

We still assume k1βτ ir
1 � 1, which, from Eqs. (9.1.13) and (9.1.28), implies f ′ ∼ f .

With the aid of Eqs. (9.1.28), (9.1.29), (9.1.31), and (9.1.33), Eq. (9.1.38) becomes

B(0) =
√

3

4
F0

{
1√

3
(1 − q)(1 − ac) + Fn

F0
+ 1√

3
q(1 − av)

×
[

1 + β

(
1 + av

1 − av

)
1 − ω̃v

0

1 − ω̃ir
0

]}
. (9.1.39)

A comparison of Eqs. (9.1.37) and (9.1.39) yields a minimum value B(0) ≥√
3F(0)/4. The exact value depends on β, the ratio of visible-to-infrared extinction

coefficients. As β increases from zero to larger values, B(0) increases accordingly,
and, for sufficiently large β, a temperature inversion is introduced in the strato-
sphere.

At the other extreme, in the absence of an internal heat source, B(τ ir
1 ) approaches

a finite limit as τ ir
1 → ∞. According to Eq. (9.1.14),

lim
τ ir

1 →∞
(1 − ac)τ ir

1 = 2√
3(1 − 〈cos θ〉c)βc

, (9.1.40)

where

βc = τ c

τ ir
= τ c

1

τ ir
1

(9.1.41)
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is the ratio of conservative-to-infrared extinction coefficients. From Eq. (9.1.30) we
obtain

B(∞) = lim
τ ir

1 →∞
1
4 F0
(
g0 + g1τ

ir
1

)
, (9.1.42)

which, from Eqs. (9.1.13), (9.1.27)–(9.1.29), (9.1.31), (9.1.32), and (9.1.40), be-
comes

B(∞) = 1

4
F0

{
2(1 − q)

βc

1 − 1
3 ω̃

ir
1

1 − 〈cos θ〉c
+ q(1 − av)

[
1 + 1 − 1

3 ω̃
ir
1

1 − 1
3 ω̃

v
1

(
β

1 − av

1 + av

)−1]}
.

(9.1.43)

By postulate Fn = 0. Of course, if there is an internal heat source and Fn > 0,
B(τ ir

1 ) increases without bound as τ ir
1 → ∞.

It is clear that B(∞) increases as either βc or β decreases. In either case the
atmosphere becomes more transparent to one of the solar channels compared with
the thermal channel. A given amount of sunlight penetrates to relatively greater
optical depths, and heating at depth (the greenhouse effect) is enhanced.

A somewhat unexpected result is that, as τ c
1 → ∞, the magnitude of the green-

house effect becomes independent of the surface albedo A (A = 1 leads to ambi-
guity, however, as no absorption of solar energy occurs at the surface in this case).
Apparently, as τ c

1 → ∞, the radiation reflected from the surface is backscattered
by the atmosphere onto the surface again, compensating for the original lack of
absorption by the surface. This compensation is complete only because ω̃c

0 = 1,
resulting in no loss due to atmospheric absorption, and also because τ c

1 = ∞, re-
sulting in no direct loss to space. In effect the radiation in the conservative channel
is trapped between the atmosphere and surface until it is finally absorbed by the
surface and converted into infrared radiation.

This mechanism contributes to the elevated surface temperature of ∼750 K
observed on Venus (see Fig. 9.1.1) in spite of the high planetary albedo. A combi-
nation of large (1 − q) (i.e., fraction of incident solar radiation in the conservative
channel), small βc, and large 〈cos θ〉c (forward scattering, resulting in deep pen-
etration) leads to a maximum greenhouse effect. In the case of Venus, the sulfuric
acid clouds contain particles that are both highly reflecting and forward scattering.
Considerable radiation penetrates to levels where collision-induced absorption of
carbon dioxide greatly increases the infrared opacity. Although the atmosphere of
Venus is far from being vertically homogeneous, the effective extinction coefficient
ratio βc is very low, giving rise to the elevated temperatures observed near the
surface.
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Fig. 9.1.1 Typical temperatures for the Venus atmosphere. The discussion in this section is
relevant only below 100 km. Heights for Earth are shown for comparison (Fimmel et al.,
1983).

According to Figs. 8.2.2 and 9.1.1, a greenhouse effect appears to exist for all
planets with substantial atmospheres, although in the cases of Jupiter, Saturn, and
Neptune the effect is overwhelmed at very large depths by an internal heat source.
This heat source leads to dynamically active lower tropospheres in these major
planets, a subject discussed in the next section.

A further simplification can be accomplished by eliminating the conservative
channel along with the internal heat source. This leads to greater insight on how at-
mospheric heating from above contributes to the thermal profile. Equations (9.1.37),
(9.1.39), and (9.1.43) respectively reduce to

F(0) = 1√
3

F0q(1 − av), (9.1.44)

B(0) = 1

4
F0q(1 − av)

[
1 + β

(
1 + av

1 − av

)
1 − ω̃v

0

1 − ω̃ir
0

]
, (9.1.45)
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and

B(∞) = 1

4
F0q(1 − av)

[
1 + 1

β

(
1 + av

1 − av

)
1 − ω̃ir

1

1 − 1
3 ω̃

ir
1

]
. (9.1.46)

With the aid of Eqs. (9.1.12) and (9.1.13), Eqs. (9.1.45) and (9.1.46) lead to

1 − B(0)

B(∞)
=

1 −
(

β
κv

1

κ ir
1

)2

1 + β
κv

1

κ ir
1

(
1 − ω̃ir

0

1 − 1
3 ω̃

ir
1

)1/2 , (9.1.47)

where [compare with Eq. (2.5.24)]

κv
1 = [(1 − ω̃v

0

)(
1 − 1

3 ω̃
v
1

)]1/2

κ ir
1 = [(1 − ω̃ir

0

)(
1 − 1

3 ω̃
ir
1

)]1/2

}
. (9.1.48)

If scattering in the thermal infrared is negligible (as is often the case), a particularly
simple expression results:

B(0) = βκv
1 B(∞). (9.1.49)

The atmosphere is warmer at the top or bottom depending on whether βκv
1 is,

respectively, greater than or less than unity.
In the absence of scattering in the infrared, and with the aid of Eqs. (9.1.12),

(9.1.13), and (9.1.48), Eq. (9.1.45) reduces to

B(0) = 1
4 F0q(1 − av)

(
1 + βκv

1

)
. (9.1.50)

Combining Eqs. (9.1.44), (9.1.49), and (9.1.50) yields

B(0) =
√

3

4
F(0)

[
1 + B(0)

B(∞)

]
, (9.1.51)

from which it follows that

1√
3

4
F(0)

= 1

B(0)
+ 1

B(∞)
, (9.1.52)

a linear relation connecting the reciprocals of the emitted thermal flux and the
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Planck intensity extremes. A remarkable feature of this relation is its generality;
it is quantitatively independent of particular model details within rather wide con-
straints.

The Planck intensity extremes can also be expressed as

B(0) =
√

3

4
F(0)

(
1 + βκv

1

)
B(∞) =

√
3

4
F(0)

(
1 + 1

βκv
1

)

 (9.1.53)

in this simple model. Either B(0) or B(∞) can increase without bound as β takes
on its limiting values in the range 0 ≤ β ≤ ∞, while the other reduces to a lower
limit of

√
3F(0)/4. Thus heating from above can result in either a temperature

inversion or a greenhouse effect, but not both at the same time.
In order to have a temperature inversion and a greenhouse effect simultaneously,

it is necessary to include heating from both above and below. Differentiation of
Eq. (9.1.30) leads to

∂ B(τ ir)

∂τ ir
= 1

4 F0
{
g1 − k1βg2e−k1βτ ir[

1 − g3e−2k1β(τ ir
1 −τ ir)

]}
. (9.1.54)

According to Eq. (9.1.34), |g3| < 1, and the quantity in square brackets in
Eq. (9.1.54) cannot be negative. Thus it is possible for a temperature minimum
to occur [∂ B(τ ir)/∂τ ir = 0 at τ ir = τ ir

m, say] if g2 is sufficiently large. In practice
τ ir

m tends to be much smaller than τ ir
1 . Also, as a general rule, 2k1βτ ir

1 � 1 (Mars
and possibly Earth are exceptions), implying that

g1 = k1βg2e−k1βτ ir
m, (9.1.55)

approximately. This in turn requires that

g1 < k1βg2 (9.1.56)

if a temperature minimum is to exist.
It is of considerable interest, then, to evaluate the ratio k1βg2/g1. If the ratio

exceeds unity a temperature minimum is possible – otherwise it is not. Upon sub-
stituting Eqs. (9.1.12), (9.1.13), and (9.1.27) through (9.1.29) into Eqs. (9.1.32) and
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(9.1.33), we find after some reduction that, for 2k1βτ ir
1 � 1,

k1β
g2

g1
= q(1 − av)

(1 − q)(1 − ac) + √
3Fn/F0

[(
β

κv
1

κ ir
1

)2

− 1

]
, (9.1.57)

where k1 and the κs are given by Eqs. (2.5.24) and (9.1.48), respectively.
Although detailed line by line calculations of molecular opacities are required to

obtain rigorous solutions, the simple models considered in this section are adequate
for discussing certain general characteristics of the various atmospheres. The most
important factor in Eq. (9.1.57) is the one in brackets. The carbon dioxide atmo-
spheres of Venus and Mars do not absorb strongly in the visible and near infrared.
Thermal emission is controlled principally by the ν2-band at 667 cm−1. It appears
that βκv

1 < κ ir
1 for the stratospheres of these two planets, yielding a negative value

for the quantity in brackets. Thus, a temperature minimum cannot form near the
tropopause regardless of the exact values of the other quantities in the equation.
This is consistent with the vertical thermal structures of these two planets, shown
in Figs. 8.2.2 and 9.1.1.

On Earth ozone absorbs strongly in the ultraviolet. Ozone emission centered
at 1040 cm−1 cannot compensate completely, and β is sufficiently large to form
a stratospheric inversion. On Jupiter and Saturn methane plays the same role as
ozone on Earth. Many strong absorption bands occur in the near infrared, but only
the methane ν4-band at 1304 cm−1 is available for stratospheric emission. Thermal
infrared bands of ethane and acetylene also contribute to stratospheric cooling, but
are not sufficient to overcome heating provided by solar absorption in the near
infrared CH4 bands. In addition, photochemistry of the various hydrocarbons can
lead to the formation of small, dark aerosol particles. According to the discussion
in Section 8.4, this aerosol can augment the large values of β.

Because they are so alike in other ways, Uranus and Neptune might also be
expected to have similar stratospheric thermal structures, but as Fig. 8.2.2 shows,
Neptune’s thermal gradient is somewhat larger. Two reasons can be advanced for
this difference, both related to Neptune’s large internal heat source (see Section 9.4).
Possibly the high degree of turbulent convection required in the troposphere to trans-
port the excess heat flux results in convective penetration of the tropopause. If the
velocity of penetration is larger than the Stokes terminal velocity for condensed
methane particles (this depends on particle size), it may be possible to pump con-
densed methane through the tropopause, injecting larger amounts of methane into
Neptune’s stratosphere (where it again vaporizes) than can be accounted for from
simple cold trap theory. A second possibility is that dynamical rather than radiative
heating is responsible for Neptune’s temperature inversion. Waves generated by
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dynamical activity in the troposphere may be dissipated in the stratosphere, for
example, releasing their energy as heat.

Titan has the most extreme temperature inversion of all (see Fig. 8.2.2). The
quantity in brackets in Eq. (9.1.57) has a value ∼103, while the factor multiplying
it is ∼2. This leads to an unusually large thermal gradient in the lower stratosphere.
The principal contributor to the large value of β is a thick stratospheric aerosol,
the product of photochemistry and charged particle bombardment in an atmosphere
rich in organic gases.

In spite of this dense aerosol, enough near infrared radiation penetrates Titan’s
atmosphere to heat the surface slightly and create a small greenhouse effect. The
principal source of thermal infrared opacity is collision-induced absorption due
to N2–CH4–H2 combinations. There is a fairly transparent window between 400
and 600 cm−1, however, due to the small amount of hydrogen in Titan’s atmo-
sphere, and this severely limits the magnitude of the effect. The atmospheres of
the major planets do not suffer from the same difficulty, since they are composed
principally of hydrogen, and the window between 400 and 600 cm−1 is effectively
closed.

9.2 Atmospheric motion

Infrared remote sensing has contributed significantly to our understanding of the
dynamics of planetary atmospheres. In the case of the Earth emphasis has been
placed on the global acquisition of thermal structure for use in numerical weather
forecasting. Retrieved temperatures and trace constituents have also contributed to
basic research on the coupling of radiation, chemistry, and dynamics in the terrestrial
middle atmosphere. A large and rapidly expanding literature exists in these areas
(see, for example, Andrews et al., 1987), but it is not reviewed here. We confine our
attention to the atmospheres of several of the other Solar System bodies where the
principal concerns are the identification of basic dynamic regimes and the study of
fundamental heat and momentum transfer processes rather than detailed prediction
of atmospheric behavior.

We concentrate on the information obtained from infrared spectroscopy and
radiometry, both directly and in conjunction with other data sets, such as those
from visible imaging. To provide the necessary background for the subjects of
this section, we first review the equations of fluid motion and the succession of
approximations leading to a tractable set of equations that can be used to describe
the motion of a planetary atmosphere. For most of the cases considered, geostrophic
balance and the associated thermal wind equations play major diagnostic roles in
the inference of atmospheric motions from remotely sensed temperatures. For this
reason, the derivation of these relations will be discussed in some detail. Other
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more specialized approximations will be introduced as required in the discussions
of phenomena observed in specific planetary atmospheres.

Remotely sensed data suitable for studies of atmospheric dynamics now exist for
a variety of atmospheres. Mars provides an example of a rapidly rotating, shallow
atmosphere with strong radiative forcing. Jupiter, Saturn, Uranus, and Neptune are
rapidly rotating planets with massive atmospheres. Finally, Venus and Titan are both
examples of slowly rotating bodies with deep atmospheres. Each of these cases is
considered.

a. Governing equations

The equations required to describe the motions of a planetary atmosphere include
Newton’s second law, the mass continuity equation, the first law of thermodynam-
ics, and an equation of state for the atmospheric gas. These relations are briefly
reviewed from a general point of view. More detailed discussions of the governing
equations and their applications can be found in texts on dynamical meteorology
and geophysical fluid dynamics, such as Pedloskey (1979), Haltiner & Williams
(1980), Holton (1992), and Salby (1996).

In an inertial or nonaccelerating reference frame, Newton’s second law can be
written

(
d

dt
VI

)
I

= G, (9.2.1)

where the subscript I indicates that the velocity and acceleration are with respect
to the inertial frame. The resultant total force per unit mass is denoted by G.
For applications to planetary atmospheres, we are generally interested in the flow
velocity, V, relative to a coordinate system fixed in the rotating planet rather than
the velocity, VI, in an inertial system. If the planetary angular velocity is Ω, then
the relationship between V and VI is

VI = V + Ω × r, (9.2.2)

where r is the radius vector from the center of the planet to the fluid parcel. The time
derivative in the inertial system can be expressed in terms of the time derivative in
the rotating system,

(
dVI

dt

)
I

= dVI

dt
+ Ω × VI. (9.2.3)
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Using Eqs. (9.2.2) and (9.2.3), and explicitly displaying the pressure gradient,
gravitational, and frictional terms contributing to G, Eq. (9.2.1) becomes

dV
dt

+ 2Ω × V = − 1

ρ
∇p + g + M, (9.2.4)

where p is pressure, ρ is density, g is the effective gravitational acceleration, and M
is the total frictional force or momentum damping per unit mass. The operator d/dt
here represents the time derivative following the motion of a fluid particle and is
called the advective or material derivative. The effective gravitational acceleration
is defined as the sum of the true gravitational acceleration and the centrifugal
acceleration, Ω × (Ω × r). The second term on the left side of Eq. (9.2.4), 2Ω × V,
is the Coriolis acceleration, which can profoundly affect the behavior of motion
in the atmosphere of a rapidly rotating planet. This gyroscopic effect results in
phenomena not encountered in nonrotating fluids, such as the occurrence of large-
scale flow at right angles to the pressure gradient, ∇p.

The mass continuity equation,

∂ρ

∂t
+ ∇ · (ρV) = 0, (9.2.5)

is completely analogous to the electric continuity equation, discussed in Section 1.1,
and implies the absence of sources and sinks of mass within the fluid. Any change
of mass within a volume must be associated with a net flow of fluid into or out of
the volume. Equation (9.2.5) can be rewritten in the form

1

ρ

dρ

dt
+ ∇ · V = 0. (9.2.6)

If the density remains constant following the flow, the fluid is said to be incom-
pressible, and ∇ · V = 0. Although the gases comprising planetary atmospheres
are highly compressible, the horizontal components of flow in a shallow atmosphere
can sometimes be treated as if the flow were incompressible to a first approximation.

An equation of state for the atmospheric gas must be specified, and is generally of
the form p = p(ρ, T ). For the present applications, the ideal gas law is an adequate
approximation,

p = RρT, (9.2.7)

where R is the universal gas constant divided by the mean molecular weight of
the atmosphere. The use of a mean molecular weight is valid for the well-mixed
portions of the atmospheres that we consider.
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The final equation required is the first law of thermodynamics,

dE

dt
+ dW

dt
= Q, (9.2.8)

where E is the internal energy per unit volume, W is the work per unit volume
performed by a gas parcel on its surroundings as the result of expansion, and Q
is the rate at which heat is added to the parcel. Assuming the atmosphere can be
treated as a perfect gas, the time rate of change of internal energy per unit volume is
ρcvdT/dt where cv is the specific heat at constant volume. The rate at which work
is performed per unit volume is p∇ · V. Inserting these relations in Eq. (9.2.8)
gives

ρcv
dT

dt
+ p∇ · V = Q. (9.2.9)

When phase changes occur within the atmosphere, latent heat and the heat capa-
city of the condensate must also be included in Eq. (9.2.9). The heating per unit
volume, Q, is called the diabatic heating and usually results from a combination
of solar energy absorption and infrared radiative transfer. Heating due to frictional
dissipation of the flow is generally negligible, and is omitted in Eq. (9.2.9).

Equations (9.2.4), (9.2.5), (9.2.7), and (9.2.9) are sufficient for describing the
motions of a planetary atmosphere. The vector notation used in these expressions
is convenient for the study of their general properties, but for most applications
it is necessary to write the equations in a specific coordinate system. For some
calculations, a local rectangular system may suffice. More generally, spherical
coordinates are employed with the origin at the center of the planet and the polar
axis coincident with Ω. In this coordinate system, the equations take the form

Du

Dt
+ uw∗

r
− uv

r
tan θ − 2� sin θv + 2� cos θw∗ = − 1

ρr cos θ

∂p

∂φ
+ Mφ

(9.2.10)
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ρr
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∂θ
+ Mθ (9.2.11)
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where φ is longitude, θ latitude, and r the radial distance from the planetary center.
The operator D/Dt is the advective derivative in spherical coordinates,

D

Dt
= ∂

∂t
+ u

r cos θ

∂

∂φ
+ v

r

∂

∂θ
+ w∗ ∂

∂r
. (9.2.15)

The zonal (eastward), meridional (northward), and vertical velocity components
are u, v, and w∗, respectively. Eqs. (9.2.6) and (9.2.7) have been combined with
Eq. (9.2.9) to obtain Eq. (9.2.14), which is an alternate form of the first law of
thermodynamics valid for an ideal gas.

If only radiative heating and cooling contribute significantly to Q, then it can
be written in the form Q = −∇ · (πF) where πF is the spectrally integrated net
radiative energy flux. When the abundances and distributions of optically active
atmospheric constituents are known, Q can be calculated using the radiative trans-
fer techniques discussed in the preceding section. In general, the infrared cooling
part of Q will depend strongly on the atmospheric temperature T , which must be
evaluated as part of the solution. If the components of the frictional force can also
be specified or expressed in terms of the dependent variables of the problem, then
Eqs. (9.2.10)–(9.2.14) along with the equation of state, Eq. (9.2.7), form a closed
system, which can be solved for the atmospheric motion if appropriate boundary and
initial conditions are given. In practice, it is impractical to work with this complex
set of highly nonlinear equations, and approximations must be sought. Much effort
has been devoted to the development of meaningful approximations, with the most
complex and sophisticated being used in numerical models of the general circula-
tion of the atmosphere. Our goals here are relatively modest; we wish to develop
simple approximations, which, either directly or indirectly, provide information on
atmospheric motion from remotely sensed data.

We begin our simplification of Eqs. (9.2.10)–(9.2.14) by letting r = a + z∗,
where a is the mean planetary radius referred either to the solid planetary surface
or, in the case of the giant planets, to a reference pressure surface. If z∗ � a for all
atmospheric levels of interest, we can replace r with a everywhere it occurs in the
coefficients of the equations. This is a valid approximation for all cases considered
here. A further simplification can be achieved if the aspect ratio of the flow is
such that D/L � 1, where D and L are the characteristic scales of the vertical
and horizontal motions, respectively. From considerations of mass continuity, it
follows that the ratio of the vertical to horizontal velocities must also be of order
D/L; therefore, terms involving w∗ can be neglected relative to other terms in the
horizontal momentum equations (9.2.10) and (9.2.11). For this class of motion, the
dominant balance in the vertical momentum equation (9.2.12) is between the vertical
component of the pressure gradient and the gravitational acceleration, yielding the
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hydrostatic approximation

∂p

∂z∗ = −gρ. (9.2.16)

The pressure at a given level equals the weight of the atmospheric column above that
level. While this relationship is strictly true for completely motionless conditions,
it is approximately true for slow, large-scale motion with a small aspect ratio.

The hydrostatic approximation permits definition of a new coordinate system,
frequently used in dynamical meteorology, and one that is advantageous for our
purposes here. The geometric height, z∗, is replaced by a new height variable

z = −H ln(p/pr) (9.2.17)

where H = RTr/g is a constant scale height, and pr and Tr are a reference pressure
and temperature, respectively. If the atmosphere were isothermal at temperature Tr,
H would be the scale height over which the pressure changes by 1/e, and z would
be identical with the geometric height. The coordinate system using z as the height
variable is called the ‘log-p’ system. In this system the density is eliminated, and the
equations of motion are significantly simplified. For our purposes, it is especially
convenient since remotely sensed temperatures are usually retrieved on constant
pressure surfaces. The z-coordinate defined here is equivalent to that previously
introduced in Chapter 8 [Eq. (8.2.1)] to within the constant multiplicative factor H .

The transformation of the horizontal momentum equations (9.2.10) and (9.2.11)
to the log-p system requires the pressure gradient terms to be expressed in appro-
priate forms. For example, the derivative of pressure with respect to longitude can
be written

(
∂p

∂φ

)
z∗

= −
(

∂p

∂z∗

)
φ

(
∂z∗

∂φ

)
p

= ρg

(
∂z∗

∂φ

)
p

, (9.2.18)

where the subscripts denote the variables held constant, and the second step follows
from the hydrostatic approximation. An analogous expression can be obtained for
(∂p/∂θ )z∗ . Because the gravitational acceleration, g, is in general a function of
position, it is convenient to replace the geometric height z∗ with the gravitational
potential, �, as a dependent variable. The latter can be defined as the work required
to move unit mass from reference level z∗ = 0 to an arbitrary level,

� =
∫ z∗

0
gdz∗. (9.2.19)
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Specifications of pressure gradients on surfaces of constant z∗ are thereby replaced
by equivalent gradients of � on constant pressure surfaces. The first law of ther-
modynamics, Eq. (9.2.14), can be easily transformed, while the transformation of
the continuity equation is straightforward but tedious. Neither derivation will be
repeated here; the interested reader is referred to the discussion given by Haltiner
& Williams (1980). Applying this transformation to Eqs. (9.2.10)–(9.2.14) along
with the small aspect ratio approximations discussed above, we obtain
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+ Mφ, (9.2.20)
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Here we have defined a reference density, ρ0(z) = p/RTr, and f = 2� cos θ is
called the Coriolis parameter. The ‘vertical velocity’ is now defined as w = Dz/Dt .
In general w �= w∗; however, for most purposes w is an adequate approximation
to the true vertical velocity. The continuity equation (9.2.23) is linear when written
in this coordinate system, and the horizontal momentum equations, (9.2.20) and
(9.2.21), are also simplified with the density no longer appearing explicitly.

Equations (9.2.20)–(9.2.24) are sometimes called the ‘primitive equations’ in
the meteorological literature. They serve as the starting point for most studies of
large-scale atmospheric motions. Although these relations are much less complex
than Eqs. (9.2.10)–(9.2.14), they remain a formidable set of coupled, nonlinear
differential equations. To proceed further in achieving a physical understanding of
large-scale atmospheric dynamics and in developing relations appropriate to remote
sensing applications, additional approximations must be introduced.

The geostrophic relations and the associated thermal wind equations can pro-
vide significant insight into the behavior of rotating atmospheres; they are the
lowest order approximation in a systematic development of large-scale atmo-
spheric dynamics. In addition, these equations have been used to obtain infor-
mation on atmospheric winds from remotely sensed measurements for many of
the planetary atmospheres considered here. Therefore, we examine the geostrophic
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approximation from a general point of view. More specialized approximations are
introduced in the discussions of individual atmospheres.

To motivate the geostrophic approximation, we invoke a scale analysis approach.
Assume frictional forces can be neglected, and the atmospheric motions have a char-
acteristic horizontal length-scale, L , and velocity scale, U . Recalling the definition
of the advective derivative operator D/Dt , we find that the magnitude of the acceler-
ation terms, Du/Dt and Dv/Dt in Eqs. (9.2.20) and (9.2.21), is U 2/L , provided the
magnitude of the time scale of the motion is greater than or equal to the advective
time, L/U . The terms proportional to tan θ are of order U 2/a, and the Coriolis
terms are of order f U . If L ≤ a, then the ratio of each of the terms to the Coriolis
term is less than or comparable to the Rossby number, defined as

Ro = U

f L
. (9.2.25)

If the atmospheric motion is sufficiently large scale and sufficiently slow, such that
Ro � 1, then Eqs. (9.2.20) and (9.2.21) reduce to

f v = 1

a cos θ

∂�

∂φ
(9.2.26)

and

f u = −1

a

∂�

∂θ
. (9.2.27)

The horizontal atmospheric motion is governed by a balance between the pressure
gradient and the Coriolis acceleration to lowest order. For example, if the pressure
decreases toward the pole (equivalent to a poleward decrease in geopotential, �,
on a constant pressure surface), then an atmospheric flow in the direction of the
planetary rotation experiences a Coriolis acceleration that balances the pressure
gradient acceleration. Thus, the flow is parallel to the lines of constant pressure (or
�) rather than down the pressure gradient as might be expected in a nonrotating fluid.
Geostrophic balance cannot hold at the equator since the horizontal component of
the Coriolis acceleration vanishes there, and other terms in Eqs. (9.2.20) and (9.2.21)
become dominant.

If the pressure field could be measured within a planetary atmosphere, the
geostrophic relations could be used to estimate the horizontal wind field. How-
ever, for our purposes we would like to relate the wind field to the temperature
field, which can be directly obtained by remote sensing techniques. This can be
accomplished by combining the geostrophic relations, Eqs. (9.2.26) and (9.2.27),
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with the hydrostatic equation (9.2.22). If Eqs. (9.2.26) and (9.2.27) are differen-
tiated with respect to z, and the hydrostatic relation is differentiated with respect to
φ or θ , then � can be eliminated, yielding

f
∂v

∂z
= R

Ha cos θ

∂T

∂φ
(9.2.28)

and

f
∂u

∂z
= − R

Ha

∂T

∂θ
. (9.2.29)

These are the thermal wind equations, which relate the vertical derivative of the
geostrophic wind to the horizontal gradient of temperature on a constant pressure
surface. Thus, if the temperature is retrieved on constant pressure surfaces by re-
mote sensing, the vertical shear of the geostrophic wind can be obtained directly. If
the wind is known independently on some constant pressure surface, this can then
be used as a boundary condition for the integration of Eqs. (9.2.28) and (9.2.29). If
the horizontal temperature gradient vanishes, the geostrophic wind is independent
of height. In this case the surfaces of constant pressure and constant density co-
incide, and the atmosphere is said to be barotropic. When the horizontal temper-
ature gradient is nonzero, surfaces of constant density and pressure are inclined
with respect to one another, the geostrophic wind changes with height, and the
atmosphere is baroclinic. Thus, only the baroclinic component of the geostrophic
flow is directly accessible from temperature field measurements alone.

We have developed the basic tools necessary for the application of remotely
sensed data to problems in the dynamics of planetary atmospheres. The thermal
wind equations are used extensively for this purpose, while the complete set of
primitive equations, (9.2.20)–(9.2.24), forms the starting point for most of the
other relevant approximations and models. We now turn to selected examples of
applications to specific planetary atmospheres.

b. Mars

Martian meteorology exhibits both similarities and differences when compared to
that of Earth. Both planets possess thin atmospheres in the sense that significant
amounts of solar flux penetrate to their surfaces. The length of the Martian solar
day is only slightly longer than the terrestrial day, and the obliquity of Mars is
comparable with that of Earth. However, the mass of the Martian atmosphere is
substantially less than that of Earth, resulting in an average surface pressure of
∼5 mbar compared to the terrestrial value of ∼1000 mbar. Mars has no oceans
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to store and transport heat nor are latent heat effects significant in its atmosphere,
except in the vicinity of the carbon dioxide polar caps. Because of the absence of
oceans and phase change effects throughout much of the atmosphere, the dynamic
regime of Mars is expected to be simpler in some respects than that of Earth. The
Martian atmosphere does have certain complicating factors, however. The time
required for the atmosphere to radiatively adjust to temperature perturbations is
of the order of a day, more than an order of magnitude shorter than the radiative
response time in the lower atmosphere of the Earth. This is a consequence of
the lower Martian atmospheric mass combined with a high infrared opacity. The
topographic relief of the Martian surface is large, approaching a pressure scale
height in some cases, and this can strongly influence the circulation. Finally, dust
raised from the surface and entrained in the atmosphere absorbs solar energy and
can provide a strong source of thermal forcing. Global dust storms, with dust optical
depths substantially exceeding unity at visible wavelengths, occur quasi-annually.
Local and regional dust storms occur often.

Much information on Martian meteorology has been obtained from the Mariner
9 orbiter, from the Viking 1 and 2 orbiters and landers, from the Mars Global
Surveyor orbiter, and from Earth-based measurements. An understanding of Mar-
tian atmospheric dynamics has emerged from a synthesis of data from many sources.
Leovy (1979) has presented a post-Viking review of the subject. Here we will give
two examples of the inference of information on the dynamics of the Martian atmo-
sphere using infrared remote sensing. The first example is an analysis of the zonal
wind field and the meridional circulation using data taken when the atmosphere was
relatively dust-free. The second example consists of an analysis of the thermally
driven atmospheric tide under dust storm conditions.

Martian temperature profiles were retrieved from nadir-viewing spectra obtained
with the Mariner 9 infrared spectrometer. These retrievals provided the first de-
tailed global characterization of the atmospheric thermal structure. More recently,
the Thermal Emission Spectrometer (TES) carried on Mars Global Surveyor has
acquired extensive sets of both nadir- and limb-viewing spectra that provide in-
formation on temperature, atmospheric dust opacity, and water ice clouds. Since
the spectra from both spacecraft include the 15 µm carbon dioxide band, and the
Martian atmosphere is predominately carbon dioxide, measurements within that
band can be inverted to obtain atmospheric temperature as a function of barometric
pressure. Constrained linear algorithms similar to those discussed in Chapter 8 are
used for that purpose. TES data from the aerobraking and science-phasing portions
of the Mars Global Surveyor mission have been used to study the detailed evolu-
tion of the atmospheric thermal structure over about one half of a Martian year; the
results are summarized by Conrath et al. (2000). During the subsequent mapping
phase of the mission, it has been possible to construct zonal mean (averaged over
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Fig. 9.2.1 Zonal mean meridional temperature cross section of Mars obtained by inversion
of Mars Global Surveyor (TES) measurements. The data were acquired at the time of the
northern hemisphere fall equinox. The zonal mean atmospheric pressure at the planetary
surface is indicated (Smith et al., 2001).

longitude) meridional cross sections of temperature on a daily basis. An example
of such a cross section is shown in Fig. 9.2.1 where limb and nadir data have been
combined to obtain temperatures from about the 0.008 mbar level down to the plan-
etary surface. The data were taken at a time of the northern hemisphere fall equinox,
corresponding to an areocentric solar longitude of Ls = 180. Information on the
large-scale properties of the atmospheric circulation can be inferred from cross
sections such as this. The northward component of the temperature gradient on a
constant pressure surface, ∂T/∂θ , can be estimated by numerical differentiation
of the temperature field. To obtain the eastward or zonal component of the wind,
Eq. (9.2.29) can be integrated, providing the wind speed can be specified a priori
at some pressure level as a boundary condition. Figure 9.2.2 shows a thermal wind
cross section calculated from the temperature field of Fig 9.2.1 under the assumption
that u = 0 at the planetary surface. The latter assumption is plausible since surface
friction is expected to reduce the wind speed immediately above the ground; how-
ever, it must be borne in mind that any nonzero near-surface wind (the barotropic
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Fig. 9.2.2 Mars zonal mean thermal winds derived from the temperature cross section of
Fig. 9.2.1. The thermal wind relation was used to calculate the vertical shear of the zonal
wind, and the wind speeds shown were then obtained assuming zero velocity at the planetary
surface as a boundary condition (Smith et al., 2001).

component) must be added to the thermal winds (the baroclinic component) to
obtain the total wind field. In both hemispheres at high latitudes the circulation
is dominated by broad eastward jets. The growth in intensity of these jets with
height at the lower atmospheric levels is associated with the decrease in tempera-
ture toward each pole. The decay of the jets in the upper levels reflects the reversal
of the temperature gradients aloft with temperatures increasing towards the poles.
This reversed gradient also accounts for the westward upper level winds at lower
latitudes.

It is less straightforward to obtain information on the meridional components of
the circulation from temperature fields alone. From Eq. (9.2.28) it can be seen that
the meridional component of the thermal wind shear vanishes in the zonal mean,
and higher order approximations are required to treat this component of the flow.
However, examination of meridional cross sections, such as that shown in Fig. 9.2.1,
permits some qualitative statements to be made. For this purpose an approximate
form of the thermodynamic energy equations, Eq. (9.2.24), is useful. First, consider
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the diabatic heating term, which can be written

Q = QIR + QS. (9.2.30)

QIR is the infrared heating and cooling, and QS is the heating due to direct absorption
of solar energy in the atmosphere. The temperature structure for which Q = 0 is the
radiative equilibrium profile as discussed in Section 9.1, and is denoted by Te. In the
present example we are interested in the radiative equilibrium profile corresponding
to the vanishing of the diurnal mean of Q at each latitude and atmospheric level. In
general, for a given atmospheric level QIR will contain terms representing radiative
cooling to space, radiative exchange with the surface, and radiative exchange with
all other atmospheric levels. If the sum of the exchange terms with other atmospheric
levels and the surface exchange term are small relative to the cooling to space term
then, to a first approximation, QIR depends on the temperature at the given level
only. The solar absorption term, QS, depends on temperature through the absorption
coefficients, but this dependence is weak. Thus, we can regard Q at a given level
as a function of T at that level only and expand about Te to obtain

Q

ρcp
∼ Te − T

tR
. (9.2.31)

The radiative relaxation time tR is defined as

1

tR
= 1

ρcp

dQIR

dT
(9.2.32)

and is the characteristic time required for a perturbation to the radiative equilibrium
temperature profile to decay to 1/e of its initial value.

For large-scale motion with a time scale greater than a Martian day, only the term
w∂T/∂z contributes significantly to the advective derivative of the temperature,
DT/Dt , on the left side of Eq. (9.2.24). With this approximation and Eq. (9.2.31),
the thermodynamic energy equation reduces to the relatively simple relation

w

(
∂T

∂z
+ R

cp

T

H

)
= Te − T

tR
. (9.2.33)

The temperature lapse rate is defined as the negative of the vertical temperature gra-
dient, ∂T/∂z. If the vertical temperature profile follows an adiabat, then T ∼ pR/cp

and ∂T/∂z = −RT/cp H ; therefore, RT/cp H is the adiabatic lapse rate in log-p
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coordinates. The factor in parentheses on the left side of Eq. (9.2.33) is just the differ-
ence between the adiabatic and the actual lapse rate of the atmosphere. Examination
of the observed temperature field indicates that the lapse rate is less than adiabatic
so this factor is positive. For an upward moving parcel, the left side of Eq. (9.2.33)
represents the rate at which the temperature would decrease due to adiabatic ex-
pansion, while for a downward moving parcel, this term represents the rate of
increase in temperature due to adiabatic compression. These processes are some-
times called adiabatic cooling and heating. Equation (9.2.33) states that adiabatic
heating or cooling due to vertical motion is balanced by the radiative relaxation of
the temperature field. Thus, if we have sufficient information to calculate the radia-
tive equilibrium temperature field and the radiative relaxation time, the temperature
field retrieved from infrared measurements can be used to estimate the large-scale
vertical velocity.

Calculation of Te requires a detailed treatment of the absorption of sunlight by
carbon dioxide and atmospheric dust, the absorption of sunlight and the emission
of infrared radiation by the surface, and the transfer of infrared radiation in the
atmosphere as discussed in Section 9.1. However, the basic characteristics of Te can
be estimated without resorting to a detailed calculation. In the absence of significant
dust loading in the thin Martian atmosphere, the distribution of the diurnally
integrated sunlight incident on the planetary surface essentially determines the
latitude dependence of the diurnal mean radiative equilibrium temperature. For
the equinox condition shown in Fig. 9.2.1, we would expect maximum radiative
equilibrium temperatures at low latitudes with a monotonic decrease towards either
pole. We find that the observed temperatures indeed follow this behavior at the
lower atmospheric levels; however, at pressures less than ∼0.5 mbar, temperatures
increase with latitude in both hemispheres from the equator up to high latitudes.
We conclude that the thermal structure has been significantly perturbed away from
the radiative equilibrium configuration by atmospheric circulation. If the observed
temperature results from the zonal mean meridional circulation, then reference
to Eq. (9.2.33) suggests that rising motion must occur at low latitudes resulting
in adiabatic cooling at upper levels while descending motion at high latitudes
results in adiabatic heating in both hemispheres. From considerations of mass
continuity we infer that there must be a meridional flow aloft from low to high
latitudes in both hemispheres with a return flow at low levels. With this relatively
simple approach we have been able to qualitatively deduce the properties of the
postulated meridional circulation. More sophisticated approaches have been taken
using general circulation models to calculate the wind and temperature fields, and
the latter are compared with the observations (Pollack et al., 1981; Haberle et al.,
1982, 1993; Hourdin et al., 1993; Wilson & Hamilton, 1996).
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Fig. 9.2.3 Martian atmospheric temperature as a function of local time and latitude for the
2 mbar level. These results were obtained by inversion of spectral measurements acquired
with the Michelson interferometer (IRIS) carried on Mariner 9. A strong global dust storm
was in progress, resulting in the observed large diurnal amplitude (Hanel et al., 1972a).

We now turn to the second example of the study of a Martian dynamical phe-
nomenon using remotely sensed infrared data. Thermally driven atmospheric tides
form a significant component of the Martian meteorology, especially during global
dust storms when a substantial amount of solar energy is deposited in the atmo-
sphere due to absorption by the dust. At the time Mariner 9 was injected into orbit
around Mars in 1971, a planet-wide dust storm was in progress, and the derived
atmospheric thermal structure displayed a strong diurnal variation. Figure 9.2.3
shows temperatures in a layer centered at 2 mbar as a function of latitude and local
time. An ‘hour’ in this case is defined as one twenty-fourth of a Martian solar day.
A diurnal temperature fluctuation is observed at all latitudes, reaching a maximum
of ∼30 K at 60◦S.

Because the time scale of the anticipated atmospheric motion associated with the
temperature fluctuations is only one day, the thermal wind approximation cannot
be used. However, diurnal variations in the pressure and wind fields can be esti-
mated from the observed temperature field using classical tidal theory. The basic
concept of the formulation is sketched here; a detailed treatment can be found in
Chapman & Lindzen (1970). The theory is based on a linearization of the primative
equations. A motionless atmospheric reference state is assumed with temperature
profile T0(z) and a corresponding geopotential surface �0(z). It is further assumed
that the diabatic heating and all other quantities vary as exp[i(sφ − ωt)] where s
is a longitudinal wavenumber and ω is 2π /(solar day) or integer multiples thereof.
The amplitudes of the time-varying, dependent variables are taken to be sufficiently
small so that only terms of first order need be retained. With these assumptions,
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Eqs. (9.2.20)–(9.2.24) yield
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a cos θ
�′ = 0, (9.2.34)
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w = J. (9.2.38)

The variables T ′ and �′ are the spatially and temporally varying deviations of
temperature and geopotential from T0(z) and �0(z) respectively, and J = Q/ρcp is
called the thermotidal heating. If J is specified, along with boundary conditions, the
tidal equations (9.2.34)–(9.2.38) can be solved for u, v, w, �′, and T ′. At the lower
boundary, the component of the velocity field normal to the surface must vanish.
As z → ∞ solutions with an exponential behavior are required to remain finite; for
vertically propagating solutions, the energy flux is required to be directed upward.

In one approach to the analysis of the Martian tidal regime, the thermotidal heat-
ing is assumed known and the tidal fields are calculated by solving the system of
Eqs. (9.2.34)–(9.2.38). The resulting temperature field is compared with the meas-
ured values, and adjustments to J are made until agreement is obtained. Leovy
et al. (1973) used this approach in a study of tides during the planet-wide dust
storm of 1971. They assumed that the thermotidal heating, J , was confined to a
layer between the planetary surface and an upper level, z = zc, and was indepen-
dent of height within that layer. An acceptable agreement between the calculated
diurnal temperature amplitude and that obtained from the Mariner 9 IRIS measure-
ments was obtained for a thermotidal heating having a layer thickness zc ≥ 4 scale
heights and an absorption of approximately 20% of the available solar flux in the
atmospheric column. The calculated and measured temperatures are compared in
Fig. 9.2.4. Density weighted vertical averages of the diurnal temperature amplitudes
are shown as functions of latitude.

In a second approach to the same atmospheric tidal problem, the measured diurnal
variation of the temperature is incorporated directly into the tidal Eqs. (9.2.34)–
(9.2.38), which are then solved for the remaining dependent variables. This method
was applied to the Mariner 9 IRIS temperature retrievals by Pirraglia & Conrath
(1974) who obtained the diurnal surface pressure variation shown in Fig. 9.2.5. The
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Fig. 9.2.4 Comparison of calculated (lower curve) and observed (upper curve) Martian
diurnal temperature amplitudes. The calculated amplitude is based on a classical tidal model
with a thermotidal heating function as described in the text. The observed amplitude was
obtained from Mariner 9 IRIS measurements with an extrapolation to high northern latitudes
denoted by the broken curve. In each case a density weighted, vertical mean amplitude is
shown (after Leovy et al., 1973).

maximum amplitude is approximately 6% of the mean surface pressure, which can
be compared with a typical terrestrial value less than 0.1%. Both methods yield
a maximum diurnally varying surface wind amplitude of ∼20 m s−1. The large
Martian tidal amplitudes are a consequence of the short radiative time constant
combined with strong thermal forcing. It has been suggested that the augmentation
of the near surface wind field by the tidal winds may be a contributing factor in
the initiation of Martian global-scale dust storms. Studies of Martian atmospheric
thermal tides have recently been made using Mars Global Surveyor TES results
(Banfield et al., 2000).

c. The outer planets

The outer planets provide the opportunity for the study of significantly different
meteorological regimes than those of Mars and Earth. Their atmospheres are com-
posed primarily of hydrogen with smaller amounts of helium and traces of other
species, including methane and ammonia, and extend to great depths before major
phase boundaries are encountered. With the exception of Uranus, the giant plan-
ets possess significant internal heat sources, comparable in magnitude to the solar
energy absorbed in their atmospheres. A major problem in the dynamics of these
atmospheres is to understand how the two energy sources conspire to drive the
atmospheric motions.
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Fig. 9.2.5 Calculated Martian atmospheric surface pressure as a function of latitude and
local time during global dust storm conditions. A tidal model with measured atmospheric
temperature fields as input was used to obtain the results shown (Pirraglia & Conrath, 1974).

As on Mars, the principal contribution of infrared spectroscopy and radiometry
to an understanding of the dynamics of the atmospheres of the outer planets has
been the provision of information on the temperature fields. Ground-based measure-
ments, data from the infrared radiometers on Pioneers 10 and 11, and measurements
of infrared spectra from Voyager 1 and 2 have all provided significant information
on atmospheric temperature structure. The largest set of spatially resolved data has
been obtained by the Voyager infrared instruments. We will discuss analyses of
those data to illustrate their usefulness.

Temperature retrievals from Voyager infrared spectra for Jupiter, Saturn, Uranus,
and Neptune have previously been shown in Fig. 8.2.2. Qualitatively, all giant
planets display a similar behavior in that a tropopause or temperature minimum
occurs near the 100 mbar level and at deeper levels the profiles appear to approach
adiabats. The latter result suggests that atmospheric motion rather than radiative
transfer is the primary means of vertical heat transport in the deeper layers. When
the atmosphere becomes sufficiently opaque in the infrared, steep vertical tempera-
ture gradients are needed to produce the required outward radiative heat flux. If the
resulting temperature lapse rate exceeds the adiabatic lapse rate, an atmospheric
parcel displaced upward adiabatically will find itself warmer than its surroundings
and will therefore be buoyant. A downward moving parcel will be cooler than
its surroundings and will continue to sink. Thus, an overturning convective motion
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will be initiated, which will transport heat upward and reduce the temperature lapse
rate. The resulting lapse rate will be just sufficiently larger than the adiabatic lapse
rate to produce the required heat flux. For the heat fluxes in the outer planets, the
actual lapse rates are expected to be indistinguishable from the adiabatic values be-
cause of the efficiency of convection in transporting heat. In practice, the convective
processes can be considerably more complicated than the simple model presented
here because of latent heat release and molecular weight stratification due to con-
densation processes, and because of the possible disequilibrium of the ortho- and
para-modifications of molecular hydrogen, which can modify the thermodynamic
behavior of the atmosphere.

Sufficiently large quantities of spatially resolved data have been obtained for all
four giant planets to permit the meridional, upper tropospheric thermal structure
of each to be reasonably well defined. The latitudinal dependence of temperature
at selected pressure levels are shown in Fig. 9.2.6 for Jupiter. These results have

Fig. 9.2.6 Zonal mean temperature as a function of latitude at the 150 and 270 mbar levels
in the atmosphere of Jupiter. The temperatures were obtained by inversion of spectral data
from the Michelson interferometer (IRIS) carried on Voyager 1. The vertical bars indicate
the standard deviation which contains contributions from both instrument noise and actual
zonal structure. The effective horizontal resolution in degrees of great circle arc on the
planet is shown in the upper panel (Gierasch et al., 1986).
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Fig. 9.2.7 Thermal wind shear calculated from the 270 mbar temperatures in Fig. 9.2.6
using Eq. (9.2.29). For comparison, cloud tracer wind velocities from Limaye (1986) are
shown as the broken curve (Gierasch et al., 1986).

been used in a number of diagnostic studies of upper tropospheric and stratospheric
dynamics. We consider two examples of these analyses.

The first example is a study of the behavior of the zonal wind. By observing the
motions of cloud features in images obtained with the Voyager television cameras,
zonal wind speed has been derived as a function of latitude. The level of the visible
clouds to which the wind speeds pertain is not known with certainty; however, it
is believed to be in the 500–700 mbar region. A series of alternating eastward and
westward jets is observed. Estimates of the Rossby number are less than unity,
which suggests that the zonal thermal wind relation, Eq. (9.2.29), should be valid.
Application of this relation to the thermal structure for Jupiter, shown in Fig. 9.2.6,
yields the thermal wind shear as a function of latitude, shown in Fig. 9.2.7. Also
displayed is the wind speed, obtained from the cloud motions as a function of
latitude. Comparison of the wind speed and the vertical shear indicates a tendency
toward anticorrelation, which implies that the wind speed decreases with height.
Similar results are obtained for Saturn, indicating that the jet systems decay with
height in the upper troposphere. In the cases of Uranus and Neptune, comparisons
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of the cloud-top winds with the thermal wind shear calculated from the temperature
data again suggests the zonal winds are decaying with height.

As another example, we consider an approach that extends the analysis of tem-
perature and winds somewhat beyond the use of thermal wind balance alone. A
simplified flow model, which describes the balances between averages over long-
itude of the temperature and the three wind components, will be employed. The
zonal thermal wind balance is retained, but the decay of the zonal jets with height
suggests that some damping mechanism must be operating, and this mechanism
should be incorporated into the model. This is accomplished by using a linearized,
time-independent form of the zonal momentum equation (9.2.10), and replacing the
frictional term, Mφ , by a linear drag term, called Rayleigh friction. The resulting
expression is

f v = u

tF
, (9.2.39)

where tF is a characteristic frictional damping time. The drag on the zonal wind,
u, is balanced by the Coriolis force acting on the meridional wind, v. It is further
assumed that diabatic heating is balanced by adiabatic heating and cooling due to
vertical motion. The model is now completely described by Eqs. (9.2.27), (9.2.33),
(9.2.39), and an average over longitude of the continuity equation, (9.2.23). If Te, tR,
and tF are specified along with appropriate boundary conditions, the equations can
be solved for the temperature and wind velocity components. This approach has
been applied to an interpretation of the temperature and wind measurements of
Jupiter, Saturn, and Uranus (Flasar et al., 1987; Conrath et al., 1990). The radiative
equilibrium temperature, Te, and the radiative damping time, tR, were calculated
using a radiative transfer model as described in detail by Conrath et al. Since the
frictional damping time, tF, is not known a priori, a strategy was adopted in which
the observed wind field was specified as a lower boundary condition, and tF was
varied until the calculated temperature was approximately in agreement with the
observed temperature field. The procedure tacitly assumes that the primary source
of forcing for the jets lies below the region of observation; no attempt is made to
specify the nature of this forcing. Results of this approach applied to Jupiter are
shown in Figs. 9.2.8 and 9.2.9 where it was assumed that tF = tR. The calculated
meriodional cross section of temperature, shown in Fig. 9.2.8, is consistent with
the measured temperatures in the upper troposphere. The calculated meridional
circulation, shown in Fig. 9.2.9, is expressed in terms of the meridional stream
function. The stream function is defined such that the meridional flow is parallel
to the contour lines shown in the figure; arrows indicate the direction of the flow.
The meridional circulation consists of multiple cells associated with the zonal jet
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Fig. 9.2.8 Zonal mean meridional temperature cross section of the atmosphere of Jupiter
obtained from a linearized atmospheric circulation model. Cloud tracer wind velocities were
used as a lower boundary condition (Conrath et al., 1990).

Fig. 9.2.9 Mean meridional circulation of the atmosphere of Jupiter obtained from a lin-
earized atmospheric circulation model. The circulation is expressed in terms of a stream
function (g cm−1 s−1), and arrows indicate the direction of flow (Conrath et al., 1990).
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structure such that rising motion occurs on the equatorward side of eastward jets
with sinking motion on the poleward side. For all four planets, a best fit to the
measured temperatures is found when the frictional time constant is of the same
order of magnitude as the radiative damping time even though tR varies almost two
orders of magnitude from Jupiter and Saturn to Uranus and Neptune. The source of
this frictional damping is not yet understood, but may be associated with vertical
wave propagation within the atmospheres.

d. Venus

Venus provides an example of a slowly rotating body with a deep atmosphere. The
surface pressure is approximately 95 bars and the rotational period in inertial space
is 243 days. Infrared remote sensing has been applied to the study of the dynamics
of the atmosphere of Venus, and an example of such an application is discussed.

The planetary disk shows distinct ultraviolet markings, which have been ob-
served both from the Earth and from spacecraft. Wind velocities as high as 100 m
s−1 in a direction the same as the sense of rotation of the planet have been deduced
from the motions of these features. This motion has been called the ‘four-day at-
mospheric rotation’ corresponding to the approximate time required for a feature
to traverse 360◦ in longitude. In addition to ultraviolet imaging, infrared measure-
ments have also contributed to our understanding of the dynamics of the atmosphere
of Venus. As an example we consider an analysis of measurements obtained with
the infrared radiometer carried on the Pioneer Venus Orbiter (Taylor et al., 1979a).
Like Mars, the atmosphere of Venus is composed primarily of carbon dioxide so
that measurement within the 15 µm absorption band of that gas can be used for
temperature sounding. The radiometer obtained measurements in this spectral re-
gion using both a pressure modulator and a grating. Figure 9.2.10 shows zonally
averaged brightness temperatures from three channels as functions of latitude. In
this case the brightness temperatures have been taken as representative of the at-
mospheric temperatures at the altitudes associated with the peaks of the weighting
functions.

We now relate the measured temperatures to the mean zonal wind. In this case it is
not possible to use the geostrophic thermal wind equation (9.2.29) as an examination
of Eq. (9.2.21) shows. The ratio of the second term to the first term in the brackets
on the left side of the equation is of the order of the ratio of the 243-day planetary
rotation period to the four-day atmospheric rotation period or ∼60; hence, the
second term dominates. This suggests a first approximation:

u2 tan θ

a
= −1

a

∂�

∂θ
. (9.2.40)
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Fig. 9.2.10 Venus atmospheric temperatures. The results shown are brightness temperatures
obtained with the infrared radiometer carried on the Pioneer Venus Orbiter. They are rep-
resentative of temperatures at the indicated atmospheric levels corresponding to weighting
function peaks (Elson, 1979).

The relevance of this relation to Venus was first recognized by Leovy (1973);
Eq. (9.2.40) is called cyclostrophic balance. It states that the horizontal component
of the centrifugal force produced by the zonal atmospheric flow is balanced by the
meridional component of the geopotential gradient. Unlike the case of geostrophic
balance, the sign of the zonal flow cannot be determined from the geopotential
gradient, and the gradient can only be negative. If Eq. (9.2.40) is combined with
the hydrostatic relation, Eq. (9.2.22), we obtain

u2 = u2(z0) − ctn θ
R

H

∫ z

0

∂T

∂θ
dz. (9.2.41)

The lower boundary condition, u(z0), is the zonal wind speed at level z0. Elson
(1979) has applied this diagnostic relation to the temperatures shown in Fig. 9.2.10.
The lower boundary was taken to be at the cloud top height, z0 = 65 km, and the
wind speed, u(z0), was based on observed cloud motion. The resulting cyclostrophic
component of the zonal wind in the northern hemisphere is shown in Fig. 9.2.11 as
a function of latitude and z. At levels above the zero contour line pure cyclostrophic
balance cannot hold since ∂�/∂θ becomes positive. Other terms in Eq. (9.2.21)
then become important in this part of the atmosphere. This result has led to the
application of more complex diagnostic models by Taylor et al. (1980).

Another example of an atmosphere in cyclostrophic balance is that of Titan. This
case has been discussed in detail by Flasar et al. (1981), Hunten et al. (1984), and
Flasar (1998) and is not pursued further.
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Fig. 9.2.11 Cyclostrophic winds calculated from the temperatures in Fig. 9.2.10 using
Eq. (9.2.41). Wind speed based on observed cloud top motion was used as the lower boundary
condition (Elson, 1979).

9.3 Evolution and composition of the Solar System

The present composition of planetary atmospheres and interiors is of great interest
not only in its own right, but also for studies of the history of the Solar System.
All evolution theories must start from an interstellar cloud of matter and end at
the present conditions. Precise measurements of the composition of planets, their
satellites, asteroids, comets, and meteorites are, therefore, of vital importance for
any understanding of the evolution of the Solar System. Many remote sensing
investigations have been carried out to gain composition information on planetary
objects. Wide segments of the electromagnetic spectrum have been used for that
purpose from the extreme ultraviolet to radio frequencies. On the Moon even gamma
rays have been employed to study the spatial distribution of several radioactive
elements (Adler et al., 1973). As we have seen in Chapters 6 and 8, the infrared part
of the spectrum is particularly well suited to discover the presence and determine
the abundances of molecules, including important isotopic species. On Venus and
Mars additional atmospheric and surface information has been collected in situ with
mass spectrometers and gas chromatographs. Results from the Galileo probe have
already been mentioned. Further in situ measurements are planned for the probe of
Project Cassini into the atmosphere of Titan in 2004.

Conditions in the Earth’s atmosphere and interior are, of course, much better
known than conditions on the other planets. At this time, the forefront of compo-
sition studies in the Earth’s atmosphere concerns the concentrations of man-made
and natural pollutants. In particular, photochemical reactions as well as dynamic
effects in the stratosphere are the subject of intense investigations. The steady
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increase of greenhouse gases and disturbances in the ozone balance have poten-
tially an enormous impact on weather patterns and climatic conditions. As impor-
tant and interesting as this subject is, however, we do not pursue it here. Instead,
we direct our attention to the basic composition of the atmospheres and interiors
of the planets and what can be deduced from that about the history of the Solar
System.

At first thought, the great diversity in atmospheric and surface compositions
found among the planets and their satellites is a surprise, considering that all Solar
System objects must have formed from the same primordial cloud. An explanation
of this diversity must invoke either inhomogeneities in the composition of the cir-
cumsolar disk as a function of heliocentric distance, or peculiarities in the individual
planetary formation processes, or dissimilarities in the subsequent developments
of the planets. Such developments could have altered atmospheric composition in
many ways – for example, by escape of light gases to space, by geochemical reac-
tions, or by radial redistributions of certain compounds. As we shall see, all of these
processes have played roles in shaping present conditions. The events that lead from
the accretion disk to the proto planets and, finally, to the present conditions are very
complex and often not well understood in detail, although a number of plausible
models have been suggested.

Part a of this section summarizes present theories of Solar System formation.
Parts b and c provide brief discussions of evolutionary processes of the terrestrial
and the outer planets, respectively. In these discussions we give a few examples
where composition measurements have contributed to the understanding of plan-
etary evolution.

a. Formation of the Solar System

It is generally accepted that the Solar System formed about 4.6 × 109 years ago
from an interstellar cloud of gases and solid matter, including remnants from a
supernova. Material of atomic masses heavier than that of iron, now present in the
Solar System, could have formed only in a nova explosion. Our Sun is a second
or possibly third generation star. Hydrogen and a large number of organic and
inorganic molecules, neutral and ionized, as well as radicals may have been present
in the cloud. Similar sets of constituents have been detected in presently existing
interstellar clouds (Irvine et al., 1987). Hydrogen is by far the dominant constituent.
Much of the helium was formed in the ‘big bang’. Helium is presently produced
in hydrogen-burning stars. In interstellar clouds solid matter is believed to exist
mostly in the form of small grains of refractory materials, such as amorphous
carbon, silicates, and many other elements and molecules, including metals, their
oxides, and sulfur compounds. Ices and condensed organic matter may have formed
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coatings around these grains. A small imbalance of the momentum of the individual
clumpy segments of the cloud may have given rise to stronger and stronger rotation
as parts of the cloud gravitationally contracted. The inner part of the collapsing
segment formed a central body simultaneously with a surrounding disk flattened by
rotation. The effects of turbulence or of magnetic fields on the ions and indirectly on
the neutral matter in the cloud are not well understood. Nor is the mass distribution
between central body and circumsolar disk known.

Originally, the cloud may have had a temperature of 10 K. As long as the cloud
was optically thin in the far infrared (the intensity distribution of a 10 K blackbody
peaks at 20 cm−1), the slow contraction occurred isothermally, but as the density
increased so did the opacity and the process became more and more adiabatic. In
the center of the newly formed proto Sun temperature and density increased rapidly
with the continued influx of matter. Eventually, conditions in the center reached
several million degrees and nuclear fusion started; at that point a new star was
born.

The dominant nuclear reaction inside the Sun transforms protons into helium
nuclei, temporarily generating 2H and 3He in that process. Byproducts of this reac-
tion are positrons, neutrinos, and gamma radiation. The gamma rays are absorbed
locally; their energy is converted to heat. The neutrinos escape from the Sun alto-
gether. The positrons annihilate electrons and generate more heat in the process.
The energy production by what amounts to a burning of hydrogen into helium
was first recognized by Bethe & Critchfield (1938), Weizsäcker (1938), and Bethe
(1939). In addition to the dominant process a second set of reactions uses 12C as a
catalyst and forms and destroys 13N, 13C, 14N, 15O, and 15N at intermediate steps
in the formation of 4He from protons – again, with a net production of energy. This
second reaction, sometimes referred to as the Bethe or carbon cycle, contributes
about 7% to the present solar luminosity (e.g., Strömgren, 1953).

Numerical models have been relatively successful in describing the physical con-
ditions in the solar interior. The models generally assume that the Sun consists of
mass fractions of hydrogen, X , helium, Y , and heavier elements, Z . The fraction
Z lumps together all elements from lithium to uranium; Z is often taken to be
∼0.02 in the models. Since X + Y + Z = 1 only one free parameter is left to char-
acterize solar bulk composition. The models also assume spherical symmetry and
hydrostatic equilibrium. Except for a small zone near the visible surface, tempera-
tures inside the Sun are so high that atoms are fully ionized. The equation of state,
the radiative opacity, and the energy production rates, all needed in the models as
functions of temperature and density, can then be found from stellar interior and
nuclear theories. Of course, matters are more complicated; readers interested in
stellar models may wish to consult books on that subject, for example, the one by
Clayton (1968).
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Taking the known mass and radius as boundary conditions permits numerical
integration of the appropriate equations from the surface towards the center. Only
models that yield the measured solar luminosity are accepted. At the center of the
Sun, all of these models yield a temperature of approximately 15 × 106 K and a
density of about 1.6 × 105 kg m−3, roughly 160 times that of water. A blackbody of
15 × 106 K has an intensity maximum near 3 × 107 cm−1, that is, at approximately
0.3 nm (3 ångströms). Most recent models require a helium mass fraction, Y ,
between 0.27 and 0.28 (Van den Berg, 1983; Noels et al., 1984; Lebreton & Maeder,
1986; Cahen, 1986); this is important for the discussions of the helium to hydrogen
ratios in the outer planets. The models also show the nuclear reactions in the Sun to
be confined to a relatively small, probably convective core. This core is surrounded
by a large zone in radiative equilibrium occupying a substantial fraction of the solar
volume. Energy transport in the radiative regime is by scattering, absorption, and
reemission of electromagnetic radiation. A zone in convective equilibrium, perhaps
0.2 × 105, possibly up to 2 × 105 km thick, surrounds the volume in radiative
equilibrium; for comparison, the solar radius is 7 × 105 km. The outer boundary
of the convective zone is near the visible surface. The opacity in the convective
shell is so high that radiation alone cannot carry the energy flux and convective
processes set in. The granular appearance of the solar disk at certain wavelengths
is a manifestation of convective circulation cells.

While stellar models have been relatively successful in describing conditions in
the Sun (with the possible exception of predicting the neutrino flux), it has been
more difficult to model the formation of the circumsolar accretion disk and the sub-
sequent events that, eventually, must have led to the formation of the planets. Matter
forming the disk must also have experienced some degree of adiabatic heating in
the collapse from the interstellar cloud as well as heating by radiation from the
simultaneously forming proto Sun. Large temperature gradients must have existed
in the accretion disk. Near the Sun, even the most refractory materials, such as
silicates, must have evaporated, while further out temperatures were low enough
to maintain water in frozen form (Lewis, 1972, 1974; Prinn & Fegley, 1989). Still
further out, ammonia and then even methane could have existed in the form of
ices. The main noncondensable components of the disk were molecular hydrogen,
helium, and neon. Although the overall composition of the accretion disk must
have been very similar to that of the Sun, large gradients in the concentration of
condensible matter must have existed. On a small scale, strong inhomogeneities
were probably present, as is evident from the great inhomogeneities found in con-
dritic meteorites. The solar composition has recently been studied by Cameron
(1982).

Models in which larger solid particles gravitated towards the equatorial disk plane
and formed a zone of high concentration of solid matter (Podolak & Cameron,
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1974; Mizuno, 1980; Weidenschilling, 1980; Lin, 1981; Cabot et al., 1987) are
now favored over models in which a more massive disk with a more homogeneous
distribution of gas and solids started to collapse on local volumes of higher density
(Cameron, 1978, 1985). In the former type of models small dust particles coagulate
and first form clumps of micrometer and millimeter size particles, which soon
agglomerate to objects of a few centimeters in size or even larger. The larger objects
settle in the midplane of the disk while the smaller dust particles remain with the
more uniformly distributed gas. At the midplane clusters of many centimeter size
objects orbit the proto Sun at nearly the same speed. According to Goldreich &
Ward (1973) these clusters tend to combine and form planetesimals of 100 m
radii within a relatively short time of a few years. On a much longer time scale,
groups of these planetesimals drift together under the influence of gravity and gas
drag and form larger, second generation planetesimals with radii of the order of
5 km. The Goldreich–Ward type theories of accretion from micron to kilometer
size objects are not without difficulties. The disruptive role of gas turbulence at the
early stage of aggregation, where gravitational forces are minuscule, is just one of
these difficulties. After the formation of kilometer size planetesimals the processes
are somewhat better understood. Gravitational forces dominate, and accretion can
be visualized in terms of the net growth of a few larger objects at the expense of
many smaller planetesimals by numerous inelastic collisions.

In this framework the terrestrial planets formed by accumulating such kilometer
size planetesimals into larger and larger proto planets. With the increase in size of
the proto planets the impacts became more energetic, leading to shock heating and
devolitalization of infalling objects. That heat, and energy released by radioactiv-
ity and other processes, caused partial melting as well as geologic differentiation
of the newly formed proto planets. Mercury, Venus, Earth, and Mars developed
iron-rich cores surrounded by lighter, silicate-rich mantles. At that time the Moon
may have formed by a very large planetesimal, perhaps almost as big as Mars,
impacting the proto Earth, and separating a large portion of the Earth’s still par-
tially liquid mantle (Hartmann & Davis, 1975; Cameron & Ward, 1976; Ringwood,
1979; Wänke & Dreibus, 1986; Cameron & Benz, 1991; Halliday & Drake, 1999).
The high number of lunar impact craters and the existence of mare indicate that
the period of planetesimal impact and wide-spread melting continued after the
formation of the Moon.

Heating by impact also liberated large quantities of gases trapped in the mantles
of the proto planets and in the arriving projectiles including comets. Water vapor,
carbon dioxide, methane, and ammonia, but also smaller quantities of noble and
other gases formed primitive atmospheres. However, the terrestrial planets never
grew big enough to gravitationally attract large amounts of hydrogen or helium, the
lighter gases of the accretion disk.
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In contrast to this, the proto planet cores in the outer Solar System became
massive enough to attract large quantities of gaseous matter contained in the disk,
that is, hydrogen, helium, and smaller solid particles entrained in the gases. The
cores consisted mainly of iron, silicates, and ices of water, ammonia, and methane.
The ices, some in the form of clathrates, evaporated in the accumulation process and
formed primitive atmospheres, which mixed with the gradually increasing lighter
gases of the accretion disk. At that time the outer planets may have been substantially
larger than they are today. Mimicking the processes in the Solar System as a whole,
the outer planets formed rotating accretion disks of their own, in this way giving
rise to their regular satellite systems.

At that time Uranus may have collided with a large planetesimal, causing a major
tilt of its spin axis and ejection of material from the planet (Cameron, 1975). Some
of that material formed the regular satellites of Uranus (see also Pollack et al.,
1991).

Spectral observations of Hα lines in T-Tauri stars show Doppler shifted compo-
nents on the red and blue sides of the line, suggesting strong outflow of material in
opposite directions, presumably along the polar axes (Herbig, 1962). A similar con-
clusion can be reached from Doppler measurements on CO lines of many young,
solar-size stars. Apparently, such mass flows are common episodes of many newly
formed, low-mass stars just entering the main sequence of stellar evolution. More
recent summary articles on Solar System evolution and T-Tauri wind are by Boss
et al. (1989), Basri (1992), and by Lissauer et al. (1995). It must be assumed that
our Sun has also gone through one or several such phases. As a consequence of this
so called T-Tauri wind, a newly formed star may shed as much as 20% of its mass
in a relatively short time of perhaps 105 years. Most of that outflow is in the polar
directions, possibly in well-formed jets, but the effect would also be quite notice-
able in the equatorial plane, that is, where a circumsolar disk would be. The origin
and the detailed mechanism of the T-Tauri wind are not well understood; however,
there is little doubt that it exists. The effect of the wind may have been a clearing of
the disk of gas and grains that had not already been included in the planetary bodies.
With the clearing of interplanetary space the planets were exposed directly to the
very strong ultraviolet radiation from the Sun, ionizing atmospheric constituents
and greatly enhancing atmospheric escape processes. Large parts of the primordial
atmospheres were lost from the terrestrial planets. The outer planets also may have
lost some fraction of their original atmospheres, but their larger masses and greater
distances from the Sun may have provided greater protection against losses. After
the T-Tauri phase the Sun became stable again and the planets continued their evol-
utionary processes. Recent summaries of the planetary formation can be found in
a workshop report on the origins of Solar Systems (Nuth & Sylvester, 1988), and
in the book by Atreya et al. (1989).
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b. Evolution of the terrestrial planets

After the Sun had settled as a typical main-sequence star, the solar constant was
only about 80% of its present value, according to stellar evolution models. How-
ever, the same models suggest that the ultraviolet and X-ray emission of the young
Sun was much above present levels. At that time the terrestrial planets had already
differentiated, forming iron-rich cores and silicate-rich mantles. Some of the prim-
itive atmospheres, as well as remnants of the accretion disk, had been ejected from
the Solar System by the T-Tauri wind permitting the planetary surfaces to cool by
radiation directly to space. With progressive cooling the solidified crusts increased
in thickness. Volcanic activity must have been widespread with simultaneous emis-
sion of gases. If presently exhaled volcanic gases can serve as a guide, the emissions
contained H2O, CO2, SO2, N2, H2, and probably CH4 and NH3 as well. Influx of
large meteorites continued providing another source of gaseous matter. More re-
cently, Delsemme (1998) has pointed out that the temperature in the accretion disk
at a distance of 1 AU was so high (∼1000 K) that the planetesimals forming the
Earth must have been completely degassed. Delsemme suggests that all the oceans
and the present atmosphere of Earth are of cometary origin. Either by outgassing
or by cometary influx, or by both, secondary atmospheres started to form.

Mercury, however, was too small to permit accumulation of such an atmosphere.
Exhaled gases escaped rapidly. Except for minute quantities of hydrogen and
helium (possibly supplied by the present solar wind), and sodium and potassium
atoms (possibly supplied by the surface), Mercury is without a gaseous envelope;
the same is true for the Moon. Venus, on the other hand, must soon have developed
a relatively thick atmosphere with increasing quantities of H2O and CO2 as the
major constituents, and N2, SO2, and other gases as minor constituents. It is also
possible that the planetesimals forming Venus contained less water of hydration
than those forming Earth. Therefore, Venus may have started out with less water
than Earth in the degassing process. The relatively close proximity of Venus to
the Sun and an increasingly strong greenhouse effect by the dominant atmospheric
constituents may have prevented the solid surface from cooling below the conden-
sation temperature of water. This sequence of events is the core of the runaway
greenhouse model (Hoyle, 1955; Sagan, 1960; Gold, 1964; Dayhoff et al., 1967;
Ingersoll, 1969; Rasool & DeBergh, 1970; Pollack, 1971; Goody & Walker, 1972;
Walker, 1975; Watson et al., 1984). In contrast to this, the so-called moist green-
house model also accounts for convective heat transport in the atmosphere, as well
as for condensation and cloud formation (Kasting et al. 1984), and eventually for
changes of the planetary albedo (Vardavas & Carver, 1985; Kasting, 1988; Kast-
ing & Toon, 1989). In this model, oceans did originally form on Venus, but have
evaporated long ago. In either greenhouse model, water vapor was dissociated in
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the upper atmosphere by strong ultraviolet radiation. Hydrogen is light enough to
have escaped readily. The high deuterium/hydrogen (D/H) ratio found on Venus
by Pioneer supports the water escape theory (Donahue et al., 1982). The enrich-
ment of D/H by a factor of 100 over the terrestrial value can be explained by the
higher escape rate of H in comparison with that of D. The escape of gases from
planetary atmospheres is a complex phenomenon, involving several mechanisms.
A discussion of such mechanisms can be found in Chamberlain & Hunten (1987)
and Hunten et al. (1989). Ionized oxygen can also escape readily; some of the re-
maining oxygen probably was removed from the atmosphere by oxidizing surface
minerals. With the destruction of water vapor, the Venus atmosphere was left with
large quantities of CO2 (mole fraction of 0.965), followed in concentration by N2

(0.035), and a number of trace gases (see Appendix 3).
The Earth evolved differently. Being farther away from the Sun, and possibly

also as a consequence of a slower outgassing rate, the surface of the Earth had
cooled sufficiently to permit water vapor condensation before the accumulation
of a deep H2O–CO2 atmosphere. Otherwise, the greenhouse effect would have
prevented cooling of the surface below the condensation temperature of water, and
the Earth would have followed the evolutionary path of the runaway greenhouse
model proposed for Venus. Fortunately, sufficient quantities of water did condense
on Earth and did form oceans. Some of the water may have been of cometary
origin. Equally important, carbon dioxide dissolves in liquid water and leads, via
the Urey reaction, to the formation of sedimentary carbonate rocks. Today, large
quantities of the carbon, originally outgassed in the form of CO2, exist in rock
formations on past and present ocean floors as well as in living and buried organic
matter.

Nitrogen accumulated in the atmosphere at a relatively slow rate. Because there
is no effective sink for N2, however, its concentration has increased over geologic
times enabling N2 to become the dominant atmospheric constituent. Most of the
present atmospheric oxygen is of biological origin. Plants convert CO2 and H2O
by photosynthesis into hydrocarbon products and O2. The early atmosphere of the
Earth contained much smaller quantities of oxygen, produced mainly by photo-
chemical dissociation of water vapor and subsequent escape of hydrogen. Much of
the free oxygen produced in this way was used in various weathering processes,
such as oxidizing exposed ferrous iron (FeO) into the ferric form (Fe2O3). The third
most abundant constituent of the Earth’s atmosphere, argon (Ar) 40, forms as the
end product in the radioactive decay of potassium. The nonradiogenic primordial
isotopes are argon 36 and the less abundant argon 38.

The evolution of the atmosphere of Earth was studied by computer modeling
by Hart (1978). He included many known processes in his computer model, and
required solutions that reproduce present conditions after evolving for 4.6 × 109
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years. Although the solutions obtained may not be unique and some of his assump-
tions and procedures have been criticized, there is little doubt that the atmosphere–
ocean system has changed over geologic time in substantial ways. A more detailed
account of our present understanding of the evolution of the terrestrial atmospheres
can be found in Walker (1977); Pollack & Yung (1980); Walker (1982); Lewis &
Prinn (1984); and Chamberlain & Hunten (1987).

Mars must also have outgassed moderate quantities of H2O, CO2, N2, and other
gases, although its smaller size must have caused less devolitalization of infalling
planetesimals. Furthermore, escape of light gases must have been more efficient
there than on the larger planets. It is not known how much water is presently hidden
below the polar caps, in permafrost layers, and in the regolith in the form of water
of hydration. Today Mars has a relatively thin atmosphere (∼5 mbar) of mostly
CO2 (mole fraction of 0.95), N2 (0.03), Ar (0.016), and traces of CO. Water vapor
is now a minor atmospheric constituent that occasionally forms thin ice clouds and
frost on the surface. Liquid water is not stable on the surface and would evaporate
rapidly. However, fluvious channels photographed by Mariner 9 and Viking suggest
the presence of rivers in the geological past. Possibly only episodically, but perhaps
over longer periods of time, Mars must have supported a more extensive atmosphere,
much richer in H2O and probably also in CO2. This, in turn, would have led to a
stronger greenhouse effect and higher surface temperatures. Could the conditions
that led to the formation of life on Earth also have existed on Mars at that time?
Was a biological evolution on Mars interrupted with the disappearance of liquid
water? These are intriguing questions that have not yet been resolved.

c. Evolution of the giant planets

As already mentioned, according to presently favored theories the giant planets first
started to form cores of high-Z material. In this context high-Z materials are matter
composed of elements with atomic number (Z ) of three and higher. These planetary
cores contained elements in proportions similar to that of the planetesimals and
comets responsible for the formation of the terrestrial planets, with the possible
exception of a larger fraction of condensables than their counterparts of the inner
Solar System. Water ice, clathrates containing ammonia and methane, and other
matter of high vapor pressure must have evaporated as a consequence of shock and
adiabatic heating resulting from the impact of planetesimals onto the cores of the
proto planets. Subsequently, primitive atmospheres formed surrounding solid cores
of iron, nickel, silicates, and other refractory compounds of low vapor pressure.
In these primitive atmospheres carbon monoxide, nitrogen, and the heavier noble
gases also may have increased in abundance as the proto planets grew steadily by
the infall of planetesimals and comets.
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Table 9.3.1 Elemental ratios, in solar units, observed in the outer atmospheres of
the giant planets∗

Jupiter Saturn Uranus Neptune

Sun Sun Sun Sun Sun

He/H 0.097 0.807 ± 0.02 0.56 ± 0.82a 0.92 ± 0.2 0.1 ± 0.2b

C/H 3.62 × 10−4 2.9 ± 0.5 ∼6 ∼24c ∼35d

∼25d ∼50 ± 25e

∼20 ± 10e

N/H 1.12 × 10−4 1–1.3 (Global) 2–4f,g � 1?g ∼< 30b,h

3.6 ± 0.5 (Hotspot)
O/H 8.51 × 10−4 0.35 (Hotspot, 19 bars)
P/H 3.73 × 10−7 0.82 4–9
S/H 1.62 × 10−5 2.5 ± 0.15

∗ References: a: Conrath & Gautier (2000); b: Conrath et al. (1993) (assumes N2 mol
fraction = 0.003); c: Lindal et al. (1987); d: Lutz et al. (1976); e: Pollack et al. (1986);
f: Marten et al. (1980); g: de Pater & Massie (1985); h: Gautier et al. (1995). All other
values for the Sun, Jupiter, and Saturn adopted from Atreya et al. (1999).

As the mass of the proto planets increased steadily, larger and larger amounts
of hydrogen and helium mixed with the existing primitive atmosphere (Gautier &
Owen, 1983). With the light gases also came very small solid particles and other
gases, more or less in solar proportions, which had not been included in the previ-
ously formed planetesimals. By this process Jupiter accumulated at least 300 Earth
masses of hydrogen and helium, (Fegley & Prinn, 1988a,b) and Saturn approxi-
mately 80, while Uranus and Neptune acquired only one or two. For Jupiter and
Saturn this stage of hydrogen and helium accumulation occurred within a relatively
short time of a few hundred years, while for Uranus and Neptune a slightly longer
interval was probably required. The infall of low-Z compounds was limited by the
amount of gas available within the zone of influence of the individual proto planets.
As a consequence Uranus and Neptune captured much less hydrogen and helium
than Jupiter and Saturn.

The newly arrived light gases from the accretion disk readily mixed with the
already present core atmospheres of mostly heavier gases. After that phase of accu-
mulation of hydrogen and helium, the influx of matter in the form of planetesimals,
meteorites, and comets must have continued, although at a much reduced rate. At
the end of the low-Z accretion phase the outer planets had reached nearly their
present masses. This sequence of events explains the nearly equal core sizes of the
outer planets as well as the strong enrichment of their present atmospheres in heavy
elements in comparison with solar composition (Grossman et al., 1980). Moreover,
the enrichment seems to be in proportion to the core-to-hydrogen mass ratio of the
individual planets. Measured elemental abundances are summarized in Table 9.3.1.
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As already mentioned, an alternative theory postulates a gravitational collapse
of accretion disk material without first forming planetary cores (Cameron, 1978).
In this case one would expect all of the outer planets to contain elements in nearly
the same proportions, very similar to that of the Sun. Small increases of heavy
elements over solar abundance ratios are possible from a post-accumulation infall of
planetesimals, but the large enrichment of some of the heavy elements, as indicated
in Table 9.3.1, cannot be explained. In contrast, the theory suggesting core formation
to have occurred before the bulk of the low-Z gases arrived readily explains such
an enrichment.

Remote sensing measurements from spacecraft, astronomical observations from
Earth, and even measurements from future entry probes determine the composition
only of the outermost atmospheric layers down to pressures of at best 10 or 20 bars, in
most cases to much lower pressure levels. The question arises: how representative
are these abundance measurements of the composition of the atmospheres as a
whole? On Uranus and Neptune pressures at the lower boundary of the atmospheres
are estimated to be several hundred thousand and on Jupiter and Saturn several
million bars; large extrapolations are therefore necessary.

To investigate this subject we must study the processes that would maintain as
well as destroy a uniform vertical distribution of specific elements. The degree of
convective motion, chemical reactions, condensation and phase changes in general,
as well as gravitational stratification all can play roles in establishing and preventing
compositional homogeneity. If one of these processes prevents an element from
being uniformly mixed, the remotely sensed abundance is not representative of the
planet as a whole and should not be used for our specific inquiry.

Hydrogen is by far the dominant atmospheric constituent on all giant planets.
For that reason, the elemental abundances are often ratioed to the hydrogen abun-
dances. This is fully justified if hydrogen has never participated in chemical reaction
inside the planets after their formation. Pollack et al. (1986) have pointed out the
possibility that significant amounts of carbon monoxide may have been reduced to
methane and water. If this did occur, the present hydrogen content would be smaller
than the original one. On the other hand if methane dissociates at pressures in ex-
cess of 105 bar, as Ross & Ree (1980) have suggested, the hydrogen produced in
this way could have increased the hydrogen reservoir collected in the late accretion
phase. While such reactions are possible, they are expected to account for at most a
few percent in the hydrogen abundance, but they cannot be responsible for factors
of two or larger shown in Table 9.3.1.

The second most abundant constituent of the atmospheres of the giant planets,
helium, does not react chemically and cannot condense even at the cold tropopauses
of Uranus and Neptune. For a long time helium was expected to be uniformly mixed
in all giant planet atmospheres. Smoluchowski (1967), Salpeter (1973), Hubbard &
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Smoluchowski (1973), Stevenson & Salpeter (1976), and others have pointed out the
immiscibility of helium in metallic hydrogen at certain temperatures. Pollack et al.
(1977) suggested that the same process may not only occur on Jupiter but even more
so on Saturn. Indeed the helium to hydrogen ratios measured by Voyager are quite
different among the giant planets (Conrath et al., 1987; Conrath & Gautier, 2000).
Since the depletion of helium from the molecular atmospheres of Jupiter and Saturn
is intimately related to the generation of internal heat, we discuss this subject in
Subsection 9.4.b devoted to the energy balance of the outer planets. Here we mention
only that the apparent depletion of helium measured in the atmospheres of Jupiter
and Saturn also implies that vertical mixing by convective motion must be quite
efficient in these atmospheres. At high densities the opacity due to collision-induced
transitions is very high. Energy transport must then be dominated by convective
motion, large scale mass flow, or possibly by the transport of latent heat. This assures
relatively good vertical mixing, particularly on Jupiter, Saturn, and Neptune with
their large internal heat sources. The efficiency of vertical mixing on Uranus is
more problematic because of the observed relatively small internal heat flow from
the interior of that planet. Hubbard et al. (1995) have discussed the possibility
of suppression of convection by compositional gradients, while Smith & Gierash
(1995) have suggested episodic convection in the presence of molecular hydrogen
ortho–para conversion. In any event, the superadiabaticity is expected to be very
small in all four planets, generally not measurable with present techniques.

Acting against these homogenizing forces are chemical reactions studied exten-
sively by Lewis (1973), Lewis & Prinn (1984), and Prinn & Fegley (1989). Of
course, formation of clouds by condensation also depletes the colder atmosphere
above the clouds of the cloud forming substance. Another constituent may then
dissolve into the clouds, removing that compound from the gaseous phase as well.
The low N/H ratios measured on Uranus and Neptune may be caused by such a
process.

On Jupiter and Saturn atmospheric temperatures are nowhere low enough to per-
mit the formation of CH4 clouds, therefore, the CH4 abundances measured in the
troposphere and lower stratosphere should be representative of these atmospheres as
a whole. Destruction of CH4 by photodissociation takes place in the upper strato-
sphere with the simultaneous formation of C2H2, C2H6, and many other hydro-
carbons, but the production rate of these carbon bearing compounds is so low
that it would not affect the tropospheric CH4 concentration significantly. At higher
pressures the hydrocarbons are converted back to CH4. Other carbon bearing con-
stituents are CO and HCN; again, their concentrations are very low and can easily
be included in the C/H budget. Destruction of CH4 and simultaneous production
of additional H2 at very high pressures (Ross & Ree, 1980) would tend to increase
the estimate of the primordial C/H ratio and make the present ratio a lower limit
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of the original ratio. The true excess of C/H compared to the Sun would then be
even larger than indicated in Table 9.3.1. In any case a precise measurement of
the CH4 abundance is very important. The composition of Saturn’s atmosphere has
been studied also by Courtin et al. (1984) and Jupiter’s C/H ratio by Gautier et al.
(1982).

On Uranus and Neptune temperatures in the upper troposphere are low enough
for the formation of CH4 clouds. To obtain the CH4 concentration representative
of the atmosphere as a whole the CH4 abundance below the CH4 cloud deck must
be determined. Fortunately, this was possible for Uranus from data obtained by
the Voyager Radio Science Investigation (Lindal et al., 1987) and from ground-
based microwave measurements (Lutz et al., 1976). Scattering within the clouds
complicates the interpretation of ground-based near infrared measurements.

The N/H and P/H measurements shown in Table 9.3.1 are consistent with an
excess of heavy elements in the outer planets except for the low N/H ratios derived
from NH3 abundance measurements at Uranus and Neptune. The low NH3 abun-
dances may be a consequence of dissolution of NH3 in water clouds or in a water
ocean at great depth below the hydrogen–helium atmospheres (Atreya & Romani,
1985; Gautier & Owen, 1989). Also abnormal is the low O/H ratio on Jupiter de-
rived from water vapor lines apparent in the infrared spectra of the 5 µm hot spots
(Bjoracker et al., 1986). Slightly larger amounts of the O/H ratio are indicated from
CO measurements (Noll et al., 1988). In contrast, the germanium content of Jupiter
derived from the GeH4 abundance (also measured at 5 µm) is greatly in excess of
the abundance derived from the cosmic and solar abundances of that element and
chemical equilibrium calculations. Strong deviations from equilibrium chemistry
must exist in the deep interior of that planet. In addition to the main elements their
isotopic ratios are of interest. For example, a discussion of recent measurements of
the HD and CH3D abundances in the atmospheres of the giant planets by ground-
and space-based infrared spectrometers as well as an interpretation of these results
have recently been given by Gautier & Owen (1989), by Pollack & Bodenheimer
(1989), and by Gautier (1998).

As can be seen from Table 9.3.1 the elemental abundance values of the outer
planets are rather incomplete and often not as precisely known as would be desirable.
Clearly more precise, high resolution spectroscopy in the infrared and microwave
regions as well as in situ measurements from descending probes will be required.

After the giant planets had accumulated most of their mass, the interior tem-
peratures reached their maximum values. Evolutionary models indicate central
temperatures as high as 50 000 K for Jupiter (Graboske et al., 1975), slightly less
for Saturn, and considerably less for Uranus and Neptune. At the same time the
planetary diameters may have been 10 to 20 times as large as their present di-
mensions. The initial luminosity of Jupiter may have been six to seven orders of
magnitude higher than present values. The other giant planets must have had similar
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excesses of luminosity and diameters that included the present orbits of their regular
satellites. High rotation rates, acquired in the low-Z accumulation phase, may have
been responsible for the formation of disks around the planets. Processes may have
been similar to those that caused the formation of the primordial accretion disk
around the Sun. Further contraction provided an additional heat source, slowing
down the cooling process. The need to shed some of the angular momentum may
have helped in the formation of the regular satellites. The irregular satellites are
probably captured asteroids or, as in the case of Triton, fragments of planetesimals
that were not incorporated into the planets. A recent summary of these events is
presented by Pollack & Bodenheimer (1989). The planets eventually contracted
and cooled to their present diameters and luminosities. The present heat balance is
the subject of the next section.

9.4 Energy balance

From the time of formation of the Solar System nearly 4.6 × 109 years ago to the
present epoch the planets have evolved from newly agglomerated, hot bodies to
their current shape and form. This evolutionary process will continue until the Sun
reaches the end of its life as a main sequence star and turns into a red giant.

As discussed in Section 9.3, a large number of uncertainties exist in the recon-
struction of the events that led to the formation of the Solar System as a whole and
the subsequent evolution of the individual planets. For example, did the cores of
the outer planets form first with subsequent accumulation of the hydrogen–helium
envelope, or did the bulk of the material, light gases, ices, and heavier elements,
collapse more or less simultaneously onto denser regions of the circumsolar disk?
Many of these questions can be addressed using models based on physical and chem-
ical principles and a precise knowledge of the present state of the Solar System,
including conditions in the interiors of planets, satellites, asteroids and comets. The
present conditions of surfaces and interiors of Solar System objects can be found
with different degrees of certainty from observations. Besides obvious parameters
such as mass, shape, size, and atmospheric as well as surface composition, addi-
tional information is required for the construction of reasonably valid models; this
includes data on the moments of inertia, the existence and shape of the magnetic
field, the temperature at a certain pressure level, and most importantly for an un-
derstanding of the outer planets, the energy balance. In this section we will direct
our attention to the energy balance, although composition, especially the helium
content of the outer planet atmospheres, will play an important diagnostic role as
well. First, however, the energy balance and related terms must be defined.

A planet absorbs sunlight and emits thermal radiation in the infrared. In most
cases planets also contain internal heat sources, which are of great interest for the
construction of models of the interior and for evolutionary theories. In a steady state,
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thermal emission must be balanced by absorbed solar radiation and the internally
generated heat. For a spherical planet of radius R,

4π R2σ T 4
eff = π R2(1 − A)π S/D2 + Pint, (9.4.1)

where σ is the Stefan–Boltzmann constant and Teff the effective planetary tempera-
ture. This is the temperature of a blackbody with the same spectrally integrated
power as the planet. The first term on the right represents the absorbed solar power;
A is the planetary Bond albedo, π S the solar constant at Earth, and D is the
heliocentric distance of the planet in Astronomical Units. The last term in Eq. (9.4.1)
is the power released by internal heat sources.

In the discussion of the energy balance a number of processes have to be con-
sidered:

(1) Primordial heat left over from the planetary formation,
(2) Gravitational energy converted to heat liberated by subsequent shrinking in the cooling

process,
(3) Gravitational energy converted to heat liberated by the vertical redistribution of mass,
(4) Heat generated by absorption of solar energy,
(5) Heat generated by radioactive decay in the rock component, and
(6) Heat generated by tidal processes.

For the terrestrial planets, only items 4 and 5 are of importance. For the outer
planets, all items are of interest, except item 6 which plays a dominant role only on
Io, a much smaller one on Europa, and possibly a very small one on Ganymede and
Callisto. On Jupiter and Saturn items 1, 2, 3, 4, and 5 contribute to the total infrared
emission, the only quantity which can be measured by remote sensing techniques
[left term in Eq. (9.4.1)]. On Uranus and Neptune a metallic hydrogen core is not
expected to exist; therefore, the radial redistribution of helium cannot take place.
However, other processes can conceivably affect the measured helium-to-hydrogen
ratio as will be discussed further below. Item 4 is important for all planets. The
absorbed solar radiation [first term on the right side of Eq. (9.4.1)] is found by a
measurement of the planetary Bond albedo and a knowledge of the radius, the solar
constant, and the heliocentric distance of the object.

On the outer planets the internal heat is found by measuring the thermal emission
and subtracting the term representing absorbed solar power. Consequently, careful
measurements of the effective planetary temperatures and the Bond albedos are
required. The quantities R and D in Eq. (9.4.1) are relatively well known for each
planet, as is S. On Earth the internal power is small in comparison with the other
terms of Eq. (9.4.1). Thus it would be difficult to find the internal heat by subtracting
two almost equal quantities. The terrestrial internal power can be found much more
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precisely from measurements of the vertical temperature gradient in the Earth’s
crust.

The ratio of the total emitted power to the absorbed power is customarily called
the energy balance of a planet. First, we consider the determination of this quantity
for the Earth and by implication for the other terrestrial bodies. Then we review
measurements of the energy balance of the outer planets. In that process we discuss
the implications of the internal heat sources for theories of Solar System evolution.

a. The terrestrial planets

The terrestrial planets are almost in energy balance, that is, thermal emission nearly
equals absorbed solar power. On Earth only a small internal heat source exists, which
manifests itself by a vertical temperature gradient in the outer layers of the crust.
Early measurements, mostly from a few deep mines and bore holes, indicated a
temperature increase with depth of 10–40 K km−1. With reasonable assumptions
on the thermal conductivity of rocks this corresponds to an internal heat source
of approximately 2.6 × 1013 W (Bullard, 1954). More recent estimates, including
data from deep sea drillings, yield a slightly higher value of 4.3 ± 0.6 × 1013 W
(Williams & von Herzen, 1974). In contrast, solar radiation absorbed by the Earth
amounts to approximately 1.2 × 1017 W. The internal heat flux is, therefore, only
3.5 × 10−4 of the absorbed solar radiation and, consequently, the energy balance
of the Earth is approximately 1.000 35.

If one assumes, as Lord Kelvin did, that the internal heat is still part of the
primordial heat, now emerging as a consequence of the cooling process from a
once molten state, the age of the Earth would be only 30 × 106 years, which is
inconsistent with all other evidence. Now we know the Earth has, for all practical
purposes, completely cooled from the primordial state and the internal heat presently
originates from radioactive decay of uranium, thorium, and potassium, all elements
found in igneous rock such as granite and basalt.

An internal heat source of 4.3 × 1013 W corresponds to a surface flux of about
5 × 10−2 W m−2, which is too small to be measured from space, considering the
accuracy of presently available remote sensing techniques and the great variability
of meteorological conditions. It is generally assumed that the other terrestrial planets
and the Moon have similar internal heat sources, proportional to their share of
radioactive material in their interiors.

b. The giant planets

Recent measurements of the energy balance of the outer planets reveal the pres-
ence of, in most cases, remarkably large internal heat sources. Several parameters
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Table 9.4.1 Energy balance and helium abundance of the outer planets. See text
for the sources of the numerical values.

Jupiter Saturn Uranus Neptune

Effective 124 ± 0.3 95 ± 0.4 59.1 ± 0.3 59.3 ± 0.8
temperature, K

Emitted power, 83.65 ± 0.84 19.77 ± 0.32 0.560 ± 0.011 0.534 ± 0.029
1016 W

Bond albedo 0.343 ± 0.032 0.342 ± 0.030 0.300 ± 0.049 0.290 ± 0.067
Absorbed 50.14 ± 14 11.14 ± 0.50 0.526 ± 0.037 0.204 ± 0.019

power, 1016 W
Energy balance 1.67 ± 0.09 1.78 ± 0.09 1.06 ± 0.08 2.61 ± 0.28
Helium mass 0.234 ± 0.005 0.18 to 0.25 0.262 ± 0.048 0.32 ± 0.05

mixing ratio, Y

pertinent to a discussion of the energy balance of the giant planets are summar-
ized in Table 9.4.1. The numerical values have been derived from the spacecraft
and ground-based measurements discussed in Section 8.6. First we discuss Jupiter.
This planet is so massive that the heat generated by the contraction process begun
4.6 × 109 years ago is still significant. Primordial heat and heat from the subse-
quent, more gradual, contraction are nearly sufficient to explain the internal heat
source (Graboske et al., 1975). The infrared interferometer, IRIS, on Voyager 1,
using spectra between 230 and 2300 cm−1 and model calculations below 230 cm−1,
derived the thermal emission of Jupiter to be 8.365 ± 0.084 × 1017 W, which cor-
responds to an equivalent blackbody temperature of 124.4 ± 0.3 K (Hanel et al.,
1981b). This number is in good agreement with Pioneer results, 125 ± 3 K
(Ingersoll et al., 1976) and aircraft measurements 123 ± 2 K (Erickson et al., 1978),
but somewhat lower than earlier measurements.

A geometric albedo of 0.274 ± 0.013 was also derived by Hanel et al. (1981b).
Combining this with the Pioneer-derived phase integral of 1.25 (Tomasko et al.,
1978) leads to a Bond albedo of 0.343 ± 0.032. However, the error bar should in re-
ality be larger. The geometric albedo was derived by calibrating the IRIS radiometer
in flight using a diffuse reflector mounted on the spacecraft. Measurements from
Voyager 2, using a similar reflector, yielded a 12% higher albedo value of Jupiter.
Only one witness sample generated together with the coating of the diffuse reflector
was available for laboratory measurement of the reflectivity of the coating. Obvi-
ously, one or other plate (or both) had changed between manufacturing and the
first measurements shortly before the Jupiter encounter (see also Pearl & Conrath,
1991). A possible general degradation of the radiometer itself does not enter into
this discussion (it possibly appears in an indirect way, e.g., if the spectral response
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of the radiometer has changed substantially) since in the data reduction process
the radiometer signal from Jupiter is compared directly to the radiometer signal
while viewing the diffusor plate. The Voyager 1 derived geometric albedo of 0.274
agrees well with the ground-based derivation of 0.28 of the same quantity by Taylor
(1965). Nevertheless, the in-flight calibration using the diffusor plate on Voyager
must be taken with caution.

A problem with the Voyager value of the helium-to-hydrogen ratio derived by
combining radio occultation data with infrared spectra recently came to light. The
helium-to-hydrogen ratio of Jupiter was measured by instruments on the Galileo
probe to be 0.157 ± 0.003 (mass fraction Y = 0.234 ± 0.005; von Zahn et al.,
1998) and with consistent results by the mass spectrometer (Niemann et al., 1998).
These numbers are larger than the helium-to-hydrogen ratio derived by Voyager,
0.11 ± 0.032 (mass fraction Y = 0.18 ± 0.04; Gautier et al., 1981; Conrath et al.,
1984). This discrepancy prompted Conrath & Gautier (2000) to reexamine the
Voyager procedure. Excellent agreement among the probe measurements, the infra-
red spectra, and the radio occultation profile was obtained after the latter was
systematically increased by 2 K. This subject is also discussed in Section 8.3.f.

The proto solar value of the helium-to-hydrogen ratio – that is the value perti-
nent to the Solar Nebula from which the Sun and the planets formed – is somewhat
uncertain. However, the most reliable numbers come from models of stellar int-
eriors, yielding Y = 0.28 (Profitt, 1994). The difference between 0.28 and 0.234
indicates that Jupiter’s outer atmosphere is now to some degree depleted of
helium, which seems to confirm the theory, originally proposed by Smoluchowski
(1967), that helium may be migrating towards the metallic hydrogen core (see also
Salpeter, 1973; Smoluchowski, 1973; Hubbard & Smoluchowski, 1973; Stevenson
& Salpeter, 1976). This redistribution of mass is a significant source of heat and
contributes to the energy balance of Jupiter. The relative importance of the heat
sources 1, 2, and 3 mentioned above must be found from models of the interior
of Jupiter, using measurements of the energy balance, the helium abundance, the
moments of inertia, and the magnetic field.

On Saturn the thermal emission and albedo measurements are much more com-
plicated then those of Jupiter. Complications arise primarily due to the presence of
the rings and the tilt of Saturn’s axis of rotation with respect to its orbital plane. The
rings cast shadows and reflect sunlight onto Saturn. However, these effects vary
over the orbit of Saturn around the Sun. The Voyager measurements occurred at
one particular point on that orbit, but only the mean orbital values are pertinent to
the energy balance of Saturn. First, it was necessary to remove the effects of the
rings from the measurements of the thermal emission and the albedo of Saturn.
Then the effect of the rings needed to be introduced over the full orbital motion of
Saturn (Hanel et al., 1983). An effective temperature of 95.0 ± 0.4 K was found.
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Using the same on-board calibration with the diffuse reflecting plate, a geometric
albedo of 0.242 ± 0.012 was derived. Again combining this with a Pioneer-derived
phase integral led to a Bond albedo of 0.342 ± 0.030. Because of the uncertainty
of the radiometer calibration this number must be taken with the same reservations
as the corresponding number for Jupiter.

On Saturn only remote sensing information on the helium-to-hydrogen ratio
is available today. The very low number of He/H2 = 0.034 ± 0.024(Y = 0.06 ±
0.05; Conrath et al., 1984) was derived from a combination of radio occultation
data and infrared spectra both from Voyager. The possibility exists that a systematic
error in the radio occultation data, similar to that suspected for Jupiter, may be
present for Saturn as well. An analysis based on only the infrared spectra to retrieve
simultaneously the temperature profile, the ortho–para ratio of hydrogen, and the
helium-to-hydrogen ratio was carried out by Conrath & Gautier (2000). A most
likely helium-to-hydrogen ratio between 0.11 and 0.16 (Y between 0.18 and 0.25)
was found. Although not as precise as would be desired, this analysis excludes
the low helium abundance inferred previously. Clearly, a careful analysis of the
systematic and random errors of the radio occultation data would be desirable.

The helium-to-hydrogen ratio of Saturn obtained by Conrath & Gautier (2000)
using only IRIS spectra, although higher than the previous results, is much lower
than the proto solar value of Y = 0.28 (Profitt, 1994), indicating a helium deficiency
in Saturn’s outer atmosphere, possibly even slightly larger than that found on Jupiter.
The vertical redistribution of helium, first recognized by Smoluchowski (1967),
plays an important role on Saturn as well.

The albedo, effective temperature, and energy balance of Uranus was investigated
by Pearl et al. (1990) using Voyager 2 data. They found an effective temperature of
59.1 ± 0.3 K. Due to the low temperatures of Uranus useful measurements were
derived from the infrared spectra only between 180 and 400 cm−1. Pearl et al.
(1990) give a detailed description of the extrapolation procedure used to obtain the
spectral information below 180 cm−1.

For the radiometer measurements, the same procedure, including calibration of
the radiometer data with the diffusor plate, was used to derive a geometric albedo
of 0.215 ± 0.046. Earlier measurements, also discussed by Pearl et al. (1990),
yielded somewhat higher values. A limited set of radiometer data, augmented with
imaging data (Pollack et al., 1986), permitted the construction of a phase function.
Integration of the phase function yielded a phase integral of 1.40 ± 0.14. Combining
the geometrical albedo and the phase integral lead to a Bond albedo of 0.300 ±
0.049. Based on the uncertainties of the radiometer calibration, the error bar may
be larger. A Bond albedo of 0.319 ± 0.051 was derived from the imaging system
of Voyager by Pollack et al. (1986), probably also using the same diffusor plate
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for calibration. Spacecraft and ground-based data pertinent to the energy balance
of Uranus have been reviewed by Conrath et al. (1991b).

The helium-to-hydrogen ratio of Uranus was again investigated using radio oc-
cultation data and infrared spectra by Conrath et al. (1987). They inferred a mass
mixing ratio of Y = 0.262 ± 0.048. Considering the error bar, this value is con-
sistent with the proto solar value of 0.28 of Profitt (1994) and would indicate that
the helium-to-hydrogen ratio on Uranus is proto solar. It would also indicate that
the radio occultation data in this case are probably without systematic errors and
no other atmospheric gas contributes significantly to the mean molecular weight
in the applicable pressure range. The helium-to-hydrogen ratio on Uranus is also
reviewed by Fegley et al. (1991); see also Hubbard (1980, 1984) and Hubbard &
MacFarlane (1980).

The albedo, effective temperature, and energy balance of Neptune have been
investigated by Pearl & Conrath (1991); see also the review by Gautier et al. (1995).
In deriving the thermal emission of that planet, Pearl & Conrath found it necessary to
account for a small latitudinal variation of that quantity. The effective temperature
of Neptune, 59.3 ± 0.8 K, was found to be nearly the same as that derived for
Uranus, 59.1 ± 0.3 K, although Neptune (30.1 AU) is much further from the Sun
than Uranus (19.2 AU). The geometric albedo of Neptune, 0.215 ± 0.050, also
turned out to be identical to that found for Uranus, 0.215 ± 0.046. As for Uranus, it
was possible to derive a phase function for Neptune. The phase integral was found
to be 1.35 ± 0.16, which led to a Bond albedo of 0.290 ± 0.067, again almost the
same as for Uranus. Of course, on Uranus and on Neptune the albedo values may
be systematically off by the same amount due to the uncertainty in the absolute
calibration of the radiometer using the diffusor plate. However, the ratio of the
albedo measurements of Neptune and Uranus is independent of the difficulties with
the absolute calibration. Considering their heliocentric distances, the similarity of
the albedo values and of the effective temperatures clearly show a fundamental
difference in the internal energy balance of these otherwise so similar planets.

The helium-to-hydrogen ratio of Neptune was derived by Conrath et al. (1991a)
to be 0.190 ± 0.032 (corresponding to Y = 0.32 ± 0.05), using radio occultation
data and infrared spectra. The helium mass fraction Y appears to be higher than the
proto solar value of 0.28 (Profitt, 1994) although just within the error bar. A number
of possible causes for the high value of Y can be found. The original derivation of the
helium abundance by Conrath et al. (1991a) assumed that, besides hydrogen, only
helium contributes significantly to the mean molecular weight of the atmosphere.
A subsequent analysis by Conrath et al. (1993) showed that a small mole fraction
of molecular nitrogen may easily reduce the measured helium mass fraction to the
proto solar value. The induced opacity due to H2–N2 collisions (N2 mole fraction
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0.003) and possibly a small effect from methane clouds are sufficient to yield the
same helium abundance as was found for Uranus. Clouds and hazes on Neptune
have been reviewed by Baines et al. (1995).

The values pertinent to the energy balance of all giant planets are summarized in
Table 9.4.1. Although Uranus and Neptune are very similar in size, Bond albedo,
and other parameters, they are quite different in the energy balance; see also the
review paper by Hubbard et al. (1995).

The above summary demonstrates that presently available observations, such
as those of the energy balance and the helium composition of the atmospheres of
the outer planets, provide important constraints on the choice of parameters used
in planetary evolutionary models and, in turn, on the reconstruction of the events
which led to the formation of the Solar System as a whole.



Closing remarks

We have surveyed the present state of the exploration of the Solar System by re-
mote sensing in the thermal infrared. In the first three chapters we reviewed the
physical theories that serve as the basis of remote sensing. Models presented in
Chapter 4 were designed to illustrate how the physical state of an atmosphere in-
fluences the observed spectrum. Chapter 5 was devoted to instrumental techniques,
with emphasis placed on physical principles and measurement methods. Several
real instruments served as examples in the discussions. Chapter 6 addressed mea-
surements of planets up to Neptune and their satellites. Wherever possible, data
were selected to illustrate how physical attributes of various bodies can often be
inferred qualitatively by a visual inspection of the data. Pluto and Charon, as well
as comets and asteroids, were the subjects of Chapter 7. In Chapter 8 we treated
numerical retrieval methods. Again, examples demonstrated how atmospheric tem-
perature profiles, mole fractions of gases, information on clouds, and surface pa-
rameters can be extracted from measurements. Finally, in Chapter 9 four areas were
discussed where remotely sensed data have made significant contributions to our
present understanding of underlying physical processes. These areas concern radia-
tive equilibrium, the temperature field and dynamical processes, the atmospheric
composition in the context of Solar System evolution, and the energy balance of
the planets.

It should be clear from the content of this book that much has been achieved
in planetary research in the last decades, not only from spacecraft, but also from
ground-based and air-borne platforms. It should be equally clear that much more
needs to be done to obtain a more nearly complete understanding of the processes
that have shaped and are still shaping our Solar System. Both theoretical and obser-
vational advances are necessary. In the coming decades new instrumental techniques
will evolve, more advanced detectors will become available, and more sophisticated
observational methods will be applied, all leading to better experimental results. At
the same time theoretical progress will be made. Observations and measurements
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will test new hypotheses, and new theories will stimulate additional measurements.
This interplay between experiment and theory has been fruitful in astronomy and
science in general since the days of Galileo and Kepler; undoubtedly it will continue.

Curiosity is one of mankind’s strongest motivations. Be it the caves in the next
valley, the rest of the Earth, the Solar System, or the universe, exploration of our
environment has always been intrinsically compelling. Since the beginning of civil-
ization the desire to solve not only the problems of daily life, but to go one step fur-
ther and engage in seemingly unnecessary tasks has slowly expanded our awareness
of the world around us. It is this inborn human need to explore and to understand
that has conquered unknown territories, carried us to the Moon, and led us through
the Solar System. Future generations will say ‘We would not be here were it not
for the constant search for knowledge of past generations’. In the pursuit of this
endeavor remote sensing will remain one of the fundamental investigative tools. We
hope this book will help to sharpen this implement. We also hope it will encourage
students and researchers alike to actively use this tool and pursue the ‘Exploration
of the Solar System by infrared remote sensing’.



Appendix 1

mathematical formulas

A1.1 Vector quantities

In the following, vectors are boldface, scalars are not. Basis vectors are ı̂, ĵ, k̂ in
Cartesian coordinates and r̂, θ̂, φ̂φ in spherical coordinates. Alternative notations
associated with the vector A and scalar A are listed in Table A1.1.

Cartesian coordinates

∇A = ∂ A

∂x
ı̂ + ∂ A

∂y
ĵ + ∂ A

∂z
k̂,

∇ · A = ∂ Ax

∂x
+ ∂ Ay

∂y
+ ∂ Az

∂z
,

∇ × A =
(

∂ Az

∂y
− ∂ Ay

∂z

)
ı̂ +
(

∂ Ax

∂z
− ∂ Az

∂x

)
ĵ +
(

∂ Ay

∂x
− ∂ Ax

∂y

)
k̂.

Spherical coordinates

∇A = r̂
∂ A

∂r
+ θ̂

1

r

∂ A

∂θ
+ φ̂φ

1

r sin θ

∂ A

∂φ
,

∇ · A = 1

r2

∂

∂r
(r2 Ar ) + 1

r sin θ

[
∂

∂θ
(sin θ A0) + ∂ Aφ

∂φ

]
,

∇ × A = r̂
1

r sin θ

[
∂

∂θ
(sin θ Aφ) − ∂ Aθ

∂φ

]
+ θ̂

1

r

[
1

sin θ

∂ Ar

∂θ
− ∂

∂r
(r Aφ)

]

+ φ̂φ
1

r

[
∂

∂r
(r Aθ ) − ∂ Ar

∂θ

]
.
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Table A1.1 Components of A

Cartesian Spherical
coordinates coordinates Gradient Divergence Curl

Ax Ar grad A div A curl A
Ay Aθ ∇A ∇ · A rot A
Az Aφ ∇ × A

The Laplacian ∇2A in both coordinate systems is defined as

∇2A = ∇(∇ · A) − ∇ × (∇ × A).

Transformation of coordinates

Ar = Ax sin θ cos φ + Ay sin θ sin φ + Az cos θ,

Aθ = Ax cos θ cos φ + Ay cos θ sin φ + Az sin θ,

Aφ = −Ax sin φ + Ay cos φ.

A1.2 Spherical Bessel functions

The generalized spherical Bessel functions zn(ρ) of integer order n are defined by

ρ2 d2zn

dρ2
+ 2ρ

dzn

dρ
+ [ρ2 − n(n + 1)] zn = 0 (n = 0, ±1, ±2, . . .),

and can be expressed in terms of ordinary half-order cylindrical (Bessel, Neumann,
and Hankel) functions Zn+ 1

2
by

zn(ρ) =
(

π

2ρ

) 1
2

Zn+ 1
2
(ρ).

Series representations are as follows.
Spherical Bessel functions of the first kind:

jn(ρ) = ρn

1 · 3 · 5 · . . . · (2n + 1)

[
1 −

1
2ρ

2

1!(2n + 3)
+

(
1
2ρ

2
)2

2!(2n + 3)(2n + 5)
− · · ·

]
;
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Spherical Bessel (Neumann) functions of the second kind:

yn(ρ) = 1 · 3 · 5 · . . . · (2n − 1)

ρn+1

[
1 −

1
2ρ

2

1!(1 − 2n)
+

(
1
2ρ

2
)2

2!(1 − 2n)(3 − 2n)
− · · ·

]
.

Spherical Bessel (Hankel) functions of the third kind obey the relations:

h(1)
n (ρ) = jn(ρ) + iyn(ρ),

h(2)
n (ρ) = jn(ρ) − iyn(ρ).

Asymptotic values as ρ → ∞ are:

h(1)
n (ρ) = (−i)n+1

ρ
eiρ,

h(2)
n (ρ) = in+1

ρ
e−iρ.

A1.3 Legendre polynomials

The Legendre polynomials Pn(µ), where −1 ≤ µ ≤ 1, obey the second order dif-
ferential equation

(1 − µ2)
d2 Pn(µ)

dµ2
− 2µ

dPn(µ)

dµ
+ n(n + 1)Pn(µ) = 0 (n = 0, 1, 2, . . .).

If f (µ) is a piecewise continuous function in the interval −1 ≤ µ ≤ 1, the Legendre
series corresponding to f (µ) is

f (µ) ∼
∞∑

n=0

ω̃n Pn(µ),

where

ω̃n = 2n + 1

2

∫ +1

−1
f (µ′)Pn(µ′) dµ′ (n = 0, 1, 2, . . .).

The correspondence is an equality except at each point of discontinuity, where the
mean value of f (µ) is assumed. If f (µ) is a polynomial the series is finite.
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Legendre polynomials obey the orthogonality relation

1

2
(2n + 1)

∫ +1

−1
Pm(µ)Pn(µ) dµ = δm,n,

where

δm,n =
{

1 (m = n)
0 (m �= n)

}
.

They also obey the recursion relation

(2n + 1) µPn(µ) = (n + 1) Pn+1(µ) + n Pn−1(µ).

The first three values are

P0(µ) = 1,

P1(µ) = µ,

P2(µ) = 3
2µ

2 − 1
2 .
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Table A2.1 Physical constants∗

Symbol Name Numerical value Units

ε0 Permittivity of 107/4πc2 = 8.854 187 817 × 10−12 [F m−1]
free space

µ0 Permeability of 4π × 10−7 = 12.566 370 614 × 10−7 [N A−2]
free space

c Velocity of light 299 792 458 [m s−1]
in free space

σ Stefan–Boltzmann 5.670 51(19) × 10−8 [W m−2 K−4]
constant

h Planck constant 6.626 075 5(40) × 10−34 [J s]
k Boltzmann constant 1.380 658(12) × 10−23 [J K−1]
2hc2 First radiation 1.191 043 9(07) × 10−16 [J m2 s−1]

constant
hc/k Second radiation 1.438 769(12) × 10−2 [m K]

constant
G Gravitational constant 6.672 59(85) × 10−11 [m3 kg−1 s−2]
e Charge of electron 1.602 177 33(49) × 10−19 [C]
me Mass of electron 9.109 389 7(54) × 10−31 [kg]
mp Mass of proton 1.672 623 1(10) × 10−27 [kg]
mn Mass of neutron 1.674 928 6(10) × 10−27 [kg]
a0 Bohr radius 0.529 177 249(24) × 10−10 [m]

∗ After Cohen & Giacomo, 1987
The digits in parentheses are the one-standard deviation uncertainty in the last digits in

the given value
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Table A3.1 The terrestrial planets

Parameter Mercury Venus Earth Mars

Mean distance from Sun, AU∗ 0.387 0.723 3 1.000 1.523 7
Sidereal period, tropical yr 0.241 0.62 1.000 1.88
Orbital eccentricity 0.206 0.006 82 0.016 7 0.093 33
Inclination to ecliptic, deg 7.00 3.395 0.000 1.850
Max. phase angle from Earth, deg 180 180 – 46.8
Equatorial radius, km 2439.0 6051.0 6378.5 3393.0
Polar radius, km 2439.0 6051.0 6356.0 3375.0
Oblateness 0 0 0.003 527 0.005 305
Volume of planet (Earth = 1)∗ 0.057 0.869 1.000 0.152
Mass of planet (Earth = 1)∗ 0.056 0.817 1.000 0.108
Mean density (×103 kg m−3) 5.50 5.26 5.52 3.97
Sidereal rotation period 58.6 d −243.05 d 23.933 h 24.633 h
Obliquity, deg 0 177.34 23.45 25.19

∗ 1 AU = 149.6 × 109 m; volume of Earth = 1.070 × 1021 m3; mass of Earth = 5.98 ×
1024 kg
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Table A3.2 The giant planets

Parameters Jupiter Saturn Uranus Neptune

Mean distance from Sun, AU∗ 5.202 561 9.554 747 19.218 14 30.109 57
Sidereal orbital period, 11.862 3 29.458 84.01 164.79

tropical yr
Orbital eccentricity 0.048 5 0.055 6 0.047 2 0.008 6
Orbital inclination to 1.30 2.49 0.77 1.77

ecliptic, deg
Max. phase angle from 11.42 6.33 3.13 1.92

Earth, deg
Equatorial radius at 1 bar, km 71 492 60 268 25 559 24 764
Polar radius at 1 bar, km 66 854 54 364 24 950 24 340
Oblateness 0.064 87 0.097 96 0.023 83 0.017 12
Volume of planet (Earth = 1)∗ 1321.6 763.6 63 56
Mass of planet (Earth = 1)∗ 317.893 95.147 14.54 17.23
Mean density (× 103 kg m−3) 1.325 0.693 1.18 1.56
Sidereal body rotation 9.924 9 10.656 2 17.24 16.11

period, h
Obliquity, deg 3.08 26.73 97.92 28.8

∗ 1 AU = 149.6 × 109 m; volume of the Earth = 1.070 × 1021 m3; mass of Earth =
5.98 × 1024 kg
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spectroscopie interférentielle. Annals de Chimie et de Physique, 16, 115–44.

Farmer, C. B., Davis, D. W., Holland, A. L., LaPorte, D. D., & Doms, P. E. (1977). Mars:
Water vapor observations from the Viking Orbiters. Journal of Geophysical
Research, 82, 4225–48.

Farmer, C. B. & LaPorte, D. D. (1972). The detection and mapping of water vapor in the
Martian atmosphere. The Viking Mars Orbiter. Icarus, 16, 34–46.

Farmer, C. B. & Norton, R. H. (1989). A High-Resolution Atlas of the Infrared Spectrum
of the Sun and the Earth Atmosphere from Space. NASA Reference Publication 1224,
Vol. II. Washington, DC: NASA, Scientific and Technical Information Division.

Farmer, C. B. & Raper, O. F. (1986). High resolution infrared spectroscopy from space:
A preliminary report on the results of the atmospheric trace molecule (ATMOS)
experiment on Spacelab 3. NASA Publication CP-2429.

Fegley, B., Gautier, D., Owen, T., & Prinn, R. G. (1991). Spectroscopy and chemistry of
the atmosphere of Uranus. In Uranus, 147–203, ed. J. Bergstralh, E. Miner, & M. S.
Matthews. Tucson: University of Arizona Press.

Fegley, M. B., Jr. & Prinn, R. G. (1988a). Chemical constraints on the water and total
oxygen abundances in the deep atmosphere of Jupiter. Astrophysical Journal, 324,
621–5.



486 References

Fegley, M. B., Jr. & Prinn, R. G. (1988b). The predicted abundances of deuterium-bearing
gases in the atmosphere of Jupiter and Saturn. Astrophysical Journal, 326, 490–508.

Fellgett, P. B. (1951). Ph.D. Thesis, University of Cambridge (unpublished).
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L. V., Güldner, J., Mazygorin, I. A., Ustinov, E. A., & Dubois, R. (1984). Venus
spectra obtained from Venera spacecrafts 15 and 16. Proceedings of the International
Radiation symposium, Perugia, Italy (21–28 August, 1984).

Spencer, J. R., Jessup, K. L., McGrath, M., Ballester, G. E., & Yelle, R. (2000a).
Discovery of gaseous S2 in Io’s Pele Plume. Science, 288, 1208–10.

Spencer, J. R., Rathbun, J. A., Travis, L. D., Tammpari, L. K., Bernard, L., Martin, T. Z.,
& McEwen, A. S. (2000b). Io’s thermal emission from the Galileo
Photopolarimeter–Radiometer. Science, 288, 1198–201.

Spencer, J. R., Stansberry, J. A., Trafton, L. M., & Young, E. F. (1997). Volatile transport,
seasonal cycles, and atmospheric dynamics on Pluto. In Pluto and Charon, 435–74,
ed. S. A. Stern & D. J. Tholen. Tucson: University of Arizona Press.

Stair, A. T., Jr., Pritchard, J., Coleman, I., Bohne, C., Williamsen, W., Rogers, J., &
Rawlins, W. T. (1983). Rocketborne cryogenic (10 K) high-resolution interferometer
spectrometer flight HIRIS: auroral and atmospheric IR emission spectra. Applied
Optics, 22, 1056–69.

Stefan, J. (1879). Wiener Berichte, 79, 391.
Steinfeld, J. I. (1974). Molecules and Radiation (2nd edn, 1985). Cambridge,

Massachusetts: The MIT Press.
Stern, S. A., McKinnon, W. B., & Lunine, J. I. (1997). On the origin of Pluto, Charon,

and the Pluto–Charon binary. In Pluto and Charon, 605–63, ed. S. A. Stern &
D. J. Tholen. Tucson: University of Arizona Press.

Stevenson, D. J. (1982). Interiors of the giant planets. Annual Review of Earth and
Planetary Sciences, 10, 257–95.



506 References

Stevenson, D. J. & Salpeter, E. E. (1976). Interior models of Jupiter. In Jupiter, ed. T.
Gehrels, pp. 85–112. Tucson: The University of Arizona Press.

Strand, O. N. & Westwater, E. R. (1968). Statistical estimation of the numerical solution
of a Fredholm integral equation of the first kind. Journal of the Association for
Computing Machinery, 15, 100–14.
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Abbreviations

a.c. alternating current
ASA American Standards Association
ATMOS Atmospheric Trace Molecule Spectroscopy
ATS Application Technology Satellite
A� area times solid angle (étendue)
BIB blocked-impurity band detectors
BLIP background limited performance
CCD Charge Coupled Device
CIA collision-induced absorption
CIRS Composite Infrared Spectrometer
CLAES Cryogenic Limb Array Etalon Spectrometer
COBE Cosmic Background Explorer
CVF Continuously Variable Filter
d.c. direct current
DIRBE Diffuse Infrared Background Experiment
DTGS deuterated triglycine sulphate
ERBE Earth Radiation Budget Experiment
FET field-effect transistor
FIRAS Far Infrared Absolute Spectrometer
FTS Fourier transform spectrometer
GOES Geostationary Operational Environmental Satellite
G–R generation–recombination (noise)
HRIR High Resolution Infrared Radiometer
IF intermediate frequency
IRAS Infra Red Astronomical Satellite
IRIS Infrared Interferometer Spectrometer
IRTM Infrared Thermal Mapper
ISM Imaging Spectrometer for Mars
ISO Infrared Space Observatory
ITOS Improved TIROS Operational Satellite
JFET Johnson field-effect transistor
LO local oscillator
LTE local thermodynamic equilibrium
MGS Mars Global Surveyor
MOC Mars Orbiter Camera
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MOLA Mars Orbiter Laser Altimeter
NASA National Aeronautics and Space Administration
NEAR Near Earth Asteroid Rendezvous Mission
NEF Noise Equivalent Flux
NEP Noise-Equivalent-Power
NESR Noise-Equivalent-Spectral-Radiance
NIMS Near Infrared Mapping Spectrometer
NOAA National Oceanographic and Atmospheric Administration
OGO Orbiting Geophysical Observatory
PC photoconductive
PFS Planetary Fourier Spectrometer
PV photovoltaic
RF radio frequency
RSS Radio Science System
SAMS Stratospheric and Mesospheric Sounder
SI International System
SIRS Satellite Infrared Spectrometer
S/N signal-to-noise (ratio)
SSCC Spin Scan Cloud Camera
SWS Short Wavelength Spectrometer
TE transverse electric wave
TES Thermal Emission Spectrometer
TGS triglycine phosphate
TIA trans-impedance amplifier
TIROS Television and Infrared Observational Satellite
TM transverse magnetic wave
UARS Upper Atmosphere Research Satellite
VHRR Very High Resolution Radiometer
VIMS Visible Infrared Mapping Spectrometer
VISSR Visible Infrared Spin Scan Radiometer
VORTEX Venus Orbiter Radiometer Temperature Experiment



Index

A band, 92
a.c. radiometer, 170, 179, 182, 225
A� advantage, see étendue
absorption, 31, 34, 36, 64, 102
abundance determination, 371
accuracy, 281, 282, 283
acetylene (C2H2), 87, 91, 321, 326, 330, 419
adiabatic heating and cooling, 433, 440
adiabatic lapse rate, 438
advective derivative, 422, 424, 432
aerosol, 110, 380, 382, 420
Airy disk, 167, 169, 231, 251
albedo

bolometric, 388
Bond, 395, 396, 401, 456, 460–3
geometric, 392, 400, 401, 456–63
single scattering, 29, 38, 53, 137
surface, 409, 415

ammonia (NH3), 81, 87, 89, 320–2, 375–6, 436,
447–8, 450, 456

angular momentum, 59, 66, 72, 73, 83, 87, 88, 457
anharmonic effects, 70, 72, 76, 80, 82, 85
anomalous dispersion, 108
antireflection coating, 160, 198–200
aperture stop, 161–2
apodization, 230, 232, 247
Apollo, manned mission to the Moon, 338, 339, 391
Apollo, Amor, and Atem group of asteroids, 349
Application Technology Satellite (ATS), 175, 177
argon (Ar), 306, 451
arsenic-doped silicon detector, 273
Asteroid Belt, 349
asteroids, 349–51
asymmetric rotor, 87, 89, 92
asymmetry factor, 135, 409
asymptotic scattering function, 110
atmospheric composition, 368–79, 474
atmospheric emissivity, 136
atmospheric escape, 449
atmospheric motion, 321–43
Atmospheric Trace Molecule Spectroscopy

(ATMOS), 225, 235–6, 299, 371,
379

aureole, 126
autocorrelation, 370

B band, 92, 93
background limited performance (BLIP), 277, 278
background noise, 211, 221, 240, 242, 263, 264, 278
background radiation, 278
Backus–Gilbert formulation, 361–5
band gap, 273–4
barium fluoride (BaF2), 189
beamdividers or beamsplitters, 200–4
Beer’s law, 41
benzene (C6H6), 85
bidirectional reflectivity, 397
blackbody, 21–5, 181, 260, 284, 285–9, 312–13, 334
blocked-impurity band detectors (BIB), 275
bolometer, 266–8, 271–2
Boltzmann factor, 95, 96, 98
boundary condition, 14–16
boundary layer, 412
brightness temperature, 147, 385
Brownian motion, 260

C band, 92–3
calcium fluoride (CaF2), 239
calibration,

intensity, 281–93
wavenumber, 293–4

Callisto, satellite of Jupiter, 335
carbon dioxide (CO2), 81–2, 87, 148–50, 193, 250,

303–17, 320, 324–30, 348, 352, 358–9, 364, 419,
442, 450–2

carbon monoxide (CO), 69–70, 75, 78, 96, 99, 310,
325–6, 344, 348, 452, 454–6

Cassegrain telescope, 162–4, 166, 170
Cassini mission to Saturn, 227, 239, 318–20, 444
cat’s eye, 234–5
Centaurs, 348
centrifugal distortion, 74–6, 80, 88–90
cesium bromide (CsBr), 239
cesium iodide (CsI), 189, 192, 320
channel spectrum, 206
charge coupled devices (CCD), 280
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Charon, satellite of Pluto, 342–5
Christiansen frequency, 387
circumsolar disk, 447
clathrates, 452
clouds, 110–29, 311, 314–15, 380–5

water, 311, 314–15
water ice, 317

collision broadening, 99–102, 129
collision-induced absorption, 305–6, 320, 415, 420
collision-induced transitions, 78–80, 294, 328–9, 375,

377, 455
comets, 346–8
complex refractive index, 21, 107
Composite Infrared Spectrometer

(CIRS), instrument on Cassini, 239, 318–19
conductivity,

electric, 3
thermal, 258

constrained linear inversion, 356–60
continuity equation, 3, 422
continuous mode, 223
contribution function, 143–8
convection, 455
convective equilibrium, 447
copper-doped germanium detector, 273–4, 276
core formation, 448, 449
Coriolis force, 422, 440
corner cubes, 233–4, 239
correlation analysis, 370–1
Cosmic Background Explorer (COBE), 165, 244, 247
covariance function, 370
Cryogenic Limb Array Etalon

Spectrometer (CLAES), instrument on
UARS, 205

cryogenically cooled detectors, 243, 271–2, 276
cryolite, 207
Curie point, 269
current noise, 264
cyanoacetylene (HC3N), 327, 329, 330
cyanogen (C2N2), 87, 328–30
cyclostrophic balance, 443–4
Czerny–Turner spectrometer, 216

d.c. radiometer, 170, 182
degenerate state, 81–3, 88, 95–6
degrees of freedom, 80–1
detectivity, 254, 276
detector array, 210–11, 213, 217, 218, 240–1, 243,

280–1
detector noise, 260–4, 277–8
deuterated methane (CH3D), 87, 321, 330
deuterium to hydrogen ratio (D/H ratio), 325, 451
diabatic heating, 423, 432, 434, 440
diacetylene (C4H2), 329, 330
diamond, 190
diatomic molecules, 66–80
dielectric bolometer, 269
dielectric constant, 3, 106–7
diffraction, 166–70, 209, 251
diffraction grating, 211
Diffuse Infrared Background Experiment (DIRBE),

149

dimer, 78–80
dipole moment, 63, 69–70, 74, 97
dipole moment, induced, 78
Doppler broadening, 99–102
Doppler shift, 250, 294
Dynamic Explorer, 209

Earth, 193, 301, 305–8, 310–12, 337, 360, 364, 399,
413–14, 419–20, 444, 448, 450–1, 459

Earth Radiation Budget Experiment (ERBE), 395
Ebert–Fastie spectrometer, 215–16
echelle grating, 215
effective temperature, 284–5, 458
efficiency factors, 122–3, 127–8, 232, 296
eigenvalues, 84, 260
Einstein coefficients, 94, 99
elemental abundances, 453
emission, 32, 36–7, 64
emissivity, 19, 20, 52, 136, 139–40, 256, 258–9, 263,

284, 289, 337, 385–7, 390
energy balance, 395, 457–64
energy levels, 62, 68–9, 88–9
Enke, comet, 347
epsonite (MgSO4*6H2O), 341
equation

of heat conduction, 388
of state, 422, 446
of transfer, 27–57, 354–5, 410

equations of fluid motion, 421–8, 435
equipartition law, 22–3
Eros, asteroid, 350
étendue, 156, 221–2, 232, 251, 282, 292, 297
ethane (C2H6), 87, 93, 250, 318–19, 321, 326–30,

344, 419, 455
Europa, 341, 458
evolution of the Solar System, 444–57
Explorer, 154
exponential integral, 403
extinction coefficient, 384, 415
extinction cross section, 32, 38, 381, 411
extrinsic and intrinsic semiconductors, 273

f -number, 156
Fabry–Perot interferometer, 162, 204–11, 218–20,

240, 294
far-field phase function, 122
Far Infrared Absolute Spectrometer (FIRAS), 225,

244, 247
far-wing absorption, 102–3
field-effect transistor (FET), 270, 279–80
field lens, 159, 161–2
field stop, 159, 161, 164–5
flux, 25–6, 40, 111, 388, 405–19
Fourier Transform Spectroscopy (FTS), 211, 220–48,

294, 360
Fraunhofer diffraction, 111–12, 166, 212
Fresnel equations, 17–20, 197
frictional damping time, 440

Galileo, mission to Jupiter, 323, 340–1, 350
Ganymede, 325, 458
gas filter, 192–4
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Gaussian line shape, 101
generation–recombination noise, 277
Geostationary Operational Environmental Satellite

(GOES), 175
geostrophic balance, 426–7, 443
geosynchronous altitude, 175–7
germane (GeH4), 87, 321–2, 456
germanium (Ge), 189, 204, 206–7, 271–2, 456
Giotto, 348
glory, 126
Golay cell, 269
gold black, 266
grating spectrometers, 209–20, 240–3
gravitational potential, 425
greenhouse effect, 415–16, 418, 445, 450, 452

Halley, comet, 325, 346–8
Hamming function, 230
harmonic oscillator, 23, 66, 69–70, 109
heat capacity, 255–8, 391
helium, 295, 318, 377, 400, 445–9, 454
helium to hydrogen ratio, 377–8, 453–63
heterodyne detection, 249–52
High Resolution Infrared Radiometer (HRIR),

instrument on Nimbus, 184–6
homogeneous line broadening, 101
hot spot

on Io, 333–7
on Jupiter, 321–2

hydrogen,
atomic, 59, 320
deuterated, 85, 456
dimer, 79
metallic, 105, 455
molecular, 66, 78, 318–21, 328, 448, 453, 455
ortho and para forms, 359, 377, 438, 455, 462

hydrogen bond, 104
hydrogen chloride (HCl), 65, 69, 310
hydrogen cyanide (HCN), 81, 84, 326–30, 332, 348,

455
hydrogen fluoride (HF), 310
hydrogen to helium ratio, see helium to hydrogen ratio
hydrostatic equation, 426, 443
hydrostatic equilibrium, 140

image motion compensation, 185, 188
Imaging Spectrometer, Mars (ISM), 218, 316
immersion lens, 160
Improved TIROS Operational

Satellite (ITOS), 175–6
indium antimonide detector, 273
induced dipole moment, 78–9
infrared detectors, 253–81
Infrared Interferometer Spectrometer (IRIS), 224–7,

314–5, 318, 322, 329, 337, 359, 373, 377, 382,
404, 434–8

Infrared Space Observatory (ISO), 218–20, 320,
322–9, 332

Infrared Thermal Mapper (IRTM), instrument on
Viking, 315

inhomogeneous line broadening, 101
initial state population, 95

intensity calibration, 281–93
interference filters, 204–9
interferogram, 222, 228–9
internal heat source, 457–63
intrinsic and extrinsic semiconductors, 273–4
invariance of n2 A�, 158, 160
invariance principle, 44–50
inversion methods, 352–5
Io, satellite of Jupiter, 295, 333, 335, 338–40
ionic bond, 104
isotopes, 85, 303–4, 372–3, 451, 456
isotopic ratio, 304, 333, 451

Johnson noise, 261, 264, 266–8, 271, 277
Jupiter, 317–25, 347, 359, 377, 413, 416, 421, 433,

439–41, 454–62

kernel, 361–3
Kramers–Kronig relation, 110
Kuiper Belt, also known as Edgeworth–Kuiper

Belt, 347

Lambert surface, 400–1
lamellar grating interferometer, 247–8
lattice modes, 103
lead telluride, 207
limb-tangent measurements, 378–80
line shape, 99–103
line strength, 93–8
linear inversion technique, 356–60
liquid helium, 278
lithium fluoride, 192
lithium tantalum oxide detector, 240
Littrow configuration of a grating spectrometer,

212–13
local thermodynamic equilibrium, 37, 352
Loki, area on Io, 333–5, 339–40, 394
Lorentz line shape, 99–102

magnesium carbonate (MgCO3), 190
magnesium oxide (MgO), 190
magnetic permeability, 3
Mariner 6 and 7, missions to Mars, 209, 284, 387
Mariner 9, mission to Mars, 227, 284, 289, 295, 303,

305
Mariner 10, mission to Mercury, 387
Mars, 284, 295, 303, 305–6, 312–17, 413, 421,

428–37, 448
Mars Global Surveyor (MGS), 232, 316–17, 429
Mars Orbital Laser Altimeter (MOLA), instrument on

MGS, 316
Martin–Puplett interferometer, 243–7
Maxwell’s equations, 1–3, 5–6, 107, 113, 196
Mercury, 301, 325, 337, 391, 448, 450
mercury cadmium telluride detector, 250, 273, 276
methane (CH4), 321, 344, 348, 450, 456

deuterated, 321, 456
methyl acetylene (C3H4), 85, 87, 89, 326–30, 332
Michelson Interferometer, 162, 208, 220–43, 299
Mie theory, 113, 386
Miranda, satellite of Uranus, 104, 185, 187, 295
moment of inertia, 66, 72, 86, 457
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momentum equation, 425–6
Moon, 301, 325, 338–9, 343, 391, 444, 448
multiplex advantage, 211, 221, 240, 299
Mylar, 190, 201–2

nadir viewing, 317, 369
natron (Na2CO3*10H2O), 341
natural line broadening, 99
Near Earth Asteroid Rendezvous Mission

(NEAR), 350
near infrared calibration, 291–3
Near Infrared Mapping Spectrometer (NIMS),

216–18, 340–1
Neptune, 317, 324, 347, 359, 413, 416, 421, 439,

453–5, 460, 463
net flux, 26
neutrino flux, 447
Nimbus, weather satellite, 216, 224–5, 227, 289, 305,

307–8
nitrogen (N, N2), 66, 78, 333, 344
noise, 260–4, 277–8
Noise Equivalent Flux (NEF), 252
Noise-Equivalent-Power (NEP), 232, 241–2, 254,

261–3, 266, 268, 271
Noise-Equivalent-Spectral-Radiance (NESR), 232,

290, 296–7, 302
normal modes of vibration, 80–3
nuclear reactions in the Sun, 446–7
numerical filtering, 361
Nyquist formula, 261

oblate symmetric top, 88–9
observing efficiency, 182, 223
off-axis configuration, 163, 165
one-over- f noise, 179, 225, 264, 277
onion peeling method, 379–80
Oort cloud, 346–8
optical depth, 39, 353, 384
optical retardation, 214
Orbiting Geophysical Observatory (OGO), 209
oxygen (O, O2), 69–70, 78, 209, 451
ozone (O3), 87, 305–6, 308, 310, 419, 445

P-branch, 77–8, 91–4, 98, 149
parallel and perpendicular bands, 92
paraxial approximation, 156
partition function, 95
path difference modulation, 234–5
Pathfinder Mission to Mars, 316
Pele, area on Io, 334, 336
Peltier effect, 264
perturbation theory, 62
phase characteristic, 175, 227
phase function, 29, 37–8, 52, 126, 135, 139, 400
phase integral, 400–1
phase locked loop, 227–8
phased degenerate vibration, 83
Phobos 2, mission to Mars, 218, 316
phonon, 262, 264
phosphene (PH3), 318, 321
photoconductors, 253, 274–6

photodiodes, 274–5
photometric investigations, 394–404
photomultipliers, 275
photon detectors, 272–81
photon noise, 277–8
Photopolarimeter–Radiometer, instrument on Galileo,

340
photovoltaic detectors, 253, 275–6
Pioneer 10 and 11, 295, 395, 437
Pioneer Venus, 194, 309, 443
Planck function, 21–5, 36, 260, 288, 334, 380, 403
Planetary Fourier Spectrometer (PFS), 239–40
plasma frequency, 110
Pluto, 333, 342–5
pneumatic detector, 268–9
Pointing–Robertson Effect, 350
polarization,

electrical, 106–7, 269–70
optical, 13–14, 252, 386–7, 392–4

polarizing interferometer, 243–7
polyatomic molecules, 80–93
polyethylene, 190
post-dispersion, 240–3
potassium bromide, 109, 189, 203–4
potential energy, 60
Poynting vector, 4–5, 25
precision, 281–2
pressure gradient, 427
pressure modulation, 192–4, 442
primitive equations, 426
primordial atmospheres, 448–50
principal moments of inertia, 86–7
prism spectrometer, 190–2
probability distribution, 61–3
prolate symmetric top, 88–9
propane (C3H8), 85–7, 94, 326–30
proto planets, 448, 452
proto Sun, 446
pyroelectric detector, 269–71

Q-branch, 91–4, 149, 307–8, 321
quadruple transition, 64, 70, 74
quantum efficiency, 276
quantum mechanics, 59–64
quantum number, 73, 83–4, 87, 98
quantum theory of Bohr, 59–60
quartz, 189, 312, 337

R-branch, 77–8, 91–4, 98, 149
Ra Patera, area on Io, 394
radiative equilibrium, 405–20, 432, 440, 447
radiative relaxation time, 432
radiative transfer, 27–57, 353, 385, 437
radioactive decay, 407, 458–9
rainbow, 126
Rayleigh friction, 440
Rayleigh scattering, 111
Rayleigh–Jeans law, 22–4
reduced mass, 68, 72
reference interferometer, 225, 227, 294
reflectivity, 52, 386, 397
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refractive index, 8, 18, 191, 382, 392–4
real and imaginary, 10, 106

relaxation algorithm, 360–1
relaxation phenomena, 257
relaxation time, 110
residual ray effect, 190
resolution,

spatial, 230, 296, 298
spectral, 213–14, 231, 296–8, 302, 369

resolving power, 192, 214
responsivity, 253–5, 270, 275–7, 284, 288, 290
rigid rotor, 72, 74, 80, 88–9
Rossby number, 427, 439
rotation of diatomic molecules, 64, 72–5
rotation of polyatomic molecules, 64, 86–9
rotational temperature, 97
runaway greenhouse, 450
rutile, 189

sapphire, 189
Satellite Infrared Spectrometer (SIRS), instrument

on Nimbus, 216–17
Saturn, 317–21, 324, 347, 359, 377, 413, 416, 419,

421, 439, 453, 460, 462
scale height, 382
scanning function, 172–4
scattering, 31–5
scattering function, 110
Schrödinger equation, 60–4, 83

in polar coordinates, 73
time independent, 62

selection rule, 69–70, 72, 74, 77, 85, 91, 98
selective chopper, 192–4
selenium, 160, 199–200
Shoemaker–Levy 9, comet, 325, 347
signal-to-noise ratio, 252, 267, 271–3, 302
silicates, 311–13, 346
silicon, 198, 207, 272
silicon oxide (SiO), 69
silver chloride (AgCl), 189
simultaneous retrieval of temperature and abundance,

376–8
sinc function, 230
sodium, 59, 209
sodium chloride, 104, 192
solar constant, 450
solar wind, 346, 350, 450
solid and liquid surfaces, 103–10
solid surface parameters, 385–94
spatial coherence, 251
specific intensity, 26
spherical Bessel and Hankel functions, 314–15
spherical lamellar grating, 248
spherical top, 88
Spin Scan Cloud Camera (SSCC), 175, 177
spinel, 189
standard deviation, 282
statistical estimation 365–7
stepping mode, 223
Stratospheric and Mesospheric Sounder (SAMS), 194
stray light, 163

sulfur, 334
sulfur dioxide (SO2), 309, 333–4, 339–40, 450
sulfur oxide (SO), 69
sulfuric acid clouds, 305, 309, 415
Sun, nuclear reactions in the, 446–7
surface emissivity, 52, 256–9, 289, 385–7
surface temperature, 385, 391
surface texture, 392–4
symmetric top, 88
synchronous rectifier, 181–2

TE wave, 196, 201
TM wave, 196, 201
T-Tauri stars, 449–50
Television and Infrared Observational Satellite

(TIROS), 158
temperature inversion, 406, 414, 418
temperature lapse rate, 432, 437–8
temperature noise, 261–2
temperature profile retrieval, 355–68
tenuous atmospheres, 333–4
Thematic Mapper, 175, 178–80, 299
thermal capacity, 256, 258, 271–2
thermal conduction, 255, 256, 258, 388
thermal detectors, 255–72
thermal–electric analogies, 258
Thermal Emission Spectrometer (TES), instrument

on MGS, 232–3, 316–17, 429–30, 436
thermal inertia, 388, 390
thermal resistance, 255–8
thermal time constant, 257–8
thermal wind equation, 420, 428, 431
thermocouple, 264–6
thermoelectric effect, 265
thermopile, 265
thin film theory, 195–204
thorium fluoride, 207
tidal theory, 435
Titan, 295, 324–33, 420–1, 443–4
trans-impedance amplifier (TIA), 278–80
transition moment, 63
transmission function, 45, 50, 355
Trans-Neptunian Objects, 342–51
triglycine phosphate (TGS), 269
triple point, 105
Triton, satellite of Neptune, 295, 333, 345
turbulent convection, 412, 419
two-stream approximation, 52–7, 132, 411

Upper Atmosphere Research Satellite (UARS), 205
Uranus, 317–18, 347, 359, 421, 434, 449, 453–4,

460–3
Urey reaction, 451

van der Waal forces, 79, 104
Vanguard program, 154
variable thickness filter, 208–9
Venera, mission to Venus, 305–6, 309
Venus, 305–6, 308–9, 320, 413, 419, 442–4, 448
Venus Orbiter Radiometer Temperature Experiment

(VORTEX), 194
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vertical resolution, 364
vertical temperature sounding, 367
Very High Resolution Radiometer (VHRR), 175
vibration of molecules, 64–72, 75–8, 80–6, 90–3
vibration–rotation interaction of molecules, 75–8,

90–3
vibrational quantum number, 68
vignetting, 161
Viking, mission to Mars, 216, 296, 387, 429, 452
visibility curve, 220–1
Visible Infrared Mapping Spectrometer (VIMS),

instrument on Cassini 217–18
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