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PREFACE TO THE FIRST EDITION

Of all electrical phenomena electrolysis appears the most likely to furnish us
with a real insight into the true nature of the electric current. because we find
currents of ordinary matter and currents of electricity forming essential parts of
the same phenomenon.
—James Clerk Maxwell
A Treatise on Electricity and Magnetism,
Vol. 1, Oxford, 1873

Two very important fields of natural science—chemistry and the science of electricity—
matured and grew vigorously during the first half of the nineteenth century. Electro-
chemistry developed simultaneously. From the very beginning, electrochemistry was
not merely a peripheral field but evolved with an important degree of independence, and
it also left very significant marks on the development of chemistry and of the theory of
electricity.

The first electrochemical device was the voltaic pile, built in 1800. For the first time,
scientists had a sufficiently stable and reliable source of electric current. Research into
the properties of this current provided the basis for progress in electrodynamics and
electromagnetism. The laws of interaction between electric currents (André-Marie
Ampere, 1820), of proportionality between current and voltage (Georg Simon Ohm,
1827), of electromagnetic induction (Michael Faraday, 1831), of heat evolution during
current flow (James Prescott Joule, 1843), and others were discovered.

Work involving the electrolysis of aqueous solutions of salts and salt melts that was
performed at the same time led to the discovery and preparation of a number of new
chemical elements, such as potassium and sodium (Sir Humphry Davy, 1807). Studies
of current flow in solutions (Theodor von Grotthuss, 1805) formed the starting point
for the concept that the molecular structure of water and other substances is polar, and
led to the electrochemical theory of the structure of matter formulated by Jons Jakob
Berzelius (1820). The laws of electrolysis discovered in 1833 by Faraday had an even
greater significance for knowledge concerning the structure of matter. During the
second half of the nineteenth century, the development of chemical thermodynamics
was greatly facilitated by the analysis of phenomena occurring in electrochemical cells
at equilibrium.

Today, electrochemistry is a rigorous science concerned with the quantitative
relations among the chemical, surface, and electrical properties of systems.
Electrochemistry has strong links to many other fields of science. Electrochemical
concepts proved particularly fruitful for studying and interpreting a number of very
important biological processes.

Xix



XX PREFACE TO THE FIRST EDITION

Modern electrochemistry has vast applications. Electrochemical processes form
the basis of large-scale chemical and metallurgical production of a number of materials.
Electrochemical phenomena are responsible for metallic corrosion, which causes
untold losses in the economy. Modern electrochemical power sources (primary and
secondary batteries) are used in many fields of engineering, and their production
figures are measured in billions of units. Other electrochemical processes and devices
are also used widely.

A variety of definitions exist for electrochemistry as a subject. Thus, electro-
chemistry can be defined as the science concerned with the mutual transformation of
chemical and electrical energy. According to another definition, electrochemistry
deals with the structure of electrolyte solutions as well as with the phenomena
occurring at the interfaces between metallic electrodes and electrolyte solutions.
These and similar definitions are incomplete and do not cover all subject areas
treated in electrochemistry. By the very general definition adopted today by most
research workers, electrochemistry is the science concerned with the physical and
chemical properties of ionic conductors as well as with phenomena occurring at the
interfaces between ionic conductors, on the one hand, and electronic conductors or
semiconductors, other ionic conductors, and even insulators (including gases and
vacuum), on the other hand. All these properties and phenomena are studied both under
equilibrium conditions, when there is no current flow, and under nonequilibrium
conditions, when there is electric current flow in the system. In a certain sense,
electrochemistry can be contrasted to electronics and solid-state theory, where the
properties of electronic conductors and electronic or hole-type semiconductors as
well as the phenomena occurring at the interfaces between these materials or
between the materials and vacuum are examined.

This definition of electrochemistry disregards systems in which nonequilibrium
charged species are produced by external action in insulators: for example, by electric
discharge in the gas phase (electrochemistry of gases) or upon irradiation of liquid and
solid dielectrics (radiation chemistry). At the same time, electrochemistry deals with
certain problems often associated with other fields of science, such as the structure and
properties of solid electrolytes and the kinetics of ionic reactions in solutions.

This book seeks essentially to provide a rigorous, yet lucid and comprehensible
outline of the basic concepts (phenomena, processes, and laws) that form the subject
matter of modern theoretical and applied electrochemistry. Particular attention is
given to electrochemical problems of fundamental significance, yet those often
treated in an obscure or even incorrect way in monographs and texts. Among these
problems are some, that appear elementary at first glance, such as the mechanism of
current flow in electrolyte solutions, the nature of electrode potentials, and the values
of the transport numbers in diffusion layers.

By considering the theoretical and applied aspects of electrochemistry jointly,
one can more readily comprehend their intimate correlation and gain a fuller insight
into this science as a whole. The applied part of the book outlines the principles of
some processes and illustrates their practical significance but does not describe
technical or engineering details or the design of specific equipment, as these can be
found in specialized treatises on applied electrochemistry.



PREFACE TO THE FIRST EDITION xxi

As a rule, the mathematical tools used in electrochemistry are simple. However,
in books on electrochemistry, one often finds equations and relations that are quite
unwieldy and not transparent enough. The author’s prime aim is that of elucidating
the physical ideas behind the laws and relations and of presenting all equations in the
simplest possible, though still rigorous and general, form.

There is a great deal of diversity in the terminology and names used for electro-
chemical concepts in the literature. It is the author’s aim to introduce uniform termi-
nology in accordance with valid standards and recommendations. For a profitable
reading of the book and understanding of the material presented, the reader should
know certain parts of physics (e.g., electrostatics), the basics of higher mathematics
(differentiation and integration), and the basics of physical chemistry, particularly
chemical thermodynamics.

VLADIMIR SERGEEVICH BAGOTSKY
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ABBREVIATIONS

ac
AFC
AE
BL
CD

dc
DME
DMF
DMEFC
DSA®
ECC
EDL
EMF
EPS
ESE
ETR
eV
hap
ITIES
LPD
MCFC
MEA
MIEC
OCP
ocv
Ox, ox
PAFC
PEMFC
PC

PD
PTFE
PVC
PZC
RDE

alternating current

alkaline fuel cell

auxiliary electrode
Y-butyrolactone

current density

direct current

dropping mercury electrode
dimethylformamide

direct methanol fuel cell
dimensionally stable anode
electrocapillary curves

electric double layer
electromotive force
electrochemical power source
excess surface energy

electron transfer reaction
electron-volt

high anodic potentials

interface between two immiscible electrolyte solutions
linear potential scan

molten carbonate fuel cell
membrane-electrode assembly
mixed ionic-electronic conductor
open-circuit potential
open-circuit voltage

oxidized form

phosphoric acid fuel cell

proton exchange membrane fuel cell
propylene carbonate

potential difference
polytetrafluoroethylene
poly(vinyl chloride)

point (or potential) of zero charge
rotating disk electrode

These abbreviations are used in most chapters. In some chapters other (specific) abbreviations are used.
Abbreviations employed in physical experimental methods used in electrochemistry are listed in Chapter 27.
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SCE
SECM
THF
SCE
SOFC
SHE
UDP
UME
WE
YSZ

rate determining step
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scanning electrochemical microscope
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underpotential deposition
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working electrode
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SYMBOLS

Usual
Dimensions Section
Symbol Meaning (values) References”
Roman Symbols
a; thermodynamic activity mol-dm™? 3.3.1
a. mean ion thermodynamic activity mol-dm™? 332
(2) activation energy kJ-mol~! 8.3
(3) adsorption mol-cm™2 10.2
B adsorption coefficient dm?-mol ™! 10.2.4
¢ concentration mol-dm3 1.2
C differential double layer capacity uF-cm™2 10.1.2
D; diffusion coefficient cm?-s7! 4.1
E electrode potential v 24
E electrostatic field strength V-em™! 1.3
E, half-wave potential v 6.3.1
€ voltage of a galvanic cell v 2.3
f (1) number of revolutions per
second s1 442
(2) ac frequency s7! 12.5
f; activity coefficient none 33.1
F Faraday constant 96485 C-mol ™! 1.2
G Gibbs energy kJ-mol~! 3.3.2
h Planck constant (h= h/2m) 6.626:1073* J-s 14.1.1
h; generalized rate constant cm-s™! 6.4
H enthalpy kJ-mol~! 3.2.1
i current density (CD) mA-cm™? 1.3
[N exchange current density mA-cm™2 2.2
i partial anodic CD mA-cm™2 2.2
7 partial cathodic CD mA-cm™2 2.2
I ionic strength mol-dm3 732

These symbols are used in most chapters, but in some chapters other symbols are also used. Symbols sim-
ilar to those listed may have different meanings in a local context.

“Sections where this symbol is used for the first time and/or where its definition is given.
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Electric Currents in Ionic Conductors

1.1 VARIOUS TYPES OF CONDUCTORS

By the nature of conduction and values of conductivity, materials can be classified
as conductors, semiconductors, or insulators (dielectrics). It is a special attribute of
conductors that free electric charges are present in them. The migration of these free
charges in an applied electric field manifests itself as electric current.

Real charge is always associated with well-defined physical carriers such as
electrons and ions; this is not so for the idealized “physical” charge considered in
electrostatics. Each conductor can be characterized by stating the nature and con-
centration of the free charges. In the present section we consider free charged parti-
cles of atomic (or molecular) size, not larger, aggregated entities, such as colloidal
particles.

Conduction of electric current in conductors can be electronic or ionic, depend-
ing on the type of charge involved. Substances exist where conduction is mixed (i.e.,
where both ions and electrons are moving). Electronic conduction is found in all
metals and also in certain other substances: carbon materials (graphite, carbon
black), some oxides and other inorganic compounds (e.g., tungsten carbide), and a
number of organic substances. lonic conductors (conductors of the second kind) are
also known as electrolytes. This term is used not only in the sense of an ionic con-
ductor (e.g., in expressions such as “solid electrolytes,” but also in a second sense,
in speaking of substances that ordinarily are not conducting but produce ionic con-
duction after being dissolved in water or in another solvent (e.g., in terms such as
“electrolyte solution” and “weak electrolyte”).

The main topic of electrochemistry is investigation of the properties of ionic con-
ductors and of electric circuits containing ionic conductors, and investigation of phe-
nomena occurring during passage of an electric current through such circuits.

Aqueous solutions of acids, bases, and salts are the ionic conductors used most
widely and studied most thoroughly. The importance of other types of ionic con-
ductors has increased in recent times, but aqueous solutions are still preeminent.
Their significance goes far beyond electrochemistry as such; they can be found in
practically all spheres of human activity. They are of exceptional importance in the

Fundamentals of Electrochemistry, Second Edition, By V. S. Bagotsky
Copyright © 2006 John Wiley & Sons, Inc.



4 ELECTRIC CURRENTS IN IONIC CONDUCTORS

form of intracellular fluids in the biological and physiological processes of all living
beings. They are of equal importance in the form of natural waters in the oceans,
rivers, and underground for geomorphologic processes.

1.2 IONS IN ELECTROLYTE SOLUTIONS

Acids, bases, and salts (i.e., electrolytes in the second sense of the word) dissociate
into ions when dissolved in water (or in other solvents). This dissociation can be
complete or partial. The fraction of the original molecules that have dissociated is
known as the degree of dissociation, o.. Substances that exhibit a low degree of dis-
sociation in solution are called weak electrolytes, whereas when the value of o
comes close to unity we speak of strong electrolytes.

In general, we can write the dissociation equation

M, Ac =T, M™* +T_A* (1.1)

It is evident that z,T, =z_T_ = z,, where z, is the electrolyte’s charge number (the
number of elementary charges of each sign appearing on dissociation of one mole-
cule of the electrolyte).

Let ¢, be the original concentration of substance k (e.g., of the compound
M., A, ) without dissociation. Then the concentrations ¢, and c_ of the ions, the
concentration ¢, of the undissociated molecules, and the total concentration ¢, of all
species dissolved in the solution can be written as

c,=0T,¢, Cc_=0T_¢, c,=(l—0a), c;=[1+o(t,— D, (1.2)

where T, =T, + 1T_ is the total number of ions into which one original molecule dis-
sociates. In the limit of oe =1, we have ¢, = T,c,. Thus, electrolyte solutions contain
several types of particles, but their concentrations are interrelated and only one of the
concentration values is independent [e.g., that of the original compound k (which is
¢)]. A subscript & is used instead of j to point out, in the following, that this inde-
pendent component is considered rather than its dissociation products. A substance
such as ZnSO, where z, =z_ (t, =1_) is called a symmetrical or z: z electrolyte; a
particular case of the z:z electrolytes are the 1:1 electrolytes, of which KCl is an
example.

Binary electrolyte solutions contain just one solute in addition to the solvent (i.e.,
two independent components in all). Multicomponent solutions contain several orig-
inal solutes and the corresponding number of ions. Sometimes in multicomponent
solutions the behavior of just one of the components is of interest; in this case the
term base electrolyte is used for the set of remaining solution components. Often, a
base electrolyte is actually added to the solutions to raise their conductivity.

The concentration of ions of type j in the solution can be stated in terms of the
number of moles 7, of these ions per unit of the volume V: ¢; = n;/V. The electric
charge Q; of an ion can be described as Q; = Q%;, where Q° = 1.62 X 107" C is the
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elementary charge (charge of the proton) and z; is the charge number (an integer; i.e.,
the number of elementary charges associated with one ion). The charge of 1 mol of
ions is given by z;F, where F =N,0°= 96,485 C/mol (or roughly 96,500 C/mol),
which is the Faraday constant, and N, is the Avogadro constant.

The volume density of charge of a given type, Oy ;, is defined as O, ;= z;Fc;. A
conductor is always electroneutral: that is, in any part of it the combined density of
all ions (and other charges, free and localized) is zero and hence

2zi¢;=0 or X, 7=~ 7C, (1.3)

where 2 ) and 2 _, denote summation over all species of positive and negative
charge, respectively. The electroneutrality condition is disturbed only within thin
layers (a few atoms in thickness) directly at the interfaces formed by the conductor
with other conductors or insulators, where excess charge of a particular sign can
exist in the form of monolayers or thin space-charge layers.

All forms of electrostatic (coulombic) interaction of charged particles with each
other and with their environment are determined by the magnitude and sign of the
charge and by the concentration of the charged particles. However, in contrast to phys-
ical charges, ions and other real charged particles experience interactions other than
electrostatic. Without discussing these additional interaction forces in depth, we shall
designate them as chemical forces. It is because of these forces that each type of real
charge has its own chemical individuality. In contrast to electrostatics, electrochem-
istry deals with both the chemical and electrostatic properties of free charged particles.

1.3 CONDUCTIVITY OF ELECTROLYTE SOLUTIONS

Conductivity is a very important parameter for any conductor. It is intimately related
to other physical properties of the conductor, such as thermal conductivity (in the
case of metals) and viscosity (in the case of liquid solutions). The strength of the
electric current / in conductors is measured in amperes, and depends on the conduc-
tor, on the electrostatic field strength E in the conductor, and on the conductor’s
cross section S perpendicular to the direction of current flow. As a convenient param-
eter that is independent of conductor dimensions, the current density i' is used,
which is the fraction of current associated with the unit area of the conductor’s cross
section: i = I/S (units: A/cm?).
The current density is proportional to the field strength:

i=oE (1.4)

(a differential form of Ohm’s law). The proportionality factor ¢ is the (electrical)
conductivity (units: S/cm); it characterizes quantitatively the ability of a material to

"The Symbol i is preferred over the recommended symbol j, since I is used for currents and J is used for
fluxes.
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conduct electric current, and for any given material it depends on the temperature but
not on the size and geometry of the sample. The reciprocal p = 1/6 is the resistivity
(units: €-cm); numerically, it is the resistance of a conductor sample 1 cm long and
1 cm? in cross section.

Electric currents in electrolyte solutions are the directed motions of ions under the
influence of an applied electric field. Ions in solution are in a state of continuous
kinetic molecular (thermal) motion. This motion is chaotic when an electrostatic
field is not present (i.e., the ions do not move preferentially in any particular direc-
tion, and there is no current flow).

When an electrostatic field of field strength E is applied, each type j of ion car-
rying charge z;F' (per mole) finds itself under the effect of an electric driving force
fa = ZF'E, causing the ions to move in a direction given by the field. This motion
under the effect of a field is called the migration of ions. Migration is superimposed
on the thermal motion of the ions. The flux density J; of migrating ions (the number
of moles crossing in unit time a unit cross-sectional area S° perpendicular to the flux
direction) depends on the volume concentration ¢; and linear velocity of the ions v,.
In unit time the cross-sectional area S° will be crossed by all ions no farther than v
from S° (i.e., all those residing in a volume equal to v). Thus,

Ji= ¢, (1.5)

In the steady state, the total flux is constant along the entire path. This condition
(i.e., that of flux continuity) is a reflection of mass balance; nowhere in a steady flux
will the ions accumulate or vanish (i.e., their local concentrations are time invariant).
The condition of continuity of the steady flux is disturbed in those places where ions
are consumed (sinks) or produced (sources) by chemical reactions. It is necessary
to preserve the balance that any excess of ions supplied correspond to the amount
of ions reacting, and that any excess of ions eliminated correspond to the amount of
ions formed in the reaction.

The mean velocity of migration v, depends on the external driving force
Ja = z;FE and on the resistance to motion set up by the medium’s viscosity. This
retarding force as a rule is proportional to the velocity. Under the influence of the
external force, the velocity will increase until it attains the value v; where the retard-
ing force v (8 is the drag coefficient) becomes equal to the external driving force.
Hence,

1 1
szgfdrzgszE (1.6)

and

J.=c

J J

1 1
U= ¢ E‘fdr = o zZFE. (L.7)
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The velocity of migration corresponding to unit field strength (1 V/cm) is called
the mobility of the ions u;:

3 F. (1.8)

The expression for the migration flux density becomes
J; = cuE. (1.9)

By definition the partial current density i; is the number of charges that in unit
time cross the unit cross-sectional area due to the migration of ions j; that is,

=z FJj=szcjqu. (1.10)

In electrolyte solutions the positively and negatively charged ions will move in
opposite directions when an electric field is applied. Therefore, outwardly the effect
of motion of positive ions is exactly the same as that of the motion of negative ions,
and the total current density is the sum of the partial currents due to transport of each
type of ion:

i=3i=FE3zcu, (1.11)

We can see when comparing Egs. (1.4) and (1.11) that a conductor’s conductiv-
ity depends on the concentrations and the mobilities of all types of ions:

6=FZ zcu, (1.12)

The fraction of current transported by ions of a given type is called the transport
number t; of these ions:

I Z.CU;
tj: J A (1.13)

[ 2zeu

It is obvious that 0 =7,=1 and % #;= 1. For conductors with a single type of ion, the
transport number of these ions is unity. For conductors with different types of ions,
the individual transport number of a given ion depends on the concentrations and
mobilities of all ions.

For the conductivity of a binary electrolyte solution with the degree of dissocia-
tion o, we have, according to Eq. (1.12),

6 =0z (u+u_). (1.14)
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¢ (mol/liter)

FIGURE 1.1 Conductivities (at 25°C) as functions of concentration in aqueous solutions of
(1) H,SO,; (2) KOH; (3) NH,CI; (4) NaNO,.

For binary electrolytes Eq. (1.13) for transport numbers becomes

U;
f=—> (1.15)

Yot

The mobilities u; of ions in solutions are concentration dependent. They are highest
in dilute solutions (the limiting mobilities u}’) and decrease gradually with increasing
concentration. Hence in dilute binary solutions of strong electrolytes (o = 1), the
conductivity is proportional to the total concentration c¢,. Because of decreasing
mobility, the conductivity rise becomes slower as the concentration increases. In
solutions of weak electrolytes, this slowdown is more pronounced since the degree
of dissociation decreases in addition to the mobilities. In certain cases the plots of
conductivity against concentration go through a maximum (Fig. 1.1).

The parameters of molar conductivity of the electrolyte, A = 6/c,, and molar con-
ductivity of ions, A = sz u; (units: S - cm?/mol), are also used to describe the proper-
ties of electrolyte solutions (A is used only in the case of binary solutions). With Eq.
(1.14), we can write for a binary solution

A=0 (T A, +T L) (1.16)

For the change of molar conductivity of the ions which occurs with increasing
concentration, only the mobility decrease is responsible; in dilute solutions a limit-
ing value of A= z;Fu’j is attained. A limiting value of molar conductivity A° implies
limiting values K? as well as complete dissociation:

AO=T A0 +T Q0. (1.17)

In the past the parameter 1/z; moles of a given ion j had been called the ion’s
chemical dissociation equivalent, and the corresponding mass M,/z; (where M; is the
molar mass) was called the ion’s equivalent mass. The ion’s equivalent concentra-
tion ¢, is related to its mole concentration ¢; as ¢, ; = z;¢; However, since the
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chemical equivalent of any given substance in dissociation reactions may differ from
the equivalents relevant in electrochemical reactions (see Section 1.6), this term
should be used with caution. These equivalent concentrations had often been used as
a basis for the values of A and A;. In this case the equivalent conductance was defined

as A, =0/c,,, and the ionic equivalent conductance (or equivalent mobility) was
defined as k(eq) = Fu; in this notation,
- 0-90 —10
Ay = Uy T Aey-1 and A =A0, + =A%, . (1.18)

These terms are no longer recommended. Instead, we consider the molar con-
ductivities of electrolytes and ions as defined above and where necessary indicate the
electrolyte units to which the concentrations refer: for example, A(MgCl,) or
AGMgCly), M(Ca2*) or A(3Ca>*). We evidently have A(;MgCl,) = 2AMgCl,).

It is a typical feature of aqueous electrolyte solutions that one can, within wide
limits, change the solute concentrations and hence the conductivities themselves. Pure
water has a very low value of G; it is about 5 LS/m at room temperature after careful
purification of the water. In the most highly conducting solutions (i.e., concentrated
solutions of acids and bases), values of 80 S/m can be attained at the same tempera-
ture: values seven orders of magnitude higher than those found for pure water.

1.4 CIRCUITS INVOLVING IONIC CONDUCTORS. ELECTRODES

As a rule, electric circuits consist not of a single conductor but of several conductors
connected, forming a sequence of conductors. This circuit can be closed or open. An
open circuit is properly open when terminating at both ends with the same type of
conductor.

In electrical engineering and electronics, circuits are employed that consist of elec-
tronic conductors exclusively. Circuits that in addition include at least one ionic con-
ductor are called galvanic circuits. The technical realization of a galvanic circuit is
also called a galvanic cell (or electrochemical cell or electrolysis cell). Galvanic cir-
cuits have a number of characteristic features not present in purely electronic circuits.
It is one of the more important tasks of electrochemistry to consider these features.

The sequence of conductors constituting a properly open galvanic circuit can be
described schematically, for example, as

Cu|Zn|ZnCl,, aq | graphite | Cu (1.19)

(ZnCl,, ag denotes an aqueous solution of ZnCl,). Vertical lines in the scheme
denote the areas of contact (interfaces) between two adjacent conductors.

Other galvanic circuits contain two or more ionic conductors, which may be in
direct contact with each other or may alternate with electronic conductors. An exam-
ple of the former case is that of the circuit

Cu|Zn|ZnSO,, ag | CuSO,, aq|Cu. (1.20)
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The broken vertical line denotes an area of contact between any two ionic conductors,
particularly between liquid ionic conductors (electrolyte—electrolyte interface or liguid
Junction). Tons can transfer between phases by diffusion across such a boundary; hence,
circuits containing such an interface are often called circuits or cells with transference.

In a galvanic circuit, electronic conductors are in contact with ionic conductors in at
least two places. An electronic conductor in contact with an ionic conductor is called
an electrode. When an electric current is made to flow in a galvanic cell, the current will
pass from electrode to electrolyte (“enter” the electrolyte) at one of the electrodes, and
it will pass from electrolyte to electrode (“leave” the electrolyte) at the other electrode.
The first of these electrodes has been named the anode (from Greek oo, “up”), the
second has been named the cathode (from Greek koo, “down’). It follows from this
definition that the designations “anode” and “cathode” depend on the direction of cur-
rent flow in the galvanic cell. An anode becomes a cathode, and vice versa, when the
direction of current flow is inverted. Within the electrolyte, the current flow is always
from the anode to the cathode. Therefore, the positively charged electrolyte ions
migrating toward the cathode have been named cations, and the negatively charged ions
migrating toward the anode have been named anions. In the external parts of the closed
circuit (“external” relative to the electrolyte), the current flow is from cathode to anode.

1.5 PASSAGE OF CURRENT THROUGH ELECTRODES.
ELECTRODE REACTIONS

The area of contact between two different types of conductors is a special place in
any circuit. The character of current flow in this region depends on the phases in con-
tact. The simplest case is that of contact between two metals. In both conductors the
conduction is due to the same species (i.e., electrons). When current crosses the
interface, the flow of electrons is not arrested; all electrons, which come from one of
the phases freely, cross over to the other phase on their arrival at the interface. No
accumulation or depletion of electrons is observed. In addition, current flow at such
a junction will not produce any chemical change.

More complex phenomena occur when current crosses interfaces between semi-
conductors. The most typical example is the rectification produced at interfaces
between p- and n-type semiconductors. Electric current freely flows from the former
into the latter semiconductor, but an electric field “repelling” the free carriers from the
junction arises when the attempt is made to pass current in the opposite direction:
Holes are sent back into the p-phase, and electrons are sent back into the n-phase. As
a result, the layers adjoining the interface are depleted of free charges, their conduc-
tivities drop drastically, and current flow ceases (“blocking” the interface).

When the current is carried by different species in the two adjacent phases, the
continuous flow of carriers is interrupted. Charges of one type come up to (or depart
from) the area of contact on one side, and carriers of a different type come up to (or
depart from) this area on the other side. To sustain steady current flow, one needs a
steady sink for the particles arriving, and a steady source for those departing.

In galvanic cells the carriers are ions and electrons. In this case, chemical reac-
tions occurring at the interface—at the electrode surface—and involving carriers
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from both phases (including electrons) are the sink and source for the corresponding
particles. Chemical reactions involving electrons are called electrochemical or elec-
trode reactions. Reactions at anodes are also called anodic, and reactions at cathodes
are called cathodic. At an anode, electrons go away from the junction into the metal;
hence, an anodic reaction must generate electrons. Similarly, at a cathode, electrons
supplied by the circuit must react (and thus are eliminated from the reaction zone).
For instance, when current flow is from the right to the left in galvanic cell (1.19),
the zinc electrode will be the cathode, and its surface is the site of the cathodic reac-
tion involving the deposition of zinc by discharge of zinc ions from the solution:

Zn** +2e” —7Zn. (1.21)

This reaction satisfies the requirements listed above; the zinc ions and electrons
arriving at the surface from different sides disappear from the reaction zone. The
anodic reaction

2C1~ - Cl,+2¢" (1.22)

occurs at the surface of the graphite electrode (the anode); it generates electrons
while C1~ ions disappear.

Electron withdrawal from a material is equivalent to its oxidation, while electron
addition is equivalent to its reduction. In the anodic reaction, electrons are generated
and a reactant (in our example, the chloride ions) is oxidized. In the cathodic reac-
tion the reactant (the zinc ions) is reduced. Thus, anodic reactions are always oxida-
tion reactions, and cathodic reactions are reduction reactions for the initial reactants.

In all cases the electrode reaction secures continuity of current flow across the inter-
face, a “relay” type of transfer of charges (current) from the carriers in one phase to
the carriers in the other phase. In the reaction, the interface as a rule is crossed by
species of one type: electrons [e.g., in reaction (1.22)] or ions [e.g., in reaction (1.21)].

In complete galvanic cells, electrochemical reactions occur simultaneously at the
anode and cathode. Since the current is of equal strength at the two electrodes, the
corresponding electrode reactions are interrelated, in that the number of electrons set
free in unit time at the anode is equal to the number of electrons reacting during the
same time at the cathode. Electrode reactions subject to such a condition are called
coupled reactions.

Current flow in cells is attended by an overall chemical reaction, more particularly
a current-producing (or current-consuming) reaction in which electrons do not appear
explicitly. In the example reported above, decomposition of dissolved zinc chloride,

ZnCl, (=Zn** +2C1") —>Zn + Cl, (1.23)

is the reaction that results when the cathodic and anodic reaction are combined.

In symmetrical galvanic cells, cells consisting of two identical electrodes (e.g.,
zinc electrodes), current flow does not produce a net chemical reaction in the cell as
a whole; only a transfer of individual components occurs in the cell (in our example,
metallic zinc is transferred from the anode to the cathode).
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1.6 CLASSIFICATION OF ELECTRODES AND
ELECTRODE REACTIONS

The type of electrode reaction that will occur depends on the electrode and elec-
trolyte and also on external conditions: the temperature, impurities that may be pres-
ent, and so on. Possible reactants and products in these reactions are (1) the electrode
material, (2) components of the electrolyte, and (3) other substances (gases, liquids,
or solids) which are not themselves component parts of an electrode or the elec-
trolyte but can reach or leave the electrode surface. Therefore, when discussing the
properties or behavior of any electrode, we must indicate not merely the electrode
material but the full electrode system comprising electrode and electrolyte as well
as additional substances that may be involved in the reaction: for example, ZnCl,,
aq | (Cl,), graphite [the right-hand electrode in (1.19)].

Among all the substances that may be involved in an electrode reaction, substances
for which the oxidation state does not change (such as complexing agents) must be dis-
tinguished from the principal reactants and products, for which there is a change in
oxidation state in the reaction. Using specific examples, we shall consider different
types of electrodes and electrode reactions. The examples are cases involving aqueous
solutions, but the features pointed out are found as well in other electrolytes. In the
examples we first indicate the electrode system, then the reaction equation (cathodic
reactions follow these equations from the left to the right and the corresponding anodic
reactions follow the same equations in the opposite direction). Special features of
anodic reactions are stated in square brackets in the text that follows.

Unfortunately, a unique terminology for the various types of electrodes and reac-
tions has not yet been established. Electrodes can be classified according to different
distinguishing features:

Reacting and Nonconsumable Electrodes

AgNO,, ag| Ag Agt+e =Ag, (1.24)
FeCl,,FeCl,, ag| Pt Fe’* + ¢~ =Fe?*, (1.25)
HCIO, HCl, ag|Pt  ClO; + 6H* + 6¢~ = Cl~ + 3H,0, (1.26)
H,SO,, ag| (H,), Pt 2H* +2¢" =H,. (1.27)

In the first of the four examples, the electrode material (metallic silver) is chemically
involved in the electrode reaction; hence it becomes more [less] as a function of
time. Such electrodes are called reacting [or consumable] electrodes.

In the other examples, the electrode materials are not involved in the reactions
chemically, but constitute the source [sink] of electrons. Such electrodes are called
nonconsumable. The term inert electrodes sometimes used is unfortunate insofar as the
electrode itself is by no means inert; rather, it has a strong catalytic effect on the elec-
trode reaction. For reactions occurring at such electrodes, the terms oxidation— reduction
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reaction and redox reaction are widely used, but even these terms are not very for-
tunate, since reactions occurring at reacting electrodes are also reducing and oxidiz-
ing in character. Reactions of type (1.25), where just a single electron is transferred
(or more rarely, two electrons at the same time), will in the following be called sim-
ple redox reactions; reactions of type (1.26), where other solution components also
are involved, will be called complex (demanding) redox reactions.

Electrodes at which gases are evolved or consumed [e.g., by reaction (1.27)] can
be called gas electrodes. In the conventional formulation of the electrode system, the
reacting gas is indicated in parentheses.

Specific types of consumable electrode are designated in terms of the constituent
material (e.g., as a “silver electrode”). Nonconsumable electrodes are designated
either in terms of the electrode material or in terms of the chief component in the
electrode reaction; for instance, the terms platinum electrode and hydrogen electrode
are used for electrode (1.27). Neither of these names completely describes the spe-
cial features of this electrode.

Reacting Electrodes with Soluble and Insoluble Reaction Products (Reactants)
KCl, aq|Ag AgCl+e =Ag+Cl™ (1.28)

Depending on electrolyte composition, the metal will either dissolve in the anodic
reaction, that is, form solution ions [reaction (1.24)], or will form insoluble or poorly
soluble salts or oxides precipitating as a new solid phase next to the electrode sur-
face [reaction (1.28)]. Reacting metal electrodes forming soluble products are also
known as electrodes of the first kind, and those forming solid products are known as
electrodes of the second kind.

Electrodes with Invertible and Noninvertible Electrode Reactions Most electrode
reactions are invertible* in the sense that they will occur in the opposite direction
when the direction of current is inverted. Two types of reactions exist that are non-
invertible in this sense.

1. Reactions noninvertible on principle or, more probably, reactions for which no
conditions have been found so far under which they will proceed in the oppo-
site direction. An example of such a reaction is the cathodic reduction of
hydrogen peroxide:

H,0, + 2H" + 2¢~ —2H,0. (1.29)

The formation of hydrogen peroxide by anodic oxidation of water has so far
not been realized.

#The concepts of invertibility and reversibility must be distinguished. Invertibility is the term proposed to
be used for reactions that can be made to occur in both directions, regardless of the departure from ther-
modynamic equilibrium that is necessary to achieve this. Reversibility of a reaction means that it occurs
with a minimum departure from the thermodynamic equilibrium state.
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2. Reactions which under existing conditions cannot be inverted because of lack of
reactants. Thus, metallic zinc readily dissolves anodically in sulfuric acid solution
[reaction (1.21) from the right to the left], but when this solution contains no zinc
salt, the reverse reaction in which zinc is deposited cathodically cannot occur.

Monofunctional and Polyfunctional Electrodes At monofunctional electrodes,
one sole electrode reaction occurs under the conditions specified when current
flows. At polyfunctional electrodes, two or more reactions occur simultaneously; an
example is the zinc electrode in acidic zinc sulfate solution. When the current is
cathodic, metallic zinc is deposited at the electrode [reaction (1.21)] and at the same
time, hydrogen is evolved [reaction (1.27)]. The relative strengths of the partial cur-
rents corresponding to these two reactions depend on the conditions (e.g., the tem-
perature, pH, solution purity). Conditions may change so that a monofunctional
electrode becomes polyfunctional, and vice versa. In the case of polyfunctional
electrodes secondary (or side) reactions are distinguished from the principal (for the
given purpose) reaction (e.g., zinc deposition). In the electrolytic production of sub-
stances and in other practical applications, one usually tries to suppress all side
reactions so that the principal (desired) reaction will occur with the highest possi-
ble efficiency.

Current-Carrying and Indicator Electrodes According to their functions in gal-
vanic cells used in laboratory practice and in industry, indicator and current-carrying
electrodes are distinguished. The latter are intended for productive use of an elec-
trode reaction [i.e., for producing certain substances (in electrolyzers) or electrical
energy (in batteries)]. The current-carrying electrodes in electrolyzers include the
working electrodes at which the desired products are formed, and auxiliary elec-
trodes, which serve merely to pass current through the working electrode.

Indicator electrodes are used both for analytical purposes (in determining the con-
centrations of different substances from values of the open-circuit potential or from
characteristic features of the polarization curves) and for the detection and quan-
titative characterization of various phenomena and processes (as electrochemical
sensors or signal transducers). One variety of indicator electrode are the reference
electrodes, which have stable and reproducible values of potential and thus can be
used to measure the potentials of other electrodes.

General Form of the Reaction Equations Equations for electrode reactions can
generally be written as

2 VX +nem =2, vX, (1.30)
where X; are the species involved in the reaction and v; are their stoichiometric
coeflicients. The summation index “ox” implies that the sum is taken over the oxi-
dized form of the principal reaction component and the substances reacting together

with it; the index “red” implies that the sum is taken over the reactant’s reduced form
and substances associated with it.
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Sometimes a general conventional formulation,
Ox + ne” =Red, (1.31)

can be used for relatively simple redox reactions; here Ox and Red are the oxidized
and reduced form of the principal reaction component.

When writing an equation for an electrode reaction we must observe the balance
of the products, reactants, and electronic charges:

2 ViZp = Zpeq Viz; = 1 (1.32)

The overall current-producing reaction can be obtained by combining the cathodic
reaction occurring at one electrode (index “1”) with the anodic reaction occurring
at the other electrode (index “2”), while the equations for these reactions must be
written so that the values of n in these equations are identical (the reactions must
be coupled):

2 VXt 2 g VX =X g VX 2, VX (1.33)

1,0x

The parameter v;/n mol, which can be written for each component of the elec-
trode reaction, is sometimes called the chemical equivalent of the component in the
reaction named, and the value of (Vj/n)M f is called the equivalent mass (see the dis-
cussion of chemical equivalent in Section 1.3).

1.7 FARADAY’S LAWS

The number of reactant molecules involved in an electrode reaction is related stoi-
chiometrically to the number of charges (electrons) flowing in the circuit. This is the
basic argument of the laws formulated by Michael Faraday in 1832-1833.

Faraday’s first law reads: In electrolysis, the quantities of substances involved in
the chemical change are proportional to the quantity of electricity which passes
through the electrolyte. Faraday’s second law reads: The masses of different sub-
stances set free or dissolved by a given amount of electricity are proportional to
their chemical equivalents.

In honor of the discoverer of these laws, the amount of charge, which corresponds
to the conversion of one chemical equivalent of substance, has been named the
Faraday constant. An amount of charge nF/v; is required to convert 1 mol of sub-
stance j. When an amount of charge Q has been consumed at the electrode, the num-
ber of moles An; of substance that have formed or reacted is given by

V.
An, = ]Q

=22 (1.34)

This formula unites the two laws of Faraday.
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Michael Faraday (1791-1867).

Since the total amount of substance being converted is proportional to the amount
of charge, the specific reaction rate Us which is the amount of substance j converted
in unit time per unit surface area of the electrode, is proportional to the current
density i:

dnj
ar VY

“ =

i
v, oF (1.35)
For this reason the specific rates of electrode reactions are often stated in the elec-
trical units of current density.

Faraday’s laws are absolutely rigorous for steady currents. They are the basis for
a highly accurate method of measuring the amount of charge: in terms of the mass
or volume of substance reacting or set free (coulometry). Faraday’s laws have served
in the past for defining the unit of electric current: The international ampere was that
strength of invariant current which when sent through aqueous silver nitrate solution
would deposit 1.111800 mg of silver per second at the cathode (another definition is
now provided for the ampere as an SI unit).

Deviations from Faraday’s laws can be observed in the case of transient currents,
when charge, aside from being involved in the electrode reactions, accumulates in
certain parts of the circuit (near interfaces). Such transient currents are also known
as nonfaradaic. An apparent departure from the laws of Faraday can be observed at
polyfunctional electrodes when the set of reactions taking place is not fully
accounted for.

1.8 EQUATIONS FOR MASS BALANCE

When a current flows in a galvanic cell, balance should exist not only with respect
to the charges but also with respect to the reactants. Hence, these materials should be
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brought up to (or carried away from) the electrode surface at the rates with which
they are consumed (or produced) by the reaction.

Allowing for Eq. (1.35), we can write the condition for mass balance of the react-
ing component j as

J.=—5. (1.36)

The value of J; defined by this equation is the flux density of the substance j in the
electrolyte stoichiometrically required when the electrode reaction proceeds under
steady-state conditions.

With Egs. (1.10) and (1.13) we can at the same time write the migration flux den-
sity as

t] .
ij—Zj—Fl.

(1.37)
The values of the fluxes that can be calculated from these two equations differ sub-
stantially. Therefore, an apparent contradiction exists between the balance require-
ments with respect to charges and substances. This contradiction is particularly
obvious in two cases:

1. According to Eq. (1.36), ions not involved in the reaction need not be trans-
ported, since v; = 0, while according to Eq. (1.37), they are transported.

2. Reacting neutral molecules should be transported according to Eq. (1.36), but
they are not, according to Eq. (1.37), since for them 7, /z; = 0.

Under realistic conditions a balance is secured during current flow because of
additional mechanisms of mass transport in the electrolyte: diffusion and convection.
The initial inbalance between the rates of migration and reaction brings about a
change in component concentrations next to the electrode surfaces, and thus gives
rise to concentration gradients. As a result, a diffusion flux J,; develops for each
component. Moreover, in liquid electrolytes, hydrodynamic ﬂows bringing about
convective fluxes J, ; of the dissolved reaction components will almost always arise.

Uncharged reaction components are transported by diffusion and convection,
even though their migration fluxes are zero. The total flux density J; of species j is
the algebraic (vector) sum of densities of all flux types, and the overall equation for
mass balance must be written not as Eq. (4.1) but as

Vi
—F—J J +J +J

m,j kv, j*

(1.38)

The contradiction mentioned above is an apparent one since the overall flux den-
sity is relevant for the stoichiometrically required flux contained in Eq. (1.36),
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whereas only the migrational component is contained in Eq. (1.37). In the steady
state, the diffusion and convection fluxes are always set up in such a way as to secure
mass balance.

These questions are considered in more detail in Chapter 4. Any description of
current flow in galvanic cells is incomplete if these additional phenomena are dis-
regarded.

1.9 SIGN CONVENTION FOR CURRENT AND FLUXES

A difficulty arises when the total flux is calculated via Eq. (1.38), since the different
types of flux can have different directions. The migration flux of cations is always
toward the cathode, and that of anions is always toward the anode, but the total flux
of any reactant is always in the direction of the corresponding electrode, and the
product fluxes are always away from the electrode surface. To allow for this situa-
tion, a particular sign system is sometimes used in electrochemistry. According to a
recommendation by IUPAC, the anodic current (and current density) is regarded as
positive and the cathodic current is regarded as negative (note that in the bulk of any
conductor the current is always regarded as positive). This sign convention implies
that if for the cathode a flux of cations toward the electrode surface is regarded as
positive, that of the anions away from the surface must be regarded as negative.

However, it must be noted that using this convention, equations for similar phe-
nomena containing current densities must always be written in two different ways:
for anodic currents with the symbol i and for cathodic currents with the symbol | i I.
For this reason, a mixed system is used in the following chapters: All current densi-
ties (anodic as well as cathodic) are regarded as positive and denoted by the same
symbol, i. In this way the same equations containing current densities can be used
for all types of reactions. For the ion fluxes near the surface of electrodes, the afore-
mentioned signs are preserved (see Chapter 4).
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Electrode Potentials

Classical electrostatics deals with the interactions of idealized electric charges.
Electrochemistry deals with real charged particles having both electrostatic and
chemical properties. For a clearer distinction of these properties, let us briefly recall
some of the principles of electrostatics.

An electrostatic field can be described with the aid of electrostatic potential y or
field strength E, a vectorial parameter that is equal to the negative potential gradient:
E = —grad y. The directions of the vector at different points are often pictured as the
lines of force. The potential gradient will be dy/dx in linear fields, where the lines
of force are parallel along the x-axis (the one-dimensional problem). In nonlinear
fields other coordinate systems that describe a given system more conveniently can
also be used: for instance, spherical or cylindrical.

The potential difference Ay®» =y® — ¢ between points A and B is defined
as the work w, performed by external forces when moving an electric test charge Q,
from A to B, divided by the magnitude of this charge:

w
AyBA =< 2.1
W 0 2.1)

t

It is assumed here that the test charge is small, so that it will not distort the field (or
relative positions of other charges), and that the work performed in moving the
charge is only that necessary to overcome electrostatic forces and not any others,
such as chemical forces (i.e., the charge is ideal). The potential difference between
two points is defined with the aid of Eq. (2.1). The concept of the potential of an indi-
vidual (isolated) point is undefined and becomes meaningful only when this poten-
tial is referred to the potential of another point chosen as the point of reference.
Often, the concept of (two-dimensional) surface or (three-dimensional) space
charge is employed. Here it is assumed that the charge is distributed in a contin-
uous fashion (smeared out) over the surface S or volume V. Surface and space
charge can be described in terms of surface-charge density Qg = dQ/dS or space-
charge density O, = dQ/dV, which may either be constant or vary between points.
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The relation between the spatial potential distribution and the spatial distribution
of space-charge density can be stated, generally, in terms of Poisson’s differential
equation,

Py _ 0
d® g’

2.2)

where €,=8.85X 1072 F/m is the permittivity of vacuum and € is the relative
(dielectric) permittivity of the medium considered. To integrate this equation, bound-
ary conditions must be supplied in addition to the functional relation between charge
density and the coordinates.

2.1 INTERFACIAL POTENTIAL DIFFERENCES
(GALVANI POTENTIALS)

2.1.1 Metal-Metal Contact

An arbitrary potential difference usually exists between two pieces of metal that are
insulated relative to each other; its value depends on excess charges accidentally
accumulated on the metal surfaces. When the two pieces are brought in contact, the
charges will undergo a redistribution and the potential difference will become well
defined. When identical metals are involved, the potential difference will vanish
completely, but when different metals are involved, a certain potential difference will
be set up across the junction (interface) which depends on the conductors. This
potential difference, &V = y® — ), between arbitrary points within the first and
second metals is called the Galvani potential of this junction; WV and y® are the
inner potentials of the two phases.” The sign of the Galvani potential depends on the
relative positions stipulated for the phases, and ¢&-" = —@{-?.

Galvani potentials are produced by the difference in chemical forces exerted on
the electrons within the surface layers by each of the two metals (Fig. 2.1). The uni-
directional resultant f; of these forces causes the transition of electrons from one
metal to the other. As a result, if the two metals are uncharged initially, one of them
will charge up negatively, and the other (owing to its electron deficit) will charge up
positively. The excess charges of opposite sign accumulate near the interface and
form an electrical double layer (EDL). The field that arises within this layer stops a
further transition of electrons. In the end an equilibrium state is established in which
the electric force f, in the EDL completely balances the effect of the chemical forces.

The chemical interaction between carriers j (here electrons) and the surrounding
medium can also be described in terms of a chemical potential W, which is the

TInstead of the symbol @ preferred here, [IUPAC recommends A@ = @*> — @' and uses the term Galvani
potential difference. In this book we use the symbol y at selected points within a phase, ¢ for potential
differences between phases (e.g., the Galvani potential), and  for potential differences near or across
interfaces.
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FIGURE 2.1 Forces acting on charged particles near the interface between phases (o) and (B).

potential energy of these particles due to the interaction. By analogy to the electro-
static potential difference, one can define the chemical potential difference for parti-
cles in two media as the work w, performed against chemical forces in transferring
these particles, divided by the number n; of particles transferred:

Ay ==, 2.3)

(The chemical potential refers to 1 mol of the substance; hence, the values of n; are
stated in moles. A more rigorous definition of chemical potentials is given in
Chapter 3.)

Tbe total potential energy I; of the charged pgrtlcles (again per mole, with charge
zF) is the sum of a chemical and an electrostatic component:

it is called the electrochemical potential of the species involved.

The condition of equilibrium of the charged particles at the interface between two
conductors can be formulated as the state where their electrochemical potentials are
the same in the two phases:

ﬁ,(»” = HJ@) (2.5)

(the combined work of transfer, w, + w, then, is zero). From this equality, and allow-
ing for Eq. (2.4), the value of the Galvani potential established at equilibrium will be

G =Ay=——F. (2.6)

It follows from Eq. (2.6) that the equilibrium Galvani potential depends only on
the nature of the two phases (their bulk properties, which are decisive for the values
of W), not on the state of the interphase (i.e., its size, any contamination present, etc.).
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2.1.2 Metal-Electrolyte Contact

Galvani potentials also arise at interfaces between other types of conductors. For the
interface between a metal electrode and an electrolyte, the Galvani potential can be
written as @OMF = y™ —y® that is, as the inner potential of the electrode (metal)
relative to that of the electrolyte. The statement “there is a shift of electrode poten-
tial in the positive direction” means that the potential of the electrode becomes more
positive (or less negative) than that of the electrolyte.

The general way in which a Galvani potential is established is similar in all cases,
but special features are observed at the metal—electrolyte interface. The transition of
charged species (electrons or ions) across the interface is possible only in connection
with an electrode reaction in which other species may also be involved. Therefore,
equilibrium for the particles crossing the interface [Eq. (2.5)] can also be written as
an equilibrium for the overall reaction involving all other reaction components. In
this case the chemical potentials of all reaction components appear in Eq. (2.6) (for
further details, see Chapter 3).

If, depending on the external conditions imposed, different electrode reactions
can occur and different equilibria can be established at a given interface, the Galvani
potentials will differ accordingly; in each case, they are determined by the nature of
the equilibrium that is established. For instance, at a platinum electrode in sulfuric
acid solution through which hydrogen is bubbled, the equilibrium of the hydrogen
oxidation—reduction reaction [reaction (1.27)] will be established, but when Fe?*
and Fe* ions are added to the solution, the oxidation-reduction equilibrium of these
ions [reaction (1.25)] will be established. The values of Galvani potential established
between the platinum and the solution will be different in these two cases. Thus, the
Galvani potential between metal and electrolyte is determined by the nature of the
electrode reaction occurring at the interface between them.

2.1.3 Electric Double Layers at Interfaces

The existence of Galvani potentials between two different conducting phases is con-
nected with the formation of an electric double layer (EDL) at the phase boundary
(i.e., of two parallel layers of charges with opposite signs, each on the surface of one
of the contacting phases). It is a special feature of such an EDL that the two layers
forming the double layer are a very small (molecular) distance apart, between 0.1
and 0.4 nm. For this reason EDL capacitances are very high (i.e., tenths of uF/cm?).

2.1.4 Galvani Potentials Cannot Be Determined

Galvani potentials between two conductors of different types cannot be measured by
any means. Methods in which the force acting on a test charge is measured cannot
actually be used here, since any values that could be measured would be distorted by
the chemical forces. The same holds true for determinations of the work of transfer.
At least one more interface is formed when a measuring device such as a voltmeter
or potentiometer is connected, and the Galvani potential of that interface will be
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contained in the quantity being measured. Galvani potentials also cannot be calcu-
lated from indirect experimental data in any rigorous thermodynamic way. Thus,
potential differences can only be measured between points located within phases of
the same nature.

It might be possible to attempt a theoretical calculation of Galvani potentials on
the basis of certain molecular model concepts [e.g., with the aid of Eq. (2.6)]. But at
the present level of scientific development, such calculations are still impossible,
since the full set of chemical forces acting on charged particles and also the chemi-
cal potentials of the corresponding species cannot yet be accounted for quantita-
tively. In the case of metals, the chemical potential of the electrons corresponds to
the value of the Fermi energy (relative to the ground state). However, theoretical cal-
culations of this value are highly inaccurate and cannot be used as a basis for calcu-
lating Galvani potentials.

Despite the fact that Galvani potentials for individual interfaces between phases
of different types cannot be determined, their existence and the physical reasons that
they develop cannot be doubted. The combined values of Galvani potentials for cer-
tain sets of interfaces that can be measured or calculated are very important in elec-
trochemistry (see Section 2.3.2).

2.2 EXCHANGE CURRENTS

Equilibria at interfaces between conducting phases are dynamic; every second a cer-
tain number of charges cross the interface in one direction, and an equal number of
charges cross over in the other direction. Thus, even though the overall current
is zero, partial currents constantly cross the interface in both directions, and we
observe an exchange of charged particles between the two phases.

At junctions between electronic conductors and electrolytes, the exchange is
associated with continuing anodic and cathodic partial reactions. It therefore follows
that equilibrium can be established for an electrode reaction only when this reaction
is invertible (i.e., can be made to occur in the opposite direction).

When stated in electrical units, the rate of exchange is called the exchange cur-
rent I° or (when referring to unit area of the interface) exchange current density i°.
Ihe pgtial current densities in the anodic and cathodic direction are designated as
i and i. The condition for equilibrium can be written as

s 7
L —1 L =1

=0 or =0 2.7

The values of exchange current density observed for different electrodes (or reac-
tions) vary within wide limits. The higher they are (or the more readily charges cross
the interface), the more readily will the equilibrium Galvani potential be established
and the higher will be the stability of this potential against external effects. Electrode
reactions (electrodes) for which equilibrium is readily established are called ther-
modynamically reversible reactions (electrodes). But low values of the exchange
current indicate that the electrode reaction is slow (kinetically limited).
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2.3 OPEN-CIRCUIT VOLTAGES

2.3.1 Maetal Circuits

At zero current, when the potential within each conductor is constant, the potential
difference between the terminal members of a sequence of conductors joined
together as an open circuit is the algebraic sum of all Galvani potentials at the indi-
vidual interfaces: for example,

llf(.?) — \V(l) = (pg,z) + (pg,l)_ (2.8)

As in the case of an individual Galvani potential, this parameter can be neither
measured nor calculated for an incomplete open circuit. But for a sequence of con-
ductors with the same metal at either end, the obstacle pointed out in Section 2.1.4
vanishes, because potential differences between the identical terminal members can
be measured. This parameter,

E=y!) — gy =l + &V + &V, (2.9

is called the open-circuit voltage (OCV). When equilibrium exists at all interfaces,
the term EMF (from the obsolete concept of an “electromotive force”) is also used.
The individual components written on the right-hand side of this equation remain
unmeasurable.

The OCV of any circuit consisting only of metals or other electronic conductors
that are all at the same temperature and not subjected to external force fields is
always zero (Volta’s law). In fact, at any interface the Galvani potential is defined as
the chemical potential difference of the electrons: ¢g = Ay, (for electrons, z;= —1).
When these expressions are put into Eq. (2.9), the values of |, in the intermediate
phases cancel and we obtain the expression € = [U{") — uV]/F. Since the terminal
members are identical in nature, the chemical potentials in them are the same and the
OCYV is zero.

It follows from Volta’s law that

(pgla]) = —(pé}l’") = q)gla"*]) 4+ o+ (pgl) + (pg,l). (210)

Therefore, the potential difference between metallic conductors 1 and n will remain
unchanged when metallic conductors 2, 3, ..., n — 1 are interposed between them.

2.3.2 Galvanic Circuits

For galvanic circuits (cells) the OCV generally is not zero. In contrast to metal cir-
cuits, where electrons are the sole carriers, in galvanic circuits the current is trans-
ported by different carriers in the different circuit parts (i.e., by electrons and by
ions). Hence when substituted into Eq. (2.9), the chemical potentials of the carriers
in the intermediate circuit parts will not cancel. The concept of OCV in the case of



OPEN-CIRCUIT VOLTAGES 25

galvanic cells always refers to a complete open-circuit arrangement with identical
electronic conductors as terminals. It follows from Volta’s law that the nature of the
terminal conductor has no effect on the OCV, so identical OCV values are obtained
for all possible options for the terminal conductor. Hence, in the conventional writ-
ten formulation of galvanic cells, one usually does not include any terminal phases
not in contact with the solution; the phases omitted may normally be taken as the
terminals of the measuring instrument.

In the case of cell (1.19) involving a zinc electrode, a graphite electrode, and a
ZnCl, solution, the electrode potentials of the electrodes correspond to the OCV val-
ues of cells:

M, | B4 ZnCl,, aq | graphite (2.11a)
and
M, | B4 ZnCly, ag|Zn . (2.11b)

A nonzero OCV of a galvanic cell implies that the potential of one of the elec-
trodes is more positive than that of the other (there is a “positive” and a “negative”
electrode). For the galvanic cell without transference, the OCV can be written as

€ = QU — gE) + UMM, (2.12)

When the cell is symmetrical (i.e., consists of two identical electrodes), its OCV will
be zero.

In the case of the cell with transference (1.20), the OCV includes an additional
liquid-junction potential (a potential difference between electrolytes), and

€ = Q01D — eMB) + GOIM) 4 GEE, (2.13)

True equilibrium cannot be established at the interface between two different elec-
trolytes, since ions can be transferred by diffusion. Hence, in thermodynamic calcu-
lations concerning such cells, one often uses corrected OCV, &*:

EF =€ — . (2.14)

which correspond to the OCV of the same cell without the liquid-junction potential.
For two electrolytes with similar chemical properties (e.g., two different solutions
having the same solvent), one can calculate somewhat approximately this liquid-
junction potential (see Chapter 5). Experimental means are also available for reduc-
ing the value of this potential difference. Thus, an approximate value of €" can be
either calculated or measured directly. However, as a rule this parameter cannot be
determined with high accuracy. The double broken vertical line in Eqs (2.11) denotes
a contact between two electrolytes for which the liquid-junction potential is elimi-
nated. Values of the liquid-junction potential and hence the corrected OCV can be
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neither calculated nor measured when the two electrolytes in contact differ chemi-
cally (e.g., when they are solutions in different solvents).

24 ELECTRODE POTENTIALS

2.4.1 Defining the Concept of Electrode Potential

A galvanic cell’s OCV is the algebraic sum of at least three Galvani potentials, two
at the interfaces between the electrodes and the electrolyte, and one at the interface
between the two electrodes. Since in the cell two arbitrary electrodes are combined,
it will be desirable to state the OCV as the difference between two parameters, each
of which is characteristic of only one of the electrodes. In the past, the relation € =
QOB — OB, involving the individual Galvani potentials between the electrodes
and the electrolyte, had been examined under this aspect. However, this relation dis-
regards the Galvani potential between the metals; moreover, it is not useful, insofar
as it contains parameters that cannot be determined.

A parameter that is convenient for said purpose is the electrode potential E; it
must not be confused with the concept of a potential difference between the elec-
trode and the electrolyte. By convention the term electrode potential E is used* to
denote the OCV of a galvanic cell that consists of the given electrode (the one that
is studied) and a reference electrode selected arbitrarily. Thus, the potential of this
electrode is compared with that of a reference electrode that is identical for all elec-
trodes being studied. In accordance with this definition, the electrode potential of the
reference electrode itself is (conventionally) regarded as zero. Any electrode system
for which the equilibrium Galvani potential is established sufficiently rapidly and
reproducibly can be used as a reference electrode. We shall write the electrode sys-
tem to be used as the reference electrode, generally, as M,/Ej:

E=%=00" + 0" + o, 2.15)

The same reference electrode can be used to characterize electrodes in contact with
different electrolytes; therefore, the cell used to determine the electrode potential
often includes a liquid junction (electrolyte—electrolyte interface). In this case the
electrode potential is understood as being the corrected OCV value, %*, which is the
value for this cell after elimination of the liquid-junction potential. For instance, for
the zinc electrode (2.11b), the expression for the electrode potential can be written as

E= (péZn,E) + [(PéMX’MR) + (pé}Zn,MX) + (péZn,MX)]. (216)
It follows from Eqs. (2.15) and (2.16) that for a given electrode, the value of elec-

trode potential corresponds to the Galvani potential of the electrode—electrolyte
interface, up to a constant term E = @™ + const. If for any reason the value of the

#TUPAC uses the same symbol, E, for the quantities € and E as defined here.



ELECTRODE POTENTIALS 27

Galvani potential changes by a certain amount, the electrode potential will change
by the same amount: AE = AP, Hence the value of electrode potential yields a
rather good description of the properties of this electrode. In what follows, the term
electrode potential will always be understood as being an electrode potential relative
to a defined reference electrode.

We can readily show that for cells without transference, the OCV value is equal
to the difference in electrode potentials of the two electrodes (i.e., it can be written
in terms of two parameters that are measurable, and each of them refers to just one
of the electrodes). In the expression for OCYV, the @ values for the reference elec-
trode cancel, so that the reference electrode itself has no effect on the results (pro-
vided that all potentials refer to the same reference electrode). In the case of cells
with transference, the difference in electrode potentials is equal not to the total but
to the corrected OCV value, &*.

The following sign convention applies to OCV and electrode potentials. The
OCYV values are conventionally regarded as positive values, but the values of elec-
trode potentials are reported as positive or negative, depending on the polarity of this
electrode relative to the reference electrode. In practice, different types of reference
electrode are used, which gives rise to different scales. The values of the electrode
potentials in these scales differ by amounts given by the potential differences
between the reference electrodes themselves. Most common is the scale of the stan-
dard hydrogen electrode (SHE), and values of potential measured with the aid of
other reference electrodes are often converted to this scale.

2.4.2 Nonequilibrium Electrode Potentials

Electrochemical equilibrium is not always established at electrode surfaces. When
there is no equilibrium, the value of the Galvani potential will not be the same as the
equilibrium value defined by Eq. (2.6); the value of electrode potential will also
differ accordingly.

Two cases where equilibrium is lacking must be distinguished: that which is unre-
lated to current flow and can be observed even for a nonworking electrode, and that
which is related exclusively to the passage of current through the electrode. The for-
mer is the case of nonequilibrium open-circuit potentials (nonequilibrium OCP), and
the latter is that of electrode polarization.

Nonequilibrium Open-Circuit Potentials Different reasons exist for lack of equi-
librium at electrode—electrolyte interfaces even in the absence of an electric current:

1. Effectively impossible charge transfer. If, under given conditions, not even a
single electrode reaction is possible, any accidental accumulation of charge in the
EDL will be stable, as it cannot be removed by charge transfer (or “leakage” of
charges). One can supply charge from outside, as in the case of ordinary electro-
static capacitors, and vary the electrode potential arbitrarily. Hence, the potential has
no unique equilibrium value but depends on an accidental or deliberate accumula-
tion of charge in the EDL. An electrode having these attributes is called ideally
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polarizable. Ideal polarizability usually is observed only within a certain interval of
potentials, whereas outside this interval charge transfer across the EDL (current
flow) is possible.

2. Low exchange currents. When an electrode reaction is possible but its exchange
current is low, the equilibrium potential is readily disturbed by external effects. Such
an influence is exerted in particular by foreign components (contaminants), the reac-
tions of which are superimposed on the basic reaction.

3. Several electrode reactions occurring simultaneously. The following reactions
can occur at an iron electrode in HCI solution containing FeCl, while a hydrogen
atmosphere is maintained:

Fe?* + 2~ = Fe, (2.17)
2H*+2e~ =H,. (2.18)

Each of these reactions has its own exchange current density and its own equilibrium
potential. The condition of overall balance at this electrode is determined not by
Eq. (2.7) but by the equation

e T i v
i iyt +i,=0, (2.19)

where subscripts “1” and “2” refer to reactions (2.17) and (2.18), respectively.
Generally 71 * zi [i.e., reaction (2.17) will occur in one direction and reaction (2.18)
will occur in the other direction]. In our example, iron will dissolve anodically
(?1 >71) and hydrogen will be evolved at the cathode (?2 >72). The nonequilibrium
potential being established will be intermediate between the individual equilibrium
potentials corresponding to reactions (2.17) and (2.18) and is called a mixed poten-
tial or, when it is well reproducible and almost time invariant, a steady-state or rest
potential.

Equilibrium potentials can be calculated thermodynamically (for more details,
see Chapter 3) when the corresponding electrode reaction is known precisely, even
when they cannot be reached experimentally (i.e., when the electrode potential is
nonequilibrium despite the fact that the current is practically zero). The open-circuit
voltage of any galvanic cell where at least one of the two electrodes has an non-
equilibrium open-circuit potential will also be nonequilibrium. Particularly in ther-
modynamic calculations, the term EMF is often used for measured or calculated
equilibrium OCYV values.

Electrode Potentials During Current Flow At nonzero current, the flow of
charges crossing the interface in one direction is larger than that crossing it in the

other direction:

(2.20)
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The partial current i s larger than the partial current i in the case of anodic cur-
rents, and vice versa in the case of cathodic currents. Thus, when there is a net
current flow, the partial currents are not the same as in equilibrium [when condi-
tion (2.7) is observed]. For this change in partial currents a unidirectional force
is needed [i.e., the electric force f, should be stronger (or weaker) than the chem-
ical force f, (see Fig. 2.1)]. The electrode potentials change accordingly. Anodic
current flow is associated with a positive potential shift (easier transfer of posi-
tive charges from the electrode into the electrolyte or of negative charges in the
opposite direction); cathodic current flow is associated with a negative potential
shift.
The shift of electrode potential caused by current flow,

AE=E,~E, (2.21)

(where E; and E are the potentials at a current density i and at zero current, respec-
tively), has been termed electrode polarization. The quantity AE is positive in the
case of anodic currents and negative in the case of cathodic currents. For a given
electrode, the absolute value of polarization or departure from equilibrium will be
larger at higher currents. The exchange current density is used here as the reference
quantity. When the net current is low compared to the exchange current, the depar-
ture from equilibrium will be minor and polarization low (for further details, see
Chapter 6).

2.5 CELL VOLTAGE AT NONZERO CURRENT

2.5.1 Two Directions of Current Flow

Two directions of current flow in galvanic cells are possible: a spontaneous direction
and an imposed direction. When the cell circuit is closed with the aid of electronic
conductors, current will flow from the cell’s positive electrode to its negative elec-
trode in the external part of the circuit, and from the negative to the positive elec-
trode within the cell (Fig. 2.2a). In this case the current arises from the cell’s own
voltage, and the cell acts as a chemical source of electric current or battery. But
when a power source of higher voltage, connected so as to oppose the cell, is pres-
ent in the external circuit, it will cause current to flow in the opposite direction (Fig.
2.2b), and the cell works as an electrolyzer.

It follows that in batteries, the negative electrode is the anode and the posi-
tive electrode is the cathode. In an electrolyzer, to the contrary, the negative elec-
trode is the cathode and the positive electrode is the anode. Therefore, attention
must be paid to the fact that the concepts of “anode” and “cathode” are related
only to the direction of current flow, not to the polarity of the electrodes in gal-
vanic cells.
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C

FIGURE 2.2 Directions of current flow when the galvanic cell functions as a battery (a) and
as an electrolyzer (b).

2.5.2 Polarization and Ohmic Losses

The way in which the voltage of a galvanic cell changes when a current flow depends
on the direction of the current. In a cell working as a battery, the positive electrode
is the cathode and the negative electrode is the anode. Owing to polarization the
potential of the former moves in the negative direction and that of the latter moves
in the positive direction [i.e., the potentials of the two electrodes move closer
together, and the voltage decreases (Fig. 2.3a)]. In addition, an ohmic voltage drop
®.m develops in the cell (chiefly in the electrolyte); the potential of the electrolyte
will be more negative at the cathode, to which the cations migrate. This leads to an
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FIGURE 2.3 Potential distribution in galvanic cells functioning as a battery (a) and as an
electrolyzer (b); the dashed lines are for the zero-current situation.
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additional voltage decrease. Thus, in this case the voltage under current flow, €,, will
always be lower than the OCV, €

Céi = %O - AEa - |AE(| - (pohm = %O - ncell (222)
(the subscript a stand for the anode and ¢ stand for the cathode).

In cells working as electrolyzers, the positive electrode is the anode and the neg-
ative electrode is the cathode. All the factors listed above (for the case of a battery)
will now produce an increase in voltage relative to the OCV (Fig. 2.3b):

%i = %0 + AEa + |AEL| + (pohm = %0 + T.lcell‘ (223)
The modulus of the voltage change,

Neen =1€; = €ol = AE, + |AE | + @y (2.24)

is called the fotal cell overvoltage. (Sometimes the term overvoltage and the symbol
7 are used to denote the polarization AE of a single electrode.)
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Thermodynamics of
Electrochemical Systems

3.1 CONVENTIONAL AND UNDEFINED PARAMETERS

Often, parameters of which the absolute values are not known are contained in phys-
ical and thermodynamic equations. Among these parameters, two types can be dis-
tinguished:

1. Conventional parameters, which can be defined only in terms of differences of
the values in two states or points. The value of such a parameter in any given state
depends on a conventional point of reference and hence can only be determined to a
constant term. It is physically meaningless to define absolute values of such param-
eters. The electrostatic potential is an example.

2. Experimentally undefined parameters, which have a real physical meaning;
that is, they reflect an actual physical phenomenon but cannot be determined from
the experimental data (even a thought experiment to measure them cannot be con-
ceived) or by a thermodynamic calculation. In isolated cases such parameters can be
calculated on the basis of nonthermodynamic models. The equations used for calcu-
lations generally contain sums, differences, or other combinations of such parame-
ters that are measurable. The Galvani potential at the interface between two
dissimilar conducting phases is an example.

The values of all these parameters are unknown, yet it is useful to include them
in physical arguments and equations in order to facilitate an understanding of corre-
lations between different phenomena.

Fundamentals of Electrochemistry, Second Edition, By V. S. Bagotsky
Copyright © 2006 John Wiley & Sons, Inc.
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3.2 THERMODYNAMIC FUNCTIONS IN ELECTROCHEMISTRY

3.2.1 Thermodynamic Functions

The well-known tools of chemical thermodynamics [e.g., the book of Guggenheim
(1923)] are used in electrochemical systems to describe equilibria and processes, but
some special features arising from the presence of charged particles and potential
differences between the phases must be taken into account. Electrochemical systems
are usually discussed under conditions of constant temperature 7 and pressure p.
Under these conditions the most convenient thermodynamic functions are the Gibbs
energy G, given by U + pV — TS, and the enthalpy H, given by U + pV (where U is
the internal energy, V is the volume, and S is the entropy).

The values of these functions change when thermodynamic processes take place.
Processes in which the Gibbs energy decreases (i.e., for which AG <0), will take
place spontaneously without specific external action. The Gibbs energy is minimal
in the state of equilibrium, and the condition for equilibrium are given as

AG=0 or dG=0. 3.1)

In systems with different components, the values of the thermodynamic functions
depend on the nature and number of these components. One distinguishes compo-
nents forming independent phases of constant composition (the “pure” components)
from the components that are part of mixed phases of variable composition (e.g.,
solutions).

The Gibbs energy is an additive function of all components. For systems consist-
ing of pure components only,

G =3nG,, (3.2)

where G, is the specific (molar) Gibbs energy of component k (in J/mol) and n, is
the number of moles of this component in the system.

In phases of variable composition, the contribution of each component to the total
value of G for a given phase depends not only on the amount of this component pres-
ent in this phase but also on its concentration. For small changes in composition,

dG =2, 4G dn,=2Wdn,. (3.3)
dn,
The parameter
dG
=— 34
My dn, (3.4)

is called the chemical potential of the component k (in J/mol). The partial derivatives in
Eqgs. (3.3) and (3.4) are evaluated where the values of all remaining variables beyond
n, are kept constant. The values of u, are not constant, in contrast to parameter G,,
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but depend on the concentration of the given substance in the phase of variable com-
position and hence on the presence of other components.

The chemical potential of a gas depends on its partial pressure p,. When the gas
obeys ideal gas laws, we have

W, = U+ RT Inp,. (3.5)

For sufficiently dilute solutions the concentration dependence of chemical potential
is given similarly by

W, =W + RT lnc,. (3.6)

Solutions in which the concentration dependence of chemical potential obeys
Eq. (3.6), as in the case of ideal gases, have been called ideal solutions. In nonideal
solutions (or in other systems of variable composition) the concentration dependence
of chemical potential is more complicated. In phases of variable composition, the
values of the Gibbs energy are determined by the equation

G =3ny, (3.7)

instead of Eq. (3.2).

3.2.2 Electrochemical Potentials

The energy of an ion in a given medium depends not only on chemical forces but
also on the electrostatic field; hence the chemical potential of an ion j customarily is
called its electrochemical potential and labeled |1, The electrostatic potential energy
of an ion j when reckoned per mole is given by *z;Fy, where y is the electrostatic
(inner) potential of the phase containing the ion; a plus sign for cations and a minus
sign for anions. Hence, the electrochemical potential can be written as the sum of
two terms:

B=1=5Fy, (3.38)

where L, is the chemical component of the ion’s electrochemical potential (it is com-
monly called the ion’s chemical potential).

This formulation is somewhat conditional, since it assumes that a concentration
change will affect only the value of W; and a potential change will affect only the
second term on the right-hand side of (3.8). Actually, a potential change is associ-
ated with a change in the amount of charge in the EDL and implies some change in
concentration of the ions in the bulk phase. Hence, the potential y cannot be varied
independent of the concentration or of W, However, in most cases (other than
extremely dilute systems) a change in potential is associated with concentration
changes so small that the concentration can for all practical purposes be regarded
as constant.
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The Gibbs energy of an electroneutral system is independent of the electrostatic
potential. In fact, when substituting into Eq. (3.7) the electrochemical potentials of
the ions contained in the system and allowing for the electroneutrality condition, we
can readily see that the sum of all terms *,z,F"y is zero. The same is true for any
electroneutral subsystem consisting of the two sorts of ion M** and A?~ (particularly
when these are produced by dissociation of a molecule of the original compound &
into T, cations and T_ anions), for which

T T =T T = (3.9)

where L1, is the chemical potential of compound k. (In the following, the symbol k
will only be used for electroneutral compounds or ensembles of ions).
The thermodynamics of electrochemical systems has two distinctive features:

1. The electrochemical potential of single ionic species cannot be determined. In
systems with charged components, all energy effects and all thermodynamic proper-
ties are associated not with ions of a single type but with combinations of different
ions. Hence, the electrochemical potential of an individual ionic species is an exper-
imentally undefined parameter, in contrast to the chemical potential of uncharged
species. From the experimental data, only the combined values for electroneutral
ensembles of ions can be found. Equally inaccessible to measurements is the elec-
trochemical potential, 1, of free electrons in metals, whereas the chemical potential,
u,, of the electrons coincides with the Fermi energy and can be calculated very
approximately.

2. The energy effects of individual electrode reactions cannot be measured. Any
given electrode reaction can occur only in parallel with a second, coupled reaction.
Because of the interfering effects of this reaction (which include heat, diffusion, and
other fluxes in the electrolyte), it is not possible to determine the energy effects
experimentally, and hence the thermodynamic parameters, of an individual electrode
reaction. Nor can these parameters be calculated, since this would require knowl-
edge of the electrochemical potentials of individual ionic species and of the Galvani
potential at the electrode—electrolyte interface. All thermodynamic calculations and
measurements refer to the current-producing reaction as a whole (this also holds true
for reactions involving the reference electrode).

3.3 THERMODYNAMIC ACTIVITY

3.3.1 Definition of the Concept of Activity

By virtue of the function (3.6), concentrations, which are readily determined parame-
ters, can be used instead of chemical potentials in the thermodynamic equations for
ideal systems. The simple connection between the concentrations and chemical poten-
tials is lost in real systems. To facilitate the changeover from ideal to nonideal systems
and to avoid the use of two different sets of equations in chemical thermodynamics,
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Gilbert N. Lewis (1907) suggested employing another parameter, the thermodynamic
activity a,, which has the dimensions of concentration and is defined by the equation

w,=uo+RT Ina, (3.10)

where 1! is a constant that is independent of phase composition, called the standard
chemical potential.

The changeover to thermodynamic activities is equivalent to a change of variables
in mathematical equations. The relation between parameters |1, and g, is unambigu-
ous only when a definite value has been selected for the constant u9. For solutes this
constant is selected so that in highly dilute solutions where the system W approaches
an ideal state, the activity will coincide with the concentration: (lima,),,_,, = ¢,
Hence the value of W in Eq. (3.10) coincides with that in Eq (3.6). For single-
component liquid and solid phases of constant composition, the activity is also
always taken to be unity.

A system’s standard state is defined as the state in which w, = u{ and hence a, = 1.
We must bear in mind that the standard state does not coincide with the limiting state
(at low concentrations) when the system becomes ideal. Hence, in the standard state
the value of activity differs from the value of concentration (except for the solvent).

Using activities instead of chemical potentials has the major advantage that the
equations derived for ideal systems can be retained in the same form for real systems,
but with activities in the place of concentrations. For the practical application of these
equations, we must know the values of activity as a function of concentration.

The degree of departure of a system from the ideal state can be described by
another parameter, the activity coefficient, which is defined as the ratio of activity to
concentration:

fi== (3.11)

Activity coefficients are dimensionless. With standard states selected as indicated
above, activity coefficients will be unity in ideal systems. The degree of departure of
a system from the ideal state is described by the departure of the activity coefficients
from unity.

3.3.2 Activities of Ions in Electrolyte Solutions

In electrolyte solutions, nonideality of the system is much more pronounced than in
solutions with uncharged species. This can be seen in particular from the fact that
electrolyte solutions start to depart from an ideal state at lower concentrations.
Hence, activities are always used in the thermodynamic equations for these solu-
tions. It is in isolated instances only, when these equations are combined with other
equations involving the number of ions per unit volume (e.g., equations for the bal-
ance of charges), that concentrations must be used and some error thus is introduced.
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Like its chemical potential, the activity of an individual ion cannot be determined
from experimental data. For this reason the parameters of electrolyte activity a, and
mean ionic activity a.. are used, which are defined as follows:

()

aq=ar=ala". (3.12)
Values of a, and of a.. can be found experimentally.
In binary electrolyte solutions with an initial concentration ¢, and ionic concen-

trations ¢; =ouT;c; [cf. Eq. (1.2)] the ionic activities can be written as
a; = fov,c, = Yvcy, (3.13)

where v, = fo is the stoichiometric activity coefficient, in which the degree of acti-
vation is taken into account (for solutions of strong electrolytes y; = f;).

Substituting into Eq. (3.12) the (expanded) expression (3.13) for the activities of
the individual ions, we obtain

a. = of e, (3.14)

Here f. is the mean ionic activity coefficient defined, by analogy with the mean ionic
activity, as

T=fufs, (3.15)
and A is the numerical factor
A=t (3.16)

For symmetric electrolytes A =1; for 1:2 electrolytes (e.g., Na,S0O,), 1:3 elec-
trolytes (AICl,), and 2 : 3 electrolytes ([Al,(SO,),], the corresponding values of A are
1.587, 2.280, and 2.551. Mean ionic activity coefficients of many salts, acids, and
bases in binary aqueous solutions are reported for wide concentration ranges in spe-
cial handbooks.

In saturated solutions of electrolytes (particularly those having low solubil-
ity), the overall chemical potential, W,, of the substance in the solution is equal
to the specific Gibbs energy, G,, of the solid phase in equilibrium with the solution.
Hence, the values of o, and |1, are constant in the solution, and according to Eq. (3.12),

a*a* = L(k), (3.17)

where the constant L(k) is called the solubility product or ionic product of the sub-
stance k.

In aqueous solutions, H" and OH™ ions are present, owing to the dissociation of
water molecules. In dilute solutions, the activity of water is constant. Hence, for the
activities of these ions an equation of the type (3.17) is obeyed, too. The ionic product
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of water is written as K,,. This parameter is given by K, = ay+agy,- and at 25°C has
a value of 1.27 X 10~ mol?/L2.

3.4 EQUATIONS FOR THE EMF OF GALVANIC CELLS

Let us write AG,, for the Gibbs energy change occurring during a chemical reaction
m involving the conversion of V; moles of reactants (index “react”) and products
(“prod”). We find that

AG,, =2, 0q Vil — 2 Vil (3.18)

react ¥ j

when the concentrations and hence the chemical potentials of the components do not
change markedly during the reaction (when the degree of conversion is low). For elec-
trode reactions of the type (1.30) involving n electrons, Eq. (3.18) can be written as

+ AG,, = S0, VI — Sy VL, + 1, (3.19)

where the plus sign is used for the anodic and the minus sign for the cathodic direc-
tion of the reaction. The electrons that are involved in the reaction are at a potential
™ inside the metal, and all ions are at a potential y® inside the electrolyte. Using
the expanded form (3.8) for the electrochemical potential of these components and
allowing for Eq. (1.32) as well as for the definition of the Galvani potential, we can
transform Eq. (3.18) to

TAG,, = 2Vl — 2 Vil + i, — nFQg. (3.20)

It follows from this equation that the Galvani potential in the point of equilibrium of
the electrode reaction (AG,, = 0) is given by

1
®c = nF (EOXVJ W= Eredvjuj +np,). (3.21)

None of the terms of this equation can be determined experimentally. The equation
represents a generalization of Eq. (2.6) for the case where charge transfer between
phases is attended by an electrochemical reaction.

For a galvanic cell with two electrodes where the overall current-producing reac-
tion (1.33) takes place, allowing for charge balance we can write for the Gibbs
energy change of this reaction [when using Eq. (3.19) for electrodes 1 and 2]:

AG, =2V, — 2V (3.22)
The reaction will occur spontaneously (without an external supply of energy) and the

value of AG,, will be negative when the cell is operated as a battery [i.e., when elec-
trode (1) is the anode (the negative electrode)].
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The OCV of this cell is the algebraic sum of the Galvani potentials at three
interfaces. When each of them is in equilibrium, we find for the overall potential
difference (which in this case we can call an electromotive force or EMF; see Section
2.4.2.1), by putting functions (2.06) and (3.21) into an equation of type (2.17):

uj M) Vjuj M (Mp) My)
%:Ezvjﬁ'f' F  2aF  F +|: F F ], (3.23)
or, after simplification and allowing for Eq. (3.22),
g =2 ZV __ AGy (3.24)

nF nF

This equation links the EMF of a galvanic cell to the Gibbs energy change of the
overall current-producing reaction. It is one of the most important equations in the
thermodynamics of electrochemical systems. It follows directly from the first law of
thermodynamics, since nF € is the maximum value of useful (electrical) work of the
system in which the reaction considered takes place. According to the basic laws of
thermodynamics, this work is equal to —AG,,.

The open cell discussed was considered as an equilibrium cell since equilibrium
was established across each individual interface. However, the cell as a whole is not
in equilibrium; the overall Gibbs energy of the full reaction is not zero, and when the
circuit is closed, an electric current flows that is attended by chemical changes (i.e.,
a spontaneous process sets in).

It is typical that in Eq. (3.23) for the EMEF, all terms containing the chemical poten-
tial of electrons in the electrodes cancel in pairs, since they are contained in the
expressions for the Galvani potentials, both at the interface with the electrolyte and at
the interface with the other electrode. This is due to the fact that the overall current-
producing reaction comprises the transfer of electrons across the interface between
two metals in addition to the electrode reactions.

This gives rise to an important conclusion. For nonconsumable electrodes that are
not involved in the current-producing reaction, and for which the chemical potential
of the electrode material is not contained in the equation for electrode potential, the
latter (in contrast to a Galvani potential) depends only on the type of reaction taking
place; it does not depend on the nature of the electrode itself.

For instance, in the galvanic cell

Pt(H,) |H,SO, | (H,)Pd|Pt, (3.25)

which contains two hydrogen electrodes, one made of platinum and the other of pal-
ladium, the Galvani potentials at the two interfaces involving the solution will be
different. However, in a thermodynamic sense the cell is symmetric, and current flow
does not lead to an overall chemical reaction (hydrogen is evolved at one of the elec-
trodes but ionized at the other). For this reason the Gibbs energy change and the
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EMF are zero and the electrode potentials of the two electrodes are identical. When
reporting electrode potentials and EMF, one indicates, when necessary, the reac-
tions to which they refer [e.g., E(Zn>" + 2¢~ =Zn) or simply E(Zn**, Zn) and
E(Cu?** + Zn=Cu + Zn?"), etc.].

3.5 CONCENTRATION DEPENDENCE OF
ELECTRODE POTENTIALS

3.5.1 Nernst Equation for Ideal Systems

Electrode potentials (as well as values of the EMF of galvanic cells) depend on the
composition of the electrolyte and other phases of variable composition. The electrode
potential corresponds to the Galvani potential of the electrode—electrolyte interface, up
to a constant term E =@ + const. Introducing the concentration dependence of the
chemical potential p into Eq. (3.21), we find that

E=E)+ A0 (onv]. In ¢;— SV, In cj>. (3.26)

The partial pressures p; will appear here for gaseous substances instead of concen-
trations ¢; [see Eq. (3.5)].

In Eq. (3.39), E? is a constant that depends on the nature of the electrode reac-
tion; it is equal to the electrode potentials for values ¢; =1. The value of the electrode
potential E depends primarily on the value of this constant, since the second term of
this equation, which is the correction term for concentrations, is relatively small,
although in certain cases it becomes the major term. The components that are
involved in the electrode reaction and therefore influence the value of the electrode
potential are called potential-determining substances. It follows from this equation
that the potential will shift in the positive direction when the concentration of the
oxidizing agent or of components entering the reaction together with it is raised, but
it will shift in the negative direction when the concentration of the reducing agent or
of components entering the reaction together with it is raised.

The combination of constants RT/F often appears in electrochemical equations; it
has the dimensions of voltage. At 25°C (298.15K) it has a value of 0.02569 V (or
roughly 25 mV). When including the conversion factor for changing natural to com-
mon logarithms, we find a value of 0.05916 V (about 59 or 60 mV) for 2.303 (RT/F)
at 25°C. Values for other temperatures can be found by simple conversion, since this
parameter is proportional to the absolute temperature.

For metal electrodes of the first type at which the reaction M*+ + z, e~ = M takes
place, Eq. (3.26) becomes

RT
c Z—F In Cpfot- (3.27)

+
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Walther Nernst (1864-1941; Nobel prize, 1920).

An equation of this form had been suggested by Walther Nernst in 1869. In the case
of amalgam electrodes (e.g., sodium amalgam in NaOH solution), the potential
depends on the concentrations of the oxidizing agent (the cations in the electrolyte)
as well as of the reducing agent (the metal in the amalgam, cl(\gg)):

RT ®
—_ 0 Nat
E=E!+—In i
a

(3.28)

An equation for the very simple redox reaction Fe** + e~ = Fe?™,

3+
E=E? % In i‘;i : (3.29)

Fe

had been suggested by Franz C. A. Peters in 1898. At present, all equations of this
type are known as Nernst equations.

3.5.2 Equations for Real Systems

Equations describing the relation between electrode potential and composition of the
system in the case of real systems can be written, by analogy with Eq. (3.26), as
functions of the component activities

E=E£+R—;(E vilng,—2
n

oxV¥j

v Ina). (3.30)

red

For the particular case of electrodes of the first type, we have, instead of Eq. (3.27),

E=E'=2L 1 a.. (3.31)
. F
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There is a major difficulty that arises when such equations are used in practice, in
that the activities of individual ions are unknown unless the solutions are highly
dilute and the ionic components involved in the electrode reaction do not form elec-
troneutral groups. Hence, for practical calculations we must employ values of mean
ionic activity a.:

v.lna, — X

ox Vj red

E=p0+ XL (s v.Ina.), (3.32)
nF 4

which makes the results somewhat provisional. But this can be tolerated insofar as the
experimental values of electrode potentials are also slightly distorted and depend on
the activities of other ions, because reference electrodes with other potential-deter-
mining ions or liquid-junction potentials are present. In cases where data for the activ-
ity coeflicients are altogether unavailable (particularly in multicomponent solutions),
concentrations must be used instead of activities [Eq. (3.26)]. This leads to apprecia-
ble errors and is admissible only for the purposes of approximate calculations.

Parameter E? in Eqs. (3.30) and (3.32) is called the standard electrode potential; it
corresponds to the value of electrode potential that is found when the activities of the
components are unity. Values E° differ somewhat from values E?. For a more distinct
differentiation between these parameters, E is called the formal electrode potential.

The values of E? for electrode reactions (or of E?, when sufficiently reliable
activity data are not available) are listed in special tables; some values of this type
are shown in Table 3.1. When using such tables we must bear in mind that the val-
ues of E° for reactions involving gases have been calculated for partial pressures of
1 atm, which in SI units corresponds to 101, 325 Pa (about 0.1 MPa). Hence, in the
Nernst equation we must use gas pressures in the now-obsolete unit atmospheres.

The overall current-producing reaction in a cell involves only electroneutral sets
of species; hence, in the equation for the EMF € of such cells,

¢=E,—E_, (3.33)

it is entirely legitimate to replace the true activities of individual ions by mean ionic
activities.
Subscripts a and ¢ for the parameter E° are dropped in the following.

3.5.3 Electrodes of the Second Kind

A silver electrode in aqueous KCI solution is the example of an electrode of the
second type. Here the reaction

Ag+Cl-=AgCl + e~ (3.34)

takes place. Owing to the low solubility of AgCl, the product of the anodic process pre-
cipitates as a solid and the electrolyte is almost always saturated with it. The solubility
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TABLE 3.1 Standard Electrode Potentials (25°C)

Reaction E° (V) (SHE) Reaction E° (V) (SHE)
Lit+e =Li —3.045 HgO + H,0 + 2e~ 0.098
—Hg +20H"
K*+e¢ =K —2.935 Sn** 4+ 2¢~ = Sn?* 0.154
Ca2™ +2¢~=Ca —2.866 Cu®*"+e =Cut 0.153
Na*+e =Na —2.714 AgCl+e = Ag+Cl- 0.2224
Mg2* +2¢~ = Mg —2.363 HeCl, + 2¢~ = 2Hg + 2C1- 0.2676
AR +3e" = Al —1.662 Cu?** +2¢  =Cu 0.337
Ti?t+ e =2¢ =Ti —1.628 Fe(CN)g_ +e = Fe(CN)g_ 0.36
Zn(OH), + 2e~ —1.245 Cu> " +e =Cu 0.521
=7n+20H"
Mn?* + 2¢~ =Mn —1.180 L +2e =20 0.536
2H,0 + 2¢” —0.822 0,+ 2H" +2¢~ = H,0, 0.682
=H, + 20H*"
7Zn?t +2¢~=7n —-0.764 Fe’* + e~ =e¢~ = Fe?* 0.771
S+2e =82 —0.48 Br,+2e” =2Br~ 1.065
Fe?t +2¢~ =Fe —0.441 0O, +4H" +4e¢~ =2H,0 1.229
Cd*" +2¢ =Cd —0.403 Cl, +2e” =2Cl- 1.358
Ni2~ +2e¢~ =Ni —0.250 PbO, +4H* + ¢~ 1.455
— Pb2* +2H,0
Sn?* +2e~ =Sn —-0.136 Ce*t + e~ =Cet 1.61
2H* +2¢ =H, 0.0000 F, +2¢~ =2F" 1.87

product L(AgCl) = a,,+aq-=1.56 X 1079 mol?/L?; that is, the 1 M KCl solution is
saturated with AgCl at an Ag" ion concentration as low as about 10~ mol/L.

Since in a saturated solution of a silver salt the activity of the Ag* ions depends
on the activity of the anions, the potential of this electrode will depend on the activ-
ity of the anions:

EZEO—%ln . (3.35)

Here the value of E%(Ag, AgCl) differs from that of a silver electrode of the first type,
E%(Ag, Ag"):

E%Ag, AgCl) = E%(Ag, Ag*) — % In L(AgCl). (3.36)

It is sometimes said that this electrode is reversible with respect to the anion. This
claim must be examined in more detail. An electrode potential that depends on anion
activity still constitutes no evidence that the anions are direct reactants. Two reaction
mechanisms are possible at this electrode, a direct transfer of chloride ions across the
interface in accordance with Eq. (3.34) or the combination of the electrode reaction
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Ag=Ag" + e (transfer of the Ag* ions) with the ionic reaction in the bulk solu-
tion: Ag™ + Cl~ = AgCl. The overall reaction is the same; hence, in both cases
Eq. (3.50) is legitimate, yet in the second case the chloride ions are additional, not
primary reactants. Thus, thermodynamic data do not suffice if we want to unravel the
true mechanism of an electrode process.

Electrodes of the second type can formally be regarded as a special case of elec-
trodes of the first type where the standard state (when E =E°) corresponds not to
a,g+ = 1 but to a value of a,,+ =~ 107" mol/L, which is established in a KCl solution
of unit activity. In this case, the concentration of the potential-determining cation can
be varied by varying the concentration of an anion, which might be called the con-
trolling ion. The oxides and hydroxides of most metals (other than the alkali metals)
are poorly soluble in alkaline solutions; hence, almost all metal electrodes in alka-
line solutions are electrodes of the second type.

A picture similar to that just described is seen for metal electrodes when the solu-
tion contains a complexing agent (e.g., for the silver electrode when KCN has been
added to a AgNO; solution). Then the complex formation equilibrium

Ag" +3CN™ =[Ag(CN,]>~ (3.37)

will be established in the solution, and as a result the concentration of free Ag™ ions
decreases drastically. By suitable selection of complexing agents, one can alter the
equilibrium potentials of metal electrodes within wide limits.

3.5.4 Nernst Equation at Very Low Concentrations

At zero concentration of the potential-determining substances, the values of elec-
trode potential calculated with Eq. (3.26) or (3.30) tend toward *eo, which is
physically meaningless. This implies that these equations cannot be used below a
certain concentration.

Two types of notion exist with respect to the term low concentrations [i.e., a low
absolute concentration (highly dilute solutions) and a low equilibrium concentration
(as in the formation of complexes or compounds of low solubility)]. In the latter case,
when potential-determining substances start to be withdrawn from the solution, they
re-form because of the shift in equilibrium (i.e., their potential supply is large).

The Nernst equation is of limited use at low absolute concentrations of the ions.
At concentrations of 1077 to 1072 mol/L and the customary ratios between electrode
surface area and electrolyte volume (S/V=10"2 cm™!), the number of ions present
in the electric double layer is comparable with that in the bulk electrolyte. Hence,
EDL formation is associated with a change in bulk concentration, and the potential
will no longer be the equilibrium potential with respect to the original concentration.
Moreover, at these concentrations the exchange current densities are greatly reduced,
and the potential is readily altered under the influence of extraneous effects. An
absolute concentration of the potential-determining substances of 1075 to 1077
mol/L can be regarded as the limit of application of the Nernst equation. Such a lim-
itation does not exist for low-equilibrium concentrations.
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3.6 SPECIAL THERMODYNAMIC FEATURES OF
ELECTRODE POTENTIALS

3.6.1 Table of Standard Potentials

The value of electrode potential is a quantitative measure of the redox properties of
substances involved in the electrode reaction. When undergoing reduction, an oxi-
dizing agent takes up electrons from the cathode. The stronger its oxidizing power,
the more positive will be the electrode potential. To the contrary, a reducing agent
undergoing oxidation gives off electrons to the anode, and the potential will be more
negative the higher its reducing power.

The series of metals arranged in the order of decreasing reducing, and increasing
oxidizing, power (or increasingly positive potential values) used to be called the
electromotive series. An example is the series

Li, Al, Zn, Cd, Pb, Cu, Hg, Au. (3.38)

When a metal is immersed into the solution of salt of another metal farther to the
right in the electromotive series, the first metal dissolves (is oxidized) while the sec-
ond metal is deposited (its ions are reduced). Thus, the first metal “displaces” the
second from its solution.

Nowadays, tables of standard electrode potentials are used instead of the electro-
motive series. They include electrode reactions not only of metals but also of other
substances [Table 3.1; for detailed tables, see the books of Lewis and Rendall (1923)
and Bard et al. (1985)].

3.6.2 pH Dependence of Potentials; Pourbaix Diagrams

Often, H* or OH™ ions are involved in the electrode reactions, and the electrode
potential then depends on the concentration of these ions (or solution pH). Because
of the dissociation equilibrium of water, the activities of these ions are interrelated
as ay+agy- = K, = 1.27 X 10~ mol?/L2. For this reason these reactions can be for-
mulated in two ways: for example, for the hydrogen electrode,

2H* +2e¢~=H, (3.39a)
and
2H,0 +2¢~=H, +20H". (3.39h)

The former way is used predominantly for acidic, the latter for alkaline solutions,
but thermodynamically, the two ways are equivalent (provided, of course, that the
change in pH does not produce a change in direction of the reaction or in the form
of individual reactants, as by dissociation). The equations for electrode potential
can also be written in two ways, with H* ions or with OH™ ions, which again is
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thermodynamically equivalent. However, the values of E° will, of course, differ,

since in one case they refer to a;;+ = 1 and in the other to ay;— = 1 In the former case

the standard potential is written as E &, and in the latter as EY (from the words acid

and base). Usually, E{ is implied when a subscript is not written (as in Table 3.1).
The expressions for potential of the hydrogen electrode are

2
EO+E1 ClH+

(3.40a)
E =

RT (4
Ey+ 5 In ( ; 2 aOH> (3.40b)

On the scale of the standard hydrogen electrode (SHE), we have E{ = 0 for reaction
(3.39a), by definition. Since agy— = K, /ag+ and agy- =1, we have for reaction
(3.39b) at 25°C, when allowing for the value of K, ,

E°=§an 2= _0.822 V. (3.41)

For many electrodes it is found that one H* or OH™ ion is involved in the reaction
per electron; hence, the electrode potential becomes 0.059 V more negative when the
pH is raised by 1 unit; this is the same potential shift as found for the hydrogen elec-
trode. For such electrodes a special scale of electrode potentials is occasionally
employed: These potentials, designated as E,, refer to the potential of a reversible
hydrogen electrode (RHE) in the same solution (i.e., at the given pH). For the elec-
trodes of the type considered, potentials in this scale are independent of solution pH.

When there are changes in the form of reactants and (or) products with solution
pH, the values of E° and the pH dependence of electrode potential will change
accordingly. These changes are clearly illustrated by phase diagrams constructed in
the coordinates of E and pH. Diagrams of this kind were suggested in 1963 by
Marcel Pourbaix and became known as Pourbaix diagrams.

A simplified Pourbaix diagram for the zinc electrode at pH between 0 and 14 is
shown as an example in Fig. 3.1. The vertical axis is that of the values of electrode
potential on the SHE scale for activities of the Zn?>" and HZnO; ions of 1 mol/kg.
The segments of solid lines correspond to the equilibrium potentials of the follow-
ing electrode reactions:

1:Zn=17n>" 4+ 2e~ pH < 5.8
2:Zn +20H™ =Zn(OH), + 2e~ 58 <pH< 104

3:Zn+30H" =HZnO™ + 2¢~ pH >10.4

Segments 4 and 5 reflect the chemical equilibria of acid and base dissociation of
Zn(OH),, yielding Zn?* and HZnO; ions, respectively.
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FIGURE 3.1 Pourbaix diagram for the zinc electrode in aqueous solutions.

The areas bounded by solid lines correspond to regions of thermodynamic stabil-
ity of certain substances that are named in the diagram. This stability is relative. The
dashed line a in the diagram corresponds to the equilibrium potential of the hydro-
gen electrode. Metallic zinc, for which the reaction lines are below the line for the
hydrogen electrode, can be oxidized while hydrogen is evolved (see Section 2.4.1).

3.6.3 Electrode Potentials in Nonaqueous Electrolytes

For any type of nonaqueous electrolyte (nonaqueous solutions, melts, solid elec-
trolytes) we can select suitable reference electrodes, measure the potentials of other
electrodes, and set up tables of electrode potentials. The order of the reactions (elec-
trodes) as a rule does not strongly differ between the different media. A strong reduc-
ing agent such as lithium will have a more negative potential than a weaker reducing
agent such as copper, both in water and in other media.

However, the electrode potentials measured for different types of electrolytes can-
not quantitatively be compared with each other, even when the same reference elec-
trode has been used throughout. This is due to the fact that the potential differences
at interfaces between dissimilar electrolytes cannot be determined experimentally.
For this reason the electrode potentials are measured separately for each type of elec-
trolyte medium.

For a qualitative comparison of the electrode potentials measured in different
media, models and assumptions are sometimes employed. Thus, it can be assumed
according to a suggestion of Viktor A. Pleskov (1947) that the interaction of the rel-
atively large rubidium (or cesium) ion with water and with different nonaqueous sol-
vents is very slight. The same is true for the even larger ferrocene ions. Hence, the
chemical potentials of these ions and the Galvani potentials at the corresponding
electrode—solution interface will be approximately the same for all media. When
such an electrode is used as a reference electrode, an almost universal potential scale
is obtained. According to a recommendation by IUPAC, the potentials of all other
electrodes in each medium must be referred to a ferrocene reference electrode.
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3.6.4 Temperature Coefficients of Electrode Potentials

The EMF values of galvanic cells and the electrode potentials are usually determined
isothermally, when all parts of the cell, particularly the two electrode—electrolyte
interfaces, are at the same temperature. The EMF values will change when this tem-
perature is varied. According to the well-known thermodynamic Gibbs—Helmholtz
equation, which for electrochemical systems can be written as

—dAG, 4% AH,—AG,
— g LS = T = A, (3.42)

the temperature coefficient of the EMF of isothermal cells is related to the entropy
change for the current-producing reaction.

As the temperature is varied, the Galvani potentials of all interfaces will change,
and we cannot relate the measured value of dé/dT to the temperature coefficient of
Galvani potential for an individual electrode. The temperature coefficient of elec-
trode potential probably depends on the temperature coefficient of Galvani potential
for the reference electrode and hence is not a property of the test electrode alone.

The Gibbs—Helmholtz equation also links the temperature coefficient of Galvani
potential for individual electrodes to energy effects or entropy changes of the elec-
trode reactions occurring at these electrodes. However, since these parameters
cannot be determined experimentally for an isolated electrode reaction (this is pos-
sible only for the full current-producing reaction), this equation cannot be used to
calculate this temperature coefficient.

We might try to measure the temperature coefficient of the Galvani potential for
an individual electrode under nonisothermal conditions; then only the temperature 7,
of the test electrode would be varied, while the reference electrode remains at a con-
stant temperature 7, and retains a constant value of Galvani potential (Fig. 3.2).

FIGURE 3.2 Nonisothermal galvanic cell.
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However, in this case the EMF measured will be distorted by another effect [i.e., the
variation of electrostatic potential within a given conductor, which is caused by a
temperature gradient in the conductor (the Thomson effect, 1856)]. Potential gradi-
ents will arise even at zero current, in both the electrolyte (between points A, and A,)
and the metallic conductors (between points B, and B,), but cannot be determined.

Thus, the temperature coefficient of Galvanic potential of an individual electrode
can be neither measured nor calculated. Measured values of the temperature
coeflicients of electrode potentials depend on the reference electrode employed. For
this reason a special scale is used for the temperature coefficients of electrode poten-
tial: It is assumed as a convention that the temperature coefficient of potential of the
standard hydrogen electrode is zero; in other words, it is assumed that the value of
EQH*, H,) is zero at all temperatures. By measuring the EMF under isothermal con-
ditions we actually compare the temperature coefficient of potential of other elec-
trodes with that of the standard hydrogen electrode.
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4

Mass Transfer in Electrolytes

It was shown in Section 1.8 that in addition to ion migration, diffusion and convec-
tion fluxes are a substantial part of mass transport during current flow through elec-
trolyte solutions, securing a mass balance in the system. In the present chapter these
processes are discussed in more detail.

4.1 BASIC LAWS OF IONIC DIFFUSION IN SOLUTIONS

In multicomponent systems such as solutions, diffusion will arise when at least one of
the components is nonuniformly distributed, and its direction will be such as to level
the concentration gradients. The diffusion flux (in the direction of decreasing con-
centrations) is proportional to the concentration gradient of the diffusing substance:

Jd,j = Dj grad ¢ 4.1)

(Fick’s first law, 1855). The proportionality factor D is called the diffusion coefficient
of the substance concerned (units: cm%s). In the diffusion of ions in solutions, Eq. (4.1)
is obeyed only at low concentrations of these ions. At higher concentrations the pro-
portionality between flux and concentration gradient is lost (i.e., coeflicient D; ceases
to be constant).

A possible reason for the departures from Fick’s first law is the fact that the
diffusion process tends to level chemical potentials (thermodynamic activities)
rather than concentrations of the substances involved. Hence, the equation some-
times is written as

J,j=D,; grad a; 4.2)
However, even in this form the equation does not provide a sufficiently accurate

description of the experimental results in solutions unless these are highly dilute, and
again coefficient D, ;is not constant when the concentration is varied. This is due to
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FIGURE 4.1 Diffusion coefficients of the OH™~ ions in KOH solutions as a function of KOH
concentration at 25°C.

the complexities of diffusion processes, particularly to the fact that the diffusing ions
transport solvent molecules which are present in their solvation sheaths, and that
these molecules are then transported back. Since Eq. (4.2) has no conspicuous
advantages over Eq. (4.1), the latter is used more often when discussing diffusion
processes. It is simpler to use in practice, since a knowledge of activity coefficients
is not required. All departures from proportionality between the diffusion flux and
the concentration gradients are taken into account by assuming that in real systems,
the diffusion coefficients D; are a parameter that depends on concentration.

In dilute aqueous solutions the diffusion coefficients of most ions and of many
neutral substances are similar and have values that at room temperature are within
the limits of 0.6 X 107> and 2 X 107> cm?/s. The values generally exhibit a marked
decrease with increasing solution concentration (Fig. 4.1).

The ionic mobilities u; depend on the retarding factor 6, valid for a particular
medium [Eq. (1.8)]. It is evident that this factor also influences the diffusion
coeflicients. To find the connection, we shall assume that the driving force of diffusion
£, 1s the chemical potential gradient; that is, in an ideal solution,

RT
Jfa=grady; = RT grad(Inc)) = Tgrad C;- 4.3)
J

Therefore [see Eq. (1.7)],

1= grade, (4.4)

J

We see when comparing Eqgs. (1.7) and (4.1) that

b~ KT,
Y

J

(4.5)
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It follows from relations (1.8) and (4.5), finally, that

RT
D= u (4.6)
J

(Nernst, 1888). This equation is valid in dilute solutions. An analogous equation
including activity coefficients can be derived, but for the reasons outlined above, it
again is not sufficiently accurate in describing the experimental data in concentrated
solutions. Equation (4.6) is of great value because it can be used to evaluate ionic
diffusion coefficients from values of u; which are more readily measured.

4.2 LIMITING DIFFUSION CURRENTS IN ELECTROLYTES

In the present section we consider diffusion processes in electrochemical systems that
are not complicated by migration and convection. To exclude migration, we consider
the behavior of uncharged reaction components. The condition of a complete absence
of convections of the liquid can be realized, for example, when the electrode is
provided with a porous lining of thickness d filled with the electrolyte (Fig. 4.2). In
the small pores of the lining, convection of the liquid is almost impossible. By vig-
orous stirring of the solution a concentration of the reactant that is sufficiently close
to the starting concentration can be maintained at the outer surface of the lining. The
influence of convection is examined in Section 4.4.

When current flows in an electrolyte solution, the concentration, Cs js of a reactant
and/or product close to the electrode surface will change relative to its bulk concen-
tration cy asa result of the electrode reaction. For reactants, cs i <cy)s and for prod-
ucts, Csj > Cyj-

Diffusion fluxes develop as a result of these concentration gradients. The layer of
electrolyte where the concentration changes occur and within which the substances
are transported by diffusion is called the diffusion layer. Its thickness, & (the diffusion
path length), depends on cell design features and on the intensity of convective
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FIGURE 4.2 Diffusion layer of constant thickness.
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fluxes (for further details, see Section 4.4). In the following we assume that the
diffusion-layer thickness & is constant.

The concept of surface concentration c; ; requires closer definition. At the sur-
face itself the ionic concentrations will change not only as a result of the reaction
but also because of the electric double layer present at the surface. Surface concen-
tration is understood to be the concentration at a distance from the surface small
compared to diffusion-layer thickness, yet so large that the effects of the EDL are
no longer felt. This condition usually is met at points about 1 nm from the surface.

The changes in surface concentrations of the components caused by current flow
have two important effects: They produce a change in electrode potential, and they
imply that there is an upper limit to the cell currents when the diffusion flux attains
its limiting value. The first of these effects is considered in Section 6.3; the second,
in the present section.

In electrochemical systems with flat electrodes, all fluxes within the diffusion lay-
ers are always linear (one-dimensional) and the concentration gradient grad c; can be
written as dc;/dx. For electrodes of different shape (e.g., cylindrical), linearity will
be retained when thickness 8 is markedly smaller than the radius of surface curva-
ture. When the flux is linear, the flux density under steady-state conditions must be
constant along the entire path (throughout the layer of thickness 9). In this the con-
centration gradient is also constant within the limits of the layer diffusion layer & and
can be described in terms of finite differences as dcj/dx = ch/& where for reactants,
Ac; = ¢y, — ¢y ; (diffusion from the bulk of the solution toward the electrode’s sur-
face), and for reaction products, Ac; = ¢z ;— ¢y,; (diffusion in the opposite direction).
Thus, the equation for the diffusion flux becomes

4.7)

where K, = D_,-/S is the diffusion-flux constant (units: cm/s).
For the case considered here, the balance equation for reactants is given by

i=-"F Ac 4.8)

Y

(i.e., the current density is proportional to the concentration difference between bulk
and surface). For a given current density i and known values of the remaining param-
eters, this equation yields the surface concentration

Vil

T Oy ﬁg 4.9)

Cs

The surface concentration decreases with increasing current density. When the
current density has attained a certain critical value,

iy = Cp (4.10)

J
Vi
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the surface concentration of the reactant has fallen to zero. This current density cor-
responds to the highest possible value of the concentration gradient, cy,;/3; further
increase in the diffusion flux is impossible. The parameter i, ;, sometimes written as
iy 1s the limiting diffusion current density for a given reactant.

Using the expression for the limiting diffusion current density, we can rewrite the
surface concentration as

Cs )= Cy; (1—L> “4.11)

The limiting currents are a typical feature found in galvanic circuits but not in circuits
consisting entirely of electronic conductors.

During current flow, the concentration of reaction products near the surface of the
electrode will increase, and a limiting condition may also arise, but for different rea-
sons, which are related to attainment of the solubility limits by given substances. The
material precipitating will screen the electrode surface and interfere with a further
increase in current. The value of the limiting current will depend on the nature of the
deposit formed and is less reproducible than in the previous case; specifically, it may
depend on time.

In analogy to Eq. (4.11), we can write the surface concentration of reaction prod-
ucts as

Cs; = Cy, <1 + %), (4.12)

Ui

but here the limiting current does not refer to the given reaction; it refers to the back
reaction in which the given species are consumed.

Key Components Most electrochemical reactions involve several reactants and/or
products. The surface concentrations of all of them change. As the current density is
raised, the limiting concentration for one of them will be attained before it is attained
for the others. This substance can be called the key component for this reaction. The
actual limiting current attained in the system corresponds to the limiting current of this
key component (i.e., is determined by its parameters, in particular by its concentration).

4.3 IONIC TRANSPORT BY MIGRATION AND DIFFUSION

4.3.1 Equations for the Total Flux

The equation for the total flux of ions under the simultaneous effects of an electro-
static field E [see Eq. (1.9)] and a concentration gradient [see Eq. (4.1)] is

N . dc;
= —Jd,j:cj”.fE—DjE (4.13)

(the Nernst—Planck equation, 1890). In this equation a minus sign should be used
when the direction of the diffusion flux is opposite that of the migration flux.
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Equation (4.13) is fulfilled for all the ions in the electrolyte, as well as for those
involved in the reaction and for those not involved in the reaction, which do not move
from or toward the electrode’s surface (J;=0) and for which therefore
Jij= i F 0. For uncharged reaction components (zj =0, but \7ka 0), Eq. (4.13)
changes into Eq. (4.1). Allowing for equality (4.6), which links the parameters u; and
Dj, we can write the equation for the total flux as

F dc;
J;=D; <RTZ/CEiE) 4.14)

The total number of such equations corresponds to the number N of all these com-
ponents in the electrolyte. The unknowns in these equations are the steady values of
field strength E and the concentration gradients dc;/dx. The ionic concentrations are
interrelated by the electroneutrality condition (1. 3) therefore, between the gradients
the constraint

dc.

Syz =0 (4.15)

exists (i.e., the gradients of N — 1 components are independent). We thus obtain a
system of N equations with N unknowns which in principle can be solved (although
in the general case this is a very complex task and requires computer use). This
implies that in the system a steady state actually can be realized, where there is a
complete balance with respect to charges and substances and where the parameters
(voltage, concentration distribution) have unique values.

Often, the electrolyte contains only one reacting ion, which has a low concentra-
tion, while other ions not involved in the reaction are present in excess concentrations.
As the concentration of such foreign ions is raised, the conductivity G increases, and
in accordance with Eq. (1.4), at a given current density the field strength E decreases.
In the limit, the first term on the right-hand side of Eq. (4.13) becomes small and the
reacting ion will be transported mainly by diffusion. In this case the expression for
current density will be the same as Eq. (4.8) for the transport of uncharged particles,
and the equation for the limiting current also remains unchanged.

4.3.2 Total Fluxes in Binary Electrolytes

In a binary electrolyte the solution of the set of equations (4.13) for the total flux of
ions is considerably simplified. For a binary solution of an electrolyte M A, with
a concentration c,, the migration direction of the anion A¢- is opposite that of the
cation M?+. Taking into account that c,=1,¢;, c_=1T_c¢;, and z,T,=27_T_ =T, we
can write the equations for the total flux of the two ions as

~
Il

F dc
.=D (RTrkckE+r+dk) 4.16)

J

F dc,
D <RT‘ckckE _ dx) 4.17)
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Diffusion in Binary Electrolytes at Zero Current Consider diffusional transport
at zero current in binary electrolytes in which initially a concentration gradient
dc,/dx has developed through the action of external forces. Diffusional transport
of ions in the direction of lower concentrations will start in the system. Generally,
the diffusion coefficient of the cation differs from that of the anion; therefore, the
diffusional fluxes of these ions will also be different. This gives rise to a partial
charge separation and development of an electric field with a strength E,, that holds
back the fast-moving ions but accelerates the slower ones. In the end a steady state
is attained in which equivalent amounts of the two ions are transported by a com-
bination of migration and diffusion, as if an electroneutral compond was trans-
ported. Solving Eq. (4.16) for field strength E, and taking into account that J_ =
J., we find that

_RTz D —z.D, dc

E —k
¢ F D, +D_ Fax

(4.18)

The parameter E, which is called the diffusional field strength, arises only when
the D; values of the cation and anion differ appreciably; when they are identical, E,
is zero. As a result of this field strength in the electrolyte, a diffusional potential
difference @, arises along the diffusion path from x =0 to = &:

s
z.D_—z.D Cs
=y,—y,=| E,dx="—"—"2""+1n—"2
P;= Vs~V Jodx D.+D_ nCO

(4.19)
where 5, W, c5, and ¢, are the values of the potential and of the concentration at the
points x =9 and x = 0.

Diffusion in Binary Electrolytes at Nonzero Currents Consider a reaction
in which one of the ions of the binary solution is involved. For the sake of
definition, we shall assume that its cation is reduced to metal at the cathode.
The cation concentration at the surface will decrease when current flows. Because
of the electroneutrality condition, the concentration of anions should also
decrease under these conditions (i.e., the total electrolyte concentration ¢, should
decrease).

The anions, which are not involved in the reaction v_= 0, should not move
in the steady state [i.e., in Eq. (4.17), J_=0]. This implies that the diffusional
component of their flux to the surface should be fully compensated by a migra-
tion component away from the surface (Fig. 4.3).

For the cations, both flux components move toward the surface (i.e., their com-
bined flux is higher in absolute value than the pure diffusion flux). It follows from
Eq. (4.17), with J_=0, that

= T B (4.20)
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FIGURE 4.3 Migration (J,) and diffusion (J,) fluxes of anions and cations in cathodic
metal deposition from a symmetric binary solution.

Substituting this value of dc,/dx into Eq. (4.16) and taking into account that z_ /z_=
t_/1,, we find for the flux of the cations that

T dc,
Jo=1,(1+— D, —/ 4.21
+ +< ,ch) + dx ( )

We see that in binary electrolytes, the flux of the reacting cation increases by a
factor of 1 + (1_/t, ) relative to the pure diffusion current that would be observed (at

a given concentration gradient) in the presence of an excess of foreign electrolyte.
We shall call

a=1+1= (4.22)
T

the enhancement factor of the total current above the diffusion current. For symmet-
ric electrolytes (T, =1_) we have o = 2. For electrolytes of the type of ZnCl, and
Ag,SO,, the values of acare 3 and 1.5, respectively.

From Eq. (1.36) and taking into account that in our case obviously n/v, =z, , we
find for the current density,

de,

i=z FJ, =z,0Ft, D, I

(4.23)

It follows that for ionic reactants in binary solutions, the limiting current is given not
by Eq. (4.10) but by the equation

i, ="Fox; Ac,. (4.24)
= Fom A

Equations (4.11) and (4.12) remain valid for the calculation of surface concentra-
tions when this value of the limiting current is used in them.
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It must be pointed out that in a diffusion layer where the ions are transported not
only by migration but also by diffusion, the effective transport numbers tj* of the ions
(the ratios between partial currents i; and total current i) will differ from the param-
eter ; [defined by Eq. (1.13)], which is the transport number of ion j in the bulk elec-
trolyte, where concentration gradients and diffusional transport of substances are
absent. In fact, in our case the effective transport number of the reacting ions in the
diffusion layer is unity and that of the nonreacting ions is zero.

Influence of the Diffusional Potential Drop In the case being considered, a poten-
tial difference @ is established across the diffusion layer whose value can be found
by integrating Eq. (4.20) from x=0to x = &:

5
0= [Bds=LET )y S
0 7. F Co

(4.25)

(we must remember that T_/t, = z_). This potential difference is partly the result of
ohmic losses in the electrolyte. To calculate these losses, we must take into consid-
eration that due to the change in concentration the conductivity of the electrolyte is
not constant along the diffusion path. If we assume a linear change of the concen-
tration

c,=co+Yyx,  where y= %, (4.26)

the conductivity of the electrolyte at point x has the value
6, =F(cy+vx)(Tozpu,+ Tz u_)=F(cy +y0)T(u,+u_), 4.27)

or, taking Eq. (4.6) into account,

F
0, = o Fey + T @D, +2.D.). (4.28)

According to Egs. (4.23) and (4.28), the ohmic component of the field strength

E =1i/c, will be

'ohm, x

RT/F
Ccotyx

S
thm,x = f G_l dx = (Z+D+ + Z—D—)s (429)
0 X

and for the overall ohmic potential drop we have

3
(pohm :f thm,xdx_ RTIE \ & (430)
0

= In—.
z,D,+z. D ¢
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It can be seen that the ohmic potential drop @, differs from the overall potential
drop @, in the electrolyte as given by Eq. (4.25). The difference between these two
values corresponds exactly to the diffusional potential drop @, for the given concen-
tration ratio that was given in Eq. (4.19).

Thus, the potential difference in electrolytes during current flow is determined by
two components: an ohmic component ¢, proportional to current density and a
diffusional component @,, which depends on the concentration gradients. The latter
arises only when the D; values of the individual ions differ appreciably; when they
are all identical, @, is zero. The existence of the second component is a typical fea-
ture of electrochemical systems with ionic concentration gradients. This component
can exist even at zero current when concentration gradients are maintained artificially.
When a current flows in the electrolyte, this component may produce an apparent
departure from Ohm’s law.

As the diffusional field strength E, depends on the coordinate x in the diffusion
layer, the diffusion flux density (in contrast to the total flux density) is no longer con-
stant and the concentration gradients dc;/dx will also change with the coordinate x.

4.3.3 The General Case

Generally, an electrolyte may contain several ionic reactant species but no obvious
excess of a foreign electrolyte. Then, as already mentioned, a calculation of the
migration currents [or coefficients o in equations of the type (4.22)] is very complex
and requires computer use.

Often, we need only a qualitative estimate; that is, we want to know whether the
limiting current is raised or lowered by migration relative to the purely diffusion-
limited current, or whether o, is larger or smaller than unity. It is evident that o, will
be larger than unity when migration and diffusion are in the same direction. This is
found in four cases: for cations that are reactants in a cathodic reaction (as in the exam-
ple above) or products in an anodic reaction, and for anions that are reactants in an
anodic reaction or products in a cathodic reaction. In the other four cases (for cations
that are reactants in an anodic or products in a cathodic reaction, and for anions that
are reactants in a cathodic or products in an anodic reaction), we have a; <1, a typical
example being the cathodic deposition of metals from complex anions.

44 CONVECTIVE TRANSPORT

Convective transport is the transport of substances with a moving medium (e.g., the
transport of a solute in a liquid flow). The convective flux is given by

Jiv, = UC;, (4.31)
where v is the linear velocity of the medium and c; is the concentration of the sub-
stance. In electrolyte solutions, the convective flux is always electroneutral because
of the medium’s electroneutrality.
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In electrochemical cells we often find convective transport of reaction compo-
nents toward (or away from) the electrode surface. In this case the balance equation
describing the supply and escape of the components should be written in the general
form (1.38). However, this equation needs further explanation. At any current den-
sity during current flow, the migration and diffusion fluxes (or field strength and con-
centration gradients) will spontaneously settle at values such that condition (4.14) is
satisfied. The convective flux, on the other hand, depends on the arbitrary values
selected for the flow velocity v and for the component concentrations (i.e., is deter-
mined by factors independent of the values selected for the current density). Hence,
in the balance equation (1.38), it is not the total convective flux that should appear,
only the part that corresponds to the true consumption of reactants from the flux or
true product release into the flux. This fraction is defined as the difference between
the fluxes away from and to the electrode:

AJy, ;= nFu(c;—c)), (4.32)

where ¢/ is the concentration of substance j in the flow leaving the electrode.

For the present argument and in what follows, we assume that the migrational
transport is absent (that we have uncharged reaction components or an excess of for-
eign electrolyte).

Let us estimate the ratios of diffusion and maximum convective fluxes, J,; ;/J,, ;=
D, X grad ¢;/c;v. The order of magnitude of the concentration gradient is ¢; /8. Therefore,

Joj _ D
T~ (4.33)

In aqueous solutions D;~ 107 cm?/s; a typical value of & is 107*>cm. It follows that
the convective and diffusional transport are comparable even at the negligible linear
velocity of 1073 cm/s of the liquid flow. At larger velocities, convection will be pre-
dominant.

4.4.1 Flow-by Electrodes

Flow of the liquid past the electrode is found in electrochemical cells where a liquid
electrolyte is agitated with a stirrer or by pumping. The character of liquid flow near
a solid wall depends on the flow velocity v, on the characteristic length L of the solid,
and on the kinematic viscosity v,;, (which is the ratio of the usual rheological vis-
cosity N and the liquid’s density p). A convenient criterion is the dimensionless
parameter Re = vL/v,;,, called the Reynolds number. The flow is laminar when this
number is smaller than some critical value (which is about 103 for rough surfaces and
about 10° for smooth surfaces); in this case the liquid moves in the form of layers
parallel to the surface. At high Reynolds numbers (high flow velocities) the motion
becomes turbulent and eddies develop at random in the flow. We shall only be con-
cerned with laminar flow of the liquid.



62 MASS TRANSFER IN ELECTROLYTES
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FIGURE 4.4 Schematic of a flow-by electrode.

In the flow, the thin layer of liquid that is directly adjacent to the solid is retained
by molecular forces and does not move. The liquid’s velocity relative to the solid
increases from zero at the very surface to the bulk value v which is attained some
distance away from the surface. The zone within which the velocity changes is called
the Prandtl or hydrodynamic boundary layer.

Hydrodynamic theory shows that the thickness, 9,, of the boundary layer is not
constant but increases with increasing distance y from the flow’s stagnation point at
the surface (Fig. 4.4); it also depends on the flow velocity:

8, ~Vi2y2yp1e, (4.34)

It is important to note that even in a strongly stirred solution, a thin layer of stag-
nant liquid is present directly at the electrode surface, within which convection is
absent so that substances involved in the reaction are transported in it only by
diffusion and migration. Here the concentration gradient (grad c;), _, is steepest and
(in the absence of convection) determined by the balance equation

\Z
ln_F —Dj(gradc)),—. (4.35)

In the bulk, to the contrary, concentration gradients are leveled only as a result of
convection, and diffusion has practically no effect. In the transition region we find
both diffusional and convective transport. The concentration gradient gradually falls
to zero with increasing distance from the surface.

Diffusion in a convective flow is called convective diffusion. The layer within
which diffusional transport is effective (the diffusion layer) does not coincide with
the hydrodynamic boundary layer. It is an important theoretical problem to calculate
the diffusion-layer thickness 8. Since the transition from convection to diffusion is
gradual, the concept of diffusion-layer thickness is somewhat vague. In practice, this
thickness is defined so that Ac;/d = (dc;/,,),—- This calculated distance & (or the
value of ;) can then be used to find the relation between current density and con-
centration difference.
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FIGURE 4.5 Distributions of flow velocities and concentrations close to the surface of a
flow-by electrode.

An analogy exists between mass transfer (which depends on the diffusion
coefficient) and momentum transfer between the sliding liquid layers (which depends
on the kinematic viscosity). Calculations show that the ratio of thicknesses of the
diffusion and boundary layer can be written as

D.\13
gx(ka) =Ppr '~ (4.36)
b m

The dimensionless ratio v,;,/D; is called the Prandtl number, Pr. In aqueous solutions
D;=1073cm*s and v, =~ 102cm?s (i.e., Pr~1073). Thus, the diffusion layer is
approximately 10 times thinner than the boundary layer. This means that in the major
part of the boundary layer, motion of the liquid completely levels the concentration
gradients and suppresses diffusion (Fig. 4.5).

Allowing for Eqgs. (4.34) and (4.36), we obtain

§=~D}BviSy v 1, (4.37)

The gradual increase in thickness 0 that occurs with increasing distance y leads to a
decreasing diffusion flux. It follows that the current density is nonuniform along the
electrode surface.

It is important to note that the diffusion-layer thickness depends not only on hydro-
dynamic factors but also (through the diffusion coefficient) on the nature of the diffusing
species. This dependence is minor, of course, since the values of D; differ little among
the various substances, and in addition are raised to the power one-third in Eq. (4.37).

It follows that convection of the liquid has a twofold influence: It levels the con-
centrations in the bulk liquid, and it influences the diffusional transport by govern-
ing the diffusion-layer thickness. Slight convection is sufficient for the first effect,
but the second effect is related in a quantitative way to the convective flow velocity:
The higher this velocity is, the thinner will be the diffusion layer and the larger the
concentration gradients and diffusional fluxes.
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FIGURE 4.6 Rotating-disk electrode (arrows in the space below the electrode indicate the
directions of liquid flow).

4.4.2 Rotating-Disk Electrode

At the rotating-disk electrode (RDE; Fig. 4.6), it is the solid electrode and not the
liquid that is driven; but from a hydrodynamic point of view this difference is unim-
portant. Liquid flows, which in the figure are shown by arrows, are generated in the
solution when the electrode is rotated around its vertical axis. The liquid flow
impinges on the electrode in the center of the rotating disk, then is diverted by cen-
trifugal forces to the periphery.

Let o be the angular velocity of rotation; this is equal to 2rtf, where f1is the disk fre-
quency or number of revolutions per second. The distance r of any point from the cen-
ter of the disk is identical with the distance from the flow stagnation point. The linear
velocity of any point on the electrode is ®wr. We see when substituting these quantities
into Eq. (4.34) that the effects of the changes in distance and linear velocity mutually
cancel, so that the resulting diffusion-layer thickness is independent of distance.

The constancy of the diffusion layer over the entire surface and thus the uniform cur-
rent-density distribution are important features of rotating-disk electrodes. Electrodes
of this kind are called electrodes with uniformly accessible surface. It is seen from the
quantitative solution of the hydrodynamic problem (Levich, 1944) that for RDE to a
first approximation

8=1.616D/Pvilbw 12, (4.38)
and hence,
i=0.627-FD vl a1 (4.39)
J

(the Levich equation). A more exact calculation leads to complex expressions with a
number of correction terms; however, some of these corrections mutually cancel, so
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Veniamin G. Levich (1917-1987).

that the accuracy of the equation reported is quite adequate. Equation (4.39) can be
used for a quantitative analysis of the experimental data as well as for calculating
diffusion coefficients from experimental limiting-current values. Equally exact calcu-
lations of convective diffusion are not possible for any other electrode type. The deri-
vation of Egs. (4.37) to (4.39) marked the first step in the development of a new branch
in electrochemistry called physicochemical hydrodynamics (see Levich, 1962).

In practice, RDEs with disk speeds between 1 and 170 rps (or 60 to 10,000 rpm)
are used. According to Eq. (4.38), in aqueous solutions this speed range corresponds
to thicknesses & between approximately 60 and 4.5 um. Whirling liquid flow and
wobble of the rapidly spinning electrode cause considerable complications at higher
speeds.

4.4.3 Rotating Ring-Disk Electrode

In 1959, Frumkin et al. suggested a new electrode type, the rotating ring—disk elec-
trode (RRDE). Here a thin ring used as a second electrode is arranged concentrically
around the disk electrode (Fig. 4.7). The gap r,—r, between disk and ring is narrow
(less than 1 mm). The primary electrochemical reaction occurs at the disk electrode.
The ring electrode is used for the quantitative, and sometimes for a qualitative, deter-
mination of reaction products (intermediate and final) which are formed at the disk
and dissolve. To this end the potential set at the ring is such that these products will
react electrochemically (i.e., will be reduced or oxidized). Using the hydrodynamic
theory of convective diffusion, we can calculate exactly which fraction N of the par-
ticles released at the disk electrode will reach the surface of the ring electrode and
react there. This fraction depends on the ratio of radii of disk and ring and usually is
about 40%. Thus, by measuring the limiting current, I, at the ring electrode, we can
estimate the rate of formation of the products at the disk electrode. The RRDE is use-
ful when studying chemical aspects of electrode reactions or the quantitative aspects
of electrode reactions with several parallel pathways.
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FIGURE 4.7 Rotating ring—disk electrode: (1) disk electrode (current I},); (2) ring electrode
(current Iy).

4.4.4 Cells with Natural Convection of the Electrolyte

It follows from Egs. (4.37) and (4.38) that the diffusion-layer thickness will increase
without limits and the diffusion flux will decrease to zero when the electrolyte is not
stirred (v = 0) or the electrode not rotated (@ = 0). This implies that a steady electric
current cannot flow in such cells. But this conclusion is at variance with the experi-
mental data.

This discrepancy arises primarily from the fact that spontaneous liquid flows will
always develop in any liquid even without artificial stirring (e.g., under the action of
density gradients caused by local temperature or concentration fluctuations). This
phenomenon has been termed natural convection. Electrochemical reactions rein-
force natural convection, since the concentrations of substances involved in the
reaction will change near the electrode surfaces, and also since heat is evolved.
Gas evolution attending the reactions has a particularly strong effect on natural
convection.

Natural convection depends strongly on cell geometry. No convection can arise in
capillaries or in the thin liquid layers found in narrow gaps between electrodes. The
rates of natural convective flows and the associated diffusion-layer thicknesses
depend on numerous factors and cannot be calculated in a general form. Very rough
estimates show that the diffusion-layer thickness under a variety of conditions may
be between 100 and 500 um.

Natural convection can be eliminated entirely when electrolytes held in a matrix
or porous support are used instead of free liquids. Natural convection will not
develop in a pore space when the individual pores are sufficiently narrow. When such
electrolytes are used, the diffusion layer propagates across the entire matrix (i.e.,
across the full electrode gap).



REFERENCES 67

REFERENCES

Frumkin, A. N., L. Nekrasov, V. G. Levich, and Yu. Ivanov, J. Electroanal. Chem., 1, 84
(1959).

Levich, V. G., Zh. Phys. Khim., 18, 335 (1944).

Levich, V. G., Physicochemical Hydrodynamics, Prentice-Hall, Englewood Cliffs, N.J., 1962.

Nernst, W., Z. Phys. Chem., 2, 613 (1888).






S

Phase Boundaries (Interfaces)
Between Miscible Electrolytes

5.1 TYPES OF INTERFACES BETWEEN ELECTROLYTES

In practical galvanic cells with more than one electrolyte, pairs of different elec-
trolytes are in mutual contact, forming electrolyte—electrolyte interfaces. Such an
interface will be mechanically stable when at least one of the two paired electrolytes
is solid. The interface will also be stable when two immiscible liquid electrolytes are
brought together in the form of horizontal layers, and the liquid with the lower den-
sity is above the one with the higher density. But when miscible liquids are paired,
they will start to mix under the effect of hydrodynamic flows, and the interface rap-
idly disappears. Such interfaces can be stabilized by separating the two electrolytes
with a porous diaphragm, which hinders or completely prevents liquid flows, but at
the same time does not interfere with conduction (ionic migration) between the elec-
trolytes. In laboratory practice the liquids are often separated by glass stopcocks
wetted with the solution. We shall be concerned only with stable interfaces between
electrolytes.

For interfaces between liquid electrolytes, we can distinguish three cases: (1)
interfaces between similar electrolytes, (2) interfaces between dissimilar but misci-
ble electrolytes, and (3) interfaces between immiscible electrolytes. In the first case
the two electrolytes have the same solvent (medium), but they differ in the nature
and/or concentration of solutes. In the second case the interface separates dissimi-
lar media (e.g., solutions in water and ethanol). An example for the third case is
a system consisting of salt solutions in water and nitrobenzene. The interface
between immiscible dissimilar liquid electrolytes is discussed in more detail in
Chapter 32.

The interfaces between similar electrolytes are often called liquid junctions even
though this concept includes interfaces between electrolytes that are not liquid (e.g.,
between gelled aqueous solutions and despite the fact that the cases 2 and 3 are also
connected with liquid electrolytes).

Fundamentals of Electrochemistry, Second Edition, By V. S. Bagotsky
Copyright © 2006 John Wiley & Sons, Inc.
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All ions that can exist in both phases can diffuse across the electrolyte—electrolyte
interface. The diffusion leads to leveling of their electrochemical potentials and
eventually brings about an equilibrium distribution between the phases. In a homo-
geneous system, equilibrium signifies the complete leveling of composition and
concentrations in the two phases: disappearance of the interface as such. For inter-
faces of type 2 one must distinguish between the processes of equilibration of the
solute and of mixing of the solvents by their mutual diffusion, which can proceed at
a different rate. Complete equilibration by diffusion processes as a rule is a long
process. In systems of types 1 and 2, therefore, only phenomena occurring in a pre-
determined original state prior to equilibration are considered (Section 5.2). In an
inhomogeneous system with immiscible electrolytes, the interface is preserved even
after equilibration. In this case the conditions under which equilibria exist are of
interest as well (Chapter 32).

Systems with dissimilar media (cases 2 and 3) as a rule are selective; because of
differences in the chemical driving forces, the equilibrium distributions of the com-
ponents between the two phases are dissimilar. When the selectivity is perfect, some
components may exist in only one of the phases and will not transfer to the other.

One of the features found at interfaces between two electrolytes (o) and (B) is
the development of a Galvani potential, (pgj’a), between the phases. This potential
difference is a component of the total OCV of the galvanic cell [see Eq. (2.13)]. In the
case of similar electrolytes, it is called the diffusion potential ¢ ,and can be determined,
in contrast to potential differences across interfaces between dissimilar electrolytes.

A special case of interfaces between electrolytes are those involving membranes.
A membrane is a thin, ion-conducting interlayer (most often solid but sometimes
also a solution in an immiscible electrolyte) separating two similar liquid phases and
exhibiting selectivity (Fig. 5.1). Nonselective interlayers, interlayers uniformly per-
meable for all components, are called diaphragms. Completely selective membranes
(i.e., membranes that are permeable for some and impermeable for other substances)
are called permselective membranes.

When the original compositions of the outer phases are different, the permselec-
tive membrane will prevent the complete leveling of these compositions. Some equi-
librium component distribution between phases (o) and (B) will be established, and
between points A and B a potential difference called the membrane potential (or
transmembrane potential) @,, will develop. This potential difference is determined by

FIGURE 5.1 Schematic of an electrochemical cell with membrane L.
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the Galvani potentials across the two interfaces between the membrane and the outer
phases. Moreover, while the system is not yet in equilibrium, a diffusion potential or
intramembrane potential @, exists inside the membrane (between points a and b).
Thus, generally,

0, =yP —y@ =l —oith + ¢, (5.1)

Since the outer phases are similar, membrane potentials can be measured.

5.2 POTENTIALS BETWEEN SIMILAR ELECTROLYTES
(DIFFUSION POTENTIALS)

At the interface between two similar solutions (o) and (B) merely differing in their
composition, a transition layer will develop within which the concentrations of each
component j exhibit a smooth change from their values cj(“) in phase (o) to the val-
ues c](ﬁ) in phase (B). The thickness of this transition layer depends on how this
boundary has been realized and stabilized. When a porous diaphragm is used, it cor-
responds to the thickness of this diaphragm, since within each of the phases outside
the diaphragm, the concentrations are practically constant, owing to the liquid flows.

The ionic concentration gradients in the transition layer constitute the reason for
development of the diffusion component E, of electric field strength (the component
arising from the difference in diffusion or mobilities between the individual ions).
The diffusion potential between the solutions, ¢F® =y® — (@, can be calculated
by integrating E, over the full diffusion-layer thickness from phase (o) to phase (j3).

When both solutions are binary and identical in nature and differ only by their
concentration and the component E,, of the field strength is given by Eq. (4.18), the
diffusion potential ¢, can be expressed by Eq. (4.19). An equation of this type was
derived by Walther Nernst in 1888. Like other equations resting on Fick’s law (4.1),
this equation, is approximate and becomes less exact with increasing concentration.
For the more general case of multicomponent solutions, the Henderson equation
(1907),

RT 2u(cP—c™)  ZzuchP
= T S (P —c@) NI
Fo2ug{cr—c M6

(5.2)

is generally used. Another equation for multicomponent solutions was proposed in
1890 by Max Planck.

For binary solutions of symmetric z: z electrolytes having a common ion and the
same concentration ¢, = ¢\, the general Henderson equation changes to

_ RT | g+ +uy-

47 R n Uy + 1ty (53)

(the Lewis—Sargent equation, 1909).
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TABLE 5.1 Diffusion Potentials Calculated for Interfaces Between Aqueous Solutions
of Different Composition from Eq. (5.2) or (5.3), and Similar Potentials Determined
Experimentally (¢, = y® — y©@)

Composition of Phases ¢, (mV)

(o) B Calculation Experiment
0.005 M HC1 0.04 M HCI —333

0.005 M KCl 0.04 M KCl 1.0

0.01 M NaCl 0.01 M LiCl 1.3 1.1
0.01 M HCl1 0.01 M KCl1 27.5 25.7
0.1 M KCl1 0.01 M NaCl 4.9 6.4
0.1 M HCI 0.1 M KCl 28.5 26.8
0.1 M HCI 4.2 M KCl 32

4.2 M KCl 0.1 KCl1 -19

0.1 M HC1 | 4.2 M KC1 0.1 M KCl 1.3 1.1

5.2.1 Values of Diffusion Potentials for Different Interfaces

Table 5.1 lists values of ¢, for interfaces between aqueous solutions of different com-
position calculated from Eq. (4.19), (5.2), or (5.3) as well as values determined exper-
imentally (in cases where this could be done with sufficient accuracy). A minus sign
indicates that the potential of phase () is more negative than that of phase (o). We can
see from the table that the calculated values agree quite well with those measured. The
values of @, are small; their absolute values are not over 10mV when the ions have
similar diffusion coefficients. But the diffusion potentials attain several tens of milli-
volts when the solutions contain H" or OH™ ions, which have diffusion coefficients
several times higher than those of other ions. In this case the phase containing the
higher concentration of H* ions is negatively charged relative to the other phase. For
systems involving OH™ ions, the diffusion potentials have the opposite sign.

5.2.2 Ways of Reducing Diffusion Potentials

Aqueous solutions of the salts KC1 and NH,NO; are of interest inasmuch as here the
mobilities (and also the diffusion coefficients) of the anion and cation are very sim-
ilar. The higher the concentration of these salts, the larger is the contribution of their
ions to transition-layer composition and, as can be seen from Table 5.1, the lower the
diffusion potentials will be at interfaces with other solutions. This situation is often
used for a drastic reduction of diffusion potentials in cells with transference. To this
end one interposes between the two solutions a third solution, usually saturated KCI
solution (which is about 4.2 mol/L):

M | (00) | KCl, ag(e) ! (B)| M. (5.4)

In laboratory practice salt bridges are often used to connect the vessels holding the
two solutions. The reduction of the overall diffusion potential is particularly marked
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when solutions (o) and (B) are either both acids or both bases. In this case the resid-
ual diffusion potentials at interfaces (B)/(€) and (o)/(€) compensate each other to an
appreciable degree.

The diffusion-potential reduction thus attained is entirely satisfactory for many
measurements not demanding high accuracy. However, this approach is not feasible
for the determination of the accurate corrected OCV values of cells with transference
that are required for thermodynamic calculations.

5.3 DISTRIBUTION OF THE IONS BETWEEN DISSIMILAR
BUT MISCIBLE ELECTROLYTES

Two dissimilar electrolytes (o) and (y) that are in contact may contain ions existing
in both phases and transferring freely across the interface (the permeating ions, in
the following provisionally labeled K=", M**, A*", etc.) as well as ions existing in
only one of the phases (e.g., anions Q*~ and R*7). For the permeating ions the equi-
librium condition can be written, in accordance with Eq. (2.6), as
AW al®
Apg=—+ f—g In G- (5.5)

When several types of permeating ion are present in the system, condition (5.5)
must be fulfilled for each of them. But since the potential difference @{}* between
the phases can have just one unique value, the sum of terms on the right-hand side
of this equation must also be the same for all permeating ions. It follows that

Clj(-“) 1/zj a,((“) 1/2k
1zj | L — 1el/zk [
Kl a}” = K] ==, (5.6)

(

where KjEexp(—AuJQ/RT) is a constant that is typical for each type of ion, and
A= exp[(pg’“)/RT] is a constant independent of the ion, which is often called the dis-
tribution coefficient.

This thermodynamic equation defines the equilibrium distribution of all per-
meating ions between the two phases. For quantitative calculations, the conditions of
electroneutrality of the phases must be taken into account in addition to this equation.

Consider a few examples where the equilibrium concentrations of components
of one of the phases [e.g., ()] are calculated when their concentrations in the other
phase (o) are given. Assumptions will be made that simplify the notation; we
assume that the activities of the ions appearing in the thermodynamic equations
are equal to their concentrations, and we consider systems where the ions have like
valencies z.

Under these assumptions, Eq. (5.6) becomes

K CJ(.V) = ch) - 7\,". (57)
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For the particular case where two ions of like sign are involved in the transfer (e.g.,
the two ions K** and M*"), this equation becomes

C%W/(I) AW

RO (oc) = Omk» (5.8)
CK Cm

while for transfer of a cation M*" and an anion A*~ it becomes

(Y) (V)

CMCa
— o = Onas 5.9
c&)cgg) MA (5.9)

where Oy,x = K,/Kx and Gy, =KyK, are the selectivity coefficients (which are a
quantitative measure for the degree of selectivity in a given system).

Unlike constants «;, the values of 6y, and Gy, can be determined from experi-
mental data [e.g., w1th the aid of Eqgs. (5.8) and (5.9) using the analytical values for
the ionic concentrations in the two phases].

The equation for the potential difference between the phases becomes

RT cl®
PP =" Inx (5.10)

J C(Y) >

where j is any of the permeating ions.
Using this equation we can calculate the concentration-dependent changes in @
(absolute values of ¢ and «; cannot be determined experimentally).

Example Consider the system

KQ(a) + MQ KR + MR(Y). (5.11)
In this system two types of cation are exchanged between the phases. The elec-
troneutrality conditions are c§<°‘)+c(°‘)—cQ and ¢ + ¢ = ;. Solving Eq (5.7)

jointly with these electroneutrality equations, we find for the concentration of
cations M**

A = cpPLeg+ o A, (5.12)

and an analogous equation for the cations K<*. The expression for the potential
difference becomes

RT | Xy
I =— I M)[ @ + 6 'l (5.13)
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5.4 DISTRIBUTION OF IONS IN CELLS WITH MEMBRANE

Consider the system that consists of two similar solutions (ct) and (B) which are sep-
arated by a membrane unpermeable for at least one of the solution components Y.
We write u[Y] for such a membrane.

54.1 Equilibrium Systems

For any initial composition of the two solutions, an equilibrium distribution of the
species between the membrane, any initial composition of the two solutions, an equi-
librium distribution of the species between the membrane, and hence also between
the two solutions is attained after some time.

The condition of complete equilibrium for any permeating ion in phases (o) and
(B) can be written in a form similar to that of Eq. (5.7). Since the phases were
assumed to be similar, the standard chemical potentials of the ions will be the same
in the two phases: A].LJQ =0, and hence «; = 1. On this basis we find that

o )
%% .12
J
_RT, ¢
(pm—?ll‘lw, (515)
J

where @,, is the membrane potential (by definition).

The equilibrium conditions for homogeneous systems with membranes were first
formulated in this form by Frederick G. Donnan in 1911. Hence, such equilibria are
often called Donnan equilibria, and the membrane potentials associated with them
are called Donnan potentials. Sometimes these terms are used as well for the equi-
libria arising at junctions between dissimilar solutions (Section 5.3).

5.4.2 Quasiequilibrium Systems

Complete equilibration of two solutions separated by a membrane is a very slow
process. Often quasiequilibrium systems are used, where there is no equilibrium
between the outer solutions (their composition is that arbitrarily given at the outset),
although each of these solutions is in equilibrium with an adjacent thin membrane sur-
face layer; there is no equilibrium within the membrane between these surface layers.

We shall write (1) and (1) for the membrane surface layers adjacent to solutions
(o) and (P), respectively. Using the equations reported in Section 5.3, we can calcu-
late the ionic concentrations in these layers as well as the potential differences @{-*
and O2® between the phases. According to Eq. (5.1), the expression for the total
membrane potential additionally contains the diffusion potential @, within the mem-
brane itself, where equilibrium is lacking. Its value can be found with the equations
of Section 5.2 when the values of ¢’ and ¢{" have first been calculated.
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Example Consider the system
MA(o) i L[AZ ]TIMA + KA(B). (5.16)

Since the membrane is permeable for cations but not for the anions A*", it should
intrinsically contain anions R*". When these are fixed, their concentration, Cr» Will
remain the same everywhere. Hence in layers (l1) and (1) the overall cation concen-
tration should also be the same, and the diffusion potential (which is caused by a pos-
sible difference in cation mobilities) is extremely small. In the left-hand part of the
membrane system, the concentration of cations M** in each of the phases is equal to
the given (invariant) concentration of anions A*~ or R*", respectively; the potential
difference between the phases is determined, according to Eq. (5.10), by the cation
concentration ratio. The right-hand part of the membrane system corresponds to the
system (5.22), where phase () now takes the place of phase (o), and phase (1)) takes
that of phase (y). As a result, we obtain for the membrane potential,

RT . B +omc
¢, =", In MCTF(;K- (5.17)
M d

5.5 GALVANIC CELLS WITH TRANSFERENCE

Galvanic cells that include at least one electrolyte—electrolyte interface (which may
be an interface with a membrane) across which ions can be transported by diffusion
are called cells with transference. For the electrolyte—electrolyte interfaces consid-
ered in earlier sections, cells with transference can be formulated, for example, as

M| (o) (B) M, (5.18)
M| ()i (p) | M, (5.19)
M [ (o) (W(B) | M, (5.20)

where (o) and (B) are similar, (o) and (y) are dissimilar phases, (W) is the membrane,
and M is an electrode reversible with respect to the ions M** present in all electrolyte
phases considered.

The OCV values of these cells can be measured experimentally. We shall write
them as

E=¢"+o®, (5.21)

where @® is the potential difference between the electrolytes or membrane poten-
tial, and €* is the potential difference between the two electrodes, that is, the cor-
rected OCV value [see Eq. (2.14)]. It is only when one of the two terms on the
right-hand side can be calculated independently that the other term can be deter-
mined from experimental data of €.
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After attainment of the ionic equilibrium distribution, cell (5.18) has become a
symmetric cell (the electrolyte—electrolyte interface disappears) for which the OCV
is zero. It is important to note that even for cell (5.19) the OCV becomes zero after
equilibration, but the electrolyte—electrolyte interface does not disappear here. This
implies that at equilibrium the value of @® is compensated exactly by the potential
difference €*. In fact, the current flowing in such a cell is not associated with any
chemical or concentration changes, or changes in Gibbs energy of the system. The
values of ¢® and €* cannot be determined individually for this inhomogeneous cell.
For all types of nonequilibrium cells and also for cell (5.20) in the quasiequilibrium
state, nonzero OCV values are measured. For the homogeneous cells (5.18) and
(5.20), values of @® can be calculated with the aid of the equations reported in
Sections 5.2 and 5.4, but the results are approximate, owing to the assumptions made
in deriving these equations. Therefore, the individual components of the right-hand part
of Eq. (5.20) can be determined for homogeneous cells, but the accuracy is limited.
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6

Polarization of Electrodes

6.1 BASIC CONCEPTS

6.1.1 Electrochemical Reaction Rates

For thermodynamic reasons, an electrochemical reaction can occur only within a
definite region of potentials: a cathodic reaction at electrode potentials more nega-
tive, an anodic reaction at potentials more positive than the equilibrium potential of
that reaction. This condition only implies a possibility that the electrode reaction will
occur in the corresponding region of potentials; it provides no indication of whether
the reaction will actually occur, and if so, what its rate will be. The answers are pro-
vided not by thermodynamics but by electrochemical kinetics.

The concept of electrochemical reaction rate needs explanation. The reaction
rate (i.e., the amount of reactant converted in unit time) is proportional to the cur-
rent. But the current does not depend on intrinsic properties of the galvanic cell; it
is impressed and can be varied arbitrarily between zero and the limiting value that
is typical for a given system. Therefore, the effective rate is not an indicative figure
for the electrode reaction. However, current flow gives rise to electrode polariza-
tion, which means a shift of potential away from the equilibrium value. The mag-
nitude of polarization depends on both current density (CD) and the nature of
the reaction. For a given value of current density, some reactions exhibit high
polarization and others exhibit low polarization. The term slow reaction is used
for reactions associated with high polarization; for them, low (“normal”) values
of polarization can only be attained at very low current densities. Low values of
polarization are typical for fast reactions. Thus, the value of current density at a
particular value of polarization, or the value of polarization at a particular value of
current density, quantitatively characterize the relative rate of an electrochemical
reaction.

In the case of redox reactions, polarization also depends on the nature of the non-
consumable electrode at which a given reaction occurs (for the equilibrium poten-
tial, to the contrary, no such dependence exists). Hence, the term reaction will be
understood as “reaction occurring at a specified electrode.”

Fundamentals of Electrochemistry, Second Edition, By V. S. Bagotsky
Copyright © 2006 John Wiley & Sons, Inc.
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6.1.2 Electrode Polarization

In the electrochemical literature, the concept of electrode polarization has three
meanings:

1. The phenomenon of change in electrode potential under current flow

2. An operation performed by the experimenter aiming at obtaining a potential
change by passing current of a suitable strength and direction

3. The quantitative measure, AE, of the shift of electrode potential E relative to
the equilibrium value E,, that occurs under current flow [cf. Eq. (2.21)]

In the case of anodic currents, the potential shifts in a positive direction, and AE
has positive values; in the case of cathodic currents, AE has negative values. In expres-
sions such as “high polarization” and “the polarization increases,” the absolute value
of polarization denoted simply as AFE is implied in the case of cathodes.

The value of polarization defined by Eq. (2.21) is referred to a calculated value of
equilibrium potential of the reaction, rather than to the electrode’s effective open-
circuit potential, when the latter is not the equilibrium potential. Sometimes a ther-
modynamic calculation of the equilibrium potential is not possible: for instance,
when several electrode reactions occur simultaneously. In this case one either uses,
conditionally, the concept of a polarization which via Eq. (2.21) refers to the
effective open-circuit potential, or (since the latter is often irreproducible) one sim-
ply discusses electrode potentials at specified current densities rather than the poten-
tial shift away from some original value.

When currents flow in galvanic cells, the polarization phenomena that arise at any
one of the two electrodes are independent of the properties of the second electrode
and of the processes occurring there. Therefore, when studying these phenomena,
one considers the behavior of each electrode individually.

6.1.3 Overall and Partial Reaction Currents

It had been shown in Section 2.2 that at the equiliL)rium J)otential the net (external)
current density i is zero, but partial current densities i and i of the anodic and cathodic
reaction exist for Wthh the relation i = =i = = i holds where i° is the exchange current
density. The value of i 1ncreases that of 7 decreases, when the potential is made more
positive; but i decreases and i increases when the potential is made more negative.
The net current density i is the difference of the partial current densities:
-«
i —i 6.1)
When anodic polarization is appreciable, the reverse (gathodic) partial CD becomes
exceedingly low and practically, we can assume that i = i ; when cathodic polarization
is appreciable, we can assume that i=~1i. Thus, the total range of potential can be
divided into three regions: one region at low values of polarization (to both sides of
the equilibrium potential), where the two partial reactions occur at comparable rates,
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and two regions at high values of anodic and cathodic polarization, where the reverse
partial reactions can be neglected.

6.1.4 Various Types of Polarization

Electrode reactions are heterogeneous since they occur at interfaces between dis-
similar phases. During current flow the surface concentrations c ; of the substances
involved in the reaction change relative to the initial (bulk) concentrations cy, ;.
Hence, the value of the equilibrium potential is defined by the Nernst equation
changes, and a special type of polarization arises where the shift of electrode poten-
tial is due to a change in equilibrium potential of the electrode. The surface concen-
trations that are established are determined by the balance between electrode reaction
rates and the supply or elimination of each substance by diffusion [Eq. (4.9)]. Hence,
this type of polarization, AE , is called diffusional concentration polarization or sim-
ply concentration polarization. (Here we must take into account that another type
of concentration polarization exists which is not tied to diffusion processes; see
Section 13.5.)

Other types of polarization are caused by specific features in the various steps of
the electrochemical reaction that produce a potential shift relative to the effective
equilibrium potential (i.e., that which already accounts for the prevailing values of
surface concentrations). These types of polarization, which may differ in character,
are jointly termed activation polarization. The value of activation polarization is
sometimes called the overvoltage (this term should be reserved for the complete cell;
see Section 2.5.2).

When concentration changes affect the operation of an electrode while activation
polarization is not present (Section 6.3), the electrode is said to operate in the
diffusion mode (under diffusion control), and the current is called a diffusion current
i,. When activation polarization is operative while marked concentration changes are
absent (Section 6.2), the electrode is said to operate in the kinetic mode (under
kinetic control), and the current is called a reaction or kinetic current i,. When both
types of polarization are operative (Section 6.4), the electrode is said to operate in
the mixed mode (under mixed control).

The polarization equation describes polarization as a function of current density. In
the case of concentration polarization, the form of the polarization equation is unre-
lated to the nature of reaction or electrode. In the case of activation polarization, the
parameters of the polarization equations depend decisively on the nature of the reac-
tion. At identical values of current density and otherwise identical conditions, the val-
ues of polarization for different reactions will vary within wide limits, from less than
1 mV to more than 2 or 3 V. However, these equations still have common features. A
relatively simple set of equations is obtained for simple redox reactions of the type

Red = Ox + ne™ (6.2)

[e.g., reaction (1.25) between Fe?* and Fe** ions], for which it is typical that (1) the
reaction involves only the transfer of electrons (one or several) and substances other
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than the principal components are not involved, (2) the stoichiometric numbers of
the components are unity, (3) the reaction rate is proportional to the reactant con-
centration, (4) the reaction occurs in a single step without the formation of interme-
diates, and (5) solid or gaseous phases are not produced or consumed in the reaction.
Simple polarization functions are observed for some of the more complicated reac-
tions, but in most of them the equations are highly complex.

Here we consider the polarization equations for simple redox reactions and for
reactions that are similar to them. The special features of more complex reactions are
discussed in Part II of this book.

6.2 LAWS OF ACTIVATION POLARIZATION

6.2.1 Polarization Equations

At high values of polarization (the exact limits of the corresponding region are indi-
cated below), the relation between activation polarization and current density can
often be written in the form

AE=a+blni=a+b'logi, (6.3)

where a and b are constants (in volts) and b’ = 2.303b. Such a “semilogarithmic”
relation was first established by Julius Tafel in 1904—1905 for cathodic hydrogen
evolution at a number of metal electrodes and is known in the electrochemical liter-
ature as the Tafel equation.

Because of the logarithmic relation, polarization depends more strongly on
parameter a than on parameter b. The parameter a, which is the value of polarization
at the unit current density (1 mA/cm?), assumes values which for different electrodes
and reactions range from 0.03 to 2-3 V. Parameter b, which is called the Tafel slope,
changes within much narrower limits; in many cases, at room temperature b=
0.05V and b’ =0.115V (or roughly 0.12 V).

Julius Tafel (1862-1918).
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For reasons that will become clear later, the slopes are often written in the form

b= RT <0r b'=2.303 E), (6.4)
oF oF

where o is a dimensionless coefficient termed the transfer coefficient. For the par-
ticular value of » = 0.05 V mentioned above, this coefficient has a value of o. = 0.5.

Equation (6.3) can also be written in a form where the current density is a func-
tion of polarization:

AE
| =nkFk +oF — .
i=n exp( o RT), (6.5)

where k is the reaction rate constant [k = (1/nF) exp(—ouF/RT)/a]. In this and all
subsequent equations of this type, a plus sign refers to anodic reactions and a minus
sign to cathodic reactions. Equations of the type (6.5) can be interpreted by the the-
ory of slow discharge (Erdey-Griz and Volmer, 1930; see Chap. 15).

The polarization relations found in the region of high polarization are usually
plotted semilogarithmically as AE vs. log i (Fig. 6.1). These plots are straight lines,
called Tafel lines (curve 1 in Fig. 6.1), when relation (6.3) holds. More complicated
polarization functions are found at many real electrodes in the region of high polar-
ization. Sometimes several Tafel sections can be distinguished in an actual polariza-
tion curve (curve 2 of Fig. 6.1); each of these sections has its own characteristic
values of parameters a and b).

In the region of low polarization the values of activation polarization are usually
proportional to current density:

AE = pi. (6.6)
The proportionality factor p (units: Q - cm?) formally has the same function as the

electric resistance (per unit cross-sectional area) in Ohm’s law, hence is sometimes
called the reaction resistance. However, this “resistance” is not ohmic.

4F

log | i}
FIGURE 6.1 Polarization curves in the region of high polarization: (1) Tafel; (2) complex.
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FIGURE 6.2 Polarization curves in the region of low polarization.

Equation (6.6) applies to anodic and cathodic currents. At low values of polar-
ization the parameter p usually has the same value for anodic and cathodic currents,
and the slope of the AE vs. i straight-line plots does not change at the coordinate ori-
gin (Fig. 6.2).

6.2.2 Influence of Reactant Concentrations

The specific rate of an electrode reaction depends not only on electrode polarization
but also on the reactant concentrations. Changes in reactant concentrations affect not
only reaction rates but also the values of equilibrium potentials. To differentiate both
these influences, kinetic equations are generally used (especially at high values of
polarization), relating the current density not with the value of polarization AE but
with the potential of the electrode E:

E=a+blni or i=nFkexp|+2E 6.7)
PA\="rT

In this case, in contrast to the earlier relations, the values of constants a and k depend
not only on the reaction being considered but also on the reference electrode against
which the potential is measured; only the value of constant b remains unchanged.

For many electrochemical reactions the reaction rate is proportional to the con-
centration of the reacting species (first-order reaction):

. oFE
i = nFkc; exp(i W) (6.8)

In this equation the rate constant k has the units of cm/s.

In some cases more complex concentration dependencies are observed where the
reaction rate is proportional to cjp (where p can be larger or smaller than unity) or to
clcd, where j = 2 represent other substances influencing the reaction rate (including
substances decreasing the rate, e.g., reaction products, in which case ¢ has negative
values).
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Thus, all electrochemical reactions can be characterized by the form of kinetic rela-
tion and by the set of coefficients &, o (and, if necessary p), and the values of the con-
centrations c;. Particular values of the coefficients always hold for specific reactions;
hence, the corresponding indices should be appended to the coefficients. In the fol-
lowing, when considering the relatively simple redox reaction (6.2), we use the nota-
tions k.4, o, and c., for the coefficients and concentration of the anodic reaction

(from left to right) and k_,, B, and c,, for those of the cathodic reaction occurring in
the opposite direction.

6.2.3 General Kinetic and Polarization Equations

In thﬁ region of high polarization the kinetic equations for partial current densities i
and i coincide with the equation for the net anodic i, or cathodic i, current density,
respectively:

> oFE

| =i,=nF e .

i =i,=nFk, iCreq exp( RT ), (6.9a)
“_ . _BFE

i =i, =nFkc,, exp( RT ) (6.9D)

When the laws of the partial reactions are preserved throughout the entire range
of potentials (Butler, 1924), a general kinetic equation that is valid for both the
anodic and cathodic currents can be written

—BFE
:nF[kredcred exp<°;eF f)- K co. exp( IE’T )] (6.10)

>«
=1 =1

The expression for the exchange current density i | at the equilibrium

potential £, becomes

—BFE, )

OFE,
i’= nFke, 4 eq exp( 0) = nFkc,,c exp( RT

T oxCox (6.11)

The kinetic equations (6.9a) and (6.9b), which are valid for the partial CD at all val-
ues of polarization and for the net CD at high anodic and cathodic polarization, can
be written, with expression (6.11) for the exchange CD, as

.20 OAE
=i = —, 6.12
i=1=i exp( RT > (6.12a)

i.=7=i"exp (—BA—E>, (6.12b)
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while

.0 o0 AEY —BAE
i=i [exp( RT) exp( RT )] (6.13)

is an equation that holds for the net CD over the entire potential range. Equations of
this type are often called Volmer—Butler equations.

It follows when Egs. (6.5) and (6.12) are compared that the value of the empiri-
cal constant a in the Tafel equation is given by

RT . o
a=———Ini.
oF

(6.14)

Equations (6.9) and (6.10), which contain the rate constants, the electrode poten-
tial, and the concentrations, are equivalent to Egs. (6.12) and (6.13), which contain the
exchange CD and the electrode’s polarization. But in the second set of equations the
concentrations do not appear explicitly; they enter the equations through the values of
exchange CD and equilibrium potential. By convention, equations of the former type
will be called kinetic equations, and those of the latter type will be called polariza-
tion equations.

Polarization equations are convenient when (1) the measurements are made in
solutions of a particular constant composition, and (2) the equilibrium potential is
established at the electrode, and the polarization curve can be measured both at high
and low values of polarization. The kinetic equations are more appropriate in other
cases, when the equilibrium potential is not established (e.g., for noninvertible reac-
tions, or when the concentration of one of the components is zero), and also when
the influence of component concentrations on reaction kinetics is of interest.

6.2.4 Relations Between the Parameters of the Forward and
Reverse Process

Different electrode reactions will occur independently, and their kinetic coefficients
are unrelated. But for the forward and reverse process of a given reaction, such a cor-
relation should exist, since at the equilibrium potential the corresponding partial cur-
rent densities assume equal values.

Solving Eq. (6.11) for E,, we find that

T pr\ "%

RT k c
E=E, 7<ln 2+ In —* ) (6.15)
red Cred
This equation can be compared with the thermodynamic Nernst equation for the
equilibrium potential of the system concerned, which when written in terms of the
component concentrations is

¢
E0=E0+£ln&

. 6.16
nkF Cred ( )
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This comparison yields the following important relations between the kinetic
coeflicients of the forward and reverse process:

a+PB=n, (6.17a)
Ko FE°
a— exp(—RT ) (6.1717)

These equations show that whereas the kinetic coefficients of an individual reaction can
assume any value, the coefficients of its forward and reverse process are always inter-
related. The relation between the standard equilibrium potential E° and the rate con-
stants k,, and k., is analogous to the well-known physicochemical relation between
equilibrium constant K and the rate constants of the forward and reverse process.

In one-electron reactions (n = 1), coefficients often assume values o= 3 = 0.5,
even though Eq. (6.17a) is consistent with any value of these coefficients that is in
the interval n=0=0.

6.2.5 Relation Between the Kinetic Parameters in Regions of Low and
High Polarization

In the region of low polarization where AE <RT/F, the exponential terms of Eq.
(6.13) can be expanded into a series, and it will suffice to retain the first two terms
of each series: exp (y) = 1 + y. As a result, when allowing for Eq. (6.17a), we obtain

i= io;;—l; AE. (6.18)

Thus, while the relation between the partial current densities and potential is
exponential, in the region of low polarization a linear relation is obtained between
polarization and the net CD, owing to a superposition of the currents of forward and
reverse process. At AE = 10mV, the error introduced by the approximation above
will be between 1 and 20%, depending on the relative values of o and f; it becomes
even smaller with decreasing polarization. Hence we can by convention consider the
interval of polarization values between —10 and 10mV as that of low polarization
where the linear relation (6.6) is valid.

It is clear from Eq. (6.18) that the kinetic parameter p of Eq. (6.6) is related to the
exchange CD as

dAE RT 1
P= ( di >AE—0 nF i (6.19)

In the regions of high anodic and cathodic polarization we can use the approxi-
mations i =i and i =1, respectively. The error introduced when the reverse process
is neglected is 5% for a polarization of 80 mV (for n = 1), and it decreases as the
polarization increases further. The value of 80 mV can be regarded as the lower limit
of the region of high polarization. For reactions with n = 2, this limit drops to 40 mV.
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FIGURE 6.3 Potential dependence of the anodic (i ) and cathodic (i) partial current densi-
ties as well as of the anodic (i,) and cathodic (i,) net current densities.

In the intermediate region of moderate polarization (between 10 and 80 mV) we
must use the polarization equation (6.13) in its general form.

An analysis of Eq. (6.13) show that for n =1 and § = 0.5 and for current densi-
ties less than 4% of i°, the polarization is very low (less than 1 mV) and can practi-
cally be neglected. The linear section of the polarization curve extends up to current
densities which are 40% of i®. At current densities higher than 4:°, the semilogarith-
mic polarization relation is observed.

Figure 6.3a shows curves where the partial current densities 7 and 7 and the net
current densities i, or i, are plotted against polarization. Figure 6.3b shows the same
curves plotted semilogarithmically. We clearly see the region of low polarization val-
ues where AFE is a linear function of i, the regions of high polarization values where
the relation is semilogarithmic, and also the corresponding intermediate regions of
moderate polarization values.

The straight lines for the partial CD T and7 in Fig. 6.3b intersect at the equilibrium
potential AE = 0. The value of CD corresponding to the point of intersection is that of
the exchange CD i°, according to Eq. (6.11). It follows that the exchange CD can be
determined when the linear sections of the anodic or cathodic polarization curve,
which have been measured experimentally and plotted as log i vs. AE, are extrapolated
to the equilibrium potential. Moreover, according to Eq. (6.19) the exchange CD can
be determined from the slope of the polarization curve near the equilibrium potential
when the curve is plotted as i vs. AE.

6.2.6 Concentration Dependence of the Exchange Current Density

Substituting into Eq. (6.11) the relation (6.16) between equilibrium potential and
component concentrations, we obtain

(6.20)

i =nFk" exp OFEY o Pe/:,
RT



DIFFUSIONAL CONCENTRATION POLARIZATION 89

where k0= kz:; k%" We can see from this equation that the exchange CD of the reac-
tion increases with increasing concentrations of all reaction components.

The standard rate constant k° characterizes the rates of both the forward and
reverse processes. Its value is independent of the reference electrode selected, in
contrast to what holds true for the values of k., and k_,, and it is also independent of
the component concentrations, in contrast to what holds true for the exchange CD.
Therefore, this constant is an unambiguous characteristic of the kinetic properties

exhibited by a given electrode reaction.

6.3 DIFFUSIONAL CONCENTRATION POLARIZATION

6.3.1 Solutions with Excess Foreign Electrolyte

Under the effect of pure concentration polarization, when activation polarization is
absent, the electrode potential retains an equilibrium value, but this is a value tied to
the variable nonequilibrium values of surface concentrations cg ;:

RT
E=E0+ﬁln Cs (6.21)

It follows that concentration polarization is defined by the expression

RT . Cs,j
AE,=FE—E,+——In—.
d " nCV,j

(6.22)
(Equations for concentration polarization are often used in conjunction with the
diffusion and kinetic equations; hence, it will be more convenient here to use con-
centrations rather than activities.)

The surface concentrations that are attained as a result of balance between the
electrode reaction rates and the rates of supply or escape of components by diffusion
and migration are given by Eqs. (4.11) and (4.12). Hence, the overall expression for
concentration polarization becomes

RT . 1+l .9

AE = N /s N -
4 uF n 1=(ili; )

(6.23)

In the region of low polarization (low current densities), where two terms in
the series expansion of the logarithms are sufficient, it follows from this equation
that

AEd — iﬂ (L + L)’ (6‘24)

I’lF ll,red ll,ox
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that is, we obtain a linear relation between current density and polarization.
Comparison with Eq. (6.6) reveals that in the case of pure concentration polarization,
parameter p is related to the limiting current density:

p= E(—l + L) (6.25)
I’lF ll,red ll.ox

Curve 1 of Fig. 6.4a shows a plot of CD against AE which corresponds to Eq.
(6.42) with n = 2. At zero polarization the current is zero. Under anodic polarization
the current tends toward its limiting value ;. We can see from Fig. 6.4b that the
surface concentration cg .4 then falls to zero, while the value of ¢, increases to
Cyox T (Keed/ Ko )Cyreq [€F. Eq. (4.15)]. Under cathodic polarization, similarly, the cur-
rent tends toward a limiting value of i, the surface concentration of Ox falls to
zero, and the surface concentration of Red increases to ¢y g + (K, /Kieq)Cyox-

Curve 1 in Fig. 6.4a is symmetric relative to the inflection point A. In this point
i = (i) req — i1x); hence, this point has been termed the half-wave point. According to
Egs. (4.11) and (4.12), the values of surface concentrations cg .4 and ¢, in this point

2
1 € Red
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1 1 1 | 1 1
~60% —40 20 E'. 20 40 60
¢, 0x % AE,mv

1
-60 40 -20 0 20 40 60
®) AE,aV

FIGURE 6.4 (a) Curves of concentration polarization [(1) ¢y, .q™= Cy o5 (2) Cyreqg == Cyo0]
and (b) plots of surface concentrations against polarization for polarization curve 1.
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are half the limiting values listed above. Substituting these values into the Nernst
equation, we obtain for the potential, E, ,, of this point (the half-wave potential):

Kred
K

0X

RT
E, =E+—1 . 6.26
12 nF n ( )

The half-wave potential is independent of component concentrations. But
because of the change in equilibrium potential, the value of polarization in this point
depends on the component concentrations. The half-wave potential is usually close
to EY, since .4 and k,, differ little in most cases.

Using the parameter E|,, (and allowing for the Nernst equation), we can rewrite
Eq. (6.28) in the rather convenient form

RT i[ red+i
AE,=F ,  +—In——m
d 172 I’lF ll,ox —1

(6.27)
Curves showing the concentration polarization for various concentration ratios are
presented in Fig. 6.5.

Let us consider a few particular cases.

1. The concentration of one of the components, and hence its limiting current
density, is zero. In this case the Nernst equation is not applicable for the equilibrium
potential; therefore, we must use a kinetic equation that is written in terms of poten-
tial rather than polarization. When an oxidizing agent is not present in the solution
Cy,ox = 0, only anodic currents are possible in the system, and these produce an oxi-
dizing agent. It then follows from Eq. (6.32) that

AE,=E,+ 8L —L (6.28)
nF g1

Er
[/ 1 // ‘ H 1
3 / azv

FIGURE 6.5 Curves of concentration polarization (i vs. E): (1) ¢y, = 0; (2) ¢y <€y et
(3) ¢yea=0.
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(Fig. 6.5, curve 1). Similarly, when a reducing agent is not present in the system,
Cyreq = 0, only cathodic currents are possible (curve 3), and

RT i
AEd = E1/2 - ﬁ In

- -, (6.29)
ll,ox_l
2. The concentration of one of the components (e.g., the reducing agent), and
its limiting current density are large, so that practically ¢, 4 = const, or a solid com-
ponent with constant concentration (such as metallic zinc in the reaction
Zn>* 4+ 2¢~ —Zn) is involved in the reaction. In this case, Eq. (6.41) becomes

AE,= % In (1 + L) (6.30)

ll,ox

(Fig. 6.4a, curve 2), and the polarization curve is of unusual shape in the region of
high anodic CD where i>>1i,  (the oxidizing agent is the anodic reaction product,
hence this relation is possible). In this region

AEd=Eln ilox+ﬂln i (6.31)
nkF ’ nF

that is, in contrast to other cases of concentration polarization, we obtain a linear
relation between polarization and the logarithm of current density. This function is
the analog of Eq. (6.3) with a coefficient b that has the value RT/nF. A similar
expression is obtained when a component that has constant concentration is the oxi-
dizing agent.

6.3.2 Binary Electrolyte Solutions

The trends of behavior described above are found in solutions containing an excess
of foreign electrolyte, which by definition is not involved in the electrode reaction.
Without this excess of foreign electrolyte, additional effects arise that are most dis-
tinct in binary solutions. An appreciable diffusion potential @, arises in the diffusion
layer because of the gradient of overall electrolyte concentration that is present there.
Moreover, the conductivity of the solution will decrease and an additional ohmic
potential drop @, Will arise when an electrolyte ion is the reactant and the overall
concentration decreases. Both of these potential differences are associated with the
diffusion layer in the solution, and strictly speaking, are not a part of electrode polar-
ization. But in polarization measurements, the potential of the electrode usually is
defined relative to a point in the solution which, although not far from the electrode,
is outside the diffusion layer. Hence, in addition to the true polarization AE,, the
overall potential drop across the diffusion layer, @ = ¢, + @, is included in the
measured value of polarization, AE, ..

Consider as an example the cathodic deposition of metal from a binary solution
of the electrolyte MA of concentration c,. The concentration changes from cy, , to ¢y
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within the diffusion layer. The anion is not discharged, and its distribution in the
diffusion layer is determined by the equilibrium condition of U, = [ty ,. Substituting
into this expression the electrochemical potential as a function of electrode potential
and of anion concentration ¢, = T_c,, we find that

AE =280 1 3 (6.32)
n 5

Comparing this expression with the value of concentration polarization according
to Eq. (6.27), we readily notice that in binary solutions the measured value of polar-
ization is two times higher than that found for the same concentration gradient of the
reactant ion when there is an excess of foreign electrolyte (we recall that according
to the results of Section 4.3, the limiting CD in binary solutions is also higher by the
same factor).

We can also calculate the individual values of ¢, (with the equations reported
in Section 5.2) and of ¢, by determining the concentration distribution in the
diffusion layer, and from this, the distribution of solution conductivity. The resulting
combined value of @ coincides with the value determined from Eq. (6.32).

6.4 SUPERPOSITION OF CONCENTRATION AND
ACTIVATION POLARIZATION

The kinetic and polarization equations described in Sections 6.1 and 6.2 have been
derived under the assumption that the component concentrations do not change during
the reaction. Therefore, the current density appearing in these equations is the kinetic
current density i,. Similarly, the current density appearing in the equations of Section
6.3 is the diffusion current density i,, When the two types of polarization are effective
simultaneously, the real current density i (Fig. 6.6, curve 3) will be smaller than cur-
rent densities i, and i, (Fig. 6.6, curves 1 and 2) for a given value of polarization.

.
7 a7 /¥4 a3 04 05

FIGURE 6.6 Plots of i vs. AE for activation (1), concentration (2), and combined (3)
polarization.
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The kinetic equations describing the joint effects of activation and concentration
polarization are very complex and we shall consider only the the case of a simple
first-order reaction of the type (6.2) proceeding in the presence in the solution of an
excess of a foreign electrolyte. To simplify the appearance of these equations (which
even in this case are very cumbersome), in this section we use a more compact nota-
tion that contains two new kinetic parameters:

1. A generalized rate constant that includes the potential dependence of the reac-
tion rate:

oFE
hi=k; — 6.33
exp( =57 (633
(here j stands for Ox and Red). This parameter does not depend on the refer-
ence electrode selected, in contrast to the rate constants k;. The particular value
of parameter A; at the equilibrium potential E, will be des1gnated as h.

2. The systems nonequﬂlbrlum factor:
_ b L OFAE
B=50 TP\ =TRT

J

(6.34)

(at the equilibrium potential y; = 1). Using parameter h;, we can write the gen-
eral kinetic equation (6.10) as

i = nF(N,eyCreqg — NoxCrea)» (6.35)
and the expression for the exchange CD as
=nFhlc;. (6.36)
Using parameter Y, we can write the polarization equation (6.13) as
=1 (Yreg = Yor)- (6.37)
In the case considered in this section of a joint action of concentration and acti-

vation polarization, in the polarization equation (6.10) we must take into account the
concentration changes of the rectants near the electrode surface:

. CS red cS,ox
1= (Yred CVred ~Yox CV,0x>. (638)

Replacing the surface concentrations in accordance with Eq. (4.11), we obtain

i= iO[yred(%) —yox( 1i+ ’ﬂ (6.39)
Lred 1,0x
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or, solving for i, we have

.. i° i \1
1= lO(Yred - Yox) (1 + Yredi— + Yox —) . (640)

Lred l Lox

In the region of low polarization where 7y,.,~ 1 + 0F AE/RT and 'y, = 1 — oF X
AE/RT, this equation becomes

M=E(i+i+i>i, (6.41)

0 . .
nF \i ll,red l 1,0x

which for the kinetic parameter p yields the expression

p=RL <i+i+i>. (6.42)

-0 . .
VlF l l 1,red l 1,0x

Equation (6.42) is a generalization of Egs. (6.25) and (6.30); it shows that the for-
mal resistance is the sum of reaction resistance (the first term in parentheses) and
diffusion resistance (the second and third terms). Equation (6.40) yields directly the
important relation

—=—+— (6.43)

In those cases where i, > i, (region A in Fig. 6.6), the real current density i essen-
tially coincides with the kinetic current density: i = i,, and the electrode reaction is
controlled kinetically. When i, <<i, (region C), we practically have i =i, and the
reaction is diffusion controlled. When i, and i, have comparable values, the electrode
operates under mixed control (region B). The relative values of these current densi-
ties depend on the kinetic parameters and on the potential.

Often, it is claimed that at a given current density, the total polarization AE is
the sum of pure concentration polarization AE, and pure activation polarization
AE, . This is true only in the region of low polarization, where the values of polar-
ization are proportional to current density. In other regions it is not true. In fact,
the total polarization defined by Eq. (6.39) (Fig. 6.6, curve 3) is larger than the sum
of the individual types of polarization, which for the same current density are
defined by Egs. (6.13) and (6.28) (curves 1 and 2). This is due to the fact that con-
centration changes affect activation and concentration polarization in different
ways.

Figures 6.7 and 6.8 show polarization curves that correspond to the equations
obtained in the particular case where o= =0.5 (n=1) and i, .4 = i, (since K,
and ¥,  have similar values, this implies that ¢y 4= cy,). Curve 1 of Fig. 6.7
shows the case of pure concentration polarization (i° has a very large value); the
other curves show the influence of decreasing exchange CD (decreasing reaction
rate constants), which is revealed at constant values of the limiting-current densities.
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FIGURE 6.7  Plots of i vs. AE for combined polarization with i, ., = i, . and different ratios i%i;:
(1), (2) 1,(3) 0.1, (4) 0.01, (5) 0.001 (the values of E,, are indicated in the case of curve 4).
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FIGURE 6.8 Plots of AE vs. logi for combined polarization at i®= const and different
ratios i%i;: (1) 0, (2) 0.001, (3) 0.01, (4) 0.1, (5) 1, (6) 10.

Curve 1 of Fig. 6.8 corresponds to pure kinetic control (i, is very large), while the
other curves for which the exchange CD has the same value show the influence of
a gradual decrease in limiting diffusion CD caused by decreasing diffusional trans-
port constants ; (e.g., when the electrode is rotated more and more slowly, but not
when the concentration is reduced, since this would alter the exchange CD).

It follows from the figures and also from an analysis of Eq. (6.40) that in the par-
ticular case being discussed, electrode operation is almost purely diffusion con-
trolled at all potentials when i%i,>5. By convention, reactions of this type are
called reversible (reactions thermodynamically in equilibrium). When this ratio is
decreased, a region of mixed control arises at low current densities. When the ratio
falls below 0.05, we are in a region of almost purely kinetic control. In the case
of reactions for which the ratio has values of less than 0.02, the kinetic region is
not restricted to low values of polarization but extends partly to high values of
polarization. By convention, such reactions are called irreversible. We must remember
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that even highly irreversible reactions (with very low values of i%/i,) remain con-
trolled kinetically only up to current densities that are about 10% of the limiting
current density. At higher CD the influence of diffusion processes always becomes
evident as we approach the limiting diffusion CD, and electrode operation then is
under mixed control.

It will be more convenient sometimes to describe the boundaries of the various
regions in terms of the overall reaction rate constant k° and the diffusional transport
constant K;. In our example, we can replace the ratio i%i, by the ratio kO/Kj.

The values of k; that can be realized experimentally vary between 5 X 10~ *cm/s
(natural convection) and 2 X 10~2cm/s (rotating-disk electrode at f= 10,000 rpm).
Therefore, reactions for which k°= 10! cm/s will remain reversible whatever the
stirring intensity. Such reactions are called completely reversible (“very fast”).
Reactions with k%= 1073 cm/s will always be irreversible and are called completely
irreversible (“very slow”). In the region of intermediate values of the constant, the
character of the reaction will depend on stirring conditions. With other values of o
and of ratios i, .4/, ... the boundaries between the various regions of electrode oper-
ation will shift slightly, but the overall picture of the phenomena remains the same.

Figure 6.7 shows a typical special feature of the polarization curves. In the case
of reversible reactions (curve 1), the anodic and cathodic branches of the curve form
a single step or wave. In the case of irreversible reactions, independent, anodic and
cathodic, waves develop, each having its own inflection or half-wave point. The
differences between the half-wave potentials of the anodic and cathodic waves will
be larger the lower the ratio i%i,.

Curve 1 in Fig. 6.9 shows the influence of constant ; (or of parameters ®'? or
f2, which are proportional to it) on the current density at constant potential for a
reaction with an intermediate value of k°. Under diffusion control (low values of f)
the current density increases in proportion to f!/2, Later, its growth slows down, and
at a certain disk speed kinetic control is attained where the current density no longer
depends on disk speed. The figure also shows curves for the kinetic current density
i, and the diffusion current density i,.

All the equations reported above were derived for first-order reactions with respect
to the reactant. The laws change when different reaction orders are involved. In par-
ticular, plots of i vs. f12 will be different in shape. At zero reaction order (Fig. 6.9,

é 7
/i
Fd
/
/
, / 2
L,( 4
7

£ ky

FIGURE 6.9 Plots of the total current density vs. f? (or K;) for (1) first-order and (2)
zeroth-order reactions.
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curve 2), since concentration changes can have no effect on reaction rate, the real cur-
rent will either be a pure diffusion current (at low values of f) or a pure kinetic cur-
rent, and the curve has a sharp break at i, = i,.
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7

Aqueous Electrolyte Solutions

Aqueous solutions of acids, bases, and salts are the ionic conductors used most
widely and studied most thoroughly. The importance of other types of ionic con-
ductors has increased in recent times, but aqueous solutions are still preeminent.
Their significance goes far beyond electrochemistry as such; they can be found in
practically all spheres of human activity. They are of exceptional importance in the
form of intracellular fluids in the biological and physiological processes of all living
beings. They are of equally great importance in the form of natural waters in the
oceans, rivers, and underground for geomorphological processes.

Aqueous electrolyte solutions have been a subject of determined studies for over a
century. Numerous attempts were made to construct theories that could link the gen-
eral properties of solutions to their internal structure and predict properties as yet
unknown. Modern theories of electrolyte solutions are most intimately related to many
branches of physics and chemistry. The electrochemistry of electrolyte solutions is a
large branch of electrochemistry sometimes regarded as an independent science.

7.1 ELECTROLYTIC DISSOCIATION

7.1.1 Early Ideas

Of great importance for the development of solution theory were the studies of col-
ligative solution properties, detected in the 1870s and 1880s by F. M. Raoult, J. H.
van’t Hoff, and others. These are properties that depend not on the chemical nature
of solutes but on their concentration. Three such colligative properties exist:

1. Osmotic pressure of the solvent. In dilute ideal solutions the osmotic pressure
IT of the solution obeys the equation

I1=RTc,. (van’t Hoff’s law), (7.1)

where c, is the concentration of the solute (in mol/L).

Fundamentals of Electrochemistry, Second Edition, By V. S. Bagotsky
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2. Relative lowering of the solvent’s vapor pressure. The equilibrium vapor pres-
sure of the solvent over a dilute ideal solution p obeys the equation
0_
pp—op =My,  (Raoult’s law), (7.2)
where p' is the vapor pressure of the pure solvent and M, is the molar mass of
the solvent (for aqueous solutions, M, = 18 kg/mol).

3. Elevation of boiling point and depression of freezing point of the solution.
Within certain limits, the change in temperature of these phase transitions
obeys the equation

+AT = (RTquh)Mock, (7.3)
where g, is the (molar) heat of the corresponding phase transition.

It follows from these equations that in dilute ideal solutions, said effects depend
only on the concentration, not on the nature of the solute. These relations hold highly
accurately in dilute solutions of nonelectrolytes (up to about 1072 M). It is remark-
able that Eq. (7.1) coincides, in both its form and the numerical value of constant R,
with the equation of state for an ideal gas. It was because of this coincidence that the
concept of ideality of a system was transferred from gases to solutions. As in an ideal
gas, there are no chemical and other interactions between solute particles in an ideal
solution.

In contrast to nonelectrolyte solutions, in the case of electrolyte solutions the col-
ligative properties depart appreciably from the values following from the equations
above, even in highly dilute electrolyte solutions that otherwise by all means can be
regarded as ideal (anomalous colligative properties).

At the beginning of the nineteenth century, the first theories were advanced to
explain the two major features of electrolyte solutions known at the time: conduc-
tion, and the fact that chemical reactions could occur at electrodes during current
flow.

The first theory was that of Th. Grotthuss, a Lithuanian physicist, who in 1806
introduced the concept that water molecules are dipolar. According to his hypothe-
sis, in an electric field the water molecules will align in chainlike fashion. The
molecules forming the terminal chain links in contact with the electrodes will
decompose, evolving hydrogen and oxygen, respectively. The remnants of the bro-
ken molecules will combine with fragments of neighboring molecules. After rotat-
ing through an angle of 180°, the new molecules are again aligned in the field, and
the cycle is repeated. Hence, a relay-type transfer of particles is accomplished; the
H or O atoms which eventually are discharged are transferred from the bulk solution
to the electrode surfaces through chains of water molecules.

A clear idea about independent charged particles (atoms or atom groups) exist-
ing in solutions was formulated in 1834 by M. Faraday. He introduced the new,
now current terms ion (from the Greek word for “wanderer”), anion, cation, and
others. Faraday first pointed out that the moving ions at once secure the transport



ELECTROLYTIC DISSOCIATION 101

of electricity (charges) and the transport of the substance reacting at the electrode.
He assumed, however, that the ions are formed from uncharged molecules only
upon application of the electric field, which gave rise to the term electrolyte (i.e.,
“one untied or dissolved by electricity”).

The first ideas that ions might form spontaneously (without an electric field effect)
were formulated in the 1850s. In 1857, R. Clausius thought that ions could form spon-
taneously during collisions of the solute molecules, but gave them a very short lifetime
and assumed their fraction among the total number of molecules to be insignificant.

7.1.2 Arrhenius’s Theory of Electrolytic Dissociation

A theory close to modern concepts was developed by a Swede, Svante Arrhenius.
The first version of the theory was outlined in his doctoral dissertation of 1883, the
final version in a classical paper published at the end of 1887. This theory took up
van’t Hoff’s suggestions, published some years earlier, that ideal gas laws could be
used for the osmotic pressure in solutions. It had been found that anomalously high
values of osmotic pressure which cannot be ascribed to nonideality sometimes occur
even in highly dilute solutions. To explain the anomaly, van’t Hoff had introduced an
empirical correction factor i larger than unity, called the isotonic coefficient or van’t
Hoff factor,

I1=iRTc,, (7.4)

into the equation for the osmotic pressure of such solutions. Values of factor i deter-
mined experimentally depend on the nature and concentration of the solute. In dilute
solutions they sometimes approach integers between 2 and 4.

Arrhenius was the first to point out that conductivity and a departure of colliga-
tive properties from the normal values always occur together. He concluded from
this observation that the two effects have the same origin.

Jacobus Hendricus van’t Hoff (1852-1911; Nobel prize, 1901).
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Svante August Arrhenius (1859-1927; Nobel prize, 1903).

The chief points of Arrhenius’s theory are as follows:

1. In electrolyte solutions the molecules dissociate into ions spontaneously, so
that the solution becomes conductive. Different electrolytes exhibit different degrees
of dissociation, o, which will influence the actual values of molar conductivity A;
the two parameters are interrelated as

A

o= h

(7.5)
where A° is the limiting value of A at complete dissociation.

2. Because of dissociation and the resulting increase in the total number of par-
ticles in solution, the parameters of the colligative properties assume higher values.
These values are proportional to the total concentration, ¢, of particles (ions and
undissociated molecules) in the solution, which for a binary electrolyte is given by

[1+ o, — D¢, The isotonic coefficient i is the ratio of ¢, and the concentration ¢,
that would be observed in the absence of dissociation:

i—1
T—1

i=l+o(t,—1) or a= (7.6)
In the case of complete dissociation, o.= 1 and i =1, (i.e., the isotonic coefficient
assumes integer values).

3. For any given electrolyte that is dissolved, the degree of dissociation increases
as the solution is made more dilute.

Thus, quantitative criteria that could be tested experimentally had now been
formulated for the first time in the theory of electrolytic dissociation, in contrast
to earlier theories. The good agreement between degrees of dissociation calculated
from independent measurements of two different properties with Egs. (7.5) and
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(7.6) was a fundamental and rather convincing argument for this theory and con-
tributed to its success (in 1903 Arrhenius was awarded the Nobel Prize in Chemistry
for its development).

The third point of Arrhenius’s theory was amplified in 1888 by Wilhelm Ostwald.
He introduced the idea of an equilibrium between the ions and the undissociated
molecules:

Mz, A = T . M* +1_A*, (7.7
which obeys the laws of chemical equilibria:

M AT _

s 7.8
[MT+A17] diss ( )

where K is the dissociation constant, which for a given system (of solute and sol-
vent) is solely a function of temperature.

Using the expressions for the concentrations of ions and undissociated molecules,
we can write this equation as well in the form

2
o T, T C

1—o diss* (79)

It follows for the degree of dissociation, as a function of solute concentration, that

K giss 41,7 ¢\
= s gy (k) .
o= e [1 ( - 1 (7.10)

diss

(i.e., the higher the concentration, the lower will be the value of o) (Fig. 7.1).
Substituting the value of o into Eq. (7.5), we obtain the relation between A and con-
centration:

A= Kah® [} (ATa 7.11
2T K giss ' 74D
1
$ 0.5
/] 1 1 L ] 1

-z - 0 7 z J
log [‘EO-T— ck / A:iiss]

FIGURE 7.1 Degrees of dissociation of a 1: 1 electrolyte as a function of solution concen-
tration.
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At low concentrations when ¢, <<K /41,7 and the value of o approaches
unity, relation (7.11) becomes (after series expansion of the square root)

1.7
A=A0—Lck. (7.12)

diss

At higher concentrations when ¢, =K /41, T_ and the value of o is very low, we
obtain, accordingly,

Kdis% 12
A= A0(——dis )7 (7.13)
T,T_¢

The relations described by Eqgs. (7.9) to (7.13) became known as Ostwald’s dilu-
tion law. They reflect the dependence of conductivity on the dissociation degree o,
which changes with increasing concentration c,.

It must be noted here that a decrease of the value of o is not the sole reason for a
decrease in conductivity with increasing concentration. In 1900, Friedrich Kohlrausch
found that in binary solutions of strong electrolytes for which o =1 (i.e., does not
change with the concentration), the conductivity is a linearly function of the value of
ci? (Kohlrausch’s square-root law):

A=A kcl?, (7.14)

where k is a constant that depends on the charge but not on the nature of the ions.
This relation could not be explained in terms of the Arrhenius concepts. It was only
in 1926 that an interpretation could be offered in terms of the theory of ion—ion inter-
action (Section 7.4), and a method for calculating constant k was proposed.

Soon after inception of the theory of electrolytic dissociation, it was shown that
two types of compounds exist that can dissociate upon dissolution in water (or other
solvents):

1. Compounds forming ionic crystals (e.g., NaCl). In them the ions exist even
prior to dissolution, but are held in lattice sites, owing to electrostatic inter-
action. In ionic lattices covalent bonds between the ions are practically non-
existent. These lattices disintegrate during dissolution and the ions become
mobile (free). Such substances are called ionophors.

2. Compounds consisting of molecules with covalent bonding (e.g., HCI). They
form ions only upon dissolution as a result of interaction with the solvent.
They are called ionogens.

The concept of degree of dissociation made it possible to distinguish strong
electrolytes (where the values of o in the solution are close to unity) and weak elec-
trolytes (where the values of o are low). This distinction is somewhat arbitrary,
since according to Eq. (7.10) the degree of dissociation depends on solution con-
centration.
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Experimental data show that at the usual concentrations (1073 to 10 M), most salts
and also the hydroxides of alkali metals are strong electrolytes. This is true also for
some inorganic acids: HCl, HCIO,, and others. Weak electrolytes are the organic
acids and the hydroxides of metals other than alkali. Few electrolytes of the inter-
mediate type (with moderate values of o) exist; in particular, certain transition-metal
halides such as ZnCl,, Znl,, and CdCl, are in this category.

The theory of electrolytic dissociation also provided the possibility for a trans-
parent definition of the concept of acids and bases. According to the concepts of
Arrhenius, an acid is a substance which upon dissociation forms hydrogen ions, and
a base is a substance that forms hydroxyl ions. Later, these concepts were extended.

7.1.3 Further Development of the Theory of Electrolytic Dissociation

The theory of electrolytic dissociation was not immediately recognized universally,
despite the fact that it could qualitatively and quantitatively explain certain funda-
mental properties of electrolyte solutions. For many scientists the reasons for spon-
taneous dissociation of stable compounds were obscure. Thus, an energy of about
770kJ/mol is required to break up the bonds in the lattice of NaCl, and about
430kJ/mol is required to split H-Cl bonds during the formation of hydrochloric
acid solution. Yet the energy of thermal motions in these compounds is not above
10kJ/mol. It was the weak point of Arrhenius’s theory that this mismatch could not
be explained.

Between 1865 and 1887, Dmitri I. Mendeleev developed the chemical theory of
solutions. According to this theory, the dissolution process is the chemical inter-
action between the solutes and the solvent. Upon dissolution of salts, dissolved
hydrates are formed in the aqueous solution which are analogous to the solid crystal
hydrates. In 1889, Mendeleev criticized Arrhenius’s theory of electrolytic dissocia-
tion. Arrhenius, in turn, did not accept the idea that hydrates exist in solutions.

It was found in later work that it is precisely the idea of ionic hydration that is
able to explain the physical nature of electrolytic dissociation. The energy of inter-
action between the solvent molecules and the ions that are formed is high enough
to break up the lattices of ionophors or the chemical bonds in ionogens (for more
details, see Section 7.2). The significance of ionic hydration for the dissociation of
electrolytes had first been pointed out by Ivan A. Kablukov in 1891.

According to modern views, the basic points of the theory of electrolytic dissoci-
ation are correct and were of exceptional importance for the development of solution
theory. However, there are a number of defects. The quantitative relations of the
theory are applicable only to dilute solutions of weak electrolytes (up to 1073 to
1072 M). Deviations are observed at higher concentrations; the values of o, calculated
with Egs. (7.5) and (7.6) do not coincide; the dissociation constant calculated with Eq.
(7.9) varies with concentration; and so on. For strong electrolytes the quantitative
relations of the theory are altogether inapplicable, even in extremely dilute solutions.

Arrhenius’s theory contains the idea that the effects of ions on colligative proper-
ties are additive (i.e., that interactions between the ions are absent). However, a simple
calculation shows that at distances of less than 10 to 20 nm between ions, marked
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electrostatic interaction will arise. These are the distances between ions in solutions
having concentrations of 1073 to 107* M. The fact that electrostatic forces must be
taken into account was pointed out in 1895 by Johannes Jacobus van Laar.

At the beginning of the twentieth century the idea was put forward that in solu-
tions of strong electrolytes the degree of dissociation is not simply high but dissoci-
ation of the solute is complete (i.e., equilibrium between ions and undissociated
molecules does not exist). This point is particularly evident for ionophors, which in
the solid state do not possess individual molecules and for which it is unlikely that
undissociated molecules should appear in a solution.

Hence, the theory of electrolyte solutions subsequently developed in two direc-
tions: (1) studies of weak electrolyte solutions in which a dissociation equilibrium
exists and where because of the low degree of dissociation the concentration of ions
and the electrostatic interaction between the ions are minor; and (2) studies of strong
electrolyte solutions, in which electrostatic interaction between the ions is observed.

Of great importance for the development of solution theory was the work of
Gilbert N. Lewis, who introduced the concept of activity in thermodynamics (1907)
and in this way greatly eased the analysis of phenomena in nonideal solutions.
Substantial information on solution structure was also gathered when the conduc-
tivity and activity coefficients (Section 7.3) were analyzed as functions of solution
concentration.

7.2 IONIC SOLVATION (HYDRATION) IN SOLUTIONS

Ilonic solvation is interaction between ions and solvent molecules that leads to the
formation of relatively strong aggregates, the solvated ions. In aqueous solutions the
terms ionic hydration and hydrated ions are used as well.

Ions not solvated are unstable in solutions; between them and the polar solvent
molecules, electrostatic ion—dipole forces, sometimes chemical forces of interaction
also arise which produce solvation. That it occurs can be felt from a number of
effects: the evolution of heat upon dilution of concentrated solutions of certain elec-
trolytes (e.g., sulfuric acid), the precipitation of crystal hydrates upon evaporation of
solutions of many salts, the transfer of water during the electrolysis of aqueous solu-
tions), and others. Solvation gives rise to larger effective radii of the ions and thus
influences their mobilities.

Solvated ions have a complicated structure. The solvent molecules nearest to the
ion form the primary, or nearest, solvation sheath (Fig. 7.2). Owing to the small dis-
tances, ion—dipole interaction in this sheath is strong and the sheath is stable. It is
unaffected by thermal motion of the ion or solvent molecules, and when an ion
moves it carries along its entire primary shell. In the secondary, or farther shells,
interactions are weaker; one notices an orientation of the solvent molecules under
the effect of the ion. The disturbance among the solvent molecules caused by the
ions becomes weaker with increasing distance and with increasing temperature.

Thus, ionic solvation is associated with a substantial rearrangement of solvent
structure; its primary structure is broken where the ion is located, and its molecules
undergo reorganization (reorientation) within a certain volume around the ion.
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FIGURE 7.2 Solvation of an ion: (1) nearest; (2) farther.

An ion’s solvated state can be described in two ways: (1) in terms of the energy
effects: the heat, ¢ = —AH®, work, w® = —AG®, and entropy, AS®, of solvation
(index®), and (2) in terms of physical parameters: the solvation number h; (the number
of solvent molecules associated with ion j) and the radius r® of the solvated ion. These
parameters refer to the primary sheath.

7.2.1 Solvation Energies of Electrolytes

Energy effects associated with the dissolution of a given substance (which in the fol-
lowing is distinguished with the index@) can be determined experimentally. They
depend on the system’s initial and final state, but not on the path taken by the
process. Hence, for calculations, the device of thermodynamic cycles is often used,
where the true path of the process is replaced by another path (which may even be a
path that actually cannot be realized) for which the energy effects of the individual
intermediate steps can be determined.

The dissolution process can be performed mentally in two steps: (1) from the
original substance, ions are formed in the gas phase (or in vacuum) where they are
sufficiently far apart so that their electrostatic interaction can be excluded; and (2)
transfer of these ions from the gas phase into the solvent. The first step is independ-
ent of the solvent. For ionophors, it implies breakdown of the lattice, and for iono-
gens, it implies breaking the chemical bonds in the original molecule and ionizing
the resulting atoms or atom groups. Provisionally, this step will be called breakup
(index®). The energy effects of the second step are related to ionic solvation. The
total heat of solution of a compound is the sum of the heats of the two steps:

gD =g® + ¢, (7.15)

This equation is used in calculating heats of solvation of electrolytes. The heat
of solution can be determined highly accurately by calorimetry (with an error of
<0.1%). This heat is relatively small, and the values are between —100 and
+40kJ/mol. Different methods exist to calculate the breakup energies approximately
on the basis of indirect experimental data or models. Unfortunately, the accuracy of
these calculations is much lower (i.e., not better than +5%).
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Determination of Lattice Breakup Energies from Experimental Data The process
of lattice breakup can be split into individual steps for which the energies can be meas-
ured. Thus, breaking up the NaCl lattice to form free ions in the gas phase can be
described (with a Born—Haber cycle) as

15 Na(s) —25 Na(g) -2 Na* (g)
NaCl (s)—| (7.16)
— 2CL(g) —5 Cl(®) > C" (®)

Calorimetrically or otherwise, heats can be determined for the following steps:
(1) decomposition of NaCl into the elements, ¢/’ = —411kJ/mol; (2) evaporation
of sodium, ¢® = —409kJ/mol; and (3) dissociation of the chlorine molecules,
g = —121kJ/mol. From spectroscopic data one can determine the work required
in the following steps: (4) ionization of the sodium atoms, w® = —496 kJ/mol; and
(5) ionization of the chlorine atoms, w® = +364 kJ/mol. Neglecting the difference
between heats and work in individual steps (the error thus introduced is within
*5% in the present case), we obtain for the total heat of crystal NaCl breakup:
q® = Zg® = —722kJ/mol.

Calculation of the Electrostatic Energy of Lattice Breakup 1In 1919, Max Born
proposed a method for calculating the energy necessary to draw apart a pair of ions
from a crystal lattice to infinite distance against electrostatic attraction forces. The
equation derived by Born gives for the lattice energy of a NaCl crystal the value
—762kJ/mol (i.e., a value close to the experimental value of the heat of breakup that
we had mentioned).

Determination of the Breakup Energies of Ionogens Through the analysis of
molecular spectra one can determine the bond energies [i.e., the energies required to
break a given molecule into atoms (or atom groups)]. Through the analysis of atomic
spectra, on the other hand, one can calculate the energy of ion formation from atoms.
The energy of breaking an HCI molecule into free ions H™ and C1~ thus determined
is —432kJ/mol.

Table 7.1 lists values for the breakup energies and first heats of solution in water
for various compounds as well as values for the hydration energies of these com-
pounds calculated from Eq. (7.15). In view of what we had said, we can estimate that
values of ¢ are accurate to +5%. We see that the ionic solvation energies are high
(several hundred kJ/mol); hence, they can compensate for the rather high breakup
energies of ionophors and ionogens.

7.2.2 Solvation Energies of Individual Ions

If in an electrolyte solution, the solvation energy of each ion is independent of the
second ion’s identity, the solvation energy of the electrolyte k can be written as

g =149 +1 q%. (7.17)
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TABLE 7.1 Heats of Breakup ¢®), First Heats of Dissolution ¢‘¥, and Heats of
Solvation ¢ for Various Ionophors in Water (kJ/mol)

Tonophor qY q® q® Tonophor g9 q® g
LiF —4.6 1031.0 1026.4 KI —=20.5 6379 617.4
NaF -04 912.1 911.7 RbF +26.4 780.2 806.6
NaCl —3.8 773.1 769.3 RbBr —21.8 658.8 637.1
NaBr +0.8 741.3 742.1 Rbl —-26 622.0 596.1
KF +17.6 810.4 828.0 CsF +37.7 744.7 782.3
KCl —17.2 702.8 685.6 Csl —33.1 604.8 571.8
KBr —20.1 678.5 658.4

Above, the solvation energy had been defined as the energy set free upon transfer of
ions of a given type from the gas phase into the solution. During this transfer the ions
cross the phase boundary between gas and solution where the solution’s surface
potential y =y —y® ig effective. During the crossing an additional energy
g = —zFy is evolved (per mole of the ions). Hence, two types of ionic solvation
energy are distinguished: chemical, g®“"*™), which only characterizes the ion—solvent
interaction, and real, g®"®, which in addition includes crossing the surface layer by
the ions. These two parameters are interrelated as follows:

q(s,real) — q(s,chem.) _ ZFX (718)

For the electrolyte as a whole, the effects associated with cations and anions
crossing the surface layer cancel, and Eq. (7.17) is valid, with both the chemical and
the real ionic solvation energies. Next, we describe ways of theoretically calculating
the solvation energies of individual ions or of calculating them from indirect exper-
imental data.

Theoretical Calculation of Ionic Solvation Energies The first method for such cal-
culations was suggested by M. Born in 1920. In this method the solution is regarded
as a homogeneous continuum with the relative permittivity €. The ion’s transfer from
vacuum into the solution is split mentally into three steps: (1) removal of the electric
charge from the ion in vacuum, (2) transfer of the uncharged particle from vacuum
into the solution, and (3) restitution of charge to the particle in solution. Since only
electrostatic forces, not the chemical forces, are considered, the work performed in
the second step is zero. So to find the energy of an ion’s solvation, it is necessary to
calculate the work of discharge of the ion in vacuum (first step) and the work of charg-
ing the ion in solution. In calculating the work of discharging and charging, the
assumption is made that the particle is a sphere of radius ;.

For the total (real) work required to transfer an ion from vacuum into solution,
Born’s theory gives the expression

0)2
W = =0) . (7.19)
8me er;
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Comparison with experimental data shows that Born’s equation yields high val-
ues of w® (or ¢®). It is a defect of Born’s model that the solvent is regarded as a con-
tinuum with the unchanged bulk value of the parameter €, even at short distances
from the ion. However, the solvent molecules in the first solvation sheath are
strongly oriented, and one cannot disregard the real structure of this sheath. In the
model developed by John D. Bernall and Ralph H. Fowler in 1933 and in models of
other workers, the solvent around the ion is split conditionally into two regions, a
first shell containing hj solvent molecules, and the remainder which, as in Born’s
model, is regarded as a continuum.

Let p, be the dipole moment of a solvent molecule and r, its radius. The electro-
static energy of interaction between the ion and 4; solvent molecules in the primary
shell when computed per mole of ions can be written as

prim — M (720)
dmeye(r; + 1)
The interaction with the remainder of the solvent is determined by Born’s equation,
but taking into account that the molecules of this part of the solvent are found at dis-
tances greater than r; + 2r,.
In addition to these interactions, one must take into account that reorganization of
the solvent molecules requires the expenditure of some energy w™°¢. Calculations
show that this energy for water has values of —60 to —120kJ/mol.

Calculation of the Solvation Energy from Experimental Data The solvation ener-
gies of individual ions can be calculated from experimental data for the solvation
energies of electrolytes when certain assumptions are made. If it is assumed that an
ion’s solvation energy depends only on its crystal radius (as assumed in Born’s
model), these energies should be the same for ions K* and F~, which have similar
values of these radii (0.133 £0.002nm). It follows that in aqueous solutions,
qg. =g = 14§} = 414.0kJ/mol. With the aid of these values we can now determine
the values for other ions. According to another hypothesis, it is the ions Cs™ and I~
that have identical solvation energies: ¢&+ = qf¥ = 1¢&; = —285.9kJ/mol. Here the
smaller radius of the cesium ion (0.169 nm, compared to 0.215 nm for the iodide ion)
compensates for the asymmetry of the water molecules.

Values for the heats of hydration of a number of ions that were calculated by the
aforementioned methods on the basis of theoretical models and experimental data
are reported in Table 7.2. We see that there is a certain general agreement, but in indi-
vidual cases the discrepancies are large, due to inadequacies of the theoretical con-
cepts used in the calculations.

7.2.3 Solvation Numbers

Various methods are available for determining the solvation number hj and (or) the
radius of the primary solvation sheath: (1) by comparing the values of the true and
apparent ionic transport numbers, (2) by determining the Stokes radii of the ions, or
(3) by measuring the compressibility of the solution [the compressibility decreases
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TABLE 7.2 Heats of Hydration of Individual Ions (kJ/mol) and Hydration
Numbers hj

Calculation Experimental Data
Ion Teryse (M) Eq. (7.19) Improved From KF  From Cal h;
Li* 0.060 1162.4 670.1 612.4 529.9 5-6
Na* 0.095 734.6 498.9 497.7 415.2 6-7
K* 0.133 5245 378.8 414.0 3315 4
Rb* 0.148 4734 342.8 392.6 310.1 3
Cs* 0.169 412.7 300.5 368.4 285.9 1-2
F~ 0.136 513.2 329.0 414.0 496.5 2-5
Cl™ 0.184 385.5 237.8 271.6 354.1 0-3
Br~ 0.195 357.9 216.0 244.4 326.9 0-1
- 0.216 323.1 187.1 203.4 285.9 0-1

in the presence of ions, owing to the decrease in specific volume of the water (elec-
trostriction of water)]. These methods are not highly accurate.

The values of h; for different ions are between 0 and 15 (see Table 7.2). As a rule
it is found that the solvation number will be larger the smaller the true (crystal)
radius of the ion. Hence, the overall (effective) sizes of different hydrated ions tend
to become similar. This is why different ions in solution have similar values of
mobilities or diffusion coefficients. The solvation numbers of cations (which are rel-
atively small) are usually higher than those of anions. Yet for large cations, of the
type of N(C,H,) ¥, the hydration number is zero.

7.2.4 Hydration of Protons

The behavior of protons in aqueous solutions differs widely from that of other ions
and from that of protons themselves in organic solvents. The proton’s hydration
energy (about 1100kJ/mol) and its mobility in aqueous solutions are two to four
times higher than the corresponding parameters of other ions.

These special features are explained by an interaction between the proton and one
of the water molecules, which is not merely electrostatic but also covalent. This yields
a new chemical species, the hydroxonium ion, H;O™. The existence of such ions was
demonstrated in the gas phase by mass spectrometry and in the solid phase by X-ray
diffraction and nuclear magnetic resonance. The H"-H,O bond has an energy of
712kJ/mol, which is almost two-thirds of the total proton hydration energy.

The species H;O* is subject to further hydration in the usual manner. Its primary
sheath contains three water molecules linked through electrostatic forces, and in part
through hydrogen bonds (i.e., the ion with its primary solvation sheath can be for-
mulated as HyO,*).

The H*-H,O bond has the special feature that although the bond energy is high,
the proton will readily hop from one water molecule in the hydration complex to a
neighboring water molecule. This hop is a quantum motion and will occur only when
the water molecules have a favorable mutual orientation. It will occur predominantly
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in the direction of an electric field that may be present in the solution. Therefore, in
solutions with hydroxonium ions, two transport mechanisms exist: (1) transport of
hydrated hydroxonium ions (which is analogous to the transport of other types of
ion), and (2) transport of nonhydrated protons along the relatively immobile frame-
work of oriented water molecules. The second mechanism resembles that of charge
transport suggested by Grotthuss early in the nineteenth century. As a result of the
joint operation of these two mechanisms, protons have a higher mobility than other
ions in aqueous solutions. The elevated mobility of hydroxyl ions is explained in
analogous fashion.

7.3 ACTIVITY OF REAL ELECTROLYTE SOLUTIONS

7.3.1 Ways to Determine the Activity of Electrolyte Solutions

The thermodynamic properties of real electrolyte solutions can be described by var-
ious parameters: the solvent’s activity a,, the solute’s activity a,, the mean ion activ-
ities a.., as well as the corresponding activity coefficients. Two approaches exist for
determining the activity of an electrolyte in solution: (1) by measuring the solvent’s
activity and subsequently converting it to electrolyte activity via the thermodynamic
Gibbs—Duhem equation, which for binary solutions can be written as

nydlnay,+ n,dlnay; (7.21)

and (2) by measuring the solute’s activity directly.

The solvent’s activity can be determined by measuring the saturation vapor pres-
sure above the solution. Such measurements are rather tedious and their accuracy at
concentrations below 0.1 to 0.5 M is not high enough to produce reliable data; there-
fore, this method is used only for concentrated solutions. The activity can also be
determined from the freezing-point depression or boiling-point elevation of the solu-
tion. These temperature changes must be ascertained with an accuracy of about
0.0001 K, which is quite feasible. This method is used primarily for solutions with
concentrations not higher than 1 M.

Direct measurements of solute activity are based on studies of the equilibria in
which a given substance is involved. The parameters of these equilibria (the distribu-
tion coeflicients, equilibrium constants, and EMF of galvanic cells) are determined at
different concentrations. Then these data are extrapolated to very low concentrations,
where the activity coincides with concentration and the activity coefficient becomes
unity.

Electrochemical Cell Without Transference Assume that we want to determine the
activities of HCI solutions of various concentrations. We assemble a galvanic cell

with hydrogen and calomel electrode:

Pt, (H,) | HCI(c,) | (Hg,H,Cl,), Pt. (7.22)
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FIGURE 7.3 Extrapolation of experimental data for the determination of activity coefficients.

The EMF of this cell is defined by the equation
%:%0—%111 a. (7.23)

Taking into account that in this case a, = f2c?, we can also write this equation as

2RT
F

€+ R e, =€
F

Inf.. (7.24)

Experimentally we can determine the values of € at various values of c,. Then
we construct a plot of the left-hand side of Eq. (7.24) vs. concentration and extrap-
olate it to zero concentration [i.e., into the region of ideal solutions where In . =0
(Fig. 7.3)]. We thus determine the value of €. Knowing this, we can readily find the
values of f, for any solution concentration investigated when using Eq. (7.24).

The accuracy of this method depends on correct extrapolation of the experimen-
tal data. The error associated with the extrapolation can be reduced by plotting the
experimental data not as a function of concentration but as a function of the square
root of concentration. It will be shown below that in this case the experimental data
for dilute solutions fall onto a straight line that can be extrapolated more accurately
than a curve to zero concentration.

7.3.2 Concentration Dependence of the Activity Coefficient

The activities have by now been determined for binary solutions of most elec-
trolytes. As a rule, the values determined by different methods are in good mutual
agreement (the scatter is not over 0.5%). These data are reported in special tables
listing coefficients f. as functions of concentrations [in the tables the concentrations
are usually quoted in molalities (m), i.e., the number of moles of the given sub-
stance in 1 kg of the solvent].

Figure 7.4 shows such functions for binary solutions of a number of strong elec-
trolytes and for the purposes of comparison, for solutions of certain nonelectrolytes
(f)- We can see that in electrolyte solutions the values of the activity coefficients
vary within much wider limits than in solutions of nonelectrolytes. In dilute elec-
trolyte solutions the values of f. always decrease with increasing concentration. For



114 AQUEOUS ELECTROLYTE SOLUTIONS

log ¥4, log f;(

L |
g 05 1.0 1.5 é 2.5
m1/2: {mal /kg) V2

FIGURE 7.4 Mean ionic activity coefficients as functions of molality for solutions of
(1) NaCl, (2) KNO;, (3) CaCl,; activity coefficients as functions of molality for solutions of
(4) glycerol, (5) glycine. The dashed lines: curves for solutions of 1:1 electrolytes calculated
(1a) via Eq. (7.39), (1b) via Eq. (7.43), and (1c) via Eq. (7.44).

many (but not all) electrolytes they go through a minimum and then increase with
increasing concentration. In a number of cases, very high values of f, are attained in
concentrated solutions. In other cases these values vary relatively little or decrease
monotonically. The highest value, f. = 1457, was obtained for a 5.5m UO,(CIO,)
solution, and the lowest (among strong electrolytes) value, f. = 0.0168, for a 2.5m
CdCl, solution.

The individual differences between electrolytes appear mainly in concentrated
solutions; in dilute solutions distinct common traits are exhibited. When the experi-
mental data are plotted as logf. vs. f2, a linear relation is observed in very dilute

solutions, as can be seen from Fig. 7.4:
—log f. = kcl?. (7.25)

It is typical that in this region the curves of electrolytes of the same valence type
almost coincide (i.e., at a given concentration the activity coefficients depend only
on the electrolyte’s valence type, not on its identity).

In activity studies in multicomponent systems, G. N. Lewis and M. Randall found
in 1923 that in the case of dilute solutions, when a foreign electrolyte is added, the
activity change of the substance studied depends only on the concentration and valence
type of the substance added, not on its identity. For a quantitative characterization of
solutions, they introduced the concept of ionic strength I of a solution (units: mol/L),

[ =13¢72 (7.26)

1
¢ 2 Jjcj
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where the ¢; are the real concentrations of the ions (not counting the undissociated
molecules).

They formulated the ionic-strength principle according to which “in dilute solu-
tions, the activity coefficient of a given strong electrolyte is the same in all solutions
of the same ionic strength.”

In 1922, Johannes Nicolaus Brgnsted established an empirical relation for the
activity coefficients in dilute electrolyte solutions:

—log f. =z, z_ hI!", (7.27)
where £ is a constant that does not depend on the identity or valence type of the elec-
trolyte and has the approximate value 0.50 (L/mol)!2.

Equation (7.25) can be regarded as a particular case of the more general Eq.
(7.27), since for binary solutions of strong electrolytes, I, = 1(t,z?+1_z*). For
binary 1:1, 1:2, and 2:2 electrolytes the values of I, are ¢, 3c,, and 4c,, respec-
tively. It follows that the coefficients k in Eq. (7.25) have values of &, 3.46h, and 8h
for the same electrolytes.

7.3.3 Physical Meaning of Activity Coefficients

The departure of a system from the ideal state is due to interaction forces between
the individual particles contained in the system. The dependence of chemical poten-
tial of a species on its concentration can be written as

W= u;.’ +RTInc;+RT In f, (7.28)
The last term on the right-hand side,
Wi ; =RT In f; (7.29)

(in kJ/mol), represents the energy contributed by this interaction; it is zero for ideal
solutions.

When repulsion forces exist between the particles, the chemical potential of the
corresponding species will increase (an additional energy w;, ;> 0 must be expended
to place a particle into a given volume), and hence, the activity coefficient will be
larger than unity. When attraction forces are present, the activity coefficient will
be smaller than unity.

The ions in solution are subject to two types of forces: those of interaction with
the solvent (solvation) and those of electrostatic interaction with other ions. The inte-
rionic forces decrease as the solution is made more dilute and the mean distance
between the ions increases; in highly dilute solutions their contribution is small.
However, solvation occurs even in highly dilute solutions, since each ion is always
surrounded by solvent molecules. This implies that the solvation energy, which to a
first approximation is independent of concentration, is included in the standard
chemical potential u? and has no influence on the activity.
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Therefore, the activity coefficients in solutions are determined primarily by the
energy of electrostatic interaction w, ; between the ions. It is only in concentrated
solutions when solvation conditions may change, that changes in (but not the exis-
tence of ) solvation energy must be included, and that nonelectrostatic interactions
between ions must be accounted for.

7.4 PHYSICAL THEORIES OF ION-ION INTERACTIONS

It is the aim of physical solution theories to calculate ion—ion interactions quantita-
tively (i.e., to theoretically calculate the activity coefficients). In an ionic lattice the
energy of electrostatic interaction between the ions is high compared to the thermal
energy RT; hence, the ions are rigidly fixed in space and arranged in orderly fashion.
In dilute solutions of nonelectrolytes, there are practically no interaction forces
between dissolved particles, and at any given time the relative positions of the parti-
cles are random and disordered, owing to thermal motion. In electrolyte solutions the
situation is intermediate: Relatively weak electrostatic forces having an energy com-
parable with that of thermal motion exist between the ions. A certain degree of short-
range order is observed in them; at short distances from a given ion, ions of opposite
sign are more likely to be found. As a result, attraction forces are predominant
between the ions at short distances, and hence w, ;<0.

The first attempt at statistical calculation of the distribution of ions in a solu-
tion while allowing for electrostatic interaction and thermal motion was made by
S. Roslington Milner in 1913. The mathematical procedures used by him were very
complicated.

In 1918, Jnanendra Chandra Ghosh proposed to calculate the energy of electro-
static interaction of the ions while assuming the ions in the solution to have a rigid
arrangement resembling that in crystals, although allowing for the actual interionic
distances. The function obtained by him is close to the experimental function (7.25),

Peter Debye (1884—1966; Nobel prize, 1936). Erich Hiickel (1896-1980).
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although with a different exponent of concentration. However, the model used is
physically unsound, since the distorting influence of thermal motion of the ions on
their distribution in the solution is not taken into account.

An appreciable advance in the theory of electrostatic interaction between ions in
solution was made in 1923 by Peter Debye and Erich Hiickel, who introduced the
concept of ionic atmosphere to characterize the averaged distribution of the ions. In
its initial form the theory was applied to fully dissociated electrolytes; hence, it was
named the theory of strong electrolytes.

7.4.1 Ionic Atmosphere

In Debye—Hiickel (DH) theory, the interaction of a particular central ion m with all
other ions in the solution, including other ions of the same sort, is analyzed. Because
of electrostatic forces in the immediate vicinity of the central ion, an excess of ions
of the opposite sign is found, which gives rise to a certain space charge compensat-
ing for the charge of the central ion. This space charge surrounding the central ion
(Fig. 7.5) is called an ionic atmosphere or ionic cloud.

The ionic atmosphere has a blurred (diffuse) structure. Because of thermal motion,
one cannot attribute precise locations to its ions relative to the central ion; one can
only define a probability to find them at a certain point or define a time-average ionic
concentration at that point (the charge of the ionic atmosphere is “smeared out”
around the central ion). In DH theory, the interaction of the central ion with specific
(discrete) neighboring ions is replaced by its interaction with the ionic atmosphere
(i.e., with a continuum).

The most important parameters of the ionic atmosphere are the charge density Q,,(r)
and the electrostatic potential y(r) at the various points. Each of these parameters is
understood as the time-average value. These values depend only on distance r from the
central ion, not on a direction in space. For such a system it is convenient to use a polar
(spherical) coordinate system having its origin at the point where the central ion is
located; then each point can be described by a single and unique coordinate, r.

FIGURE 7.5 Ionic atmosphere.
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Because of the thermal motion of the central ion, the coordinate system consid-
ered is in continuous three-dimensional motion. Thus, when a cation moves, a cer-
tain average density of negative charge will always exist at points at a distance r from
it. However, at any stationary point of the solution that has been defined (e.g., rela-
tive to the vessel walls), positive and negative charges are equally likely to material-
ize. Therefore, at stationary points the time-average charge density is zero and the
average potential is constant and independent of the coordinate, while at points in
the moving coordinate system the charge densities and potential are not zero and the
potential depends on the coordinate. It follows that an ionic atmosphere exists only
in the moving coordinate system of the central ion.

The total charge, Q,,,, of the ionic atmosphere can be calculated by integrating
the charge density over its total volume. Since the system is electroneutral, the total
charge of the ionic atmosphere must be equal in absolute value and opposite in sign
to the central ion’s charge Q,. The charge density is constant in an elementary
volume dV = 4712 dr enclosed between two concentric spherical surfaces with radii
r and r + dr. Therefore,

Oun = —2,0"= fv Q,dV=4n fo "0, (dr. (7.30)

The electrostatic potential y(r) at each point is reckoned relative to the solution’s
constant average potential; the latter is assumed to be zero. The total value of poten-
tial y,(r) can be written as the sum of two components, one due to the central ion;
y,(r), and one due to the ionic atmosphere; ,,.(r):

Wo(r) = W, (1) + (1) (7.31)

According to the laws of electrostatics, the potential set up by the central ion (a
point charge) is determined by

O

v, (r) =y + Te.pr (here y° = 0). (7.32)

The energy of interaction of the central ion with its ionic atmosphere depends on the
potential of this atmosphere y,,,(0) at a point where the central ion is located (r = 0).
Therefore, it is the main task of the physical theory of ion—ion interaction to calcu-
late the potential of the ionic atmosphere, ,,.

7.4.2 Debye-Hiickel Limiting Law

In the first version of DH theory it was shown that the potential of the ionic atmos-
phere can be represented by the equation

0
m

LY
Watm(r) = 47[808}" [exp(_Kr) - 1]5 (7-33)
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where K is a constant (units: cm™!) containing parameters independent of coordi-
nates and is defined by

_ oo 2\ 7.34
k=0 kTeqe (7.34)

The derivation of this equation is given in Appendix A.)
It follows for the potential at the point where the central ion in located (» = 0) that

K _ZmQO(ZIC)I/Z
Y, =-v0,, where 7= Imege = Gl P (e ) (7.35)

We can see from this equation that the potential y,,, at the point r = 0 has the value
that would exist if there were at distance 1/k a point charge —z,0° or, if we take into
account the spherical symmetry of the system, if the entire ionic atmosphere having
this charge were concentrated on a spherical surface with radius 1/« around the cen-
tral ion. Therefore, the parameter 7, = 1/« with the dimensions of length is called the
effective thickness of the ionic atmosphere or Debye radius (Debye length). This is
one of the most important parameters describing the ionic atmosphere under given
conditions.

According to Eq. (7.34), the values of the Debye radius depend on the ionic
strength I, of the solution and increase with decreasing ionic strength; they are 0.3,
3, and 30 nm for values of I, of 1, 1072, and 10™* M (note that here 1.1is given in the
units mol/L).

An equation for quantitatively determining the interaction energy w, ,, between
the central ion and the ionic atmosphere can be derived with the aid of the following
thought experiment. We assume that in the initial state the central ion is deprived of
its charge (Q,, = 0), and hence, neither an ionic atmosphere nor the potential of this
atmosphere exist. We now charge the ion gradually. According to Eq. (7.35), at all
times the value of v, (0) is proportional to the momentary value of Q, v, (0) =
—YQ,,- For each consecutive charge increment dQ,,, an energy dw, ,, = W ;,(0) X
dQ,, = —v0,,dQ,, must be expended. The energy corresponding to complete charg-
ing of the ion from Q,, =0 to Q,, = z,,0° is determined by the expression

W™ f Oy 00, =y f % 0,d0, = 02 (7.36)
0 0

it is evidently equal to the interaction energy sought.
With Egs. (7.29) and (7.35) the expression for the activity coefficient of ion m
becomes finally

Wem 40489
2.303kT  (kTee)¥>

logf,,=DQ21?,  where D=

m

(7.37)

For aqueous solutions at 25°C, the constant D = 0.51 (L/mol)'"2.
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This is an equation for calculating the activity coefficient of an individual ion m
(i.e., a parameter inaccessible to experimental determination). Let us, therefore,
change to the values of mean ionic activity. By definition [see Eq. (3.27)],

T, logf. =7, logf, +1_logf.. (7.38)

Substituting into (7.38) the values of f, and f_ according to Eq. (7.37) and taking
into account that the electroneutrality condition of T,z, =T_z_ = T, yields the equal-
ity 7,23 +1_z2="1,z,z_, we finally obtain

logf. = —Dz,z I, (7.39)

We can see from Fig. 7.4, curve 1la, that this equation describes the experimental
data in very dilute solutions of strong electrolytes (i.e., for 1: 1 electrolytes approx-
imately up to 1072 M); for other electrolytes the concentration limit is even lower. It
correctly conveys the functional dependence on the charge of the ions and the ionic
strength of the solution (as well as the lack of dependence on individual properties
of the ions); it can, moreover, be used to calculate the value of empirical constant &
in Eq. (7.27).

The behavior expressed by Eq. (7.39) became known as the Debye—Hiickel lim-
iting law. Its derivation was one of the first instances in physical chemistry where
with the aid of models built at the molecular level, it was possible to formulate an
equation of state of a real system with which the properties of this system could be
calculated without the use of empirical (“fitting”) constants. This was the basis for
the triumph of this theory, which had great significance for the general development
of electrolyte solution theory even though its range of application was limited to
very low concentrations. Subsequent theoretical work focused on interpreting the
departures of concentrated solutions from the properties predicted by the limiting
law. The DH theory is always one of the criteria for other, more general theories,
which in the limit of low concentrations should lead to the equations of the DH lim-
iting law.

7.4.3 Second and Third Approximation of the Theory

The great success of DH theory provoked numerous attempts at improvement and
extension to more concentrated solutions. In the equations reported in Section 7.4.2,
known as the first approximation, ion size was disregarded; all ions were treated as
point charges. This is reflected in Eq. (7.30), where the integration was started from
r =20 (i.e., it was assumed that other ions can, however, closely approach the central
ion and that all these ions have zero radius).

In the second approximation, Debye and Hiickel introduced the idea that the
centers of the ions cannot come closer than a certain minimum distance a, which
depends on ion size; the ions were now treated as entities with a finite radius. The
mathematical result of this assumption are charge densities Q,, which are zero for
r<a, and Eq. (7.30) is integrated from r = a to r = eo. This produces a change in
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the value of integration constant C, (see Appendix A). Instead of Eq. (A.8), we
obtain

_ z,,0%xp(ax)

= . 7.40
4mee(1+ax) ( )

2

The expression for the distribution of potential of the ionic atmosphere becomes

0 —
Vaum(M2,Q° exp K(a — 1) (7.41)
dneger  (1+ax)—1

Within a spherical space of radius a, by definition Q,, = 0, so that the value of poten-
tial of the ionic atmosphere here is constant and equal to that at point r = a:

0)= 1 7.42
Va0 = Van@) = Je o1+ ey’ (7.42)
As a result, we obtain for the mean ionic activity coefficient,
_DZ+Z_11-/2
logf. =—""—7- 7.43
S = T e (7.:43)

where B = 212/kTeg.

For highly dilute solutions the value of aBI'? is small compared to unity, and the
solution of Eq. (7.43) coincides with the limiting law. In more concentrated solu-
tions, in agreement with experiment, the values of f, calculated by Eq. (7.43) are
larger than the values obtained from the limiting law.

In practical applications of this equation, one must pick values for constant a. To
a first approximation it can be regarded as equal to the sum of the radii of two sol-
vated ions. It is not clear, however, whether the solvation sheaths of approaching ions
would not be deformed. Moreover, in deriving Eq. (7.43) it was assumed without
sufficient reasoning that the constant a for a given central ion will be the same for
different ions present in the ionic atmosphere.

Therefore, the constant a is regarded not as a physical parameter that can be
determined in independent ways but as a fitting factor which in each case is picked
so that Eq. (7.43) will give the best agreement with the experimental data. The equa-
tion is thus converted from one theoretically founded to a semiempirical one. In a
number of cases good agreement with experiment can be attained up to concentra-
tions of 0.1 M with values of a = 0.3 to 0.4 nm (Fig. 7.4, curve 1b).

At higher concentrations, this equation is no longer suitable for calculating f..
In particular, it cannot explain why f. goes through a minimum and increases so
strongly at high concentrations.

In solutions of nonelectrolytes where the particles do not interact electrostatically,
the value of log f, often increases linearly with increasing concentration: log f, = b'c
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(Fig. 7.4, curve 4). By analogy with this behavior, it has been proposed as a way of
accounting for nonelectrostatic interaction forces between ions, to supplement
Eq. (7.43) with an additional term b'c or bl :

log f Dz LR (7.44)
ogf, =——— . .
8 T e T

where b is an empirical constant.

Values of b are usually small (e.g., b= 0.1z,z_ L/mol). This expression provides
a good description for the increase in f. values at higher concentrations. Thus, for
aqueous NaCl solutions, Eq. (7.44) describes the experimental data up to 4 M [Fig.
7.4, curve 1b, with values of @ = 0.4nm and b = 0.055 L/mol].

Equation (7.44) is known as the third approximation of the Debye—Hiickel theory.
Numerous attempts have been made to interpret it theoretically. In these attempts,
either individual simplifying assumptions that had been made in deriving the equations
are dropped or additional factors are included. The inclusion of ionic solvation proved
to be the most important point. In concentrated solutions, solvation leads to binding of
a significant fraction of the solvent molecules. Hence, certain parameters may change
when solvation is taken into account since solvation diminishes the number of free sol-
vent molecules (not bonded to the ions). The influence of these and some other factors
was analyzed in 1948 by Robert A. Robinson and Robert H. Stokes.

7.4.4 Ion-Ion Interaction and Conductivity

In the classical theory of conductivity of electrolyte solutions, independent ionic
migration is assumed. However, in real solutions the mobilities ; and molar conduc-
tivities A; of the individual ions depend on the total solution concentration, a situation
which, for instance, is reflected in Kohlrausch’s square-root law. The values of said
quantities also depend on the identities of the other ions. All these observations point
to an influence of ion—ion interaction on the migration of the ions in solution.

Ideas concerning the ionic atmosphere can be used for a theoretical interpretation
of these phenomena. There are at least two effects associated with the ionic atmos-
phere, the electrophoretic effect and the relaxation effect, both lowering the ionic
mobilities. Formally, this can be written as

=20 = Ad,, — AL

rel>

(7.45)

where A° is the limiting value of molar conductivity of an ion in the absence of
ion—ion interaction (highly dilute solutions), and A, and A, are the changes pro-
duced in this parameter by the electrophoretic and relaxation effect, respectively.
The electrophoretic (cataphoretic) effect arises because the central ion and its
ionic atmosphere, which differ in the sign of the charge, will move in opposite direc-
tions in an electric field (Fig. 7.6). The countermovement of the ionic atmosphere (as
the surrounding medium) slows down the motion of the central ion. Usually, the
value of the ionic atmosphere’s own “conductivity,” A, is adopted as the value of
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FIGURE 7.6 Electrophoretic effect.

A?»eph. Conditionally, the ionic atmosphere is regarded as a sphere with radius rj,. The
values of r,, approach the size of colloidal particles, for which Stokes’s law applies
(i.e., the drag coefficient 8 = 6nnr,, where 1 is the liquid’s viscosity) when they

move in an electric field (electrophoresis or cataphoresis). We then have

2
ANy, = ke 221)7, where ke, = FB (7.46)

P - N6mn

The relaxation effect arises because a certain time, 7, is required for the forma-
tion or collapse of an ionic atmosphere around the central ion. When an ion moves
in an electric field, its ionic atmosphere lags somewhat behind, as it were; its center
(Fig. 7.7, point B) is at a point where the central ion had been a little earlier. The
configuration of the ionic atmosphere around the central ion (point A) will no longer
be spherical but elongated (ovoid). Because of this displacement of the charges, the
ionic atmosphere has an electrostatic effect on the central ion which acts in a direc-
tion opposite to the ion’s motion. A rigorous calculation of this effect was made in

1927 by Lars Onsager. His solution was

2
My =k 202 where k,=—20B (7.47)
N,RT8me e
( is a numerical factor; its value is 0.1953 for symmetric electrolytes).
Thus,
A=A — (kephz2 + kA2, (7.48)

It follows (when taking into account that T,z, =1T_z_ = z;) that the molar conduc-
tivity of binary electrolyte solutions is given by

A=A = [kgyzi(z, +2.) + kgAML, (7.49)

These equations are known as the Debye—Hiickel-Onsager equations.
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FIGURE 7.7 Relaxation effect.

In the case of binary solutions, Eq. (7.49) coincides with the empirical Eq. (7.14),
both in form and in the value of the numerical constant k. Therefore, the empirical
square-root law can be explained quantitatively on the basis of the theory of ion—ion
interaction.

An analysis of Eq. (7.49) shows that the electrophoretic effect accounts for about
60 to 70% of the decrease in solution conductivity, and the relaxation effect for the
remaining 40 to 30%.

The ideas outlined also provide an explanation for anomalous conductivity effects
that occur under certain extreme conditions. Thus, in electrostatic fields having very
high field strength E (>10° to 107 V/m) the conductivities  of electrolyte solutions
(and also the values of A) were found to become higher (the Wien effect), whereas
according to Ohm’s law [Eq. (1.3)], these parameters should not depend on E. At
high values of E the distance between the central ion and the center of the ionic
atmosphere becomes larger than ry, (i.e., the central ion “pulls out,” as it were, from
its ionic atmosphere). Then the electrophoretic and relaxation effects disappear and
the value of A will approach A°. The values of 6 and A also increase when very high
frequencies (above 1 MHz) are used for the measurements (the Debye—Falkenhagen
effect or frequency dispersion of conductivity). When the period between sign
changes of the ac field is shorter than the relaxation time 7., the central ion is practi-
cally not displaced relative to the center of the ionic atmosphere. But electrophoretic
phenomena persist. Therefore, at high field frequencies the value of A increases
somewhat but does not reach the value of A°.

7.4.5 Further Development of Electrolyte Solution Theory

The first ideas concerning a role of pairwise electrostatic interaction between ions
were advanced in 1924 by Vladimir K. Semenchenko. A quantitative theory of the
formation of ion pairs was formulated in 1926 by Niels Bjerrum.

According to the basic ideas concerning ionic atmospheres, the ions contained
in them are in random thermal motion, uncoordinated with the displacements of
the central ion. But at short distances between the central ion m and an oppositely
charged ion j of the ionic atmosphere, electrostatic attraction forces will develop
which are so strong that these two ions are no longer independent but start to move
together in space like one particle (i.e., the ion pair). The total charge of the ion pair
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is (z,, — zj)QO; when the two ions carry identical numbers of charges, the ion pair will
be electrically neutral but constitute a dipole.

Ion-pair formation lowers the concentrations of free ions in solution, and hence
the conductivity of the solution. It must be pointed out that ion-pair formation is not
equivalent to the formation of undissociated molecules or complexes from the ions.
In contrast to such species, ions in an ion pair are linked only by electrostatic and
not by chemical forces. During ion-pair formation a common solvation sheath is set
up, but between the ions thin solvation interlayers are preserved. The ion pair will
break up during strong collisions with other particles (i.e., not in all collisions).
Therefore, ion pairs have a finite lifetime, which is longer than the mean time
between individual collisions.

For ion-pair formation the electrostatic attraction energy w, = N,z,,z,(Q°)*/4ne.er
(per mole of ion pairs) should be larger than the ion pair’s mean thermal energy (i.e.,
at least 2RT'). This condition yields for the critical distance of ion pair formation in
aqueous solutions at 25°C:

N (0O%)2
= %— £,(0.357 nm) (7.50)

ITon pairs can form only when the distance of closest approach, a, of the two ions
is less than r,,. For 1:1 electrolytes for which r,, = 0.357 nm, this condition is not
always fulfilled, but for others it is. The fractions of paired ions increase with
increasing concentration of solutions. In nonaqueous solutions which have lower
values of permittivity € than water, the values of r. and the fractions of paired ions
are higher. In some cases the values of r,, coincide with the statistical mean distance
between the ions (i.e., the association of the ions is complete).

Bjerrum’s theory of ion pairs qualitatively correctly explains a number of exper-
imental data, but cannot be used to the full extent in quantitative calculations, par-
ticularly because of the provisional character of quantities a and r,, (the integration
limits).

Ion-pair formation (or the formation of triplets, etc.) is a very simple kind of inter-
action between ions of opposite charge. As the electrolyte concentration increases
and the mean distance between ions decreases, electrostatic forces are no longer the
only interaction forces. Aggregates within which the ions are held together by chem-
ical forces have certain special features (i.e., shorter interatomic distances and a
higher degree of desolvation than found in ion pairs) and can form a common sol-
vation sheath instead of the individual sheaths. These aggregates are seen distinctly
in spectra, and in a number of cases their concentrations can be measured spectro-
scopically.

A more general theory of solutions would require detailed notions of solution
structure and of all types of interactions between the particles (ions and solvent mol-
ecules) in the solution. Numerous experimental and theoretical studies have been
carried out, and some progress has been made, but a sufficiently universal theory that
could describe all properties in not very dilute electrolyte solutions has not yet been
developed.
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Nonaqueous Electrolytes

8.1 DIFFERENT TYPES OF ELECTROLYTES AND THEIR
PRACTICAL UTILIZATION

Electrolytes are highly important components of all galvanic cells and electrochem-
ical devices. In most electrochemical devices, such as electrolyzers, batteries, and
the like, aqueous solutions of acids and salts are used as electrolytes. Aqueous solu-
tions are easy to prepare, convenient to handle, and as a rule are made from readily
available, relatively inexpensive materials. By changing the composition and con-
centration of the components, it is relatively easy to adjust the specific conductance
and other physicochemical properties of these aqueous solutions.

Cases exist, however, where for fundamental reasons aqueous solutions cannot be
used. One such case is that of devices in which electrochemical processes take place
at elevated temperatures (above 180 to 200°C): for example, the electrowinning of alu-
minum performed at temperatures close to 1000°C. Another case is that of devices in
which electrodes consisting of alkali metals are used, which are unstable in aqueous
solutions, such as batteries with a lithium negative electrode.

For this reason, other types of electrolytes are used in addition to aqueous solu-
tions (i.e., nonaqueous solutions of salts (Section 8.1), salt melts (Section 8.2), and
a variety of solid electrolytes (Section 8.3). More recently, a new type of solid elec-
trolyte is being employed more often (i.e., water-impregnated ionically conducting
polymer films; more about them in Chapter 26).

The problems of electrolyte selection have become particularly acute in connec-
tion with the miniaturization and sealing of a variety of electrochemical devices,
such as batteries, sensors, and the like. Apart from all their advantages, aqueous elec-
trolyte solutions here exhibit certain defects, insofar as sealing of a device contain-
ing them often is difficult and leaking of the liquid occurs readily (particularly when
alkaline solutions are used). From devices that are not sealed, the electrolyte solvent
can evaporate, which leads to changes in electrolyte concentration. In certain cases
when gas evolution is strong, solutions may tend to become dispersed as an ultrafine
spray, constituting a health hazard. Nonaqueous solutions must be carefully isolated
from the open atmosphere so that they will not absorb traces of water from it.
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The problems of sealing and miniaturization of various devices are greatly alle-
viated when solid electrolytes are used. Certain solid electrolytes have another
important advantage over liquid electrolytes (i.e., unipolar conduction). In fact, liquid
electrolytes (aqueous and nonaqueous solutions, salt melts) always exhibit bipolar
conduction; that is, the current is transported at the same time by positive and nega-
tive ions. This leads to concentration changes in the electrolyte layers close to the
electrode that have been described in Chapter 4. These concentration changes induce
specific volume changes, causing additional sealing problems.

In many solid electrolytes, to the contrary, conduction is strictly monopolar; that
is, conduction involves transfer of ions of just one sign (and most often, of ions of
just one type). When the ion carrying the current is that involved in the electro-
chemical reactions, both at the anode and at the cathode, current flow does not lead
to any concentration changes in the electrolyte. This is the case, for instance, in the
sodium—sulfur storage battery. Here sodium B-aluminate is used as the electrolyte,
which at a temperature of 300°C exhibits good conductivity due to Na* ion trans-
port. During discharge, metallic sodium is ionized at the negative electrode of this
battery (Na— Na™ + ¢7), while at the positive electrode sulfur is reduced, forming
sodium sulfide (S + 2Na* + 2¢~ — Na,S).

An imperative condition for materials being used as an electrolyte is the complete
(or practically complete) absence of electronic conduction. Such conduction would
amount to internal short-circuiting, leading to unproductive power consumption and/
or waste of electrode materials.

8.2 NONAQUEOUS ELECTROLYTE SOLUTIONS

Nonaqueous electrolyte solutions are analogous to aqueous solutions; they, too, are
systems with a liquid solvent and a solute or solutes dissociating and forming sol-
vated ions. The special features of water as a solvent are its high polarity, € = 78.5,
which promotes dissocation of dissolved electrolytes and hydration of the ions, and
its protolytic reactivity. When considering these features, we can group the non-
aqueous solvents as follows:

1. Protic, which are analogous to water, have polar character, and are involved in
protolytic reactions

2. Aprotic polar (with values of € > 15)
3. Aprotic with low or zero polarity (values € < 15)

The third group of solvents comprises the hydrocarbons and their halogen deriv-
atives. They are not of interest for electrochemistry, since the solubilities and disso-
ciation of salts, acids, and bases in them are low. Systems with protic or aprotic polar
solvents are used in practice and have been investigated widely.

In the following, we write the protic solvents conventionally as SH, where H is
the proton and S is the solvent “residue.” They include many compounds with —-OH
and >NH groups, also some others (Table 8.1). All these solvents are polar, have
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TABLE 8.1 Physical Properties of Certain Solvents at 25°C

n d I B
Solvent Formula € (Mpa-s) (g/em?®) °C) °C)
Protic
Water H,0 78.5 0.89 0997 0 100
Ammonia
(—20°C, 0.2 MPa) NH, 20 0.26 0.67 —78 -33
Acetic acid CH,COOH 6.2 1.13 1.05 16.7 —118.1
Methanol CH,OH 32.6  0.547 0.792  —-979 645
Aprotic
Acetonitrile CH,CN 36 0.345 0.786  —45.7 81.6
Dimethylformamide  (CH,;),NCHO 37 0.796 0.944 —61 153
Propylene carbonate = CH,CH——O 66.1 253 1.198 —49.2 242
CH,—0—C=0
y-Butyrolactone CH,—CH,—O 30.1 175 1.125 —43.5 204
|
CH,——C=0
Tetrahydrofuran CH,CH O 7.4 0.46 0.880 —65 64
|
CH, CH,

high values of € (larger than 20 as a rule), and high solvating power, and many elec-
trolytes have high degrees of dissociation when dissolved in them. The protic sol-
vents distinctly tend to form hydrogen bonds, and all of them are involved in
protolytic reactions. They may, like water, undergo autoprotolysis:

2SH & SH,* + S, (8.1)

which yields lyonium and lyate ions, SHY and S~, as the analogs of hydroxonium
and hydroxyl ions, H;O* and OH™ (solvent “dissociation”).

Of greatest interest among the protic solvents are liquid ammonia (where solu-
tions with a very low freezing point can be prepared) and anhydrous (glacial) acetic
acid (which has a high proton-donating power).

Aprotic polar solvents such as those listed in Table 8.1 are widely used in elec-
trochemistry. In solutions with such solvents the alkali metals are stable and will
not dissolve under hydrogen evolution (by discharge of the proton donors) as they
do in water or other protic solvents. These solvents find use in new types of elec-
trochemical power sources (batteries), with lithium electrodes having high energy
density.

Compounds with the >CO group, particularly esters and ketones, are the most
important aprotic polar solvents. The solubilities of most simple salts in these sol-
vents are low, but salts with large (even complex) anions such as LiClO,, LiAICl,,
or LiAsF, have solubilities as high as 1 to 2 M.
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The solubilities of electrolytes and their degrees of dissociation in various sol-
vents depend on the polarity of the solvent molecules, which also is the factor
influencing the relative permittivity € and the solvating power. The common ten-
dency that the degree of dissociation and the conductivity of the solutions are higher
in solvents with higher values of € had been noticed in the 1890s. However, this ten-
dency is not unambiguous in all cases. Thus, the dipole moment of HCN molecules
is 1.5 times that of water molecules, but the solubilities of most salts are lower in
hydrocyanic acid than in water, which is due to the higher solvent reorganization
energy required for solvation of the ions in HCN.

In some cases the degree of dissociation of a dissolved electrolyte depends not only
on the solvent’s polarity or € value but on other properties as well. Thus, when dis-
solved in ethanol, hydrogen chloride dissociates practically completely and behaves as
a strong electrolyte. This is possible because of protolytic reactions yielding solvated
protons C,H,)OHJ. In nitrobenzene, although it has practically the same € value as
ethanol, the degree of dissociation of HCI is low, owing to the low proton-accepting
power.

The ionic mobilities also depend on the solvent. In 1905-1906, Paul Walden,
Lev Pisarzhevsky, and others established the rule according to which the product
of limiting mobility of an ion and viscosity 1 of the solution is approximately
constant:

un = const. (8.2)

This rule follows immediately from Stokes’s law for the motion of spherical bodies
in viscous fluids when assuming constant radii. It is applicable in particular for the
change in ionic mobility that occurs in a particular solvent when the temperature is
varied. Between solvents it remains valid when the electrolytes have poorly solvated
ions, such as N(C,Hy),I. For other electrolytes we find rather significant departures
from this rule. These are due in particular to the different degrees of solvation found
for the ions in different solvents, and hence their different effective radii.

In aqueous electrolyte solutions the molar conductivities of the electrolyte, A,
and of individual ions, A;, always increase with decreasing solute concentration [cf.
Eq. (7.11) for solutions of weak electrolytes, and Eq. (7.14) for solutions of strong
electrolytes]. In nonaqueous solutions even this rule fails, and in some cases max-
ima and minima appear in the plots of A vs. ¢ (Fig. 8.1). This tendency becomes
stronger in solvents with low permittivity. This anomalous behavior of the non-
aqueous solutions can be explained in terms of the various equilibria for ionic
association (ion pairs or triplets) and complex formation. It is for the same reason
that concentration changes often cause a drastic change in transport numbers of
individual ions, which in some cases even assume values less than zero or more
than unity.

In aqueous solutions we see enhanced mobility and conductivity of the hydrogen
ions, which is caused by additional proton transfer along chains of water molecules
linked by hydrogen bonds (see Section 7.2.4). Solutions with nonaqueous, proton-
containing solvents (e.g., in ammonia) sometimes also exhibit enhanced hydrogen
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FIGURE 8.1 Molar conductivities of AgNO; in pyridine as a function of solution concentration.

ion mobility. In solutions with aprotic solvents that contain H* ions (e.g., after HCI
addition), the mobility of these ions does not differ from that of other ions (i.e., the
solvated protons present in the solution follow the usual migration mechanism).

8.3 IONICALLY CONDUCTING MELTS

Many electrochemical devices and plants (chemical power sources, electrolyzers,
and others) contain electrolytes which are melts of various metal halides (particu-
larly chlorides), also nitrates, carbonates, and certain other salts with melting points
between 150 and 1500°C. The salt melts can be single- (neat) or multicomponent
(i.e., consist of mixtures of several salts, for their lower melting points in the eutec-
tic region). Melts are highly valuable as electrolytes, since processes can be realized
in them at high temperatures that would be too slow at ordinary temperatures or
which yield products that are unstable in aqueous solutions (e.g., electrolytic pro-
duction of the alkali metals).

A special class of ionically conducting melts are the oxide-based systems (usually,
mixtures of a metal oxide and a nonmetal oxide, e.g., CaO and SiO,) with melting
points between 1200 and 2500°C. Such melts are often formed in the high-temperature
processes of metallurgy.

The ionic conductivities of most solid crystalline salts and oxides are extremely
low (an exception are the solid electrolytes, which are discussed in Section 8.4). The
ions are rigidly held in the crystal lattices of these compounds and cannot move
under the effect of applied electric fields. When melting, the ionic crystals break
down, forming free ions; the conductivities rise drastically and discontinuously, in
some cases up to values of over 100 S/m (i.e., values higher than those of the most
highly conducting electrolyte solutions).

When crystals with covalent bonds (e.g., AICl; or TiCl,) melt, the melt conduc-
tivity remains low (e.g., below 0.1 S/m), which implies that the degree of dissocia-
tion of the covalent bonds after melting is low. The covalent crystals also differ from
the ionic crystals by their much lower melting points. The differences between these
two types of crystal are rather pronounced, whereas there are few crystalline solids
with intermediate properties.
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A typical special feature of the melts of ionic crystals (ionic liquids) are their high
concentrations of free ions, of about 25 M. Because of the short interionic distances,
considerable electrostatic forces act between the ions, so that melts exhibit pro-
nounced tendencies for the formation of different ionic aggregates: ion pairs, triplets,
complex ions, and so on.

Another special feature of ionic liquids is the lack of a foreign (“inert”) molecu-
lar medium, particularly a solvent, between the ions. Hence, they lack ion—molecule
and the many types of nonelectrostatic interactions.

The results of X-ray studies show that upon melting, the ionic crystals retain some
short-range order; an anion is more likely to be found in the immediate vicinity of a
cation, and vice versa. The interionic distances do not increase upon melting; rather,
they decrease somewhat. Yet the volume of a salt markedly increases upon melting,
usually by 10 to 20%. This indicates that melts contain a rather large number of voids
(holes). These holes form and perish constantly, owing to fluctuation phenomena
attending the kinetic—molecular motion of the ions. Their mean size is between one
and two interionic distances; they are distributed uniformly throughout the entire
liquid volume.

Table 8.2 lists the conductivities, transport numbers ¢, , and molar conductivities
of the electrolyte A = o/c; and ions A; =, A for a number of melts as well as for
0.1 M KCI solution. Melt conductivities are high, but the ionic mobilities are much
lower in ionic liquids than in aqueous solutions; the high concentrations of the ions
evidently give rise to difficulties in their mutual displacement.

It is now thought that the holes present in the melts are decisive for the conduc-
tion in melts. When an electric field is applied, the ion nearest a hole (in the direc-
tion of migration) will jump into the hole and leave a hole in its own former place,
and thus the next ion can jump into this hole, and so on. Ionic migration thus is not
a smooth motion in a viscous medium but, rather, a sequence of ion—hole transitions.

TABLE 8.2 Conductivities, 6, Cationic Transport Numbers, ¢, Molar Conductivities
of the Electrolyte (A) and Cation (A, ), and Activation Energies of Conduction, A , for
a Number of Melts and Aqueous KCI Solution

T (°C)

7 @ oc-10? A Ay Ag

Compound Melt. Meas. (S/cm) t+  (S-cm*mol)  (S-cm*mol)  (kJ/mol)
LiCl 614 620 587 0.75 183 137.2 5.2
NaCl 800 850 375 0.62 113.5 82.8 9.2
KC1 790 800 219 0.62 103.5 64.2 15
RbCl 715 715 117 0.58 94 54.2 16.7
CsCl 646 660 114 0.64 66.7 42.7 15
MgCl, 712 730 105 0.48 28.8 13.8 15.9
CaCl, 772 800 200 0.48 64 30.7 19.1
SrCl, 873 900 198 0.26 55.7 14.5 18.1
PbCl, 501 550 169 0.24 53 12.7 7.2

0.1 M KCl(aq) — 18 1.12 0.494 112 553 11.3
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For the jump of an ion into a hole, a certain energy barrier must be overcome with
the activation energy A,. The rate of this process (or value of conductivity) is subject
to temperature dependence, according to the well-known Arrhenius equation (see
Section 14.1):

A
o=B8B exp(— R—;) (8.3)

Values of A, for a number of melts are listed in Table 8.2.

The conductivities of melts, in contrast to those of aqueous solutions, increase
with decreasing crystal radius of the anions and cations, since the leveling effect of
the solvation sheaths is absent and ion jumps are easier when the radius is small. In
melts constituting mixtures of two salts, positive or negative deviations from addi-
tivity are often observed for the values of conductivity (and also for many other
properties). These deviations arise for two reasons: a change in hole size and the for-
mation of new types of mixed ionic aggregates.

In a number of general properties, such as viscosity and thermal conductivity,
melts differ little from solutions. Their surface tensions are two to three times
higher than those of aqueous solutions. This leads to poorer wetting of many solids,
including important electrode materials such as carbon and graphite, by the ionic
liquids.

Diffusion of ions can be observed in multicomponent systems where concentra-
tion gradients can arise. In individual melts, self-diffusion of ions can be studied
with the aid of radiotracers. Whereas the mobilities of ions are lower in melts, the
diffusion coefficients are of the same order of magnitude as in aqueous solutions (i.e.,
about 1073 cm?/s). Thus, for melts the Nernst relation (4.6) is not applicable. This can
be explained in terms of an appreciable contribution of ion pairs to diffusional trans-
port; since these pairs are uncharged, they do not carry current, so that values of ionic
mobility calculated from diffusion coefficients will be high.

Equilibrium electrode potentials are readily established when metal electrodes are
in contact with melts. However, two difficulties arise in attempts to measure them:
suitable, sufficiently corrosion-resistant reference electrodes must be selected, and
marked diffusion potentials develop at interfaces between different melts.

Experience shows that the potentials of metal electrodes in melts of their own
salts (i.e., the activities of the cations) depend on the nature of the anions. However,
the variation in the values of activity in melts is not very pronounced. This is due to
the relatively small spread of interionic distances found in different melts (their
entire volume is filled up with ions of similar size) compared to the spread found in
aqueous solutions. For this reason the electrostatic forces between the ions (which
are very significant) do not differ greatly between different melts.

During electrolysis there is no change in composition of an individual melt close
to the electrode surfaces; only its quantity (volume) will change. The resulting void
space is filled again by flow of the entire liquid melt mass. This flow replaces the
diffusional transport of ions customarily associated with aqueous solutions. This has
particular consequences for the method used to measure ionic transport numbers;
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rather than determining the concentration changes in the melt layers near the elec-
trodes by Hittorf’s method, the volume changes occurring in these regions must be
studied in the case of melts.

As a rule, because of the high temperatures, electrochemical reactions in melts
are fast and involve little polarization. For such reactions the exchange current den-
sities are as high as 10° to 10*mA/cm?. Therefore, reactivities in melts (and also in
high-temperature systems with solid electrolytes) are usually determined not by
kinetic but by thermodynamic features of the system.

Electrochemical processes in melts are often attended by side reactions and phe-
nomena complicating the primary process. This is true, in particular, for the tech-
nically very important class of reactions in which a number of metals (calcium,
barium, and others) are obtained electrometallurgically from molten salts. In many
of these processes the metal that is deposited (sometimes in a highly disperse state)
is found to interact with the corrosive melt: for example, in a reaction such as

Ca+ CaCl,—2CaCl (= Ca-CaCl,), (8.4)

producing valence-unsaturated (often colored) compounds. When forming at the
cathode, these compounds will dissolve in the melt and can be reoxidized when
reaching the anode (in our example, to CaCl,). These processes markedly depress the
current yields of metal. They are equivalent to the transport of metal (calcium) atoms
or electrons through the melt from the cathode to the anode. Their intensity depends
on melt composition, and can be lowered by the addition of salts, which can form
various ionic aggregates or complexes with the primary salt.

As a rule, the melts have a strong corrosive effect, not only on the reaction prod-
ucts but also on the various metallic and nonmetallic structural materials used to
build the cells and reactors. At high current densities, sometimes the anode effect
occurs in melts during electrolysis: A gas skin is formed at the electrode surface, and
there is intense sparking and a drastic increase in voltage. This effect depends on the
anode material and on the melt anions, but its reasons are not fully understood. An
important reason is insufficient wetting of the electrode surface by the melt, which
causes “‘sticking” of gas bubbles to the surface.

8.4 INORGANIC SOLID ELECTROLYTES

8.4.1 Ionic Semiconductors

The conductivity of solid salts and oxides was first investigated by M. Faraday in
1833. It was not yet known at that time that the nature of conduction in solid salts is
different from that in metals. A number of fundamental studies were performed
between 1914 and 1927 by Carl Tubandt in Germany and from 1923 onward by
Abram Joffe and co-workers in Russia. These studies demonstrated that a mecha-
nism of ionic migration in the lattice over macroscopic distances is involved. It was
shown that during current flow in such a solid electrolyte, electrochemical changes
obeying Faraday’s laws occur at the metal—electrolyte interface.
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FIGURE 8.2 Conductivities of a number of solid electrolytes as functions of temperature
(dashed lines: the conductivities of 4 M H,SO, and 8 M KOH solution).

In some cases (particularly at elevated temperatures) mixed electronic and ionic
conduction is observed in solid salts. Typical materials with purely ionic conduction
are the halides and sulfides of a number of metals (i.e., AgBr, Ag,S, PbCl,, CuCl,, and
many others). The conductivity, 6, of such materials is usually low at room tempera-
ture. The values of G increase strongly with temperature (Fig. 8.2). The temperature
dependence of conductivity can be described by Eq. (8.3). The appreciable tempera-
ture dependence is matched by the corresponding, high values of the activation
energy of conduction, A;. The conductivities of ionic crystals depend strongly on
their purity. Impurities in the crystals raise the values of ¢ markedly, particularly at
lower temperatures, when the intrinsic conductivity of the pure material is still low.

All these features—low values of G, a strong temperature dependence, and the
effect of impurities—are reminiscent of the behavior of p- and n-type semiconduc-
tors. By analogy, we can consider these compounds as ionic semiconductors with
intrinsic or impurity-type conduction. As a rule (although not always), ionic semi-
conductors have unipolar conduction, due to ions of one sign. Thus, in compounds
AgBr, PbCl,, and others, the cation transport number ¢, is close to unity. In the
mixed oxide ZrO,-nY,0;, pure O~ anion conduction ¢_ = 1) is observed.

In an ideal ionic crystal, all ions are held rigidly in the lattice sites, where they
perform only thermal vibratory motion. Transfer of an ion between sites under the
effect of electrostatic fields (migration) or concentration gradients (diffusion) is not
possible in such a crystal. Initially, therefore, the phenomenon of ionic conduction
in solid ionic crystals was not understood.

Yakov Frenkel showed in 1926 that ideal crystals could not exist at temperatures
above the absolute zero. Part of the ions leave their sites under the effect of thermal
vibrations and are accommodated in the interstitial space, leaving vacancies at the
sites formerly taken up. Such point defects have been named Frenkel defects. These
ideas were developed further by Walter Schottky in 1929, who pointed out that
defects will also arise when individual ions or ion pairs are removed from the bulk
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lattice and brought (e.g., to the crystal surface); such defects have been named
Schottky defects. Both types of point defect are in thermal equilibrium with the remain-
der of the crystal and have the character of fluctuations; they appear and disappear
spontaneously. Their concentrations increase drastically with temperature (i.e., their
formation is associated with a high activation energy). The defect concentrations can
be calculated statistically. For NaCl crystals close to the melting point, it is about
1073 M.

The point defects are decisive for conduction in solid ionic crystals. Ionic migration
occurs in the form of relay-type jumps of the ions into the nearest vacancies (along the
field). The relation between conductivity ¢ and the vacancy concentration is unam-
biguous, so that this concentration can also be determined from conductivity data.

In addition to the thermal vacancies, impurity-related vacancies will develop in
ionic crystals. When impurity ions have a charge different from ions of like charge
which are the crystal’s main constituents, part of the lattice sites must remain vacant
in order to preserve electroneutrality. Such impurity-type defects depend little on
temperature, and their major effects are apparent at low temperatures when few ther-
mal vacancies exist.

Because of the low concentration of thermal vacancies, pure ionic semiconductors
have low conductivities, between 10712 and 10™* S/cm. In impurity-type ionic semi-
conductors the conductivities are sometimes higher; the best known examples are
solid electrolytes on the basis of zirconium dioxide: ZrO,-nMO,, where MO, = CaO,
Y,0;, and others. The number of negative ions O~ must decrease when a certain num-
ber of di- or trivalent cations are incorporated into the ZrO, lattice instead of the Zr™*
ions. For this reason, oxygen vacancies are formed and oxygen ion conduction arises.
This conduction is of practical importance only at high temperatures. Solid elec-
trolytes ZrO,-0.11Y,0; have a conductivity of about 0.012 S/cm at 1000°C.

8.4.2 Ionic Conductors

It had been discovered long ago that the character of conduction in Agl changes
drastically at temperatures above 147°C, when 8- and A-Agl change into a-Agl. At
the phase transition temperature the conductivity, G, increases discontinuously by
almost four orders of magnitude (from 107*to 1 S/cm). At temperatures above 147°C,
the activation energy is very low and the conductivity increases little with tempera-
ture, in contrast to its behavior at lower temperatures (see Fig. 8.2).

Starting in the 1960s, many compounds with such properties were discovered (i.e.,
with high conductivities and low-temperature coefficients of conductivity). Some of
them are double salts with silver iodide (nAgl-mMX) or other silver halides where MX
has either the cation or the anion in common with the silver halide. The best-known
example is RbAg,I; (= 4AgI-Rbl), where this sort of conduction arises at —155°C and
is preserved up to temperatures above 200°C. At 25°C this compound has a conduc-
tivity of 26 S/m (i.e., the same value as found for a 7% KOH solution). Another exam-
ple is Ag,SI, which above 235°C forms an o-phase with a conductivity of 100 S/m.

The same conduction type is found for another class of compounds, the sodium
polyaluminates or B-aluminas Na,O-nAl,O,, where n has values between 3 and 8.
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Polycrystalline samples of these materials have a room-temperature conductivity of
about 0.5 S/m, but at 300°C the conductivity is about 10 S/m.

Because of the high values of conductivity which in individual cases are found at
room temperature, such compounds are often called superionic conductors or ionic
superconductors; but these designations are unfounded, and a more correct designa-
tion is solid ionic conductors. Strictly unipolar conduction is typical for all solid ionic
conductors; in the silver double salts, conduction is due to silver ion migration,
whereas in the sodium polyaluminates, conduction is due to sodium ion migration.

The discovery of the various ionic conductors has elicited strong interest, since
they can be used in chemical power sources and other devices. It could be shown
after numerous studies that the high ionic mobilities in these compounds are the
result of particular lattice structures. In such lattices, immobile ions of one type
(most often, the anions) are fixed at their lattice sites and form a rather rigid, nonde-
formable sublattice. The sublattice of the other ions (most often the cations), to the
contrary, is disordered: The cations are not bound to particular sites but can occupy
any of a large number of equally probable sites. Since at any particular time, an ion
physically occupies just one site, the other available sites function as the vacancies
for the ion’s motion. The differences between sites and interstitials are obliterated
here, and a peculiar, highly mobile cation fluid is formed. The conductivity in the
crystal will be anisotropic (i.e., depend on the direction in space) when the vacan-
cies have a particular spatial configuration relative to the rigid anionic sublattice. As
in the case of ionic semiconductors, this state is characteristic for certain structures
and can exist only within the temperature range where the particular crystal struc-
ture is stable.

More details about solid electrolytes are discussed in Chapter 25.
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Electron Work Functions
and Volta Potentials

9.1 SURFACE POTENTIAL OF A PHASE

Consider a conductor o in contact with an insulator (or vacuum) not containing
charges (Fig. 9.1). Let x be the distance of a point inside the insulator measured from
the interface. The potential will be referred to the conventional point of reference at
x—> oo within the insulator.

When the conductor as a whole is charged (i.e., has excess charge of one sign in
its surface layer), an electrostatic field and a potential gradient will develop in the
insulator region adjacent to it. The name of the outer potential, W%, of the conduc-
tor is used for the potential at a point a located in the insulator just outside the con-
ductor. Since point a and the point of reference are located in the same phase, this
potential can be measured.

The concept of “just outside” must be defined more closely. When the test
charge is moved from the point of reference toward the surface, work is performed
due to the (primary) electrostatic field being discussed. However, very close to the
surface, image forces start to act on the test charge; they give rise to an additional

x

FIGURE 9.1 Conductor—insulator interface.
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work term and distort the primary field. Hence, the distance of point a from the
surface is selected large enough so that the contribution of the image forces will
be small; at the same time, this distance should be short enough so that we can
neglect the change in primary field between point a and the surface. Calculations
show that these conditions are fulfilled at distances of about 1pum from the
surface.

No potential gradient exists within the conductor; hence the conductor’s inner
potential y{® is the potential at any point A inside the conductor. The potential
difference between points A and a, defined as

xO =y — @), 9.1

is called the conductor’s surface potential’. The electric field producing this poten-
tial is wholly concentrated in the conductor’s surface layer, where an EDL is
formed as a result of the nonuniform charge distribution. The value of the surface
potential depends on the structure and chemical properties of the conductor sur-
face. In contrast to the outer potential, the values of surface and inner potential
defined as indicated cannot be measured, since they refer to points in different
phases.

9.2 WORK FUNCTIONS

9.2.1 Work Function for the Metal-Vacuum Interface

Conductor—insulator and conductor—vacuum interfaces lack a continuous exchange
of free charges, and there is no electrochemical equilibrium. For this reason the work
that is performed in transferring charged particles from one phase to the other is not
zero. The total work, A, which must be performed by the external forces in transfer-
ring (extracting) an electron from a metal (M) into vacuum (0) is called the electron
work function (or simply the work function). The work function for all metals is
always positive, since otherwise the electrons would leave the conductor sponta-
neously.

Because of the influence of potential gradients, the work function depends on the
position of the point to which the electron is transferred. As in the definition of sur-
face potential, a point (a) situated in the vacuum just outside the metal is regarded
as the terminal point of transfer. It is assumed, moreover, that when the transfer has
been completed, the velocity of the electron is close to zero (i.e., no kinetic energy
is imparted on it).

The work function thus defined is equal to the difference in electrochemical

potentials of the electron at point a in vacuum, ﬁ(o), and any point in the metal H(M).

For y, which like @ and @y, is a potential difference, [IUPAC and the present book agree in using the
same symbol and the same name, surface potential.
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In the vacuum where there is no chemical interaction between the electron and the
medium, we have uio) =0; hence (since for electrons z, = —1), ﬁ(eo)= -0’ g:)
Using this quantity as well as Eq. (9.1), we find that

=(0) _ —=M) _ ™)

A= -1 = = Qv — = Q) = ™M+ %M. v

Work functions refer traditionally not to one mole of electrons (with the charge
—F) but to one electron with the charge —Q° and usually are stated in electrical
units of electron volts (1 eV =1.62 X 107" J). In equations of the type of (2.32),
therefore, the value of U, also refers to one electron.

It follows from Eq. (9.2) that the work function has a chemical and an electro-
static component. Its overall value can be measured, whereas an exact determination
of its individual components is not possible. The chemical component depends on
the interaction between the charge and the surrounding medium; moreover, it
includes the work performed in overcoming the image forces.

The work function of charged particles found for a particular conductor
depends not only on its bulk properties (its chemical nature), which govern param-
eter W, but also on the state of its surface layer, which influences the parameter
%@, This has the particular effect that for different single-crystal faces of any given
metal, the electron work functions have different values. This experimental fact is
one of the pieces of evidence for the existence of surface potentials. The work
function also depends on the adsorption of foreign species, since this influences
the value of y®.

Several methods exist for measuring the electron work functions of metals. In all
these methods one determines the level of an external stimulus (light, heat, etc.)
required to extract electrons from the metal.

In the method of electron photoemission one determines the lowest frequency of
light (v,, the “red” limit in the spectrum) at which electrons can be knocked from the
metal. The quantum energy hv, of this light gives directly the work of extraction of
one electron. When light quanta of higher energies are employed, the electrons
acquire additional kinetic energy.

The saturation current /,, observed in thermionic electron emission is related to

sat
temperature by the famous Richardson—Fowler law,

sat A
In o const KT (9.3)

(k= RIN, is the Boltzmann constant). The work function can be determined from the
slope of straight lines obtained when plotting In(/,/T?) vs. T ..

9.2.2 Work Function for Metals Contacting Electrolytes

In electrochemical reactions the electron is not extracted into the vacuum. For
cathodic reactions it is extracted from the electrode into the electrolyte, and for
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anodic reactions it is transferred in the opposite direction. During both of these trans-
fers the electron must overcome the full Galvani potential at the metal—electrolyte
interphase. The work function AF found at such an interface differs from the work
function A found in vacuum. It depends on the value of the Galvani potential. The
work function is the difference of the electrochemical potentials of the electrons in
the two phases. Therefore, we have, when taking into account the definition of
Galvani potential,

M) 0 (M.E)

2E = ® _(M)=[MEE)—Me 1+ 0%, 9.4)

=M T

where u® is the chemical potential of solvated electrons in the electrolyte solution
(for further details concerning solvated electrons, see Section 29.2). In electro-
chemistry, electrode potentials £ measured against a certain reference electrode
M;, are mostly used rather than the Galvani potentials, which cannot be measured
experimentally. Replacing in Eq. (9.4) the parameter @M® by E (= @"® —
OeE + @MeM) and taking into account that (Q°Y® = u™ — u®), we find after
transformation that

AE=A + Q°E, 9.5)

where A is a constant that depends on the reference electrode and not on the nature
of the metal electrode M. It is readily seen, in fact, that when the transition to elec-
trode potentials E has been made, the term p™ enters Eq. (9.4) both explicitly and
as component part of the term Qo(pgA’MR), and hence cancels.

We thus reach the important conclusion that a metal’s electron work function in
solutions is independent of the nature of the metal when determined at the same
value of electrode potential (i.e., it has identical values for all electrodes).

Electron work functions of metals in solution can be determined by measure-
ments of the current of electron photoemission into the solution. In an electrochem-
ical system involving a given electrode, the photoemission current (/) depends not
only on the light’s frequency v (or quantum energy /v) but also on the potential E.
According to the quantum-mechanical theory of photoemission, this dependence is
given by

I, = C(hv — AF)** = C(hv — A — Q°E)*"* (9.6)

(the “law of five halves”). Here C is a constant that depends on light intensity and
on the experimental conditions. In the measurements, light of a certain frequency v
is used and the photoemission currents are determined at different values of poten-
tial. Plots of I vs. E are straight lines which are readily extrapolated to 1;,=0.
At this point, hiv =AE=A + QE, (the threshold potential is denoted as E,,).
The value of the constant A in Eq. (9.5) calculated from photoemission data is
3.10 £0.005 eV when the standard hydrogen electrode is used as the reference
electrode.
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FIGURE 9.2 Volta potential, Galvani potential, and surface potentials.

9.3 VOLTA POTENTIALS

Consider two conductors, o and 8, in mutual contact in a vacuum (Fig. 9.2). Each of
them has a certain surface potential; these potentials are x® and }®, respectively.
Between the conductors the Galvani potential (pg"“) is established. The potential
difference between points a and b located in the vacuum just outside conductors o and
B, respectively, is called the Volta potential (pi'f‘“l or the outer or contact potential
difference, of this pair of conductors.* Taking into account that the potential difference
between two points is independent of the path taken between these points, we have

(Pi?’“) =x® — X(B) + (p((l}i,oc)_ 9.7)

Points a and b are located in the same phase (vacuum); therefore, the Volta poten-
tial can be measured, in contrast to what is found for the Galvani potential (between
points A’ and B") and for the surface potentials (between points @ and A, and between
points b and B).

For measurements of the Volta potentials, one uses a special feature of the elec-
trostatic capacitor. In fact, when the two sides of a capacitor do not (as usual) con-
sist of identical conductors but of different ones, the charge on the capacitor plates,
according to the capacitor relation, is not related to the difference between the inner
potentials of the two conductors but to their Volta potential (to the difference
between the outer potentials). Knowing the value of capacitance of the capacitor and
measuring the charge that flows when the plates are made part of a suitable circuit,
one can thus determine the Volta potential.

The Volta potential between two metals is related directly to the electron work
functions of these metals. Taking into account that for two metals in contact at equi-
librium we have u® = u® and that z, = — 1, we obtain from Eq. (9.2):

MO = AP = — QYR — w1 = — Q%P (9.8)

Instead of @y, IUPAC recommends Ay = y? — ' and uses the term Volta potential difference.
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With the aid of this equation and the results of Volta potential measurements we can
determine the electron work function of a second metal when that of the first metal
is known.

The fact that there is a potential difference between points close to the surfaces of
two conductors in contact implies that the excess charge densities on their exposed
surfaces are different. This also implies that when two conductors come in contact,
there will be a redistribution of free electrons not only at the actual inner contact sur-
face (which gives rise to the Galvani potential) but also at their exposed surfaces.

9.4 TWO PROBLEMS IN ELECTROCHEMISTRY

9.4.1 Volta Problem

During the nineteenth century, opinions were divided as to where in galvanic cells
of the type

M, [E|M,|M, 9.9)

the interfacial potential differences responsible for the OCV value exhibited by the cell
were located. Alessandro Volta thought that the potential difference resided wholly at
the metal-metal junction and that Galvani potentials did not exist at metal—electrolyte
interfaces (physical EMF theory). According to Walther Nernst, to the contrary, the
potential difference resided at the two metal—electrolyte interfaces where electrochem-
ical reactions take place (chemical EMF theory). The dependence of OCV on solution
composition and its connection with the Gibbs reaction energy were arguments weigh-
ing heavily in favor of Nernst’s ideas. However, experimental evidence exists that is in
favor of the views of Volta: The Volta potentials measured between any two metals in
vacuum correlate with the OCV values observed when the same metals are immersed
in an electrolyte solution; the metal that is more negative in vacuum as a rule is that
which is more negative in the solution, and metal pairs with higher Volta potentials
exhibit higher OCV values. The conflict which thus arises between these two view-
points became known as the Volta problem in electrochemistry.

A solution to this problem was suggested in 1928 by A. Frumkin and A.
Gorodetzkaya, as follows. In galvanic cells, interfacial potential differences develop
across all interfaces. According to Eq. (9.1), each Galvani potential (p(g’“) can be writ-
ten as the algebraic sum of three components: the interfacial potential ®®® and two
surface potentials. Let the surface potential of phase (o) at its interface with vacuum
be x*0. At its interface with another condensed phase (), a somewhat different sur-
face potential x*? exists because of surface-layer interaction. Let the difference be
Sy [ =y @V — (@9], Using this partition of Galvani potentials into their compo-
nents in Eq. (2.12) for the OCV, Frumkin obtained, after transformations,

1,2 1,2 2.E LE 172 2/1
(12 _ 12 | £CB o )"'[S(X)_S(X ]

8y =8y 118y — 8y 1. (9.10)

E
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According to Eqgs (9.7) and (9.1), the expression for the Volta potential can be
written as

(p(\},z) — 24 [6(;1(/2)—5(;%“)]. (9.11)

It will be assumed that the interactions between each of metals (1) and (2) and the
corresponding surface layers of the electrolyte solution are approximately identical,
and also that specific adsorption of ions does not occur in the system being consid-
ered. In this case the values of the expressions in the last two sets of brackets in Eq.
(9.10) become zero, and from (9.10) and (9.11) an important relation is obtained
which links the OCV of galvanic cells with the Volta potential:

E(12) = @12 + GCH — (1B, (9.12)

This expression explains the qualitative agreement found to exist between the
OCV values of galvanic cells and the Volta potentials of the corresponding metal
pairs. But through terms ®'®) and ®?P, it also explains why OCV values depend
on solution composition. All parameters of this equation can be measured experi-
mentally.

Equation (9.12) yields another important result: When both electrodes are at the
potential of their respective PZC (and the values of ®™P are zero), the cell voltage
(which is the PZC potential difference between the two electrodes) will be equal to
the Volta potential between the corresponding metals:

AE(D = @12, (9.13)

In a number of cases, Egs. (9.12) and (9.13) are in good agreement with experi-
mental data. However, sometimes the quantitative agreement is not as good, and this
can be attributed to the approximations made in connection with Eq. (9.12). Therefore,
when comparing the calculations with experiment, one can reach certain conclusions
as to the way in which the surface potentials vary (i.e., as to the way a metal inter-
acts with the electrolyte).

9.4.2 Problem of Absolute Potential

Many attempts have been made by experiment or calculation to determine the
absolute values of Galvani potentials at interfaces, particularly across the electrode—
electrolyte interface. Basically, if one knew the Galvani potential between one metal
and the associated electrolyte and that at the interface between the metal and another
metal, one could then find the Galvani potentials for all other interfaces from the data
of OCV measurements with other galvanic cells.

It had already been pointed out that there is not a single interface for which the
Galvani potential can be either measured experimentally or calculated thermo-
dynamically from indirect experimental data. The only way of determining it is
through theoretical calculations based on nonthermodynamic models.
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A frequent starting point for such calculations are the values of Volta potentials,
OB, between electrodes and electrolytes (which can be measured by the same
methods as Volta potentials between metals). According to Eq. (9.7),

QD = QB + 3 B0 — 3 MO, 9.14)

The problem of calculating Galvani potentials now reduces to that of calculating the
surface potentials of the metal and solution.

Equation (9.2) can be used to calculate the metal’s surface potential. The value of
the electron work function A can be determined experimentally. The chemical poten-
tial of the electrons in the metal U™ can be calculated approximately from equations
based on the models in modern theories of metals. The accuracy of such calculations
is not very high. The surface potential of mercury determined in this way is roughly
+22V.

The surface potential of a solution can be calculated, according to Eq. (10.18),
from the difference between the experimental real energy of solvation of one of the
ions and the chemical energy of solvation of the same ion calculated from the theory
of ion—dipole interaction. Such calculations lead to a value of +0.13 V for the sur-
face potential of water. The positive sign indicates that in the surface layer, the water
molecules are oriented with their negative ends away from the bulk.

It follows from these values that at the potential of the standard hydrogen
electrode, the Galvani potential between a mercury electrode and the solution is
about 1.6 V. The accuracy of all such calculations is low.

REFERENCE
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Structure and Properties
of Surface Layers

Macroscopically, the region of contact between an electrode and an electrolyte is a
two-dimensional surface (an interface) separating the two phases. Microscopically,
the same region is structured in a complex way. When two condensed phases are
brought in contact, the surface-layer properties of each phase will change under the
effect of the other phase. Close to the boundary in both phases, surface layers of a
certain thickness develop which differ from the principal phases in their properties.
In a surface layer, particles are surrounded by other particles in an asymmetric fash-
ion, and the forces acting on them do not balance. This gives rise to concentration
changes relative to the values found in the bulk phase; it also leads to changes in the
energy state of the individual particles and of the layer as a whole. The set of two
surface layers existing at the junction of two condensed phases is called the inter-
phase (in contrast to the macroscopic interface).

The interphase between an electrode and an electrolyte solution has a very complex
electrical structure (Section 10.1). In this interphase various adsorption processes take
place:

1. Adsorption of ions from the solution. There are two types of ionic adsorption
from solutions onto electrode surfaces: an electrostatic (physical) adsorption
under the effect of the charge on the metal surface, and a specific adsorption
(chemisorption) under the effect of chemical (nonelectrostatic) forces.
Specifically adsorbing ions are called surface active. Specific adsorption is
more pronounced with anions.

2. Solvent adsorption. The adsorption of solvent molecules is manifested in their
orientation and ordered arrangement at the interface.

3. Adsorption of other components of the system. This includes components tak-
ing part in the electrode reaction as well as “inert” components not taking part
(see Section 10.2 about adsorption processes).

Fundamentals of Electrochemistry, Second Edition, By V. S. Bagotsky
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Both the electrical structure of the interphase and the occurrence of adsorption
processes have a great influence on electrochemical reactions on an electrode’s sur-
face and on various electrochemical phenomena.

10.1 ELECTRICAL STRUCTURE OF INTERPHASES

When an electrode is in contact with an electrolyte, the interphase as a whole is elec-
troneutral. However, electric double layers (EDLs) with a characteristic potential
distribution are formed in the interphase because of a nonuniform distribution of the
charged particles.

Two types of EDL are distinguished: superficial and interfacial. Superficial
EDLs are located wholly within the surface layer of a single phase (e.g., an EDL
caused by a nonuniform distribution of electrons in the metal, an EDL caused by
orientation of the bipolar solvent molecules in the electrolyte solution, an EDL
caused by specific adsorption of ions). The potential drops developing in these
cases (the potential inside the phase relative to a point just outside) is called the sur-
face potential y® of the given phase k. Interfacial EDLs have their two parts in
different phases: the “inner” layer with the charge density Qg in the metal (because
of an excess or deficit of electrons in the surface layer), and the “outer” layer of coun-
terions with the charge density Qgg = —Qg in the solution (an excess of cations
or anions); the potential drop caused by this double layer is called the inferfacial
potential @ME),

Hermann von Helmholtz put the concept of EDL formation at electrode surfaces
forward in 1853. For a long time only the interfacial EDLs were taken into account.
The considerable importance of various kinds of superficial EDLs was pointed out
by Alexander N. Frumkin in 1919.

The formation of any kind of EDL implies the development of strong electrostatic
fields in the interphase. The distance between the two sides of an EDL as a rule is

Hermann von Helmholtz (1821-1894).
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less than 1 nm, and the potential differences can attain several volts. Hence the field
strength E within EDLs can be higher than 107 V/cm.

Each type of EDL and the potential drop produced by it contribute to the total
Galvani potential, @, at the interface considered:

PME) = PME) 4 5 (M) — 5 (E) (10.1)

(here the surface potential x® of the electrolyte solution can be the sum of several
components: those due to adsorption of ions, ¥E); to the orientation of solvent mol-
ecules, ¥ etc.).

Adsorption and orientation in surface layers are phenomena evolving by their
own specific laws, whereas the equilibrium value of the Galvani potential depends
only on the bulk properties of the phases, according to Eq. (2.6). A question arises,
then, as to how the sum of all independent components on the right-hand side of Eq.
(10.1) can always be constant and equal to the given value of ¥'E). The explanation
must be sought in the regulating function assumed by the interfacial EDL in the
process of equilibration: Between the phases (the electrode and the solution),
charges will be transferred in one direction until the interfacial potential ®™-P) has
assumed a value satisfying Eq. (10.1). The interfacial potential will change in appro-
priate fashion when there has been, for whatever reason, a change in the adsorption,
orientation, or other components of the surface potentials.

At a definite value of the electrode potential E, the charge of the electrode’s
surface Qg and hence the value of ®™®), drop to zero. This potential E, is called
the point of zero charge (PZC). The metal surface is positively charged at poten-
tials more positive than the PZC and is negatively charged at potentials more
negative than the PZC. The point of zero charge is a characteristic parameter for any
electrode—electrolyte interface. The concept of PZC is of exceptional importance in
electrochemistry.

Some of the components of the EDL, such as a nonuniform electron distribution
in the metal’s surface layer and the layer of oriented dipolar solvent molecules in the
solution surface layer adjacent to the electrode, depend on external parameters
(potential, electrolyte concentration, etc.) to only a minor extent. Usually, the con-
tribution of these layers is regarded as constant, and it is only in individual cases that
we must take into account any change in these surface potentials, 33" and 8)((? which
occurs as a result of changes in the experimental conditions.

Changes in the parameters listed above influence primarily the interfacial EDL:
that is, the excess charge densities Qg = —Q; i and the distribution of electrostati-
cally adsorbed ions in the solution region next to the electrode, as well as that part
of the solution’s superficial EDL which is associated with specific adsorption of
solution ions. These two kinds of EDL together are called the ionic EDL. Many elec-
trochemical properties of electrodes are determined precisely by the structure of the
ionic EDL and its changes during an experiment.

Because of mutual repulsion forces and of attraction forces arising on the other
side of the EDL, the excess charges in the metal are always tightly “packed” against
the interface. The excess charges in the solution (i.e., the ions) are subject to thermal
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FIGURE 10.1 (a) Differential capacitance of a mercury electrode as a function of potential
in NaF solutions: (1) 0.01 M, (2) 0.1 M; (b) plot of surface charge density vs. potential calcu-
lated from curve 2.

motion, and despite the electrostatic attraction, can roam some small distance away
from the surface.

A convenient parameter characterizing the charge distribution in the solution side
of the edl is the electrode’s differential capacitance, C = dQ\,/dE (units: pF/cm?).
Evidently, the value of capacitance will be lower the larger the (mean) distance of
the excess ions from the surface (i.e., the thicker the EDL). The value of differential
capacitance can be found by direct ac measurements at high frequencies (Section
12.5.1). A typical value of EDL capacitance referred to true surface area is about
20 uF/cm?. The value of the differential capacitance depends on potential and, in
dilute solutions, on electrolyte concentration (Fig. 10.1a). At low electrolyte con-
centrations a capacitance minimum is seen near the point of zero charge. The capac-
itance increases with increasing distance from the PZC, and at appreciable positive
and negative potentials it tends toward certain limiting values. The capacitance in the
region of the minimum increases with increasing concentration, and the minimum
disappears when certain values of concentration are attained.

By integrating the C vs. E curves from the PZC to a given potential E, the surface
charge density Qg can be calculated (Fig. 10.1b).

Different structural models of the ionic EDL have been suggested in order
to describe the electrical properties of interfaces. Consider the distribution of
electrostatic potential y at the solution side of the ionic EDL as a function of dis-
tance x from the surface. By convention we locate the point of reference in the
solution interior (i.e., we shall assume that ¢y = 0 when x — o). The potential at

x=0 will be designated as ,. The sign of parameter y, corresponds to that
of Qg -
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10.1.1 Helmholtz Model

Following the concepts of H. Helmholtz (1853), the EDL has a rigid structure, and
all excess charges on the solution side are packed against the interface. Thus, the
EDL is likened to a capacitor with plates separated by a distance , which is that of
the closest approach of an ion’s center to the surface. The EDL capacitance depends
on d and on the value of the dielectric constant € for the medium between the plates.
Adopting a value of & of 10 to 20 nm and a value of € = 4.5 (the water molecules in
the layer between the plates are oriented, and the value of € is much lower than that
in the bulk solution), we obtain C = 20 to 40 uF/cm?, which corresponds to the val-
ues observed. However, this model has a defect, in that the values of capacitance cal-
culated depend neither on concentration nor on potential, which is at variance with
experience (the model disregards thermal motion of the ions).

10.1.2 Gouy-Chapman Model

Thermal motion of the ions in the EDL was included in the theories developed inde-
pendently by Georges Gouy in France (1910) and David L. Chapman in England
(1913). The combined effects of the electrostatic forces and of the thermal motion
in the solution near the electrode surface give rise to a diffuse distribution of
the excess ions, and a diffuse EDL part or diffuse ionic layer with a space charge
Qy(x) (depending on the distance x from the electrode’s surface) is formed. The total
excess charge in the solution per unit surface area is determined by the expression

Osp= fo wQV(x)dx. (10.2)

When taking into account both the electrostatic forces and the thermal motions of
the ions, these theories lead to the following equation connecting the very important

Georges Gouy (1854-1926). David L. Chapman (1867-1958).
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FIGURE 10.2 Potential dependence of differential capacitance calculated from Gouy-
Chapman theory for z, =z_ = 1 and various concentrations: (1) 1074, (2) 1073, (3) 1072 M.

parameter characterizing the degree of diffuseness of the EDL: the (specific)
differential capacitance of the EDL C, with the potential y,:

_ Fy, _(2RTey\1
C =2A cosh RT where A—( s . (10.3)

(A full mathematical treatment of the Gouy—Chapman theory and the derivation of
these equations is given in Appendix B.)

Figure 10.2 shows plots of differential capacitance against the potential y,, calcu-
lated for different concentrations ¢, with Eq. (10.3), while assuming that z =1 and
that in the diffuse layer € = 78. Unlike the Helmholtz model, the Gouy—Chapman
model provides a qualitatively correct description of the capacitance minimum near
the PZC and of the capacitance rise that occurs with increasing values of concentra-
tion and |y,|. However, for concentrations higher than 10~> M and for potentials
lw,| > 0.05 V, the capacitance values calculated are much higher than the experimen-
tal values. The discrepancies can be explained by the fact that the Gouy—Chapman
model, unlike that of Helmholtz, disregards the ions’ own size and allows the cen-
ters of the ions to come close to the physical surface.

10.1.3 Models of Stern and Grahame

In 1924, Otto Stern (Germany) suggested a new version of EDL theory where the true
size of the ions and the possibility of specific (nonelectrostatic) adsorption of the ions
are taken into account. In 1947, David C. Grahame considerably improved this the-
ory by eliminating a number of defects that had been present in earlier versions. By
combining the ideas of Helmholtz and those of Gouy and Chapman, Stern introduced
the notion of a plane of closest approach of the ions to the surface, called the Helmholtz
plane with coordinate x (which depends on the ionic radius) and the potential ;.
The charges on the solution side of the EDL can be divided into two parts. One part
(Qg ) is located at this plane and constitutes the compact or Helmholtz part of the
EDL. The other part (Qg ,), which is under the effect of thermal motion, constitutes
the diffuse part of the edl. Specifically adsorbed ions are located at the Helmholtz
plane and determine the value of Q. However, according to the equations of Stern’s



ELECTRICAL STRUCTURE OF INTERPHASES 153

Otto Stern (1888—1969; Nobel prize, 1943).

theory, some nonzero value of Osn is retained even in the absence of chemical forces,
which is physically difficult to explain.

Grahame introduced the idea that electrostatic and chemical adsorption of ions
are different in character. In the former, the adsorption forces are weak, and the ions
are not deformed during adsorption and continue to participate in thermal motion.
Their distance of closest approach to the electrode surface is called the outer Helmholtz
plane (coordinate x,, potential \,, charge of the diffuse EDL part Qy,). When the
more intense (and localized) chemical forces are operative, the ions are deformed,
undergo partial dehydration, and lose mobility. The centers of the specifically adsorbed
ions constituting the charge Qg , are at the inner Helmholtz plane with the potential
y, and coordinate x; <x,.

Since the EDL as a whole is electroneutral, we have

Osm = —(Qg; + Os). (10.4)

David C. Grahame (1912-1958).
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Consider first the situation when specific adsorption of ions is absent. In this case
the ions cannot penetrate to the inner Helmholtz plane, the charge density Qg is zero,
and hence Qg \; = —Qy,. Since no charges exist in the compact EDL part, x, = x =0,
the value of dy/dx will be constant and the potential will vary linearly from y, to
y,. For the Helmholtz layer we can write

Osm = Ca(Wy — W), (10.5)

where Cy; = ¢g/x, is the Helmholtz layer capacitance.

This capacitance depends on the nature of the ions on the solution side of the EDL
but not on their concentration. When the metal is negatively charged, the solution
side is formed by cations, and Cy = 20uF/cm?. But when the metal is positively
charged, the solution side is formed by anions (for which the distances x, are smaller
than for the cations), and the values of Cy;can be as high as 40 uF/cm?. Thus, in pass-
ing through the PZC the value of Cy changes discontinuously; but in each of the
regions on the two sides of the PZC it is only weakly potential dependent.

The charge of the diffuse EDL part (x > x,) can be described by the equations of
Gouy—Chapman theory, but with the value , rather than

., F
—0s,[= Qg ] = 2A sinh 21;;2. (10.6)

Combining the last two equations, we finally obtain

., 2F
Osn = CulWo — W,) = 24 sinh 2R\;2' (10.7)

An important parameter of this combined EDL is the potential \,. Its dependence on
concentration ¢, and on the total potential y, (or total charge Qg,) can be found with the
aid of Eq. (10.7) At sufficiently large values of |y, this dependence can be written as

2RT RT
F In |\|IO|— ? In Cy. (108)

|w,|= const +

By definition, the total differential capacitance, C, of the EDL is given by C=
dQ \/dy,. We shall introduce the notion of a capacitance of the diffuse EDL part,
C,=dQg,ldy,. It can be calculated via Eq. (10.3), except that y, must be used
instead of ,,.

To establish the connection between the three types of capacitance, C, Cy, and C,,
let us differentiate Eq. (10.4) with respect to Qg ;. It follows from the result obtained
that in the case being discussed, when Q, can be replaced by Qg

1 1
—+— 10.9
a.te (10.9)
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FIGURE 10.3 Potential-distance plots in EDL with specific adsorption of ions.

Therefore, electrically the EDL can be likened to a network of two capacitances, Cy
and C,, connected in series. The total capacitance is lower than that of the smaller com-
ponent. Considering that Cy; depends little on potential while C, varies as shown in Fig.
10.2, the relations between total capacitance C and potential obtained at different con-
centrations are in good agreement with the experimental data shown in Fig. 10.1a. At
very high concentrations and high |y,|, the diffuse EDL part is compressed, the capac-
itance C, increases, and the total capacitance C tends toward the limiting value of Cy,.

Specific adsorption of ions from the solution occurs at the inner Helmholtz plane.
Depending on the sign of charge of the specifically adsorbing ions and on adsorption
strength, different types of potential distribution in the EDL are possible (Fig. 10.3).
When ions become adsorbed which carry charge opposite in sign to Qg ,, the poten-
tial gradient in the inner Helmholtz layer between x =0 and x = x, will increase in
absolute value (curve 1). When specific adsorption is appreciable, a change in the sign
of surface charge is possible; this occurs when the charge density of opposite sign at
the inner Helmholtz plane is larger than the charge density of the metal surface (curve
2). In this case the sign of , is opposite to that of y,, and the diffuse EDL part must
compensate for this surplus charge |Qs,1 - Qs,M|- When the specifically adsorbed ions
have charge of the same sign, the potential gradient in the Helmholtz layer decreases
(curve 3), and it may even change sign (curve 4).

Specific adsorption of ions changes the value of E, ; hence, one distinguishes the
notion of a point of zero charge, E,, in solutions of surface-inactive electrolytes,
which depends on the metal, from that of a point of zero charge, E,_ 4, in solutions
of surface-active ions, which in addition depends on the nature and concentration of
these ions. The difference between these quantities,

zc,ads - Ezc == X;?s’ (1010)
is the adsorption potential drop of the ions at the uncharged surface (this potential
drop is opposite in sign to the change in E,  value).

Quantitative calculations are beset by a number of difficulties when specific
adsorption occurs. Since the ions at the inner Helmholtz plane are localized (contrary
to those at the outer Helmholtz plane, which are “smeared out”), it is not correct to
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define a unique potential y, for all points in this plane. Instead, one must allow for
a discrete distribution of charges and potential along the surface. As a rule, the
micropotential ¥, at a point of the inner Helmholtz plane that is not occupied, and
to which an ion can be transferred from the solution, is lower (in absolute value) than
the averaged macropotential y, that would be observed for delocalized charge. The
effect of discreteness can be characterized quantitatively by the factor A =, ,,/y;; this
is unity for delocalized charge, and decreases with increasing discreteness-of-charge
effect. An important result of discreteness is weaker repulsive interaction between
adsorbed ions of like charge. This leads to higher values of the adsorption coefficients
and to a stronger dependence of adsorption on bulk concentration.

10.2 ADSORPTION PHENOMENA

10.2.1 Types of Adsorption

Many electrochemical phenomena and processes are to a great extent influenced by
different adsorption processes. Of prime importance is the adsorption on the elec-
trode’s surface of components of the electrolyte solution, as well of those participat-
ing in the electrode reaction, as those “inert” components that do not participate.

The amount of species of the adsorbed substance j (adsorbate) per unit area of the
true surface area of the electrode or of any other adsorbent will be labeled A; and will
be called real adsorption (in contrast to the notion of Gibbs adsorption l"j; see Section
10.4.1). In the limiting case, all adsorbed particles are packed right again the adsor-
bent’s surface. This limiting case is called monolayer adsorption. In other cases, sev-
eral layers of the adsorbate can form on the adsorbent’s surface (multilayer adsorption).

When the component j can exist in both phases (e.g., the electrolyte and the elec-
trode) it will undergo redistribution after the phases have come into contact, and in
particular, some of it will be transferred into the interior of the phase, where none of
it had existed previously. In this case the term absorption (or bulk uptake) is used for
the component.

When the two phases in contact are condensed phases and the entire volume is
taken up by incompressible substances, positive adsorption of one component must
be attended by negative adsorption (desorption) of other components. This phenom-
enon is called adsorptive displacement.

In the case of monolayer adsorption, a limiting adsorption value exists that is
attained when the surface is covered completely by particles of a given substance
(i.e., at full monolayer coverage). The limiting adsorption value A‘} depends on the
effective surface area S, taken up by one particle: 1/S. This parameter charac-
terizes the number of sites that can be occupied by adsorbed particles on a given
surface.

A convenient parameter for quantitative estimates of adsorption which is of the
monolayer type is the degree of surface coverage defined by the relation

0=—  (1=0=0). (10.11)
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In any particular case, the adsorption value depends on the properties of both the
adsorbate (its adsorbability) and the adsorbent (its adsorptive power). Substances
with enhanced adsorbability are called surface active. By convention, adsorption is
regarded as insignificant when 8 <0.1, and as significant when 6 > 0.5.

10.2.2 Adsorption energy

Adsorption of any component in the interphase is attended by a change in Gibbs
energy and in enthalpy of the system (i.e., work w,, ; is performed and heat g, ; is
evolved). The adsorption energy is the algebraic sum of all energy effects associated
with (1) the formation of adsorbent—adsorbate bonds, (2) the desorption of other
components, (3) bond breaking (e.g., in the dissociation or dehydration of adsorbate
molecules), and (4) other types of system reorganization.

The (unbalanced) forces acting in surface layers are diverse in their intensities and
character. Physical (van der Waals) forces between molecules are weak and give rise
to slight energy effects (up to 20kJ/mol). These forces decrease slowly with increas-
ing distance (i.e., they operate within a relatively wide region) and are responsible for
weak physical (often multiplayer) adsorption.

Unlike the van der Waals forces, chemical forces decay rapidly with increasing
distance and are highly localized; they represent the chemical interaction between
surface atoms (or ions) of the adsorbent and the adsorbate particles. These forces
are strong; the energies of the bonds formed can be as high as 400 to 500 kJ/mol.
Hence, in these cases adsorption is mostly of the monolayer type, and it is often
attended by chemical changes such as adsorbate dissociation. Thus, when
adsorbed on a bare platinum surface, molecular hydrogen will dissociate into
atoms, and each atom adsorbed is covalently bonded to one surface atom of the
platinum lattice:

2Pt® + H, —2Pt®—H_, (10.12)

s

Adsorption due to the operation of chemical forces is called chemisorption. A
typical example of chemisorption is also the adsorption of methanol on platinum
electrodes, which is accompanied by a deep destruction of the methanol molecule.

10.2.3 Reversible and Irreversible Adsorption

Depending on the nature of the system, the adsorption process can be either reversible
or irreversible. In the first case an adsorption equilibrium exists between the parti-
cles adsorbed on the adsorbent’s surface and the particles in the electrolyte (or in any
other phase contacting with the adsorbent). After removing the substance from the
electrolyte, adsorbed particles leave the surface and reenter into the electrolyte. In
the case of an irreversible adsorption, the adsorbed particles remain at the surface
even if their concentration in the bulk phase drops to zero. In this case the adsorbed
particles can be removed from the surface only by means of a chemical reaction
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(e.g., their oxidation by oxygen) or by a displacement process during the adsorption
of other substances. Processes of physical adsorption are often reversible, wheras
processes of chemisorption are mostly irreversible.

10.2.4 Adsorption Isotherms

The adsorption of a component j in a given system depends on temperature 7 and on
the component’s concentration, cy, ;, in the bulk phase. The overall adsorption equa-
tion can be written as A; = f(T, cy,;). The relation between adsorption and the adsor-
bate’s bulk concentration (or pressure, in the case of gases) at constant temperature
is called the adsorption isotherm; the relation between adsorption and temperature at
constant concentration is called the adsorption isobar. From the shape of the adsorp-
tion isotherms, the adsorption behavior can be interpreted. In the case of monolayer
adsorption, the isotherms are usually written in the form 6, = f(c,, ). (The subscript
Jj is dropped in what follows.)

Henry Isotherm In the simplest case, the degree of surface coverage is propor-
tional to the bulk concentration:

0= Bc,. (10.13)

An analogous law was established in 1803 by W. Henry for the solubilities of gases in
water; hence, this expression is called the Henry isotherm. The adsorption coefficient
B (units: dm*/mol) depends on the heat of adsorption: B = B® exp(q,,/RT). The Henry
isotherm is valid for low surface coverages (e.g., at 6 <0.1).

Langmuir Isotherm At higher values of 6, when the number of free sites on the
surface diminishes, one often observes relations of the form

0 =Bc,(1+Bc,) or 6(1—6)=B8c,. (10.14)

At low values of the bulk concentration (Bc, << 1), the degree of surface coverage
is proportional to this concentration, but at high values it tends toward a limit of
unity. This equation was derived by Irving Langmuir in 1918 with four basic
assumptions: (1) the adsorption is reversible; (2) the number of adsorption sites is
limited, and the value of adsorption cannot exceed A% (3) the surface is homoge-
neous: all adsorption sites have the same heat of adsorption and hence, the same
coeflicient B; and (4) no interaction forces exist between the adsorbed particles. The
rate of adsorption is proportional to the bulk concentration and to the fraction 1 — 6
of vacant sites on the surface: v, =k (1 — 0), while the rate of desorption is propor-
tional to the fraction of sites occupied: v, = k0. In the steady state these two rates
are equal. With the notation k,/k;, = B, we obtain Eq. (10.14).

Temkin Isotherm Numerous departures of the experimental data from the
Langmuir isotherm can be explained in terms of insufficient arguments for the third
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Irving Langmuir (1881-1957; Nobel prize, 1932).

and fourth assumptions. In 1939, Mikhail I. Temkin™ examined the case of uniform
surface inhomogeneity, where the heats of adsorption associated with different sites
are different and range from a maximum value g, to a minimum value g, (B varies
between the values B, and B,), while the various values for the heat of adsorption are
equally probable in this interval. The surface can be characterized by a dimension-
less inhomogeneity factor f=g,— g,. It follows from the solution obtained by
Temkin that for f =5 in the range of intermediate degrees of coverage 0.8 =6=0.2,

9=g+%lncv or exp(f0)=B, (10.15)

where g = (1/f)B,,. This equation is called the logarithmic Temkin isotherm.

Michail I. Temkin (1908-1991).

* Pronounced as “Tyomkin.”
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Frumkin Isotherm In 1928, Frumkin derived an equation for interaction between
the adsorbed particles. Mutual attraction leads to an increase in the heat of adsorp-
tion, whereas repulsion leads to a decrease. Quantitatively, these effects depend on
the degree of surface coverage and can be written as g, = g, — f;,RT 6, where f, is
an interaction factor that has positive values when there is repulsion, and negative
values when there is attraction between the particles (often, the attraction constant
o= —f;,/2 is used instead of the factor f,,). As a result, an isotherm of the form

o exp( fin®) = Bycy (10.16)

is obtained. At values of f;,, = 5 and intermediate degrees of coverage (0.8 =6=10.2),
this equation practically coincides with the equation of the Temkin isotherm. This
implies that strong repulsive forces have the same effect as uniform surface inho-
mogeneity. Hence, from the shape of an experimental adsorption isotherm, one can-

not deduce the reasons for departure from the Langmuir isotherm.

10.2.5 Adsorption in Electrochemical Systems

Adsorption phenomena at electrode—electrolyte interfaces have a number of charac-
teristic special features.

Adsorption of Reaction Components In many cases, adsorption of a reactant is
one of the first steps in the electrochemical reaction, and precedes charge transfer
and/or other steps of the reaction. In many cases, intermediate reaction products are
also adsorbed on the electrode’s surface. Equally, the adsorption of reaction products
is possible. The example of the adsorption of molecular hydrogen on platinum had
been given earlier. Hydrogen adsorption is possible on the platinum electrode in
aqueous solutions even when there is no molecular hydrogen in the initial system; at
potentials more negative than 0.3 V (RHE), the electrochemical reaction

Pt®+H +e¢ =Pt® —-H (10.17)

ads
proceeds, which yields hydrogen atoms adsorbed on the surface. This is a transient
process ending when a certain (potential-dependent) value of 0y is attained. In
exactly the same way, at more positive potentials electrochemical oxygen adsorption

Pt®H,0 = Pt® — OH,, + H" + ¢~ —»PtO,, + H" + ¢~ (10.18)

proceeds on platinum and many other metals.

The adsorption of reaction components can be strongly influenced by the elec-
trode potential. Ions, neutral molecules, and various radicals can be adsorbed in one
potential region and displaced from the surface in another region.

Inasmuch as the electrode’s surface is covered completely by adsorbed solvent
molecules (see Section 10.2.5.3), the adsorption of other components is possible
only upon desorption of part of the solvent molecules.
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Partial Charge Transfer Specific adsorption of ions is often attended by a partial
transfer of their charge to the metal surface: for instance, in the specific adsorption
of cations M** on platinum

M + Ae™ + Pt — Pt—M“", (10.19)

where A is the degree of charge transfer. Complete charge transfer A = z corresponds
to the ion’s complete discharge yielding an atom M adsorbed on the surface (i.e., an
adatom). Partial charge transfer is possible, too, in the adsorption of neutral species
when a (partly charged) adsorbed ion (i.e., an adion) is formed. The formation of
hydrogen atoms adsorbed on platinum, which occurs as a result of hydrogen ion dis-
charge, can be regarded as an example for almost complete charge transfer. The
resulting Pt—H bonds are slightly polar, hence the degree of charge transfer is still
somewhat different from unity. The degree of charge transfer, A, cannot be calculated
thermodynamically directly from experimental data, and therefore difficulties arise
in defining the concept of surface charge Qg ;.

Interaction of Metals with Solvents (Solvent Adsorption) Up to the 1950s, it
was believed that in solutions of completely inactive electrolytes, the influence of
solvents on the properties of the metal-solution interface was determined exclu-
sively by the solvent’s dielectric constant, the diameter of its molecules, and the
energy of solvation of the ions by it. If this was true, then in solutions of indifferent
electrolytes in a given solvent, electric double-layer structure should not depend on
the metal. This means that all conditions listed in Section 9.4.1 are fulfilled and that
the difference between the potentials of zero charge between two given metals (or
between their potentials at a given surface charge density Q) would in all solvents
be given by their work function difference, according to Eq. (9.13). It was seen in
studies of d-metals in aqueous solutions as well as in solutions prepared with other
solvents, however, that the solvent cannot a priori be regarded as an inert solution
component.

When an electrode comes in contact with an electrolyte solution, then apart
from a possible adsorption of different solution components, another phenomenon
occurs (i.e., a certain orientation of all dipolar solvent molecules that are close
to the surface, with respect to this surface). Sometimes this is discussed as sol-
vent adsorption including the formation of a monolayer of solvent molecules at the
surface.

The reason for such an orientation of the solvent molecules is a chemical in-
teraction between the metal surface and the functional groups of these molecules.
This interaction is more pronounced the higher the solvent’s donor number and (for
d-metals) the higher the metal’s work function. This is an experimental finding point-
ing to donor—acceptor interactions. Here the solvent molecules function as the elec-
tron donor and the electrode functions as the electron acceptor. Metals exhibiting
strong interaction with the solvent molecules have been named lyophilic or, with
water as the solvent, hydrophilic. Metals exhibiting weak interaction accordingly are
known as lyophobic and hydrophobic, respectively.
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As a result of interaction between the metal and the OH™ groups of water mole-
cules (or the negative functional groups of other solvent molecules), these mole-
cules take up an orientation with the negative ends of their dipoles toward the metal
and the positive ends toward the bulk solution. Thus, an additional electric double
layer is formed on the surface, giving rise to a negative surface potential " that
becomes one of the components of the potential difference between the metal and
the solution.

The interactions depend on the sign and density of the metal’s surface charge Q.
They increase with increasing positive charge of the metal surface, and decrease (or
vanish altogether) with increasing negative charge. A change in orientation of the
solvent molecules with respect to the surface is possible when, as the potential
changes, the metal’s surface charge changes sign.

It is not possible to measure the orientation potential % directly. Hence the fol-
lowing approach is taken to arrive at a relative quantitative characterization of the
degree of interaction between different metals and solvents. For two metals (the test
metal and a standard or reference metal), the relation between surface charge den-
sity Qg and the potential is determined in a given solvent (e.g., by integrating curves
representing plots of differential capacitance vs. potential). A relatively hydrophobic
(Iyophobic) metal is selected as the standard. Then potential differences (AE),
between the two metals at given values of surface charge Qg are determined for a
number of values of Q. At strongly negative values of Qg (Qg << 0), the interactions
between metals and solvents vanish. The relative degree of hydrophilicity (Iyophilic-
ity) of a given metal relative to the standard at different values of Qy is reflected in
the differences (AE, — AE, ). This is a rather rough estimate of the degree of
interaction, yet it is quite instructive. The most lyophobic d-metals are mercury and
thallium; among the most lyophilic we find gallium, indium, cadmium, and the (111)
face of silver single crystals. Among the solvents studied, dimethyl sulfoxide and
water belong to the most active, and acetonitrile and propylene carbonate are among
the most highly indifferent.

The interactions between electrode metals and solvents are reflected in the adsorp-
tion and catalytic properties. The adsorption of other solution components (ions and
neutral molecules other than the solvent) is attended by a displacement of adsorbed
solvent molecules or their reorientation. Therefore, a metal’s adsorptive power is low
under conditions where its energy of interaction with the solvent is high.

The interaction of metals with the OH™ groups in water molecules is attended by
a stretching of the H-OH bonds, which raises the donor properties of these water
molecules and serves to accelerate electrochemical reactions with a slow step that
involves hydrogen. This was confirmed in the electroreduction of anions NOj,
BrO3, and the like on metals exhibiting varying degrees of hydrophilicity.

10.3 THERMODYNAMICS OF SURFACE PHENOMENA

This section is based on concepts developed by Josiah Willard Gibbs in 1874-1878
[see also Guggenheim (1933) and Delahay (1965)].
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Josiah W. Gibbs (1839-1903).

10.3.1 Surface Excesses of Substances

The thickness of the surface layer is usually measured in nanometers or fractions of
a nanometer. There is a smooth change in properties as one moves from the surface
into the interior of a phase; hence, one cannot exactly define the limits of the surface
layer or its thickness. This gives rise to difficulties in the layer’s quantitative charac-
terization. For this reason in thermodynamic discussions of surface phenomena,
another parameter is often used to characterize adsorption processes. To circumvent
the difficulty, the outer limits of the interphase (Fig. 10.4, the planes with coordinates
X, and xg) are deliberately positioned beyond the region affected by the superficial
perturbations. In the interphase itself a conditional dividing plane, called the Gibbs
surface (with the coordinate x,), is selected. The state of the real layer [with super-
script ®] is compared with that of an idealized layer having the same thickness but
properties which, in each of the phases, remain unchanged right up to the Gibbs sur-
face [i.e., a layer without changes; superscript ]. The concept of surface excesses
[with superscript @] of substances in the real layer relative to the ideal layer is intro-
duced:

70 = 5 — pid). (10.20)

Surface excesses are usually referred to the unit surface area of the dividing plane S
(surface excess densities).
The number of moles n; of component j in the real interphase is given by n; =
jgc(;)dx, and that in the ideal layer is given by n{® = S[c;w(x(y) — X)) T C(Jﬁ)(xB —x)l
We thus obtain an equation for the surface excess, I'; = nj(")/S (units: mol/cm?), of a
substance per unit surface area:

xP
T= [ & =187 (e = x) + Py = 1 (10.21)
X0U
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The parameter 7 always has positive values, whereas the parameters n{® and T
can have positive or negative values. Parameter I'; is called the Gibbs adsorption or
Gibbs surface excess.

The adsorption value given by I'; is independent of the position selected for the outer
limits of the interphase; even when the limits are pushed too far into a phase, in the cor-
responding regions ¢ is equal to ¢/ (or ¢, and the value of I'; remains unchanged.

However, the value of T'; depends on the position of the Gibbs surface. By com-
mon convention, this position is selected so that for one of the components (with the
index j = 0), the value of T; defined by Eq. (10.21) will become zero. The solvent is
chosen in this capacity when one of the phases in contact is a solution. Once the
position of the Gibbs surface has been fixed, one can unambiguously determine the
Gibbs surface excesses of the other components. The adsorption of a component j is
thus defined relative to the component j = 0 (relative Gibbs surface excess Tg).

More commonly used is another definition of Gibbs surface excesses, according
to which T is equal to the amount of substance j that must be added to the system
(with a constant amount of the substance j = 0) so that the composition of the bulk
phases will remain unchanged when the interface area is increased by unity. This
definition can also be used when chemical reactions take place in the surface layer.
In the case discussed here, the two definitions coincide. The set of surface excesses
of all components is sometimes called the surface phase (in contrast to the real sur-
face layer or interphase).

10.3.2 Excess Surface Energy

By analogy to Gibbs surface excesses of substances, we can define the excess Gibbs
energy of the surface layer of phase (o) at an interface with another phase (), which,
when referred to unit surface area of the phase, is called the excess surface energy
(ESE) of this phase (units: J/cm?) and designated as ¢ (or, if necessary, as ¢©@P),
When calculating the surface excesses of the Gibbs energy, the position of the Gibbs
surface is maintained as described above.

By definition, ESE is the work that must be performed to form a unit area of new
surface while preserving all other parameters (e.g., the amount n of all components):

(o)
GE(agS ) . (10.22)
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For stable interfaces, the values of ¢ are always positive.

Because of ESE, and because of the real forces acting on the particles in the sur-
face layer, there is a tendency for spontaneous contraction of the interfacial area. In
practice, such a contraction can be realized only in the case of liquid phases, where
the particles can move freely relative to each other. Hence, liquids tend to assume
spherical shape with a minimum ratio of surface area to volume (liquid drops), at
least when the volume is small and gravitation does not interfere, and when they are
not in contact with solid surfaces.

The tendencies of liquid surfaces to contract had in the past been regarded as the
result of forces acting along the surface and causing it to contract (like an elastic film
enveloping the liquid). This was the origin of the term surface tension still used
today. The surface tension is stated as a force acting over unit length (units: N/m);
for liquids, it coincides numerically with the value of ESE stated in the units of J/m?
(1J= 1N-m). The concept of surface tension is convenient for visualization of certain
phenomena. However, it can merely convey the essence of the phenomena condition-
ally, since the real forces act in a direction perpendicular to the surface and not along
the surface.

10.3.3 Gibbs Adsorption Equation

At constant temperature and pressure the excess Gibbs energy of the surface layer
depends on surface area S and on the composition of the layer (i.e., on the excess
amounts n(jc) of the components). When there are changes in surface area and com-
position (which are sufficiently small so that accompanying changes in parameters G
and },L(;’) can be disregarded), we have

(0)
dG(G)=[8L} dS+E[aG ] an®
8S nj N

on® J
J

=oS+3 1 dii?. (10.23)

Parameter G is an additive function of surface area and of the amount of compo-
nents:

GO =cS+3n u?. (10.24)

Subtracting Eq. (10.23) from the exact differential of Eq. (10.24), we find that
Sdo+32n”du =0 (10.25)

This equation for the surface excesses is the analog of the Gibbs—Duhem equation
for bulk phases.

Thermodynamic discussions of surface-layer properties rely on the assumption of
adsorption equilibrium (i.e., on the assumption that for each component the chemi-
cal potential in the surface layer is equal to that in the bulk phase, },L(jc) = LL(JV)) When
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substituting into Eq. (10.25) the bulk value of chemical potential and dividing all
terms into S, we obtain the Gibbs adsorption equation, which is a very important
equation of surface-layer thermodynamics:

_ V) _
—do=2T;dy, =2 RTT,;dIna, (10.26)
or when the system is ideal and adsorption is possible for only one component,

—do=—ol'RTdInc. (10.27)

10.3.4 Electrocapillary Curves

When the Gibbs equation is used for an electrode—electrolyte interface, the charged
species (electrons, ions) are characterized by their electrochemical potentials, while
the interface is regarded as electroneutral; that is, the surface density, Osmr of excess
charges in the metal caused by positive or negative adsorption of electrons Qg = FT,
(in what follows called surface charge for the sake of brevity) is regarded as equal in
size but opposite in sign to the charge, Qg = F 2z, in the solution’s surface layer:

Osm= —Osp= —F2zT (10.28)
The Gibbs equation for metal—electrolyte interfaces is of the form
—do=T,du,+2 T,;dy (10.29)

For charged species we have dli; = du; + z;F'y when taking into account Eq.
(3.17). For the electrons in the metal (which have a constant concentration), du, = 0.
The Galvani potential at the interface considered is given by @5 = y™ — y®. Using
these relations as well as equality (10.28), we can transform Eq. (10.29) to

—d6 = Qg dog + 2T d;. (10.30)

The equation obtained can be used when the electrode potential can be varied
independent of solution composition (i.e., when the electrode is ideally polariz-
able). For practical calculations we must change from the Galvani potentials,
which cannot be determined experimentally, to the values of electrode potential
that can be measured: E = @ + const (where the constant depends on the refer-
ence electrode chosen and on the diffusion potential between the working solution
and the solution of the reference electrode). When a constant reference electrode
is used and the working solutions are sufficiently dilute so that the diffusion
potential will remain practically constant when their concentration is varied,
dE =~ d@g and

—dc = Qg dE + 2T du, (10.31)
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When measurements are performed in solutions of a particular constant compo-
sition (where evidently, W, = const and dy; = 0), we have

do
Osm (&E>H. (10.32)
This equation was first obtained by Gabriel Lippmann in 1875. The Lippmann equa-
tion is of basic importance for electrochemistry. It shows that surface charge Qg
can be calculated thermodynamically from data obtained when measuring ESE. The
values of ESE can be measured with high accuracy on liquid metals [e.g., on mer-
cury (t;= —39°C)] and on certain alloys of mercury, gallium, and other metals that
are liquid at room temperature.

The simplest device for measuring ECC at mercury is Gouy’s capillary electrom-
eter (Fig. 10.5). Under the effect of a mercury column of height 4, mercury is forced
into the slightly conical capillary K. In the capillary, the mercury meniscus is in con-
tact with electrolyte solution E. The radius of the mercury meniscus is practically
equal to the capillary radius ry at that point. The meniscus exerts a capillary pressure
px = 20M2B/ry directed upward which is balanced by the pressure py, = hpy,g of
the mercury column (g is the acceleration of gravity); hence,

hpyr
GHEE) = %_ (10.33)

When potential is applied, the meniscus moves, owing to the resulting change in
surface tension. By varying the height of the mercury column during the measurements

hudinlonhan

FIGURE 10.5 Gouy’s capillary electrometer.
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(which is done by raising or lowering the reservoir R), one returns the meniscus to its
original position, which is checked with the aid of a horizontal microscope M. Thus,
the meniscus radius remains constant and the value of 68" measured is propor-
tional to mercury column height. For calibration of the instrument it will suffice to
make a single measurement under conditions where 6&® is known (in solutions of
surface-inactive electrolytes at the PZC at 18°C, it has the value 42.67 uJ/cm?).

Several methods exist that can be used to measure changes of ESE for solid elec-
trodes as a function of potential or other factors, but the accuracy of such measurements
is much lower than that for liquid electrodes. A plot of ESE vs. potential is called the
electrocapillary curve (ECC). Typical ECCs measured at a mercury electrode in NaF
solutions of different concentration are shown in Fig. 10.6. Also shown in this figure is
a plot of Qg values vs. potential calculated via Eq. (10.27). This plot almost coincides
with that obtained from capacitance measurements (Fig. 10.15). This is evidence for
the mutual compatibility of results obtained by these two methods of measurement.

Electrocapillary curves have a maximum. At this point, according to Eq. (10.32),
the surface charge Qg = 0. The potential, £,, of the maximum is called the point
of zero charge (PZC). Knowing the charge density O, one can calculate the inter-
facial potential ®M-B) contained in Eq. (10.1). This is insufficient, however, for a cal-
culation of the total Galvani potential, since other terms in this equation cannot be
determined experimentally.

It is a typical special feature of electrochemical systems that the ESE values of inter-
faces between two conducting phases depend on the potential difference between them.
The excess charge densities in the surface layer of each of the phases change with
potential. The coulombic repulsion forces acting between excess charges of like sign
along the surface counteract the tendency of the surface to contract and reduce the ESE.
Therefore, the ESE will be lower the higher the charge density is in the interphase.

Let us consider the case when measurements are made in a binary solution
containing only two types of ion (with the charge numbers z, and z_) and when a

200 (3)

|
a5 0 -85 -l0EVvs.SHE

FIGURE 10.6 (a) Electrocapillary curve of mercury in NaF solutions: (1) 0.01 M, (2) 0.1 M;
(b) plot of surface charge density vs. potential calculated from curve 2.
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reference electrode reversible in respect to the anion and containing the same solu-
tion is used. In this case there is no diffusion potential. For the reference electrode it
follows from Eq. (2.11) that dogg = n_/z_F. The differential of electrode potential
(here designated as E_) is given by dE_ = d@; — d@g, and the surface charge den-
sity of the metal by Qg — F[z,I'y +z_T"_]. Substituting these expressions into Eq.
(10.25) and allowing for the fact that z,/z_ =1_/t_ and [according to Eq. (3.24)]
T, du, +1_du_=RIT(t, +1_)dIn a,., we obtain, after simple transformations,

—do = Qg dE+(1 +:;RTF* dln a+). (10.34)
+

Cation adsorption in binary solutions can be determined according to Eq. (10.34)
from the relation between ESE and a.. at a constant value of E_:

_ 1t fels]
T, = - (a - ai)E_’ (10.35)

while anion adsorption can be determined from an analoguous expression for the
parameter I'_ (from measurements where a reference electrode was used that is
reversible with respect to the cation).

Equations (10.34) and (10.35) are different forms of the general equation of elec-
trocapillarity. The parameters contained in them can be determined experimentally.
These equations can be used to calculate one set of parameters when experimental
values for another set of parameters are available.

104 MERCURY ELECTRODE SURFACE

In the first half of the twentieth century, mercury electrodes were widely used for
investigation of adsorption and other phenomena in electrochemical systems. This was
due to the following features of these electrodes, connected with their liquid nature: (1)
the true working surface area coincides with the geometric surface of the electrode, in
contrast to solid electrodes, which always have a well-pronounced surface roughness;
(2) the surface can be easily renewed (e.g., in dropping electrodes) and cleaned from
impurities; (3) the ESE (surface tension) and its dependence from potential and solution
composition can easily be determined. Measurements of ECC and of the differential
capacitance C by ac techniques are used mostly for investigation of the mercury sur-
face. Both methods lead to identical results: The values of Qg derived from ECC and
those calculated by integrating C,E curves essentially coincide.

10.4.1 TIon Adsorption

An important aspect is that of studying the effects of composition of the electrolyte
solution on the electrocapillary and capacitance curves. Identical curves are obtained
for solutions of fluorides, sulfates, and certain other alkali metal salts having identical
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concentrations. The PZC in such solutions is found at a potential of —0.193 V (SHE).
A constant potential of the electrocapillary maximum for different solution concen-
trations of a salt usually implies that at the PZC, ionic adsorption is minor. At other
potentials, ions are adsorbed only as a result of electrostatic interaction. Thus, no
other specific (nonelectrostatic) forces of interaction exist between these ions and the
mercury surface; they are surface inactive. Experience shows that surface activity is
absent (or at least very low) in the case of ions F~, OH~, SO2~, HCO3, and most
inorganic cations. The halide ions C1~, Br~, I, and a number of additional anions,
as well as cations T1" and NH], are surface active; they interact chemically with the
mercury surface.

Specific adsorption of ions influences the shape of ECC and capacitance curves.
Figure 10.7 shows the ECC for halide solutions. Anion adsorption depresses the
ascending branch of the curves, which corresponds to positive surface charge. At
negative potentials (starting from a potential about 0.2V more negative than the
PZC), the ECC for other halides practically coincide with the curve for fluoride,
which implies that in this region the electrostatic repulsion forces prevail over the
chemical attraction forces, and the anions are desorbed from the surface. The maxi-
mum value of ESE decreases, and the PZC shifts to potentials more negative than
the PZC of NaF solution. For 0.9 M Nal solution, the value of E,_ 4 is about —0.6 V
(i.e., the PZC has shifted by more than 0.4 V). This shift is due to formation of an
additional adsorptive EDL consisting of specifically adsorbed anions at the inner
Helmholtz plane and an equivalent number of cations distributed diffusely in the
solution. Ionic adsorption at the PZC amounts to 1.4 X 107> mol/m?, which corre-
sponds to a charge density of 14 uC/cm?. As a result, an additional component of the
solution’s surface potential arises: the adsorption potential (. In Nal solutions, the
mercury surface is positively charged at potentials between —0.2 and —0.6 V (in
contrast to NaF solutions).

The effects of the anions (i.e., their specific adsorbabilities) increase in the order
F~ <CI” <Br~ <I". This trend is due to the fact that the solvation energy decreases
with increasing crystal radius as one goes from F~ to I~, and the transfer of the ions
to the inner Helmholtz plane is facilitated accordingly. The opposite picture is seen
for surface-active cations (e.g., [N(C,H,),]"); the descending branch of the ECC is
depressed, and the PZC shifts in the positive direction.

1 1
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FIGURE 10.7 Electrocapillary curves for a mercury electrode in 0.9 M solutions: (1) NaF;
(2) NaCl; (3) NaBr; (4) Nal.
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Anion adsorption also influences the shape of the capacitance curves. In the region
of the PZC and at positive surface charge, the capacitance increases to values of 60 to
80 uF/cm? as EDL thickness drops to a value of x,. The capacitance minimum in
dilute solutions is distorted, and its position no longer coincides with that of the PZC.

10.4.2 Adsorption of Organic Substances

Many neutral organic substances containing functional groups (e.g., the alcohols)
are surface active and adsorb on the mercury electrode. Figure 10.8a and b show
how the ECC and capacitance curves change when n-butyl alcohol is added to the
solution. It follows from these curves that adsorption of the alcohol molecules
(which lowers the ESE) occurs in a region around the PZC. The organic particles
become desorbed when the potential is made much more positive or negative, and
then the curves coincide with those of the base—electrolyte solution. The potential of
the PZC is shifted in the positive direction. It appears that the alcohol molecules,
which are dipolar, have an orientation at the metal surface that is with the negative ends
(the —OH groups) away from the surface. In other cases (e.g., in phenol adsorption),
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FIGURE 10.8 Influence of the adsorption of organic substances (a) on the electrocapillary
curve, (b) on the capacitance curve, and (c) on the plot of surface charge against potential:
(1) 0.1 M H,SO, solution; (2) the same, with 0.1 M C,H,OH.
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the PZC shifts in the negative direction, which indicates that the adsorbing mole-
cules have the opposite orientation.

The values of EDL capacitance are strongly depressed in the region where the
organic substances are adsorbed, which indicates that their molecules are wedged in
between the metal surface and the solution side of the EDL. On the one hand, this
leads to larger distances x,; on the other hand, the value of € in the compact EDL part
decreases.

A typical feature is that of the sharp capacitance peaks appearing at the limits of
the adsorption region of organic molecules: the adsorption or desorption peaks. They
facilitate an accurate determination of the adsorption region. They arise because
of the drastic change in distance x, that occurs over a very narrow potential interval
during the adsorption or desorption of the organic substance (i.e., when the metal
surface changes from covered to free, or vice versa). In this narrow region, therefore,
there is a drastic change in EDL charge density, which is equivalent to a high capac-
itance value (Fig. 10.8b and c¢).

Desorption of the organic molecules at potentials where Oy, is large is due to a
phenomenon known in electrostatics: In any charged electrostatic capacitor, forces
are operative that tend (when this is possible) to replace a medium with a low € value
with a medium with a higher € value. Therefore, regardless of any chemical interac-
tion of the organic molecules with the surface, they are expelled electrostatically
from the EDL at a certain value of Qg ), and replaced by water molecules.

10.5 PLATINUM ELECTRODE SURFACE

The platinum electrode is also very convenient for investigating various adsorption
phenomena in electrochemical systems. The surface of platinum is very stable and
reproducible. As will be shown in what follows, the true working area can be deter-
mined with high accuracy for platinum surfaces with appreciable roughness and even
for electrodes with highly dispersed platinum deposits. It is comparatively easy to
clean the surface of adsorbed impurities and to control the state of the surface.

The surface of the platinum electrode can be studied conveniently in the potential
range between 0 and 1.7V (RHE), where in inert solutions (not containing sub-
stances able to be oxidized or reduced), the surface is ideally polarizable. At a more
negative potential, cathodic hydrogen evolution starts, whereas at more positive
potentials, oxygen is evolved anodically.

10.5.1 Electrochemical Methods for Investigating the Surface of
Platinum Electrodes

When an electrode is ideally polarizable, all of the current through it is nonfaradaic
(charging current) and depends on the properties of the electrode surface:

_dQsy _ - dE

i=ig=""J o (10.36)
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FIGURE 10.9 Galvanostatic charging curve for a platinized platinum electrode in 0.1 M
H,SO, solution: (1) anodic scan, (2) cathodic scan.

The method of galvanostatic charging curves was developed by A. Frumkin and
A. 1. Shlygin in 1935 for studies of platinized platinum electrodes. First, hydrogen
is passed through a cell with the test electrode and an inert solution; under these con-
ditions a layer of adsorbed hydrogen atoms is formed on the surface [reaction
(10.12)] and the equilibrium hydrogen potential is established. Then nitrogen or
argon are passed through the cell in order to eliminate excess molecular hydrogen,
which produces a minor shift (20 to 30mV) of electrode potential in the positive
direction, but the major quantity of the adsorbed atomic hydrogen remains on the
surface. Next, an anodic current of constant strength is made to pass the electrode
(i =i, = const). The dependence of potential on time ¢ or on the amount of charge
Q. = it that has passed the external circuit (the values of Q. are always referred
to the unit surface area of the electrode) is shown in Fig. 10.9. From the slope of the
curve one can determine the electrode’s capacitance C. In this method there is no
need for complex equipment; it is very convenient for samples with large true sur-
face areas (highly disperse deposits, powders, etc.).

Toward the end of the 1950s, a number of workers developed methods to record
potentiodynamic charging curves which proved to be convenient for electrodes with
smooth surfaces but require complex equipment. Figure 10.10 shows a typical voltam-
mogram measured at a smooth platinum electrode. Such i, vs. E curves are the

14
ch

ch 1 I I 1

!
02 04 08 08 EVvs.the

FIGURE 10.10 Potentiodynamic charging curve for a smooth platinum electrode in 0.1 M
H,SO, solution: (1) anodic scan, (2) cathodic scan.
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differential forms of the galvanostatic Q,,,
are less noticeable in the integral curves.

When the solution is not quite inert, ac techniques are widely used to investigate
the capacitance and other surface properties of platinum electrodes as well as of var-
ious other electrodes. Their chief advantage is the possibility to apply them in the
case of electrodes passing some faradaic current. It is shown in Section 12.5.1 that
in this case the electrode’s capacitance can be determined by extrapolating results
obtained at different ac frequencies to the region of high frequencies. This extrapo-
lation can be used for electrodes where electrode reactions occur that have standard
rate constants, k°, of up to 1 cm/s.

vs. E curves. They reveal certain details that

10.5.2 Hydrogen Adsorption on Platinum

The galvanostatic and potentiodynamic charging curves of platinum electrodes shift
approximately 60 mV in the negative direction when the solution pH is raised by 1
unit. This implies that when potentials E, which refer to the equilibrium potential of
a hydrogen electrode in the same solution (RHE) are used, these curves remain prac-
tically at the same place within a wide range of solution pH. Hence, we shall use this
scale while analyzing these curves.

The galvanostatic charging curves distinctly reveal three linear sections with
different slopes; in the first and third sections the slopes correspond to capacitances
of 400 to 700 uF/cm?; in the second section the slope corresponds to a capacitance
of 40 to 70 uF/cm?. The capacitance of the second section is of the same order of
magnitude as that for the ideally polarizable mercury electrode. This section is called
the double-layer region. The anodic current that passes through the electrode when
its potential is at points within the other two sections is consumed not only for EDL
charging but also for the electrochemical oxidation and desorption of adsorbed
atomic hydrogen [reaction (10.14)] or for electrochemical oxygen adsorption [reac-
tion (10.15)]. In the case of cathodic currents the same processes occur in the oppo-
site directions. Because of these processes, the total electrode capacitance (the
pseudocapacitance) is much higher than the EDL capacitance. These sections with
high capacitance values correspond to sections with high currents in the potentio-
dynamic charging curves (see Figs. 10.9 and 10.10).

The region of atomic hydrogen adsorption stretches from 0 to 0.30-0.35V.
Hydrogen adsorption on platinum is a reversible or equilibrium process. The charging
curves measured with low current densities in the hydrogen adsorption region, either
in the cathodic (hydrogen deposition) or in the anodic directions, coincide. Because of
its equilibrium character, hydrogen adsorption can be analyzed thermodynamically.

For absolute calculations it is necessary to refer the value of Q.,, to the unit area of
the true surface. This area can be determined by independent methods (e.g., by the BET
method). Experience shows that 0, = 220 pC/cm? (of true surface area) is required to
shift the potential from O to 0.35V. A small part of this charge (about 10puC/cm?)
accounts for the charging of the EDL (i.e., for changes in the value of Q). It follows
that the charge for adsorption (or desorption of hydrogen atoms (reaction 10.14) is
about 210 uC/cm?. Assuming that at the potential 0.35V, hydrogen is fully desorbed
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from the surface, this indicates that at 0 V the value of hydrogen adsorption Ay is about
2.5 X 10~°mol/cm? = 1.3 X 10" cm™2. This number actually coincides with the mean
number of platinum atoms exposed on faces of the platinum lattice (the number varies
slightly depending on the face index). Thus, at E, = 0V, practically every platinum sur-
face atom is bonded to an adsorbed hydrogen atom (i.e., the limiting surface coverage
of 64 = 1 is attained). As the potential is made more positive, 8 decreases until it attains
a value of zero at 0.35 V. To a first approximation it varies linearly with potential:

1
0,=1—-——E 10.37
H 035 7 ( )

(here E, is stated in volts).

By using the value Q,,, = 220 uC/cm?, one can readily determine the true surface
area of any compact or disperse sample of platinum without adducing any other
methods, simply by measuring the total amount of charge required to accomplish the
potential shift.

10.5.3 Surface Inhomogeneity of Platinum

It is not a trivial point that Oy vs. E, curves are practically linear. In a reversible
system the electrode potential can be linked to the activities (concentrations) of the
potential-determining substances. In the system being discussed, this substance is
atomic hydrogen. According to the Nernst equation we have E, = const — (RT/F) X
Incy. It follows that the degree of coverage, 0y, is linearly related to the logarithm
of concentration cy in the solution:

9H=g+%ln . (10.38)

(i.e., by a logarithmic adsorption isotherm). This equation was derived in 1941 by
Temkin, just for interpreting results obtained when measuring charging curves at
platinum electrodes. When comparing Egs. (10.37) and (10.38), we find that the
inhomogeneity factor f has a value of 0.35(F/RT) = 14.

The shape of the isotherm arises because the heat of adsorption, g,, decreases
with increasing degree of coverage of the electrode. Hydrogen ion discharge pro-
ducing molecular hydrogen (gas) is possible, for thermodynamic reasons, only at
values of potential more negative than 0 V. But since the intermediates (hydrogen
atoms) are adsorbed, a discharge of hydrogen ions producing these atoms is possi-
ble even at more positive potentials because of the adsorption energy gained. When
the electrode potential is moved from a value of +0.4 V (where the surface is known
to be free of adsorbed hydrogen) in the negative direction, adsorption of the first
numbers of hydrogen atoms will start at 0.35V on the sites with the highest heat of
adsorption, g, (strongly bound hydrogen). As the potential is moved further to the
negative side and Oy increases, the heat of adsorption gradually decreases, and its
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minimum value of g, is attained near the potential of 0V when 6, ~ 1. Thus, the
total change in heat of adsorption is about 0.35eV or, roughly, 34 kJ/mol.

The reasons for the change in hydrogen adsorption energy on platinum, or for
inhomogeneity of the platinum surface, have not yet been established in an unam-
biguous way. The inhomogeneity may arise from different geometries of the adsorp-
tion sites (e.g., the exposed face of a metal crystallite) or by the influence of
the hydrogen atoms adsorbed earlier. Accordingly, geographic or biographic and
induced inhomogeneity are discussed for metal surfaces.

10.5.4 Adsorption of Other Substances on Platinum

The adsorbabilities of different anions on platinum increase in approximately the
same order as on mercury. Anions as a rule become desorbed with increasing oxygen
adsorption. This special ability of the adsorbed oxygen to displace other adsorbed
substances from the surface is of great value for experimental work. The platinum
electrode is held for a few seconds or minutes at potentials of 1.1 to 1.4V (RHE) to
rid the surface of impurities. Following this, if the potential is moved to a value of
0.4V, the oxygen will desorb and a clean surface is obtained. A highly sensitive indi-
cation for the degree of cleanliness attained by the surface is the shape of the potentio-
dynamic charging curves (see Fig. 10.14), which will be distorted by minute amounts
of impurities.

When charging curves are measured while the potential is shifted in the anodic
direction, oxygen adsorption will start at a potential of about 0.75V, long before the
thermodynamic potential for the evolution of free oxygen (1.23 V) is attained. This
indicates that the bond energy between platinum and adsorbed oxygen is high. The
first amounts of oxygen evidently are adsorbed in the form of hydroxyl groups:

Pt+H,O=Pt—OH+H" +e¢". (10.39)

At more positive potentials, bonds of the type Pt=0 or of more complex types can
be formed. It follows from the amount of charge that is consumed when recording
the charging curve that formation of a monolayer of oxygen in the form of (OH),,,
is complete at a potential of about 1.15V, and formation of a monolayer of oxygen
in the form of O, is complete at a potential of about 1.5 V. Oxygen adsorption con-
tinues at more positive potentials, and at a potential of about 2.2V, a limiting value
is attained that corresponds formally to degrees of coverage of 2.0 to 2.2 [for plat-
inum, the region of high anodic potentials (HAPs)].

10.5.5 Aging of Adsorbed Particles

Oxygen adsorption that occurs at platinum at potentials more positive than 0.9 to
1.0V is irreversible, in contrast to hydrogen adsorption. Oxygen can be removed
from the surface by cathodic current, but the curves obtained in the anodic and
cathodic scan do not coincide; cathodic oxygen desorption occurs within a narrower
region of potentials, and these potentials are more negative than the region where the
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major amount of oxygen becomes adsorbed (see Fig. 10.10). Thus, immediately
after adsorption there is a drastic increase in the bond energy of the oxygen on the
surface. The initial fast rise is followed by a further slow increase in bond energy, or
“aging” of the adsorbed oxygen.

The adsorption of organic substances from solutions on platinum surfaces can be
measured by various techniques. A platinum surface atom bonded to an organic par-
ticle loses its ability to adsorb hydrogen; hence, the fraction of surface taken up by
organic species can be estimated from the decrease in hydrogen adsorption noticed
when recording cathodic charging curves. Sometimes a horizontal section of con-
stant potential, which is due to anodic oxidation of adsorbed organic particles,
appears in anodic charging curves at potentials of 0.6 to 0.8 V. The amount of parti-
cles adsorbed can be estimated from the length of this section.

Many organic species are adsorbed on platinum at potentials ranging from approx-
imately 0.1 to 0.7V (RHE). At more positive potentials they desorb because of oxida-
tion or of displacement from the surface by adsorbing oxygen. The extent of adsorption
of the organic substances can be considerable, and they can take up as many as 70%
of the surface sites.

The relation between platinum with adsorbed organic species 8; and the bulk
solution concentration of these substances often obeys the logarithmic Temkin
isotherm with values of the factor f of 10 to 14 (i.e., practically the same value as
found in hydrogen adsorption). Such behavior is not trivial. The Temkin isotherm
(like the Langmuir isotherm) was derived for the case of a reversible adsorption.
The adsorption of organic substances from solutions as a rule is irreversible; mate-
rial already adsorbed will not desorb when the solution concentration is reduced
(not even when it is reduced to zero). In these cases the existence of a distinct
isotherm is probably due to the fact that in a first stage, the adsorption of the sub-
stance on the platinum surface is reversible. After being adsorbed the adsorbed
species undergo some kind of aging processes with an increase in the bond energy
(the development of chemical bonds with the surface) and in some cases with
destruction of the initial molecule but without a change in the amount of species
sorbed. For instance, in methanol adsorption on a platinum electrode, three hydro-
gen atoms are split off from the CH,OH molecule and become adsorbed on the sur-
face, and chemisorbed species of the type =CHO are formed which are bonded to
three platinum surface atoms:

CH,OH — =CHO + 3H,,.. (10.40)

In a further aging process the =CHO species can be transformed by oxidation
with adsorbed —OH groups to species of the type =CO. For this reason after these
processes are completed, infrared spectroscopy shows the presence on the platinum
surface of mainly the latter species.

Types of aging processes such as those described for the adsorption of oxygen
and methanol on platinum are also characteristic of the adsorption of other sub-
stances and of adsorption on other electrodes. In some cases these changes manifest
themselves as a change (mostly an increase) in the adsorption energy with time. In
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some cases these changes are accompanied by changes in the stoichiometry of the
adsorbed particle and/or by a change in their attachment to the electrode.

10.5.6 Ideally and Perfectly Polarizable Electrodes

We have seen that there are substantial differences in the surface properties of plat-
inum and mercury electrodes. The latter are ideally polarizable; all of the charge sup-
plied from outside accumulates in the EDL and merely produces a change in the
value of surface charge Qg characterizing the condition of the system. Platinum
electrodes (except for the double-layer region) are not ideally polarizable; electro-
chemical reactions (10.17) or (10.18) occur at their surfaces. It is true that these reac-
tions are transient and will cease when the adsorption of hydrogen or oxygen atoms
has attained a certain level. Thus, even here any charge supplied from outside will
merely produce a change in surface condition but will not be consumed for the for-
mation of reaction products escaping from the electrode surface. By convention, the
transient electric current crossing the electrode is regarded as nonfaradaic in this
case, even though it is associated in part with an electrochemical reaction.

The concept of ideal polarizability implying the total absence of charge transfer
between the two EDL sides was formulated in 1934 by F. O. Koenig. But as early as
1891, Max Planck had made the suggestion that the term perfectly polarizable elec-
trode should be used when the surface condition of the electrode is uniquely defined
by the amount of charge consumed. This concept is broader than that of ideal polar-
izability. It covers not only ideally polarizable electrodes of the mercury type but
also electrodes of the platinum type in the region of hydrogen adsorption. A plat-
inum electrode in the region of oxygen adsorption is already outside this definition,
since here the electrochemical reaction is irreversible, and owing to aging of the
adsorbed oxygen, the surface condition is not defined uniquely by the amount of
charge consumed. For exactly the same reasons, the concept does not cover elec-
trodes where phase layers of reaction products are formed on the surface because
of a reaction.

10.6 SURFACES OF OTHER ELECTRODES

In their electrochemical surface properties, a number of metals (lead, tin, cadmium,
and others) resemble mercury, whereas other metals of the platinum group resemble
platinum itself. Within each of these groups, trends in the behavior observed coincide
qualitatively, sometimes even semiquantitatively. Some of the differences between
mercury and other s- or p-metals are due to their solid state. Among the platinum group
metals, palladium is exceptional, since strong bulk absorption of hydrogen is observed
here in addition to surface adsorption, an effect that makes it difficult to study the sur-
face itself.

Surface studies are difficult in the case of many metal electrodes since their regions
of ideal or perfect polarizability are very narrow; that is, the potentials of anodic dis-
solution (or oxidation) of the metal and of cathodic hydrogen evolution are close
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TABLE 10.1 Potentials of Zero Charge of Certain Metals in Aqueous Solutions

Metal Solution Composition E, (V) (SHE)
Bismuth 0.002 M KF -0.39
Gallium (liquid) 0.008 M HCIO, —0.69
Iron 0.0006 M Na,SO, —0.70
Gold 0.02 M NaF +0.19
Indium 0.03 M NaF —0.65
Cadmium 0.001 M KF -0.75
Tin 0.001 M K,SO, —0.38
Mercury 0.001 M NaF —0.193
Lead 0.01 M NaF —0.60
Silver (polycryst.) 0.002 M Na,SO, —0.70
Silver [the (111) face] 0.001 M KF —0.46
Silver [the (100) face] 0.002 M NaF —-0.61
Silver [the (110) face] 0.005 M NaF —-0.77
Antimony 0.002 M KCIO, —0.15
Thallium 0.001 M NaF -0.71

together. In a number of cases such a region is not found at all. Often, the qualitative
results obtained when studying other electrodes are extended to such electrodes.

A very important characteristic of surface constitution for any metal is the posi-
tion of its PZC. Table 10.1 reports values for the PZC for a number of metals. We
can see that these values vary within rather wide limits. An important difference
between platinum group metals and most other metals is the ability of the latter upon
anodic polarization to form relatively thick superficial oxide or salt layers. Owing to
their great practical value, these layers are considered in more detail in Section 16.3.
For investigations of the structure and of properties of platinum and other electrodes,
many nonelectrochemical methods are also widely applied, which is discussed in
more detail in Chapter 27.

In addition to metals, semiconductors with n- or p-type conduction are used as elec-
trodes. The surface layers of semiconductors differ strongly from those of metals in
their electrical constitution. The concentrations of free carriers are much lower in semi-
conductors (e.g., 10 cm™3 or 2 X 1077 mol/L) than in metals (10?>cm™3 or 20 mol/L,
in order of magnitude); therefore, the excess electric charge in semiconductors (the
electrode side of the EDL) is not tightly packed against the surface but is distributed
diffusely within a surface layer 0.01 to 1 um thick (i.e., extending over 10? to 10* atom
layers). In this region a potential drop is generated by the resulting space charge. An
appreciable part of the Galvani potential across the semiconductor—electrolyte inter-
face is located in a relatively thick surface layer inside the semiconductor rather than
on its surface. The charge and potential distribution in this layer are analogous to the
same distributions in the diffuse EDL part in very dilute electrolyte solutions, and can
be described by the same equations (see Section 10.2.2).

The diffuse charge distribution in the semiconductor’s surface layer leads to a
drastically lower cell capacitance at the semiconductor—electrolyte interface. Typical
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values for metal electrodes are 20 to 40 uF/cm?, but for semiconductor electrodes,
these values are three to three orders of magnitude lower.
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11

Transient Processes

11.1 EVIDENCE FOR TRANSIENT CONDITIONS

In electrochemical systems, a steady state during current flow implies that a time-
invariant distribution of the concentrations of ions and neutral species, of potential,
and of other parameters is maintained in any section of the cell. The distribution may
be nonequilibrium, and it may be a function of current, but at a given current it is
time invariant.

The steady state is disturbed and the system exhibits transient behavior when at
least one of its parameters is altered under an external stimulus (perturbation).
Transitory processes that adjust the other parameters set in (response) and at the end
produce a new steady state. The time of adjustment (transition time, relaxation time)
is an important characteristic of the system.

In electrochemical systems, transient processes are of major practical significance
because they are an efficient route for studying electrode reactions and phenomena
(see Chapter 12). In addition, transient measurements are useful for analytical pur-
poses (see Chapter 23).

The polarization functions described in Chapter 6 are valid in the steady state.
These laws are not obeyed initially, when the current has just been turned on. Let
us look more closely at the notion that “the current is turned on.” In the steady
state the current (or current density) and electrode polarization are inseparably
linked; polarization can be the result of current flow, or vice versa. Things are
different in the transient state. Here we can initially set either the current or the
electrode potential. When “the current is turned on,” that is, when the current is
set to a certain value (galvanostatic conditions) from the very beginning, during
a transition time the electrode potential will change from its initial value at zero
current to its final steady-state value. If, to the contrary, a certain value of elec-
trode potential is set (potentiostatic conditions), the current will change during
the transition time by certain laws. Electrochemical systems can be perturbed
in other ways, too [e.g., by applying a potential that varies with time according
to a particular law (potentiodynamic conditions) or by applying an alternating
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current]. The different possibilities for perturbation are considered in more detail
in Chapter 12.

During the transition time, a variety of processes of adjustment take place: devel-
opment or change of an ohmic potential gradient, a change in EDL charge density,
the development of concentration gradients in the electrolyte, and so on. Each of
these processes has its own rate and its own characteristic time of adjustment.

Ohmic potential gradients are established practically instantaneously across
conductors, certainly within times shorter than the response time of the fastest
measuring devices, which is about 1 ns. They are caused by formation of a double
layer, the charge of which is located on the opposite faces of the conductor in
question.

Electrode polarization is associated with a change in EDL charge density at the
electrode surface. Other changes in surface state of the electrode are possible, too
(e.g., the adsorption or desorption of different components, which also involve a
consumption of electric charge). By convention, we describe this set of nonfaradaic
processes as charging of the electrode surface.

The net current crossing the electrode at any time is the algebraic sum of the
faradaic and various nonfaradaic currents. During the transition time, part of the net
current is consumed for surface-layer charging and is not available for the primary
electrode reaction. This part of the current is called the charging current (I). It is
highest at the start of the transition period, but toward the end of this period it falls
to zero. The transition time of charging, ¢, depends on the value of current and on
the system, and may vary within wide limits (between 0.1 ms and 15s).

Concentration gradients in the electrolyte layer next to the electrode surface
will develop or change as a result of the primary electrode reaction. Therefore, the
current associated with these changes is faradaic, although it is also transient and
falls to zero when adjustment of the concentration profile is complete. Unlike
other transient processes, these processes, can be described in a quantitative way
(Sections 11.2 and 11.3). The transition times of such processes as a rule are
longer than 1s.

The various processes of adjustment have different values of the transition time;
therefore, which of them become evident will depend on the method used in the
measurements, in particular on the time interval between perturbation and measure-
ment of the response. It thus becomes possible to study the different transitory
processes individually.

11.2 TRANSIENT DIFFUSION TO ELECTRODES OF LARGE SIZE

Under transient conditions the concentration distribution depends not only on the coor-
dinate but also on time. The relevant functions can be found by considering the lin-
ear diffusion occurring along the x-axis in a volume element dV bounded by the two
planes S which are a distance dx apart (Fig. 11.1); it is obvious that dV =S dx. The
rate of concentration change dc;/0t in this volume is given by the ratio of —S dJ; (the
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FIGURE 11.1 Concerning the derivation of Eq. (11.1).

decrease in total flux seen when advancing through the volume) to dV. Using
Eq. (4.1), we thus have

dc; dJ; d*

ot o Dl(a/x> SRy
(Fick’s second law). To solve this differential equation, we additionally must know
the boundary conditions, which depend on the conditions used in the measure-
ments.

Solutions for a number of typical cases are reported below. To simplify our task
we use the assumption that reactant migration is not observed (a large excess of for-
eign electrolyte), that the diffusion coefficients D; do not depend on concentration,
and that for the reactant v = 1. (The subscript j is dropped in what follows.)

11.2.1 Galvanostatic Conditions

At time ¢ = 0 an electric current of constant strength begins to flow in the system. At
this time the uniform initial concentration distribution is still not disturbed, and
everywhere in the solution, even close to the electrode surface, the concentration is
the same as the bulk concentration cy, ;. Hence, the first boundary condition (for any
value of x) is given by

c=cy for i=0. (11.2)

According to Eq. (4.47), the current density is related to the concentration gradient
at the surface. Since the current density is constant, the gradient will be also constant
and at all times #,

G i
ox nFD

for x=0. (11.3)
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FIGURE 11.2 Plots of functions erf(uz) and erfc(u).

The solution of differential equation (11.1) with boundary conditions (11.2) and
(11.3)is

i Dr\'2 x? x
D =cpt+——=|2(— ——— | —erfi . 11.4
wwo-ec i [0 o) i) o
Here erfc(u) is the error function complement, a mathematical function of the argu-
ment u given by 1 — erf(x), where erf(u) is the error or Euler—Laplace integral. This
integral in turn is defined by the expression

erf(u) = # L exp(—y?). (11.5)

The variable y in the expression under the integral sign is an auxiliary variable; the
value of the integral depends only on the limits of integration (i.e., on the value of
u). The numerical values of the error function vary from zero for # = 0 to an upper
limit of unity for u — oo (this value is practically attained already for u = 2). Plots of
functions erf(x) and erfc(u) are shown in Fig. 11.2.

It follows from Eq.(11.4) that at the electrode surface (x = 0) the concentration
varies with time according to the function

+ﬁ( ! )”2. (11.6)

Cc=2¢C —
SV aF\mD

The concentration change near the electrode surface gradually reaches solution layers
farther away from the electrode. In these layer the rate of concentration change is the
same as at the electrode, but there is a time lag. The concentration distributions found
at different times are shown in Fig. 11.3. The diffusion-layer thickness §, gradually
increases with time; it follows from Eqs. (11.3) and (11.6) that

8, = 2(%)“2. (11.7)
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FIGURE 11.3 Distributions of reactant concentration near the electrode after different
times of galvanostatic operation: (a) f, <t;.; (b) t, > t;;,..

This equation holds only at short times when thickness 8, is small compared to the
steady-state diffusion-layer thickness &, which will be attained under given experi-
mental conditions, particularly when the solution is stirred. As soon as J,, attains the
value of §, the transitory processes end and a steady state is attained; there is no fur-
ther change in concentration distribution with time (Fig. 11.3a). It follows from
Eq. (11.7) that the transition time of the transient process

t, = L (11.8)
«= D" .

In cases where the values of §,, and thus of 7, are large enough (without
significant convection in the electrolyte solution), another limiting state is attained
which is typical for galvanostatic conditions and where the reactant concentration at
the surface falls to zero (Fig. 11.3b). For the time ¢, required to attain this state,
Eq. (11.6) yields

@)2. (11.9)

tlim = TCD( 2i

When the surface concentration has fallen to zero, further current flow and the
associated increase in 8, lead to a decrease in concentration gradient and in current
(Fig. 11.3b, the curve for 1>t ). Therefore, at ¢ > 1,; | the original, constant current
density can no longer be sustained. It follows that a steady state can only exist under
the condition ¢, <t

When, after the attainment of zero surface concentration, a constant current
density is maintained artificially from outside, the electrode potential will shift to a
value such that a new electrochemical reaction involving other solution components
can start (e.g., in aqueous solution, the evolution of hydrogen or oxygen). It follows
from Eq. (11.9) that at a given concentration c, the product i’ is constant and is
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independent of the set current density. Using the value found for time #,;,, we can
write the expression for the surface concentration of reactants replacing Eq. (11.6) as

t \172
cszcv[l - (t—) } (11.10)
lim

11.2.2 Potentiostatic conditions

Equation (11.2) remains valid as the first boundary condition in this case. The surface
concentrations, cg, of the reactants will remain constant, in accordance with the Nernst
equation, when the electrode potential is held constant during current flow (and activa-
tion polarization is absent). Hence, the second boundary condition can be formulated as

cg = const for x=0. (11.11)

With these boundary conditions, the differential equation (11.1) has the solution
2Ac X
clx, ) =cg+ W erf(ﬁ), (11.12)

where Ac = ¢, — ¢,. Differentiating this equation with respect to x and setting x = 0,
we find that

dc Ac
— =— 11.13
( ox )x—O (rDr)'? ( )
and for the current density
12
i= nFD(i) = nFAc(Q) . (11.14)
0x/.—o nt

We see from these equations that the current density decreases with the inverse
square root of time.

From Eq. (11.13) we obtain an expression for the effective transient diffusion-
layer thickness:

8, = (D)2, (11.15)

The concentration distributions found at different times after the start of current flow
are shown in Fig. 11.4. It is a typical feature of the solution obtained that the variable
parameters x and ¢ do not appear independently but always as the ratio x/2. Like
Eq. 11.15), this indicates that the diffusion front advances in proportion to the square
root of time. This behavior arises because as the diffusion front advances toward the
bulk solution, the concentration gradients become flatter and thus diffusion slows down.
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FIGURE 11.4 Distributions of reactant concentration near the electrode after different
times of potentiostatic operation; ¢, <t, <t .

The transient process continues until thickness &, has attained the value of
diffusion-layer thickness J, corresponding to the applicable experimental condi-
tions. Hence, we obtain for the duration of this transitory process,

_ &
=5 (11.16)

11.2.3 Use of Alternating Currents

In electrochemical measurements, a method often employed is that of applying an
alternating current of low amplitude to the electrode. For sinusoidal ac i = i,, sin o¢
(i,, is the amplitude and ® the angular frequency), the concentration gradient at the
surface varies according to the law

ey i

ox /..y nFD
With the boundary conditions (11.2) and (11.17), the differential equation (11.1) has
the solution

c(x, )= cyt+ I’LFl‘m((,OD)H/2 {exp[—x(z—D)mﬂ Sin[@)t — x(2_D)l/2 — E} (11.18)
® ® 4

It follows from this equation that ac passing through the solution gives rise to peri-
odic concentration variations having the same frequency and reaching out from the
electrode into the bulk solution with an amplitude decreasing in proportion to
exp(—2D/®)"? (i.e., faster the higher the ac frequency).

For the surface concentration (at x = 0) we find that

sin ¢ for x=0. (11.17)

¢g= ¢y + nFi (0D)" 12 sin(mt - %) (11.19)
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It follows from this equation that the effective diffusion-layer thickness can be
described as

5~<2)1/2. (11.20)
()

Diffusion is transient in each of the half-periods, but the effects produced in one
half-period (e.g., an increase in concentration) are compensated by the effects pro-
duced in the following half-period (in this example, a decrease in concentration).
Therefore, the time-average thickness of the diffusion layer remains unchanged and
the state of the system as a whole is quasisteady.

11.3 TRANSIENT DIFFUSION TO ELECTRODES OF FINITE SIZE

In Chapter 4 and in the preceding section, cases of linear diffusion to a flat electrode
were considered where the particles advance toward the entire surface along paral-
lel lines normal to the surface. This implies that the electrode considered was large
enough for edge effects (“lateral” diffusion to peripheral sections of the electrode) to
be practically negligible. “Large enough” means, in this case, that the linear dimen-
sions of the electrode (its width, height, and radius of curvature) were large com-
pared to the diffusion-layer thickness. When this condition is not met and substances
diffuse toward the surface along pathways converging on the surface, the total
diffusion flux evidently will be larger.

Consider the specific example of a spherical electrode having the radius a. We
shall assume that diffusion to the spherical surface occurs uniformly from all sides
(spherical symmetry). Under these conditions it will be convenient to use a spheri-
cal coordinate system having its origin in the center of the sphere. Because of this
symmetry, then, all parameters have distributions that are independent of the angle
in space and can be described in terms of the single coordinate r (i.e., the distance
from the center of the sphere). In this coordinate system, Fick’s second diffusion law
becomes

a 2 dc | 9
a—j=1)<7a—i+a—r‘;> (11.21)

[this equation can be derived in exactly the same way as Eq. (11.1)].

Consider the case of transient diffusion at constant potential (constant surface
concentration). The first boundary condition, (11.2), is preserved and the second
boundary condition can be written (for any time 7) as

cg = const for r=a. (11.22)

With these boundary conditions, the differential equation (11.1) has the solution (for
r>a)
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Differentiating this expression with respect to r and setting r = a, we find for the
concentration gradient at the surface that

e(r.h) = Ae—L erf[l(r - a)(Dt)”z] + Ac<1 - ﬁ). (11.23)
rT 2 r

Differentiating this expression with respect to » and setting r = a, we find for the con-
centration gradient at the surface,

<£> = Ac[(nDz)—l/2 + l}. (11.24)
or/,_, a
and for the current density,
i=nFD Ac[(TtDt)”2 + i} (11.25)
a

We see that the expression for the current consists of two terms. The first term
depends on time and coincides completely with Eq. (11.14) for transient diffusion to
a flat electrode. The second term is time invariant. The first term is predominant ini-
tially, at short times ¢, where diffusion follows the same laws as for a flat electrode.
During this period the diffusion-layer thickness is still small compared to radius a.
At longer times ¢ the first term decreases and the relative importance of the current
given by the second term increases. At very long times ¢, the current tends not to zero
as in the case of linear diffusion without stirring (when J, is large) but to a constant
value. For the characteristic time required to attain this steady state (i.e., the time
when the second term becomes equal to the first), we can write

(11.26)

At this time 3, has the approximate value of a/2.

It is a typical feature of the diffusion processes at electrodes of small size, which
are reached by converging diffusion fluxes, that a steady state can be attained even
without convection (e.g., in gelled solutions). Such electrodes, which have dimen-
sions comparable to typical values of 8, are called microelectrodes.
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Electrochemical Research Techniques

Experimental studies in electrochemistry deal with the bulk properties of electrolytes
(conductivity, etc.); equilibrium and nonequilibrium electrode potentials; the struc-
ture, properties, and condition of interfaces between different phases (electrolytes and
electronic conductors, other electrolytes, or insulators); and the nature, kinetics, and
mechanism of electrochemical reactions.

Electrochemical as well as nonelectrochemical techniques are used when study-
ing these aspects. Electrochemical techniques are commonly used, too, in chemical
analysis, in determining the properties of various substances and for other purposes.
The nonelectrochemical techniques include chemical (determining the identity and
quantity of reaction products), radiotracer, optical, spectral, and many other physical
methods. Sometimes these methods are combined with electrochemical methods: for
instance, when studying the optical properties of an electrode surface while this is
polarized. Nonelectrochemical techniques are described in more detail in Chapter 27.

In the present chapter we consider the electrochemical methods used to measure
OCYV and electrode potentials and to study the kinetics of electrode reactions. These
methods are also described in great detail in the book by Bard and Faulkner (2001).

Electrochemical measurements usually concern not a galvanic cell as a whole but
one of the electrodes, the working electrode (WE). However, a complete cell includ-
ing at least one other electrode is needed to measure the WE potential or allow
current to flow. In the simplest case a two-electrode cell (Fig.12.1a) is used for elec-
trochemical studies. The second electrode is used either as the reference electrode
(RE) or as an auxiliary electrode (AE) to allow current to flow. In some cases these
two functions can be combined; for example, when the surface area of the auxiliary
electrode is much larger than that of the working electrode so that the current densi-
ties at the AE are low, it is essentially not polarized and thus can be used as RE.

For measurements involving current flow, three-electrode cells (Fig. 12.1b) are
more common; they contain both an AE and a RE. No current flows in the circuit of
the reference electrode, which therefore is not polarized. However, the OCV value that
is measured includes the ohmic potential drop in the electrolyte section between the
working and reference electrode. To reduce this undesired contribution from ohmic
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FIGURE 12.1 (a) Two- and (b) three-electrode cell for electrochemical studies.

losses, one brings the connecting tube with the electrolyte of the reference electrode
right up to the surface of the working electrode. To reduce screening of this surface,
the end of the tube is drawn out to a fine capillary, the Luggin capillary. The design
and emplacement of this capillary are very important for measuring accuracy. It is
necessary to bring the tip of the capillary as close as possible to the electrode, yet the
capillary should not screen the segment of electrode surface being measured or dis-
turb the uniform current distribution. During the experiments the electrochemical
cell is usually placed in a thermostat. When required, the liquid electrolyte is agi-
tated with a stirrer or a rotating WE is used.

Impurities can have an important influence on the properties of electrode—electrolyte
electrochemical systems; even minor quantities of foreign material (both organic
and inorganic) readily adsorb at the interface and strongly affect its properties.
Therefore, the purity requirements for the chemicals used in electrochemical stud-
ies are very high. The chances for the electrode surface to become contaminated by
impurities before and during the experiments must be reduced to the maximum pos-
sible extent.

In many cases the system being studied must not come in contact with air oxygen;
hence, the measurements are conducted in an atmosphere of hydrogen or inert gas
(argon, helium, etc.), and one must monitor the complete exclusion of air (or other
undesirable gases) from the system.

12.1 REFERENCE ELECTRODES

An important step in measurements of electrode potentials is that of selecting a suit-
able reference electrode (RE). Reference electrodes with electrolytes of the same
nature and same (or similar) composition as that at the working electrode are used
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to reduce the liquid-junction potentials. During the measurements both electrodes
must be at the same temperature.

One distinguishes practical and standard reference electrodes. A standard RE is
an electrode system of particular configuration, the potential of which, under
specified conditions, is conventionally taken as zero in the corresponding scale of
potentials (i.e., as the point of reference used in finding the potentials of other elec-
trodes). Practical REs are electrode systems having a sufficiently stable and repro-
ducible value of potential which are used in the laboratory to measure the potentials
of other electrodes. The potential of a practical reference electrode may differ from
the conventional zero potential of the standard electrode, in which case the potential
of the test electrode is converted to this scale by calculation.

The standard RE universally adopted is the standard hydrogen electrode (SHE).
At this electrode the equilibrium of the hydrogen evolution and ionization reaction
(1.33) is established, and the electrode is under standard-state conditions for this
reaction; that is, it is in contact with a gas atmosphere containing hydrogen at a par-
tial pressure of 1atm and with a binary electrolyte solution that contains hydrogen
ions and has a mean ionic activity a.. of 1 mol/kg. The potential E of this electrode
according to Eq. (3.61a) is identical to the value of the standard potential E°, which,
on the hydrogen scale, is adopted as zero. It is important to point out that this
definition applies at any temperature: It is assumed as a convention that for the stan-
dard hydrogen electrode, not only the potential but even the temperature coefficient
of potential is zero (see Section 3.7.5).

Hydrogen electrodes and different versions of electrodes of the second kind are
in use as practical reference electrodes. They are designed as half-cells. A version
with hydrogen RE is shown in Fig. 12.2. Here a piece of platinum foil on which a
layer of highly disperse (spongy) platinum has been deposited electrolytically serves
as the electrode. Part of it is in contact with the gas phase; the other part dips into
the electrolyte solution. Hydrogen is passed through the cell and solution for 20
to 30 min prior to measurements to remove all air, including that dissolved in the

FIGURE 12.2 Half-cell with hydrogen reference electrode.
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solution. Gas and solution should both be carefully purified. The value of potential
that is established under these conditions is highly reproducible (to =1 X 1073V)
and time invariant. The slightest contamination with mercury or arsenic compounds,
hydrogen sulfide, and certain other compounds strongly reduces the stability (they
“poison” the electrode).

The potential of the hydrogen RE depends on the hydrogen partial pressure and
on the hydrogen ion activity [Eq. (3.61a)]. The gas phase always contains water vapor
in addition to hydrogen; its equilibrium pressure, pyy o, depends on temperature.
Therefore, the hydrogen partial pressure py, is given by the difference Po~ Puyos
where p, is the total pressure of the gas mixture (usually equal to the ambient pres-
sure). The electrolytes most often used are 0.1 to 1 M sulfuric acid solutions. The
3.4 m solution where a., =1 and the hydrogen electrode is the standard electrode has
no advantages over solutions with other concentrations. When a reduction of diffusion
potentials is required, one can use sulfuric acid solutions with concentrations between
0.01 and 15M and even alkaline solutions (e.g., 0.01 to 5M KOH solutions). But
since in alkaline solutions the ionic activity arises from OH™ rather than H* ions, it
will be more convenient here to use the value E %(H,,OH") as the standard electrode
potential [see Eq. (3.61b)], which at 25°C is —0.822V, and which in contrast to the
value EQ(H",H,) depends on temperature. Hydrogen REs are not used in unbuffered
neutral solutions, since here the hydrogen ion concentration (and activity) changes
readily, so that the potential is much less stable.

The potential of an electrode of the second kind is determined by the activity
(concentration) of anions, or more correctly, by the mean ionic activity of the corre-
sponding electrolyte [see Eq. (3.50)]. The most common among electrodes of this
type are the calomel REs. In them, a volume of mercury is in contact with KClI solu-
tion which has a well-defined concentration and is saturated with calomel Hg,Cl,, a
poorly soluble mercury salt. The E° value of such an electrode is 0.2676V (all
numerical values refer to 25°C, and potentials are reported on the SHE scale). Three
types of calomel electrode are in practical use; they differ in KCI concentration and,
accordingly, in the values of ionic activity and potential:

1. Decimolar(decinormal), ¢y = 0.1 M, E=0.3337V
2. Molar(normal), cxo,=1M, E=0.2801V
3. Saturated (SCE), cxo=4.2 M, E=0.2412V

Because of solubility changes, the saturated calomel RE has a large temperature
coefficient (0.65 mV/K). Its main advantages are ease of preparation (an excess of
KCl is added to the solution) and low values of diffusion potential at interfaces with
other solutions (see Section 5.2). The potentials of calomel REs can be reproduced
to =0.1 mV. These electrodes are very convenient for measurements in neutral solu-
tions (particularly chloride solutions).

In a half-cell with a calomel RE, mercury purified by distillation and mixed with
solid calomel is placed on the bottom of the cell. A length of platinum wire fused into
glass tubing is fully immersed into the mercury in order to make electrical contact.
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The cell and connecting tubes are filled with a KCI solution of the chosen concen-
tration.

Similar designs are used for other REs on the basis of poorly soluble mercury
compounds: (1) the mercury—mercurous sulfate RE with H,SO, or K,SO, solutions
saturated with Hg,SO,, for which £°=0.6151V; and (2) the mercury—mercuric
oxide RE, for measuring electrode potentials in alkaline solutions, with KOH solu-
tion saturated with HgO, for which E§ = 0.098 V and E§ = 0.920 V.

The silver—silver chloride RE consists of a small length of silver wire or piece of
silver sheet coated with a thin layer of silver chloride (this layer can be deposited by
anodic polarization of the silver in chloride-containing solution) and dipping into
HCI or KC1 solutions of defined concentration; its E° = (0.2224 V.

In alkaline solutions, sometimes the cadmium—cadmium oxide RE is used; its
design is the same as that of the silver—silver chloride RE (a thin layer of cadmium
oxide is formed on the surface of metallic cadmium). This electrode is quite simple
to make and manipulate, but its potential is not very stable; E$ = +0.013 V.

In selecting reference electrodes for practical use, one should apply two criteria:
that of reducing the diffusion potentials and that of a lack of interference of RE com-
ponents with the system being studied. Thus, mercury-containing REs (calomel or
mercury—mercuric oxide) are inappropriate for measurements in conjunction with plat-
inum electrodes, since the mercury ions readily poison platinum surfaces. Calomel
REs are also inappropriate for systems sensitive to chloride ions.

12.2 VOLTAGE AND ELECTRODE POTENTIAL
MEASUREMENTS (POTENTIOMETRY)

An accuracy of 0.1 to 1 mV is needed ordinarily in measurements of the OCV of gal-
vanic cells and of electrode potentials. An accuracy of 101V is needed when deter-
mining thermodynamic parameters. The device used to measure the OCV should
not cause any current flow in a galvanic cell. Currents of 1073 to 10™* A would arise
when connecting an ordinary permanent-magnet moving-coil voltmeter to the cell;
with a circuit resistance of 100 €2, the ohmic voltage drop would cause the results to
be off by several tens of millivolts even without counting the error due to polariza-
tion. Therefore, electronic voltmeters with digital readout and very low current drain
(1078 to 10~'* A) are used for such measurements at present. In the past, compen-
sating potentiometers based on the Wheatstone bridge principle were used for these
purposes.

12.3 STEADY-STATE POLARIZATION MEASUREMENTS

12.3.1 Special Technical Features

Steady-state measurements of polarization characteristics can be made when all
transitory processes associated with changes in current or potential have ended. Here
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one does not count the relatively slow changes in a system’s condition, such as a
gradual decrease in reactant concentration. The currents measured in the steady state
are purely faradaic.

Steady-state measurements can be made over a wide range of current densities
(e.g., between 107> and 10*mA/cm?), provided that the system being studied will
sustain such current densities. The measurements become difficult at lower current
densities because of longer transitory processes. For instance, when the electrode’s
EDL capacitance is 20 uF/cm?, approximately 10 min would be required at a non-
faradaic current density of 10"®mA/cm? to shift the potential by 30 mV (where the
charge to be supplied is 6 X 10~*mC/cm?). The distorting effects caused by low-level
impurities in the system increase strongly during longer measurements. Ohmic fac-
tors (in the gap between the electrode and the tip of the Luggin capillary) and local
temperature rise affect measurements at high current densities.

In steady-state measurements at current densities such as to cause surface-
concentration changes, the measuring time should be longer than the time needed to
set up steady concentration gradients. Microelectrodes or cells with strong convec-
tion of the electrolyte are used to accelerate these processes. In 1937, B. V. Ershler
used for this purpose a “thin-layer electrode,” a smooth platinum electrode in a nar-
row cell, contacting a thin electrolyte layer.

Steady-state measurements can be made pointwise or continuously. In the first
case the level of perturbation (current or potential) is varied discontinuously, and at
some time after the end of transitory processes the response is measured. In the sec-
ond case the perturbation level is varied continuously, but slowly so as not to disturb
the system’s steady state.

It is basically irrelevant in steady-state measurements in which direction the
polarization curves are recorded: that is, whether the potential is moved in the direc-
tion of more positive (anodic scan) or more negative (cathodic scan) values. But
sometimes the shape of the curves is seen to depend on scan direction; that is, the
curve recorded in the anodic direction does not coincide with that recorded in the
cathodic direction (Fig. 12.3). This is due to changes occurring during the measure-
ments in the properties of the electrode surface (e.g., surface oxidation at anodic
potentials) and producing changes in the kinetic parameters.

€]

log[i]

FIGURE 12.3 Schematic shape of polarization curves during an anodic and a cathodic poten-
tial scan.
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FIGURE 12.4 Polarization (i vs. E) curve with falling section.

12.3.2 Galvanostatic and Potentiostatic Circuits

Steady-state measurements can be made under both galvanostatic and potentiostatic
conditions. It is irrelevant for the results of the measurements whether the current or
the potential was set first. But in certain cases in which the polarization (i vs. E)
curve is nonmonotonic and includes a “falling” section (BC in Fig. 12.4), the poten-
tiostatic method has important advantages, since it allows the potential to be set to
any point along the curve and the corresponding current measured. But when the gal-
vanostatic method is used, an increase in current beyond point B causes a jump in
potential to point D (i.e., the potential changes discontinuously from the value E, to
the value E,) and the entire intermediate part of the curve is inaccessible.

Galvanostatic conditions can be realized very simply by connecting in series with
the cell an external power source having a much higher voltage (€.,,) than the cell’s
OCV (€,,)- The current [ in the circuit is adjusted with the aid of a high-resistance
rheostat R, whereupon its value will be (€, — €.,,). Small fluctuations in cell volt-
age €., under transitory conditions have little effect in view of the large value of
€. SO that there is little change in current during the transition period. In practice,
various special electronic instruments are used (i.e., galvanostats maintaining the
current highly accurately constant whatever the changes in cell voltage).

Potentiostatic conditions are realized with electronic potentiostats. The potential
of the working electrode is monitored continuously with the aid of a reference elec-
trode. When the potential departs from a set value, the potentiostat will adjust the
current flow in the cell automatically so as to restore the original value of potential.
Important characteristics of potentiostats are their rise time and the maximum cur-
rents which they can deliver to the cell. Modern high-quality potentiostats have rise
times of 107 to 107 ®s.

12.3.3 Calculation of the Kinetic Parameters

Measurements must be made under kinetic control or at least under mixed control of
electrode operation if we want to determine the kinetic parameters of electrochemi-
cal reactions. When the measurements are made under purely kinetic control (i.e.,
when the kinetic currents i, are measured directly), the accuracy with which the
kinetic parameters can be determined will depend only on the accuracy with which
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the polarization relation is measured. Measurements under mixed control require
quantitative estimates of the diffusion currents i, (e.g., through use of a rotating-disk
electrode). The overall accuracy here depends on the ratio of i, to i, and on the accu-
racy with which i, was determined. For instance, with a ratio of i;/i; = 3, an error of
+5% in the determination of i, according to Eq. (6.57) will produce an additional
error of =15% in the calculation of the kinetic current. Hence, this ratio should be
regarded as the highest admissible limit.

For a reliable calculation of coefficient o from the potential dependence of kinetic
currents, experimental data are needed in which the kinetic currents are varied by at
least an order of magnitude. It follows that in at least one point the ratio i,/i, should
not be higher than 3. In the case considered in Section 6.4, where i, 4 = i, this
corresponds to values of %, or kO/Kj which are not higher than 0.15. The highest
value of k; typically found in aqueous solutions is about 2 X 102 cm/s. It follows
that steady-state methods can yield reliable kinetic parameters only for reactions in
which k=3 X 1073 cm/s. At a component concentration of 1072 M, this corresponds
to exchange current densities i® < 3 mA/cm?. The possibilities for a determination of
kinetic parameters for very slow reactions (e.g., with k® < 1071%cm/s) are also lim-
ited, this time because of the difficulties encountered in measurements at very low
current densities.

In the region of mixed kinetics, graphical methods are often used in determining the
kinetic current and corresponding parameters. In measurements with the rotating-disk
electrode, the experimental data are plotted as i ! vs. @~ 2 (Fig. 12.5). According to
Eq. (4.52), the values of ®~"? are proportional to 1/0~""2, 1/x;, or 1/, ; hence experi-
mental points when thus plotted will adhere to a straight line [see Eq. (6.43)]. The e
point of intersection of the straight line with the vertical axis ®— o immediately
yields 1/i, (i.e., the value of the kinetic current).

In measurements under mixed control in the region of high polarization, it will be
convenient to plot the experimental data as E vs. logi/(i, ;— i). From the slope of the
resulting straight line we can find the coefficient o, from the ordinate of the half-
wave point (where i =i, /2 and the logarithmic term becomes zero) we can find the
values of i° or h.
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FIGURE 12.5 Calculation of the kinetic current from experimental data obtained with a
rotating-disk electrode.
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Boris V. Ershler (1908-1978).

12.4 TRANSIENT (PULSE) MEASUREMENTS

Transient measurements (relaxation measurements) are made before transitory
processes have ended, hence the current in the system consists of faradaic and non-
faradaic components. Such measurements are made to determine the kinetic param-
eters of fast electrochemical reactions (by measuring the kinetic currents under
conditions when the contribution of concentration polarization still is small) and also
to determine the properties of electrode surfaces, in particular the EDL capacitance
(by measuring the nonfaradaic current). In 1940, A. N. Frumkin, B. V. Ershler, and
P. I. Dolin were the first to use a relaxation method for the study of fast kinetics when
they used impedance measurements to study the kinetics of the hydrogen discharge
on a platinum electrode.

It is the essence of transient measurements that a certain perturbation is applied
to the electrode and then the response is recorded as a function of time. Usually, the
transition times are short (fractions of a second), and the transient measurements are
performed very rapidly with automated data acquisition.

The transient techniques can be grouped according to various criteria (Fig. 12.6),
as follows:

1. According to the shape of the perturbation. A step (static perturbation: curve
a) when the perturbing parameter is raised discontinuously to a new level, then
remains constant; or a continuous (dynamic) variation of the same parameter
occurring with a rate sufficiently high to upset the system’s steady state; when
the rate of variation is constant (curve b), the variation of the perturbation level
is called linear (linear scan).

2. According to the number of perturbations. Single perturbations (curves a and
b); pulses (perturbation in the form of an excursion): square or rectangular
(curve c) or triangular (curve d); cyclic perturbations (repetitive excursions:
curves e and f); and complex pulses resulting from the combination of several
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FIGURE 12.6 Various types of perturbation for transient measurements.

of the types of pulses already mentioned: double-step (curve g) and trapezoidal
(curve h).

3. According to the parameter controlled. When this is the potential, we speak of
potentiostatic and potentiodynamic methods; when it is the current, we speak of
galvanostatic and galvanodynamic methods (galvanodynamic methods are rarely
used); in the coulostatic method a certain amount of charge is delivered to the
electrode (e.g., from a capacitor) and the potential-time variation is followed.

For a practical realization of the foregoing transient modes, special programming
units or signal synthesizers are used which are integrated in the potentiostatic or gal-
vanostatic equipment.

For the individual types of transient measuring techniques, special names exist
but their terminology lacks uniformity. The potentiostatic techniques where the time-
dependent current variation is determined are often called chronoamperometric, and
the galvanostatic techniques where the potential variation is determined are called
chronopotentiometric. For the potentiodynamic method involving linear potential
scans, the term voltammetry is used, but this term is often used for other transient
methods as well.

12.4.1 Potentiostatic Method (Chronoamperometry)

A certain potential is applied to the electrode with the potentiostatic equipment, and
the variation of current is recorded as a function of time. At the very beginning a
large current flows, which is due largely to charging of the electrode’s EDL as
required by the potential change. The maximum current and the time of EDL charg-
ing depend not only on the electrode system and size but also on the parameters of
the potentiostat used. When this process has ended, mainly the faradaic component
of current remains, which in particular will cause the changes in surface concentra-
tions described in Section 11.2.

In a reversible process that occurs under diffusion control, the time-dependent
drop of the faradaic current is due to the gradual increase in diffusion-layer thick-
ness. According to Eq. (11.14), we have, for reactants,

12
idZnFAc<%> . (12.1)
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In an irreversible reaction that occurs under kinetic or mixed control, the bound-
ary condition can be found from the requirement that the reactant diffusion flux to
the electrode be equal to the rate at which the reactants are consumed in the electro-
chemical reaction:

D(%§>O=lwy (12.2)

With these boundary conditions, the differential transient-diffusion equation (11.1)
has the solution

i = nFh Ac exp(A?) erfc(L), (12.3)

where A= h(1/D)"? is a dimensionless parameter. It follows from Egs. (12.1) and
(12.3) that

,L =1'2h exp(\?) erfc (D). (12.4)

Ly

We can see when analyzing this equation that the right-hand side is smaller than
unity and increases with increasing A. For A > 5 it tends toward unity (i.e., the reac-
tion is practically reversible under the given conditions). Therefore, the kinetic
reaction parameters (A, and hence %) can be determined from the current decay
curve only when A <5 (i.e., when ht'’2 < D'?). Parameters of reactions for which
h<3X10"2cm/s can be determined when the minimum time at which reliable
measurements of the faradaic current are possible is assumed to be a few tenths of
a second.

12.4.2 Potentiodynamic Method (Voltammetry)

A linear potential scan (LPS) is applied to the electrode with the aid of the poten-
tiodynamic equipment, that is, a potential that has a constant rate of variation v=
dE/dt:

E=E +u, (12.5)

where E. is the initial potential (at # = 0); the plus sign is for the anodic direction, the
minus sign for the cathodic direction.

The current is recorded as a function of time. Since the potential also varies with
time, the results are usually reported as the potential dependence of current, or plots
of i vs. E (Fig.12.7), hence the name voltammetry. Curve 1 in Fig. 12.7 shows
schematically the polarization curve recorded for an electrochemical reaction under
steady-state conditions, and curve 2 shows the corresponding kinetic current i, (the
current in the absence of concentration changes). Unless the potential scan rate v is
very low, there is no time for attainment of the steady state, and the reactant surface
concentration will be higher than it would be in the steady state. For this reason the
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FIGURE 12.7 Polarization curves: (1) steady state, (2) without concentration polarization,
(3) potentiodynamic.

current will also be higher than the steady value (section AB of curve 3), although it
is still lower than the purely kinetic current. As the time increases, the concentration
drop will become ever more important, and at some point this factor will begin to
predominate over the accelerating effect of potential [i.e., the current will begin to
decrease (section BC)]. Therefore, in the i vs. E curve, a maximum appears that is
typical for this technique and has the coordinates i, and E, ..

A theoretical analysis of the functions obtained is mathematically difficult, hence
a simplified analysis is given here. In reversible reactions, the reactant surface con-
centrations are related to potential in an unambiguous way. For reactions of the type
Ox + ne” = Red, it follows from the Nernst equation and Eq. (12.5) that

CS,ox _ exp|:(nF(Ein — EO)]eXp(inFUt ) (126)

CS,red RT RT

A differential equation with these boundary conditions was solved independently by
Augustin Sevcik and John E. B. Randles in 1948. The expression obtained for the
current is

. nFDv\12
1=nF( RT ) cyP(u), (12.7)

where u = nF(E — E,,)/RT and E,, is the half-wave potential in the curve of con-
centration polarization [Eq. (6.26)].

The function P(u) is complicated; it is dimensionless, and can be found numeri-
cally. Its shape as shown in Fig. 12.8 at once determines the shape of the i vs. E
curve. The value of P in the maximum is 0.446. Hence we obtain for the current in
the maximum, at 25°C (when substituting numerical values for F, R, and T),

i =259 X 10°n32(Dv)' 2, (12.8)

where the numerical factor has the units C/mol-V'/2.
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FIGURE 12.8 Functions P(u) and Q(w).

The potential (in volts) corresponding to the maximum of function P is shifted
relative to E,:

0.028

= +
Emax E1/2 - n

(12.9)

Like E,),, the value of E_,, is independent of the initial concentrations.
In an irreversible reaction the boundary condition can be written, by analogy with

Eq. (12.2),

dc oFut
D|— kin s 12.10
(ax>x=0 s eXp( RT ) (12.10

where k,, = k exp(o.FE, /RT).
The differential diffusion equation has the solution

. [oFDv\!2
z=( RT ) ¢y Ow), (12.11)
where w= oF(E — E,_)/RT and E,= E° — (RT20.F ) In(toFDU/RTKZ).

The dimensionless function Q(w) (see Fig. 12.8) also goes through a maximum,
where its value is 0.496. Hence we obtain for the maximum current:

i = 3 X 10°n(0DV) 2 ¢, . (12.12)

The numerical factor in this equation is larger than that in Eq. (12.9), yet the current
for an irreversible reaction is lower than that for a reversible reaction, since o0 <n
(for oo = 0.5 it is 78% of the current for a reversible reaction).

Solutions (12.7) and (12.11) are valid when the initial scan potential, E; , in an
anodic scan is at least 0.1 to 0.2 V more negative (in a cathodic scan: more posi-
tive) than E,,, or E, (i.e., when the current in the system is still very low). Under
these conditions the current during the scan is still independent of the value

selected for E,,.
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FIGURE 12.9 Anodic (1,2) and cathodic (1',2") potentiodynamic i vs. E curves for a
reversible (1,1") and an irreversible (2,2") reaction (horizontal lines above and below the axis
of E refer to the charging current in the absence of reactants).

In a round-trip potential scan the values of E,_,, corresponding to the anodic and
cathodic direction are different. For reversible reactions the difference is minor,
according to Eq. (12.9) (i.e., only 0.056/n V regardless of the component concentra-
tions and of the potential scan rate v). It is typical for irreversible reactions that the
difference between these potentials is much larger (Fig. 12.9); the gap between the
maxima increases with decreasing value of the reaction rate constant and increasing
scan rate v.

During the measurements, a nonfaradaic current

d
ich=%=C§—f=in, (12.13)
which is consumed for charging the electrode, is superimposed on the faradaic cur-
rent. If in the region of potentials considered the EDL capacitance, C, is approxi-
mately constant, the charging current will also be constant. This implies that the
experimental i vs. E curve is shifted vertically relative to the curve which corre-
sponds to the equations above. The influence of charging currents is seen particularly
clearly in i vs. E curves recorded with a triangular scan (Fig. 12.9).

At the instant when the scan direction is changed (point B), the charging current
changes sign (point C). At this potential, therefore, a discontinuous change in cur-
rent is observed which corresponds to double the charging current. In repetitive tri-
angular scans an analogous change in current is seen between the terminal (D) and
initial (A) points of the curve.

12.4.3 Galvanostatic Method (Chronopotentiometry)

A particular constant current density is applied to the electrode, and the potential
variation is followed as a function of time. When there is no electrode reaction, the
entire current is a nonfaradaic charging current i . According to Eq. (12.13), the
slope of the E vs. t curve (Fig. 12.10, curve 1) is determined by the EDL capacitance.
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FIGURE 12.10 Galvanostatic curves: (1) without a reaction; (2) with a reaction; (3) corrected
for the charging current.

When an electrode reaction takes place, the applied current is divided between the
nonfaradaic components and a faradaic component. Because of the latter, there is a
gradual decrease in surface concentration of the reactant [according to Eq. (11.6)].
When the time, #,, required for diffusion to change from transient to steady is large
compared to the transition time #;,, [Eq. (11.9)], the reactant’s surface concentration
will fall to zero within the time f,;, (see Fig. 11.3).

Consider the shape of the E vs. t relation for the cathodic reaction Ox + ne™ —
Red, and assume that the initial product concentration cy, 4 = 0. Assume further that
the share of nonfaradcaic current is small and that all the applied current can be
regarded as faradaic. In reversible reactions the electrode potential is determined by
the values of ¢, and cg,4. Prior to current flow the potential is highly positive since
Csred = Cyrea = 0. When the current has been turned on, the changes in surface con-
centrations are determined by Eqs. (11.10). Substituting these values into the Nernst
equation and taking into account that in our case cy, 4 = 0, we obtain

_ RT, tim 1"
E=E,+- “In—7%— (12.14)

where E,,, = E° + (RT/nF) In(D,,/D,,,) is the potential at ¢ = 1, /4 (when the logarith-
mic term becomes zero), which is analogous to the half-wave potential in Eq. (6.26).

The relation between E and ¢ is S-shaped (curve 2 in Fig. 12.10). In the initial part
we see the nonfaradaic charging current. The faradaic process starts when certain val-
ues of potential are attained, and a typical potential “arrest” arises in the curve. When
zero reactant concentration is approached, the potential again moves strongly in the
negative direction (toward potentials where a new electrode reaction will start, e.g.,
cathodic hydrogen evolution). It thus becomes possible to determine the transition
time #,;,, precisely. Knowing this time, we can use Eq. (11.9) to find the reactant’s bulk
concentration or, when the concentration is known, its diffusion coefficient.

When the nonfaradaic current is not small enough, the appropriate correction must
be included when constructing the curves. At constant current, the charge consumed
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is proportional to time; therefore, we can graphically correct by subtracting at each
potential the time ¢, spent for charging of the electrode (or actually, the charge) from
the current value of time ¢ (curve 3).

Equations (11.6) or (11.10), which do not depend on the mode of electrode oper-
ation, remain valid for irreversible reactions. Substituting the value of ¢y, into the
kinetic equation (6.10) for a cathodic process at significant values of polarization, we
obtain, after transformations,

RT, 1—1¢72
—In

E=E_*t aF iz o

(12.15)

where E,_,= (RT/oF) In(nFcy, , /D).

When plotting the experimental data as E vs. In[(1 — #2)/t'/?], we obtain straight
lines. The values of o can be determined from their slopes; the values of E,_, and
hence k can be obtained by extrapolating these plots to ¢ = 0. It is one of the advan-
tages of the galvanostatic method that even if present when measuring the potential,
an ohmic error will remain constant during the measurements.

A version of the galvanostatic method is that where the current is turned off (or
“a current { = 0 is applied”) and the polarization decay curve is measured. Consider
an electrode which up to the time ¢ =0, when the current was turned off, had the
potential E; at the net current density i ... When the current is turned off, the ohmic
voltage drop in the electrolyte gap between the electrode and the tip of the Luggin cap-
illary vanishes, so that the potential instantaneously shifts to the value E,, (Fig. 12.11).
After that the electrode potential returns (falls) relatively slowly to its open-circuit
value, for which a certain nonfaradaic charging current is required. Since i + iy =
i = 0 after the current has been turned off, the charging current must be compensated
by a faradaic current i, and the electrochemical reaction will continue to the end of the
transitory process rather than cease immediately.

Assume that the current i, is sufficiently small and will not cause any marked
concentration changes. We shall also assume that the faradaic current in major part

(@) ()

FIGURE 12.11 Potential decay curves recorded after switching off the current: (a) at short
times; (b) at long times.
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of the potential decay curve obeys the kinetic equation (6.6); that is, at time ¢ and the
potential E,,

.. E —E.
i, =1i.expl * — (12.16)
(the plus sign is for an anodic reaction). Substituting the expressions for currents i,
and i, into the relation i , = —i,, we find in the case of an anodic reaction that
dE , E —E,
CE = —znetexp('Tet) (12.17)

Integrating this equation between the limits of # = 0 and ¢, taking into account that at
t=0 the potential E=E, and performing simple transformations, we obtain an
equation for the potential decay curve:

i
E,=Enet—b(l+ﬁ> (12.18)

which at short times ¢ < b(/i_, changes to the linear relation (Fig. 12.11a)

net

3
E,:Enet—’"—g (12.19a)

and at long times to the logarithmic relation

ine
E,=E,,~bIn% —blnt (12.19b)

(Fig. 12.11b). From the slope of the latter relation we can determine the coefficient
b, and from the second term on the right-hand side of Eq. (12.195) or from the slope
of the linear relation we can find the electrode’s capacitance for the time during
which the electrochemical reaction took place at it.

12.5 IMPEDANCE MEASUREMENTS

12.5.1 Electrode Impedance Measurements

When alternating current is used for the measurements, a transient state arises at the
electrode during each half-period, and the state attained in any half-period changes
to the opposite state during the next half-period. These changes are repeated accord-
ing to the ac frequency, and the system will be quasisteady on the whole (i.e., its
average state is time invariant).

For measurements, an ac component /_ = [, sin ¢ with the amplitude /, and angu-
lar frequency ® (0 = 21t f, where fis the ac frequency) is passed through the electrode
(alone or in addition to a direct current). Alternating potential (polarization) changes
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FIGURE 12.12 Equivalent circuits with resistance and capacitance in series (a) and in
parallel ().

AE_ having the same frequency and an amplitude AE,, are the response. Sometimes
alternating potential components are applied, and the resulting alternating current com-
ponent is measured. In all cases the potential changes are small in amplitude (=10mV).

For an electrode behaving like a pure (ohmic) resistance R, the relation between
the instantaneous values of current and the changes in potential at all times would be
AE_/I_=AE, /I, =R. This is actually not found in real electrodes, but instead, a
phase shift oo analoguous to that observed in electric circuits containing reactive ele-
ments appears between alternating current and alternating polarization. In electro-
chemical systems the potential changes always lag the current changes: AE_ = AE,, X
sin(owf — o), which corresponds to an electric circuit with capacitive elements. Thus,
the ac behavior of an electrode cannot be described in terms of a simple polarization
resistance R (even if variable) but only in terms of an impedance Z characterized by
two parameters: the modulus of impedance Z= AE /I, and the phase shift o.. The
reciprocal of impedance, Y =1/Z, is known as admittance or ac conductance.

A model for the ac response of real electrodes is the simple electric equivalent cir-
cuit consisting of a resistance R and capacitance C, connected in series (Fig. 12.12a).
It follows from the rules for ac circuits that for this combination

1 \2]12 1
Z=|R*+|(— , tano, = ——. (12.20)
‘ oC oCR

s S8

We can also use a circuit with a resistance R, and capacitance C, connected in par-
allel (Fig. 12.12b). For this circuit

1\2 1/2
Z=[<R—) +0)Cp} . tana=oCR, (12.21)

p

The elements of these two circuit versions are interrelated as

R,=R[l+(@CR), C,=C[l+(CR)™2;
7 PP P PP (12.22)
R,=R[1+(@CR)™,  C,=C[l+(@CR)"

For the calculations, the capacitive (reactive) impedances X, =1/wC, and
X,=1/oC, are often used instead of capacitances C; and C,. The impedance
(admittance) of an ac circuit can be stated in terms of a complex number where the
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real and imaginary part are the resistive and reactive part of impedance (admit-
tance), respectively. All calculations concerning these circuits can be performed fol-
lowing the rules for manipulation of complex numbers. The impedance of the series
network (Fig. 12.12a) can be written as

Z =R, —jX, (12.23a)

(here j is an imaginary unit). An analogous expression can be written for the admit-
tance of the parallel network (Fig. 12.12b):

Y= RL +j<XL) =K, +joC, (12.23b)
14 14

(Kp is the conductance, which is equal to 1/Rp). Thus, the behavior of an electrode at

any particular frequency ® can be described by any of the following pairs of param-

eters: Z and o, R, and C, (or X)), R, and Cp (or Xp).

But when considered over a wide range of frequencies, the properties of a real
electrode do not match those of the equivalent circuits shown in Fig. 12.12; the
actual frequency dependence of Z and o does not obey Eq. (12.21) or (12.22). In
other words, the actual values of R, and C, or R, and C, are not constant but depend
on frequency. In this sense the equivalent circuits described are simplified. In prac-
tice they are used only for recording the original experimental data. The values of R,
and C, (or R, and C,) found experimentally for each frequency are displayed as func-
tions of frequency. In a subsequent analysis of these data, more complex equivalent
circuits are explored which might describe the experimental frequency dependence
and where the parameters of the individual elements remain constant. It is the task
of theory to interpret the circuits obtained and find the physical significance of the
individual elements.

In the measurements, one commonly determines the impedance of the entire cell,
not that of an individual (working) electrode. The cell impedance Z; (Fig. 12.13) is
the series combination of impedances of the working electrode (Z ), auxiliary elec-
trode (Z Ap)> and electrolyte (Ze), practically equal to the electrolyte’s resistance (R,).
Moreover, between parallel electrodes a capacitive coupling develops that represents
an impedance Z,. parallel to the other impedance elements. The experimental con-
ditions are selected so that Z.>>Z,.>>Z ... To this end the surface area of the
auxiliary electrode should be much larger than that of the working electrode, and
these electrodes should be sufficiently far apart. Then the measured cell impedance
Z . is practically given by Zy + Z,.

cell

ZWE Ze Z AE

FIGURE 12.13 Equivalent circuit for the impedance of a galvanic cell.
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Bridge schemes are used to measure impedance (the Wheatstone bridge, Fig. 12.14).
The test cell with its impedance Z,,, is connected as one arm of the bridge; the other
arm contains sets of precision capacitors and resistors connected in series (R, , and C, ,)
[or parallel (Rp,2 and prz)], which allow any value of impedance Zz to be selected for
this arm. The third and fourth arm have constant, precisely known values of impedance
Z, and Z, (usually, standard resistors are used). Potentiometer P is used to compensate
the cell’s (dc) OCV. An ac of preselected frequency is made to flow across the bridge
with the aid of signal generator G. During measurements the impedance of the second
arm is adjusted until the ac detected in null detector ND has dropped to zero. The con-
dition of complete bridge balance (equal instantaneous values of potential in points A
and B at any phase of the current) is

Z:Zy,=25:2,. (12.24)
Knowing the values of all other parameters, we thus can find the cell’s impedance.
When a symmetric bridge is used (where the values of impedance in the third and
fourth arms are identical), the unknown cell impedance components will be equal to
the values of R, and C, or R, , and C, , in the second bridge arm.

Ordinarily, the measurements are made over a frequency range from 20Hz to
50kHz. Certain difficulties arise in measurements extended over wider ranges of fre-
quency. However, methods suitable for measurements at very low frequencies, down
to 1 mHz, have recently been developed that can be used to obtain additional infor-
mation concerning the properties of electrochemical systems.

FIGURE 12.14 Bridge arrangement for impedance measurements.
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FIGURE 12.15 Electrode impedance with kinetic (), diffusional (b), and combined (c) reac-
tion control (W is the Warburg impedance).

12.5.2 Impedance in the Case of Irreversible Reactions

Consider the ac behavior of an electrode at which an electrochemical reaction occurs
under kinetic control at low polarization [i.e., under conditions where the polariza-
tion equation (6.7) is obeyed]. The impedance of a cell containing such an electrode
corresponds to the equivalent circuit shown in Fig. 12.15a. The impedance of the
working electrode is in series with the electrolyte resistance R,. The current passing
through the electrode has a faradaic and a nonfaradaic component. The former gives
rise to periodic potential changes as described by Eq. (6.7). The corresponding
branch of the equivalent circuit can be represented as a resistance R, given by the
ratio of the (specific) polarization resistance p to the electrode’s surface area:
R;=p/S. The nonfaradaic charging current is required for the periodic changes
in the amounts of charge in the electric double layer necessitated by the poten-
tial variation. It depends on the total capacitance C, of the EDL, which is SC (C is
the specific capacitance). The charging current in the circuit is independent of the
faradaic current, since the circuit element with capacitance Cj is in parallel with
the resistance R;.

To find the relation between the values of R, and C, measured experimentally in
terms of the circuit of Fig. 12.11a and the parameter values in the circuit of Fig.
12.14a, we must first convert [with the aid of Eq. (12.23)] the parameters of the cir-
cuit with parallel elements R, and Cj; into the parameters of a circuit with a resist-
ance and capacitance in series, and to the value of resistance obtained we must add
R,. As a result, we have

R,=R,tR/[1+ (oCp)? Y C,=C,[1+(0Cp)3 (12.25)

(here the obvious equality of R,C, = pC was used).

We can see here that at very low frequencies, R, tends toward the sum R, + Rf,
and C, tends toward infinity. At very high frequencies, R, becomes equal to R, and
C, becomes equal to C,. Therefore, by extrapolating the experimental data to zero
and to infinite frequency, we basically can find the kinetic reaction parameter R,
(or p) and the EDL capacitance as well as the electrolyte’s ohmic resistance.

In many cases the extrapolation of experimental data is difficult. To make this
extrapolation more accurate, we can use different ways of plotting the experimental
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FIGURE 12.16 Examples for an extrapolation of experimental data to determine equivalent
circuit parameters under kinetic (a) and diffusional (b) reaction control.

results. For instance, when R, has first been determined at high frequencies, we
can plot the experimental data as (R, — R,)™! vs. f2 It follows from Eq. (12.25) that
the experimental points will then fall onto a straight line, which is readily extra-
polated to zero frequency where an intercept 1/R;is produced on the vertical axis.
Figure 12.16a shows a realistic example for this extrapolatlon of the experimental
data. With the parameters chosen for this example (S=1cm? R,=1Q,R,=0.5 Q,
and C; = 60 PF), an ac frequency of at least 50kHz is requlred for the prior deter-
mination of R,.

Another coordinate system, plots of capacitive component of impedance X,
against the resistive component R, was proposed in 1941 by K. S. Cole and
R. H. Cole for electric circuits. In 1963 this system (called Cole—Cole plots) was
used by M. Sluyters-Rehbach and J. H. Sluyters in electrochemistry for extrapola-
tion of the experimental data. In the case discussed, the resulting impedance
diagram has the typical form of a semicircle with the center on the horizontal
axis (Fig. 12.17a). This is readily understood when the term ®wCp is eliminated
from the expressions for R, and C; in Eq. (12.25). Then we obtain, after simple
transformations,

R/\2 R/\2
X? + (RS - 7) = <?> R (12.26)

which is the analytical equation for a semicircle of radius R,/2 having its center in
the point of X; =0 and R; =R, + R;/2 when the coordlnates of X, and R, are used
(and these parameters have positive Values) Experimental data falhng on a semicir-
cle are readily extrapolated to the semicircle’s intersections with the horizontal axis.
Point A corresponds to zero frequency, and point B corresponds to infinite frequency.
The abscissas of these points are R, + R, and R,, respectively. The frequency is not
explicitly apparent in this coordinate system The corresponding values of the fre-
quencies are stated at the individual points when required.
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FIGURE 12.17 Impedance diagrams for electrodes under kinetic (a), diffusional (), and
combined (c; very simple case) control of electrode operation (numbers indicate the frequen-
cies fin kHz).

12.5.3 Impedance in the Case of Reversible Reactions

As an example, consider a simple reaction of the type (6.2) taking place under pure
diffusion control. At all times the electrode potential, according to the Nernst equa-
tion, is determined by the reactant concentrations at the electrode surface. It was
shown in Section 11.2.3 that periodic changes in the surface concentrations which
can be described by Eq. (11.19) are produced by ac flow. We shall assume that the
amplitude of these changes is small (i.e., that Ac; << ¢, ). In this case we can replace
In(cg ;/cy; ;) by Ac;/ecy,; in Eq. (6.39) for electrode polarization. With this substitution
and using Eq. (11.19), we obtain

AE:E(ACOX _ ACred)
nk Cox Cred
S ¥ PPN TR A W YAV 4} (12.27)
n2F 2 CV,oxD éiz CV,redD EE/:S 4

We see that in this case the phase shift is /4 (45°). This phase shift corresponds
to the circuit shown in Fig. 12.15b, which includes the resistance R, and a capaci-
tance C,, for which X, = R_; hence, tan oo = 1 and Z,, = 2'2R (it does not matter in
this case whether the capacitance and resistance are connected in parallel or in
series). It follows from Eq. (12.27) that

1

RW = XW = AW(DI/2 and CW = A—(D”z’

(12.28)

where A, = (RT/n*F?){[1/(cy,o DIHI[1/(cy oD} (units: € -m?/s"2).

The impedance Z, with its components R, and C,, is known as the Warburg
diffusion impedance, and constant A, as the Warburg constant. In the equivalent
circuits for electrochemical reactions, a Warburg impedance is represented by the

symbol —W — as shown in the lower part of Fig. 12.15b.
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In the Warburg impedance, parameters R, and C,, are not constant but depend on
frequency according to Eq. (12.28). Figure 12.16b shows plots of the values of R,
and X, vs. f 7> as an example (A,/S = 10 Q/s'?, i, = 0; the other parameters have the
same values as in the example above). The plots are parallel straight lines in these
coordinates, according to Eq. (12.28). The line for X, goes through the coordinate
origin; that for R, is shifted upward since the measured values of R, in addition to R,
contain the frequency-independent electrolyte resistance.

When the data are plotted in the coordinates of X, and R, the diagram for the
present example is a straight line rising at an angle of 45° and producing an intercept
corresponding to resistance R, on the horizontal axis (Fig. 12.16b).

12.5.4 Impedance in the Case of More Complex Reactions

In the case of reactions that are not completely irreversible (or not completely
reversible), we must account for both the kinetic factors (e.g., the polarization resist-
ance R) and the concentration changes (the Warburg impedance). The simplest
equivalent circuit for this case is shown in Fig. 12.15¢, while Fig. 12.17¢ shows the
impedance diagram for this circuit (A /S = 10 Q/s'?2, R; =1 €; the other parameters
have the same values as in the earlier examples). We see that the character of the plot
changes with frequency. At high frequencies (short half-periods) the relative con-
centration changes are insignificant, and the behavior of the electrodes is determined
mainly by the reaction kinetics; plots of X, against R contain the semicircular seg-
ment that is typical for this case. The contribution of the concentration changes
increases with decreasing ac frequency, and below a certain frequency a linear seg-
ment arises that corresponds to the Warburg impedance and constitutes evidence for
slow diffusion processes.

In many cases the plots are even more complex, and a theoretical interpreta-
tion is difficult. Often, the plots of vs. R, are evaluated only in a qualitative way,
and segments with kinetic semicircles or diffusional straight lines are considered
separately.
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13

Multistep Electrode Reactions

13.1 INTERMEDIATE REACTION STEPS

In Chapter 6 we considered the basic rules obeyed by simple electrode reactions
occurring without the formation of intermediates. However, electrochemical reac-
tions in which two or more electrons are transferred more often than not follow a
path involving a number of consecutive, simpler steps producing stable or unstable
intermediates (i.e., they are multistep reactions).

The set of all intermediate steps is called the reaction pathway. A given reaction
(involving the same reactants and products) may occur by a single pathway or by
several parallel pathways. In the case of invertible reactions, the pathway followed
in the reverse direction (e.g., the cathodic) may or may not coincide with that of the
forward direction (in this example, the anodic). For instance, the relatively simple
anodic oxidation of divalent manganese ions which in acidic solutions yields tetrava-
lent manganese ions: Mn?>*— Mn** +2¢", can follow these two pathways:

Mn2?" =5 Mn?" —<>Mn*", @
2[Mn2* =5 Mn**]; Mn*t —— Mn*" + Mn**. I

The second pathway includes a step in which the trivalent manganese ions formed
as intermediates disproportionate.

It is convenient to represent multistep electrode reactions involving one or more
pathways in the form of tables such as this:

k Step I (D (1D
1 Mn2t—> Mn3t+e~ 1 1 2
2 Mn3T—> Mn*t+e~ 1 1

3 Mn3*— Mn2t+Mn** 0 1

where [, is the number of electrons in a step, and |, is the stoichiometric number of a
step in pathways I and II, which indicates how many times this step is repeated in an

Fundamentals of Electrochemistry, Second Edition, By V. S. Bagotsky
Copyright © 2006 John Wiley & Sons, Inc.
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elementary reaction act (i.e., during the loss of two electrons from one Mn?* ion). For
instance, in a reaction following the second pathway, the first step occurs twice (1, = 2),
but one of the Mn?" ions that had reacted is regenerated in the step that follows.

For electrochemical steps as a rule, [, = 1, although for the sake of generality we
shall retain the symbol /, in the equations. Purely chemical steps are also possible, in
which electrons are not involved and /, =0 (e.g., the third step in the example
above). Obviously, 2/, = n, where n is the total number of electrons involved in
one elementary reaction act (here n = 2).

Electrochemical steps are often denoted by the letter E (or e), and chemical steps
by the letter C (or ¢). Thus, the first pathway in the example above can be said to fol-
low an EE scheme, and the second an EC scheme. Except for Section 13.7, the reac-
tions considered below will occur by only a single pathway (in both the forward and
reverse directions), and there will be no parallel path.

In multistep reactions, the number of particles of any intermediate B, produced in
unit time in one of the steps is equal to the number of particles reacting in the next
step (in the steady state the concentrations of the intermediates remain unchanged).
Hence, the rates of all intermediate steps are interrelated. Writing the rate v, of an
individual step as the number of elementary acts of this step that occur in unit time,
and the rate v of the overall reaction as the number of elementary acts of the overall
reaction that occur within the same time, we evidently have

b _ U U _U
e T (13.1)

Therefore, in the steady state the reduced rates v/, are identical for all steps and
equal to the rate of the overall reaction.

Each of the intermediate electrochemical or chemical steps is a reaction of its own
(i.e., it has its own kinetic peculiarities and rules. Despite the fact that all steps occur
with the same rate in the steady state, it is true that some steps occur readily, with-
out kinetic limitations, and others, to the contrary, occur with limitations. Kinetic
limitations that are present in electrochemical steps show up in the form of appre-
ciable electrode polarization. It is a very important task of electrochemical kinetics
to establish the nature and kinetic parameters of the intermediate steps as well as the
way in which the kinetic parameters of the individual steps correlate with those of
the overall reaction.

13.2 RATE-DETERMINING STEP
Consider the correlation between the kinetic parameters of the overall reaction and
those of its individual steps in the instance of a very simple, invertible two-step

chemical reaction:

(ﬁ) B = D, (13.2)
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where B is the reaction intermediate and |, =, = 1. We shall assume that both
steps are first order in the reactants, that is,

v, =kcy —k_cp; v, = kycg — k_ycp. (13.3)

In the steady state, v, = v, = v. With the values of v, and v, from Eq. (13.3), we find
that

kica +k_scp
g=—7F T (13.4)
B k_, +k,
for the steady concentration of intermediate B and
kikycn —k_k_yc
= 2Ca 1X-2€p (13.5)

kT k

for the rate of the overall reaction.

The direction of the reaction will depend on the relative concentrations of reac-
tants and products; the reaction will go from left to right when k,k,c, > k_,k_,cp,
and in the opposite direction, v << 0, when the opposite inequality holds.

When we consider the overall reaction while disregarding the formation of inter-
mediates, we can write its rate as

v=kycp — k_oCp. (13.6)

By comparing Egs. (13.5) and (13.6), we find the connection between the kinetic
parameters of the overall reaction and those of the individual steps:

P . 2 13.7
0" k_,+k,’ 0k +k, (13.7)

A quantity of great importance in these equations is the ratio of parameters k_, and
k, (i.e., of the constants in the expressions for the rate of reconversion of the inter-
mediates to original reactants and for the rate of conversion of the intermediates to
final products). In the particular case of k_, << k,, it follows from Eq. (13.5) that

k_k

ky

v=kcp — cp=kicy —k_ By (13.8)

Here k_, ¢} p,, is the concentration of intermediate B that would be found under condi-
tions of complete equilibrium between it and the reaction products (i.e., sz&D) = k_,cp):

k_
Ay = k—;cD. (13.9)
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It is a very important conclusion following from Eq. (13.8) that in the case con-
sidered, the rate of the overall reaction is determined wholly by the kinetic parame-
ters of the first step (k, and k_,), while the second step influences this rate only through
the equilibrium concentration of the intermediate B. We say, therefore, that the first
step (with its low value of parameter k_,) is the rate-determining step (RDS) of this
reaction. Sometimes the term slow step is used, but this term is not very fortunate,
inasmuch as the effective rates, v, and v,, of the two steps actually are identical.
Analogously, when k_, > k,, we have

kk
v= %CA —k_yep = kyeBp) — k_p (13.10)

where

k
B :k—_lch. (13.11)

In this case, the overall reaction rate is determined by the parameters of the second
step (i.e., this step is now rate determining, and the concentration of the intermedi-
ate B is determined by the equilibrium of the first step).

Generally, reactant A and product D will not be in chemical equilibrium since
their concentrations, c, and cp, are defined arbitrarily. Hence, ¢ ,, and ¢, will
have different values; they will coincide only in the particular case of overall equi-
librium between substances A and D, which will be established at concentration
ratios cp/c, =k ky/k_,k_,.

It is important to note that it is precisely the ratio of k_, and k, that decides which
step is rate determining, not the ratios of the parameters of both steps in the forward
reaction (k, and k,) or in the reverse reaction (k_, and k_,).

In chemical reactions, the kinetic parameters k, and k_, are constant for given
conditions (of temperature, etc.). Hence, the same step will be rate determining in
the forward and reverse directions of the reaction (provided that the reaction path-
ways are the same in both directions).

The assumption had been made in deriving Eq. (13.4) that the concentration of
the intermediate B is determined solely by the balance of rates of individual steps of
the process. It is implied here that this intermediate cannot escape from the reaction
zone by processes such as diffusion and evaporation.

13.3 TWO-STEP ELECTROCHEMICAL REACTIONS

13.3.1 Equilibrium Conditions

All the relations reported above are valid for simple two-step electrochemical reac-
tions, when instead of rate constants k, of the individual steps or of the reaction as a
whole, we use the corresponding kinetic parameters /,. We shall assume for the sake
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of definition that in the electrochemical reaction substance A is the reducing agent
and substance D is the oxidizing agent [i.e., that in Eq. (13.2) the anodic reaction is
that going from left to right].

Electrochemical reactions differ fundamentally from chemical reactions in that
the kinetic parameters 4, are not constant (i.e., they are not rate “constants”) but
depend on the electrode potential. In the typical case this dependence is described by
Eq. (6.33). This dependence has an important consequence: At given arbitrary val-
ues of the concentrations ¢, and c¢p,, an equilibrium potential E, exists in the case of
electrochemical reactions which is the potential at which substances A and D are in
equilibrium with each other. At this point (E,) the intermediate B is in common equi-
librium with substances A and D. For this equilibrium concentration we obtain from
Eqgs. (13.9) and (13.11),

hY h,
A =—5-Cc\=—5Cp. (13.12)
B hg] A hg D

At the point of equilibrium, the exchange rate of the reaction as a whole is given by
V) = hic, = h°ch; 0= h9cd = hd_,cp. (13.13)
and the exchange rates of the individual steps are given by
) =hic, = h°cp; ) = hdcd = h°cp, (13.14)
With Eq. (13.7), this yields the following relation between the exchange rates:

111
== 13.15
=t (13.15)

which is valid for electrochemical reactions at the equilibrium potential.
When the rate of the overall reaction is stated in electrical units [i.e., in terms of the
current density (CD) i = nFu], it will be convenient to use the concept of partial current

densities of the first and second steps, which are defined as i, =/,Fv, and i, = ,Fv,. In
the steady state, v = v, = v,and i = i, + i,. With these parameters, Eq. (13.15) becomes

/
=4+

l

S

(13.16)

~.
o|§
~.
-2
~
No

13.3.2 General Kinetic Equation

The rates of an electrochemical reaction at potentials away from the equilibrium
value are given by Eq. (13.5), which in this case can be written as

(13.17)

h_h
i= nF(hch— ﬁ)
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Since parameters /, depend on potential, the RDS may not be the same in
different regions of potential. Consider the two pairs of inequalities

(1a) hyhycy>h_h_yep and  (1b) hyhye, <h_h_ycp:

(13.18)
(2a) hy>h_, and (2b)h,>h_,.

Inequality (1a) is valid for anodic polarization, inequality (1b) for cathodic polar-
ization i < 0. In this case, the point of changeover is evidently the equilibrium poten-
tial E,. However, the changeover from inequality (2a) to inequality (2b) generally
occurs at another value of potential, that of the change in mechanism, E_ . At poten-
tials more positive than E_ inequality (2a) holds, and step 1 is the RDS at potentials

more negative than E_, step 2 is the RDS.
At high anodic potentials when the electrode potential is more positive than both
E,and E_, inequalities (1a) and (2a) hold and step 1 is the RDS. The kinetic equa-

cm?

tion then is
. B,FE
i =nFh,c, =nFk,c, exp RT (13.19)

(the reverse reaction can be disregarded). In exactly the same way, at high values of
cathodic polarization when the electrode potential is more negative than both E, and
E_,., step 2 is the RDS; it is the first step in the cathodic direction [i.e., of reaction

(13.2) occurring from right to left]. The kinetic equation now is

(13.20)

, B.FE
i =nFh_,cp, = nFk_,cp exp(— RT )

The behavior in the regions of moderate anodic or cathodic polarization depends on the
relative positions of potentials E_ and E, which in turn depend on the relative values
of constants k, and k_,. For E_, which are more positive than E, (Fig. 13.1a), relation
(13.20) for the cathodic CD remains valid at all values of cathodic polarization (except
for the region of low values where the reverse reaction must be taken into account). At
moderate values of anodic polarization, inequalities (1a) and (2b) are found to be valid
at potentials more negative than E_ , while step 2 becomes rate determining, which is

the second step along the reaction path. In this case [see Eq. (13.10)], we have

h
i= th—lhch (13.21)
1

or when we decode the parameters /4, [Eq. (6.33)] and take into account that accord-
ing to Eq. (6.20), B, +B_,, =1,

.k (I, + B,)FE
i= ani1 kyc exp[ RT ] (13.22)
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FIGURE 13.1 Polarization curves for a two-step reaction.

However, for E_, which are more negative than E; (Fig. 13.15), relation (13.19)
remains valid at all values of anodic polarization. At moderate values of cathodic
polarization or potentials more positive than E_, step 1 will be rate determining,

which is the second step along the reaction path, and we find for the kinetic equation

(13.23)

) h_ k_
i=nF—2h_,cp, =nF—2k_,cp exp[ RT

(ly+B_,)FE
h, ky }

We can see here that a formal change occurs in the polarization equation at poten-
tial E_,; in particular, transfer coefficient 3, changes. When the two steps are one-
electron steps [, =1 and all transfer coefficients of the individual steps are close to
0.5, the value of B, will change from 0.5 in the region of very large polarization to
1.5 at lower values of polarization, on the other side of E_,. Slope b’ in the Tafel
equation changes accordingly from 0.12 to 0.04V, and the polarization curve
exhibits two logarithmic sections (two Tafel slopes). Such breaks in the polarization
curve (when plotted semilogarithmically) are a typical indication for multistep elec-
trochemical reactions involving a change in the RDS.

It follows from these kinetic equations that in reactions where the RDS occurs
after another step, which is an equilibrium step, the kinetic coefficients &, and [,
of the overall reaction are different from the corresponding coefficients of the RDS;
in fact, in the first case, k,= (k,/k_,)k, and B,=/, + B,, and in the second case,
k_o= (k_y/ky)k_, and B,=1, + B_,. It is important to note that if the preceding equi-
librium step is an electrochemical step (I, = 1), the transfer coefficient B, of the over-
all reaction will always be larger than unity. The sum of transfer coefficients in the
forward and reverse directions of the overall reaction is given by

Bot+PB_o=L+B,+BL=l+L=n (13.24)
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[i.e., relation (6.17a) remains valid]. However, when different steps are rate deter-
mining under cathodic and anodic polarization, the sum of transfer coefficients of
these steps, B, + B_, or B, + B_,, generally will be different from n, [, or L,.

When the logarithmic sections of the polarization curves are extrapolated to the
equilibrium potential £, they yield intercepts on the horizontal axis which represent
the logarithms of exchange CD of the individual steps (up to factors n/l). By extrap-
olation of the section at high anodic potentials, we obtain, according to Eq. (13.20),
the exchange CD (n/l,)i of step 1, but by extrapolation of the section at high cathodic
potentials we obtain, again according to Eq. (13.20), the exchange CD (n/L,)i§ of step
2. It follows that in both cases we obtain the exchange CD of the step that comes first
in the reaction path. Analogously, when extrapolating the section in the region of less
important polarization (between potentials £, and E)), we obtain, according to Egs.
(13.22) or (13.24), the exchange CD of the step that comes second in the reaction
path (see Fig. 13.1).

Thus, in the region of very high anodic or cathodic polarization, the RDS is always
the first step in the reaction path. The transfer coefficient of the full reaction which
is equal to that of this step is always smaller than unity (for a one-electron RDS),
while slope i’ in the Tafel equation is always larger than 0.06 V. When the poten-
tial £ is outside the region of low polarization, a section will appear in the polar-
ization curve at intermediate values of anodic or cathodic polarization where the
transfer coefficient is larger than unity and b’ is smaller than 0.06 V. This indi-
cates that in this region the step that is second in the reaction path is rate deter-
mining.

A break in the polarization curve will not be observed when the kinetic parame-
ters of the two steps (i, and E_,_,, i¥ and i9) are drastically different, and hence,
potential E_ is in the region of excessive anodic or cathodic polarization where
measurements become impossible or where the behavior observed is distorted
by other phenomena (e.g., concentration polarization). For this reason two-step reac-
tions often follow the behavior outlined in Chapter 6 for simple one-step reac-
tions throughout the range where measurements can be made and have the
same rate-determining step in the forward and reverse directions (quasi-one-step
reactions).

13.3.3 Region of Low Polarization

For an analysis of the polarization curves at low values of polarization (low overpo-
tentials), we shall use the general polarization equation

niYi (Y Ys = Y- 1¥-0)

i= : : (13.25)

Ly i} + 10

which follows from the kinetic equation (13.17) when 4, is replaced by Y42 and we
take into account that i = [, Fh{c, = [,Fh®cy and i = L,LFh9c, = LFh_xcp,.
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At low values of polarization it will suffice to retain the first two terms of series
expansions of the exponentials (i.e., to assume that y, =1+ B,FAE/RT and y_, =
1 — B_,F AE/RT). When substituting these values into Eq. (13.25) and taking into
account that B, +B_, B, + B_, =, + [, = n, we find that

100 (nF AEIRT
i= it by (P AE/RT) (13.26)
L0 + 1,i9 + (1,Byid — LB_,i9)(nF AEIRT)

This equation is of the general form i = KAE/(M + NAE), where K, M, and N are
constants. Derivative di/d AE of this function has the value KM/(M + N AE)%*; and in
the particular case where AE =0 the derivative has the value K/M. Thus, when
allowing for Eq. (13.17) we find for polarization resistance p, which for AE =0 is
equal to dE/di:

_RT Li)+1i) RT 1
P=%F " n 09 nF iy (13.27)
It follows that from the slope of the linear section in the polarization curve close to the
equilibrium potential, we can determine the exchange CD i of the overall reaction.

Thus, in the case of two-step reactions, different methods of determining the
exchange CD generally yield different results (in contrast to the case of simple reac-
tions discussed earlier): Extrapolation of the limiting anodic and cathodic sections of
the semilogarithmic plots yields values i and i9, respectively, while the slope of the
linear section in an ordinary plot of the polarization curve yields the value of ). It is
typical for multistep reactions that the exchange CD determined by these methods
differ.

The exchange CD determined by different methods will coincide only in the case
of quasi-one-step reactions mentioned above. Thus, when the value of i is so much
higher than i that the extreme anodic section cannot be measured and there is no
break in the polarization curve, all three methods of determination lead to the same
value of 3. This implies that step 1 has no effect at all on the kinetics of the overall
reaction and that its (high) exchange CD cannot be determined. The same conclu-
sion holds in the opposite case of 9 << 9.

134 COMPLEX ELECTROCHEMICAL REACTIONS

In many electrochemical reactions the individual steps differ in their stoichiometric
numbers, in contrast to what was found for reactions of the type of (13.2). A two-
step reaction can generally be formulated as
(step 1) VAA=vB+ e, (13.28)
(step 2) viB=v D+ Le". (13.29)
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It follows from the steady-state condition for the numbers of particles B generated
and consumed in the reaction that

M Vg = W,V (13.30)

where U, and |, are the stoichiometric numbers of steps 1 and 2. For the number of
electrons, the relation

Wl +tmhL=n (13.31)

is valid.

Consider the case of a quasi-one-step reaction for which step 1 is rate determin-
ing at all potentials, while step 2 is in equilibrium. When using the Nernst equation
(3.40) for this equilibrium, we find that

—leE)
. (13.32)

o= Kycp exp( RT

When a current flows, the kinetic laws are determined by step 1. For the region
where anodic polarization is sufficiently high, we obtain

FE

(here the factor n/l; has conditionally been included into the value of i?). For the region
of cathodic polarization, and allowing for Egs. (13.32) and (13.30), we find that

y _\FE
i=an1cBBexp<— BR]L )
FAE
=0 13.34
l.eXpK B+ )RT} (13.34)

In the region of low polarization, when retaining only two terms in the series expan-
sions of the exponentials, we obtain

Wby
i =1 (B] + B+ ™ ) RT (13.35)
and when allowing for Eq. (13.31) and the relation /, = 3, + B_, [see Eq. (6.24)], we
obtain

i=joL nFAE (13.36)
W RT
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This equation is of interest since it contains the stoichiometric number, L,, of
the rate-determining step. This number did not appear in the analogous Eq. (6.18),
since in the example considered when deriving this equation, it was unity. Using the
exchange CD i determined by extrapolation of the Tafel sections with Eq. (13.33)
or (13.34), we can determine [, from the slope of the linear section of the polariza-
tion curve and Eq. (13.36). In a number of cases this method can be used to find out
which of the intermediate steps is rate determining. An analogous expression is
obtained when step 2 is rate determining. The stoichiometric number of the RDS is
often simply called the stoichiometric number of the reaction itself.

The general kinetic equations for electrode reactions with more than two steps are
extremely complex and practically never used. The kinetic features of such reactions
are usually examined separately in different regions of potential each having a par-
ticular step as the RDS. When the exchange CD of one of the steps is much lower than
the exchange CD of all other steps, the polarization characteristics of the multistep
reaction will coincide with those of a simple one-step electrochemical reaction, prac-
tically throughout the region of measurements (as in the analogous case of two-step
reactions).

13.5 REACTIONS WITH HOMOGENEOUS CHEMICAL STEPS

Consider an electrochemical reaction of the type Red = Ox + e¢~, which occurs
under conditions when the chemical reaction (and equilibrium)

VAtV

red

Red = VX, + VX, (13.37)

is possible between the component Red and a substance A in the bulk electrolyte;
here X; and X are other possible reaction components.

When the current is anodic, component Red is consumed and the equilibrium in
the electrolyte close to the surface is disturbed; reaction (13.37) will start to proceed
from left to right, producing additional amounts of species Red. In this case the chem-
ical precedes the electrochemical reaction. However, when the current is cathodic,
substance Red is produced and the chemical reaction (13.37), now as a subsequent
reaction, will occur from right to left. When component Ox rather than component
Red is involved in the chemical reaction, this reaction will be the preceding reaction
for cathodic currents, but otherwise all the results to be reported below remain valid.

Preceding and subsequent homogeneous chemical reactions that occur in the bulk
solution are very common. Examples include dehydration (when only a nonhydrated
form of the substance is involved in the electrochemical reaction), protonation (e.g.,
of the anions of organic acids), and decay of complexes (in metal deposition from
solutions of complex salts).

Equilibrium between substances A and Red will be preserved during current flow
not only in the bulk solution but even near the electrode surface when the chemical
reaction has a high exchange rate. Therefore, a change in surface concentration of
the substance Red which occurs as a result of the electrochemical reaction will give
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rise to the corresponding change in equilibrium concentration of the substance A and
to the development of concentration gradients with respect to both substances. When
the current is anodic, reactant Red will be supplied from the bulk solution both as
such and in the form of particles of substance A which near the surface are converted
to particles Red. The diffusion fluxes of the two substances have a common effect,
and the total limiting diffusion CD i, is the sum of two components, i; .4 and i ,.
When calculating the surface concentration of substance Red in Eq. (4.11), we must
use the combined limiting CD of both substances.

The situation is different when the chemical reaction is not very fast. In this case
the equilibrium between substances Red and A in the solution layers near the elec-
trode will be disturbed, and the rate at which reactant Red is replenished on account
of reaction (13.37) decreases. When the chemical reaction is very slow, the limiting
CD will approach the value i, .

Consider the case when the equilibrium concentration of substance Red, and
hence its limiting CD due to diffusion from the bulk solution, is low. In this case the
reactant species Red can be supplied to the reaction zone only as a result of the
chemical step. When the electrochemical step is sufficiently fast and activation polar-
ization is low, the overall behavior of the reaction will be determined precisely by
the special features of the chemical step; concentration polarization will be observed
for the reaction at the electrode, not because of slow diffusion of the substance but
because of a slow chemical step. We shall assume that the concentrations of sub-
stance A and of the reaction components are high enough so that they will remain
practically unchanged when the chemical reaction proceeds. We shall assume, more-
over, that reaction (13.37) follows first-order kinetics with respect to Red and A. We
shall write ¢, for the equilibrium (bulk) concentration of substance Red, and we shall
write cg and ¢ for the surface concentration and the instantaneous concentration (to
simplify the equations, we shall not use the subscript “red”).

Under the assumptions made, the rate of the chemical step can be written as

Uy = kyCn — k_yC (13.38)

or, when we use the parameter of exchange rate, 1° = k_,c, = k_.,¢,, as
Uy = uO(l - i) =k_y(co—©). (13.39)
Co

Each of the particles of Red produced in the chemical reaction will, after some
(mean) time #, have been reconverted to A. Hence, when the current is anodic, only
those particles of Red will be involved in the electrochemical reaction which within
their own lifetime can reach the electrode surface by diffusion. This is possible only
for particles produced close to the surface, within a thin layer of electrolyte called
the reaction layer. Let this layer have a thickness J,. As a result of the electro-
chemical reaction, the concentration of substance Red in the reaction layer will vary
from a value ¢, at the outer boundary to the value cgright next to the electrode;
within the layer a concentration gradient and a diffusion flux toward the surface are
set up.
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It is a special feature of this diffusion situation that substance Red is produced by
the chemical reaction, all along the diffusion path (i.e., sources of the substance are
spatially distributed). For this reason the diffusion flux and the concentration gradi-
ent are not constant but increase (in absolute values) in the direction toward the
surface. The incremental diffusion flux in a layer of thickness dx [(dJ,/dx)dx
or —D(d’c/dx?) dx] should be equal to the rate, v, dx, of the chemical reaction in this
layer. Hence, we have

d’c  vg k..
2 =3h=7h(c—co). (13.40)

When the sign convention adopted for rate v, is taken into account, this equation
holds for both anodic and cathodic currents.

The method used for integrating Eq. (B.5) in Appendix B will be used to integrate
the differential equation (13.40) over the variable x. Then we obtain

deY _ k. _
(dx> =She—co). (13.41)

Far from the surface (x — <o), the value of ¢ tends toward c,, while the value of (dc/dx)
tends toward zero. Hence, we can determine the integration constant, K = (k_ch/D)cé.
We finally have

de _ ke
dx D

(co—0) (13.42)

[the sign of the root of Eq. (13.41) is selected so that for ¢ < ¢, we have dc/dx >0,
and vice versa].

The current density is determined by the diffusion flux directly at the surface
(x =0), where substance Red has the concentration cg:

i= nFD<£) =+ (1 - ﬁ) (13.43)
dx |x=0 Co
where
i = nFe, [Ce (13.44)
r 0 D . .

This equation links the current density to surface concentration. In the case discussed
(where there is no activation polarization), the Nernst equation unequivocally links
the electrode’s polarization to the difference between surface and bulk concentration:

Cs _ nFAE
E—exp( RT ) (13.45)




232 MULTISTEP ELECTRODE REACTIONS

For the polarization function we obtain, as a result,

i= i,.[l— exp(— ”FAE)]. (13.46)

RT

When anodic polarization is appreciable (AE >=> 0), the CD will tend toward the
value i, and then remain unchanged when polarization increases further. Therefore,
parameter i,, as defined by Eq. (13.44), is a limiting CD arising from the limited rate
of a homogeneous chemical reaction when cg drops to a value of zero; it is the kinetic
limiting current density.

At low values of | AE |, the exponential term in Eq. (13.46) can be replaced by the
first two terms of the series expansion, and hence

22
=i MEAE _ N\ k _DAE. (13.47)
RT ~ RT

Thus, at low values of polarization we again find proportionality between current
density and polarization.
When cathodic polarization is appreciable (AE << 0), Eq. (13.46) changes into

nFAE)

13.48
RT ( )

i=irexp<—

In this case the usual exponential dependence analogous to Eq. (6.12) is obtained.

All these equations differ from the corresponding equations for diffusion polar-
ization, only in that the equilibrium concentration ¢, appears in them instead of
bulk concentration ¢,. Formally, diffusion can be regarded as a first-order reac-
tion, the limiting diffusion flux being proportional to the first power of concentra-
tion.

The concentration distribution in the reaction layer can be found by integrating
Eq. (13.42):

c(x) = co— (co — cs) exp (— k;" x). (13.49)

The concentration asymptotically approaches the value ¢, with increasing distance
x (i.e., the reaction zone has no distinct boundary). Conventionally, thickness J,
is defined just like the diffusion-layer thickness O [i.e., by the condition that
¢o/9, = (dcldx),_, for zero surface concentration. Using Eq. (13.41), we find that

5 = D (13.50)
kfch
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It can be seen here that the larger the value of k_, the thinner will be the reac-
tion layer and the more readily will the particles avoid getting involved in the elec-
trochemical reaction and instead, participate in the reverse chemical reaction.
However, because of the increase in concentration gradient, the flux to the surface
and the current density will still increase.

The development of a kinetic limiting current is a characteristic of electrochemi-
cal reactions with a preceding chemical step. However, in contrast to limiting diffusion
currents, these limiting currents do not depend on the intensity of electrolyte stirring.
Thus, by examining the effect of stirring, one can clearly determine the nature of the
limiting current arising in the electrochemical system.

13.6 REACTIONS WITH MEDIATORS

One of the types of multistep electrochemical reactions with chemical steps are those
involving mediators (transfer agents). Often, a dissolved oxidizing agent is electro-
chemically inactive, and at platinum or other nonconsumable electrodes, the equi-
librium redox potential is not set up; even at appreciable cathodic polarization of the
electrode, the reduction reaction will either not occur at all or it will, but very slowly.
Yet the same substance is reduced readily in a chemical way when reacting with
other substances having reducing properties. This implies inhibition of the electro-
chemical step involving electron transfer from the electrode to the reacting species,
but lack of inhibition of the chemical steps involving electron or hydrogen-atom
transfer from other species.

The same situation is found in the oxidation of certain dissolved reducing agents;
in many cases these reactions occur only by reaction with oxidizing agents, not on
anodic polarization of an electrode. Such behavior is observed primarily in systems
with organic reactants, more rarely in systems with inorganic reactants.

In systems of this type, the electrochemical reactions can be realized or greatly
accelerated when small amounts of the components of another redox system are
added to the solution. These components function as the auxiliary oxidizing or
reducing intermediates of the primary reactants (i.e., as electron or hydrogen-atom
transfer agents). When consumed they are regenerated at the electrode.

The oxidation of an anthracene suspension in sulfuric acid conducted in the pres-
ence of cerium salts can serve as an example of mediated oxidation. In the bulk solu-
tion the Ce*" ions chemically oxidize anthracene to anthraquinone. The resulting
Ce** ions are then reoxided at the anode to Ce**. Thus, the net result of the electro-
chemical reaction is the oxidation of anthracene, even though the electrochemical
steps themselves involve only cerium ions, not anthracene. Since the cerium ions are
regenerated continuously, a small amount will suffice to oxidize large amounts of
anthracene.

In a similar fashion, chromium ions Cr>* will reduce dissolved acetylene to eth-
ylene and then are regenerated at the cathode from the Cr** ions that were formed
in the reaction. Or, at a platinum electrode in a solution of AsO;~ and AsO3~ ions,
the equilibrium potential of this redox system is not established. After the addition
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of small amounts of iodine and odide ions, an ionic reaction leads to equilibrium
between the two redox systems, while the concentration ratio of the AsO;™ and
AsO;~ ions which are present in excess remains practically unchanged. It is because
of the iodine—iodide system that an overall equilibrium potential can be set up at the
electrode; it practically coincides with the thermodynamic potential of the original
arsenate—arsenite system.

Inorganic systems such as Br,/Br~, AsO3~, Ce**/Ce’*, and Sn**/Sn?* which have
high electrochemical activity most often are used as the mediating redox systems. In
a few cases, organic redox systems are used (e.g., the quinone—hydroquinone system).

Mediating redox systems can be formed even without the addition of special
reactants. In the electrochemical reduction of ethylene at platinum, a layer of
adsorbed hydrogen atoms is formed in the first place on the electrode surface by the
cathodic electrochemical reaction (10.17). These atoms chemically reduce the eth-
ylene molecules. Hydrogen atoms consumed are continuously regenerated cathod-
ically, and the reaction can continue. Similarly, the anodic oxidation of methanol at
platinum occurs by chemical reaction of adsorbed methanol particles with —-OH
groups generated electrochemically on the electrode surface by reaction (10.18). In
these two examples, the chemical reaction occurs not in the bulk solution, as in the
earlier examples, but on the electrode surface. All these reactions have in common
that the actual reducing or oxidizing agent is generated or regenerated during the
reaction.

In the past it had been a popular belief that the electrochemical reduction of any
inorganic or organic substance involves the primary electrochemical formation of a
special, active form of hydrogen in the nascent state (in statu nascendi) and subse-
quent chemical reaction of this hydrogen with the substrate. However, for many
reduction reactions a mechanism of direct electron transfer from the electrode to the
substrate could be demonstrated. It is only in individual cases involving electrodes
with superior hydrogen adsorption that the mechanism above with an intermediate
formation of adsorbed atomic hydrogen is possible.

In other cases, to the contrary, certain substances may act as proton transfer
agents in cathodic hydrogen evolution. Thus, in the presence of organic compounds
containing —SH groups, hydrogen evolution at the mercury electrode is strongly
accelerated, and we have catalytic hydrogen evolution at mercury. This acceleration
arises from the cathodic reduction of —SH groups and simultaneous hydrogen evo-
lution:

R-SH+ e - RS™ + Hy(—5Hy). (13.51)
The reactant R—SH consumed in this step is regenerated from the ions RS~ by their
chemical reaction with the principal proton donors, which are H,O molecules or
H,O" ions:

RS™+H,O0—-R-SH+OH". (13.52)

The system R-SH/RS—RS™ thus acts as a hydrogen transfer agent.
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13.7 PARALLEL ELECTRODE REACTIONS

Current flow at electrode surfaces often involves several simultaneous electrochem-
ical reactions, which differ in character. For instance, upon cathodic polarization of
an electrode in a mixed solution of lead and tin salt, lead and tin ions are discharged
simultaneously, and from an acidic solution of zinc salt, zinc is deposited, and at the
same time hydrogen is evolved. Upon anodic polarization of a nonconsumable elec-
trode in chloride solution, oxygen and chlorine are evolved in parallel reactions.

Different reactions (anodic and cathodic) can occur simultaneously at an elec-
trode, even when there is no net current flow. In Section 2.5.1 we mentioned the
example of an iron electrode in HCI1 + FeCl, solution where anodic iron dissolution
(2.24) and cathodic hydrogen evolution (2.25) occur simultaneously; these are the
reactions of spontaneous dissolution of iron not requiring a net current.

The net (external or overall) current density at an electrode is the algebraic sum
of the partial current densities of all reactions:

i=3i (13.53)

(here i,, denotes current densities of both forward i and back i reactions). In the par-
ticular case where the total current is zero, we have i, = 0.

The current yield g, is a useful parameter for the quantitative characterization of
parallel reactions. This is the ratio of the partial CD, i,, consumed in a given reac-
tion n, to the total CD:

gn=ﬁzi' (13.54)
i 2,
most often this parameter is used in connection with the desired (useful) reaction.

The principle of independent electrochemical reactions applies when several
reactions occur simultaneously. It says that each reaction follows its own quantita-
tive laws, irrespective of other reactions. At a given potential, the rates of the
different reactions are not at all interrelated, and at a given CD they are merely tied
together by relation (13.53). This does not mean that the reactions have no influence
on each other at all. One of the reactions may produce changes in the external con-
ditions for other reactions (e.g., in the temperature or solution pH, the amount of
impurities adsorbed on the electrode). However, the form of the kinetic equation of
each reaction is not affected by these changes. The principle of independent electro-
chemical reactions is quite general, and rarely violated (we discuss an instance of
such a departure in Section 22.2).

All of the remarks above also apply to the case where a given reaction occurs
along several parallel pathways. As a result of the principle of independence, the
concept of a rate-determining step of the overall reaction becomes meaningless for
such a reaction.

Consider in more detail the example mentioned, where a metal electrode dissolves
anodically while hydrogen is evolved. This process is feasible when the equilibrium
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FIGURE 13.2 Polarization curves for the partial current densities of reactions involving the
metal and hydrogen, and the polarization curves for the overall current density.

potential of metal dissolution and deposition (index 1) is more negative than the
potential of the hydrogen reaction (index 2). In general, when the Values of these
equilibrium potentlals are similar, both the partial anodic forward (11) and the par-
tial cathodic reverse (11) reactloni mlgt be taken into account. The effective rate of
metal dissolution, i,, is given by i; — i;, while the effective rate of cathodic hydro-
gen evolution, i,, is given by?z —». At zero current the rates of these two reactions are
identical, according to Eq. (13.53) (i.e., the anodic conversion in one reaction is com-
pensated, with respect to charge consumed, by cathodic conversion in the other reac-
tion). Reactions of this type that are forced to proceed at identical rates are called
coupled reactions. In the present example, the rate of the coupled reactions, i;=
i, = i,, is called the rate (or current density) of spontaneous metal dissolution.

Figure 112 shows anodic and cathodic polarization curves for the partial CD of
dissolution i, End deposmon i; of the metal and for the partial CD of ionization 12
and evolution 7, of hydrogen, as well as curves for the overall reaction current den-
sities involving the metal (;) and the hydrogen (i,). The spontaneous dissolution
current density i evidently is determined by the point of intersection, A, of these
combined curves.

The electrode’s open-circuit potential (steady potential) E, depends on the rela-
tive values of the exchange CD of both reactions and also on the slopes of the polar-
ization curves. When the exchange CD and slopes are similar, the open-circuit
potential will have a value, the mixed (or “compromise”) potential, which is inter-
mediate between the two equilibrium potentials (Fig. 13.2a). However, when the
exchange CD for one of the reactions is much higher than that for the other, the
open-circuit potential will practically coincide with the equilibrium potential of this
reaction (Fig. 13.2b).
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A relatively simple analytical expression linking the current density i, and poten-
tial E, to the kinetic parameters of the reactions can be obtained when the exchange
CD of the reactions are comparable, whereas their equlhbrlum potentials diverge
strongly In this case the currents of metal deposition (zl) and hydrogen ionization
(12) can be neglected in the region of the open-circuit potential. It follows that at
E=E, we have i, =i, = i,. Substituting kinetic equations of the type (6.10) into
these relations, we obtain

BuFE B FE) (13.55)

i, =2Fk, exp< RTS> =2Fk_1cH+exp<— R

Solving this equation, we find the expression for the steady (or rest) potential E:

_ RT R k_acy+
B+ BF ki

E (13.56)

To find the final expression for i, we must substitute this value of E, into Eq.
(13.55):

iy = 2FK P2 PO e yp /Bt B, (13.57)

When more complex polarization functions are involved, particularly when con-
centration polarization is superimposed, the values of E and i, are preferably deter-
mined by graphical rather than analytical means.

When such a polyfunctional electrode is polarized, the net current, i, will be given
by i, —i,. When the potential is made more negative, the rate of cathodic hydrogen
evolution will increase (Fig. 13.2b, point B), and the rate of anodic metal dissolution
will decrease (point B"). This effect is known as cathodic protection of the metal. At
potentials more negative than the metal’s equilibrium potential, its dissolution ceases
completely. When the potential is made more positive, the rate of anodic dissolution
will increase (point D). However, at the same time the rate of cathodic hydrogen evo-
lution will decrease (point D’), and the rate of spontaneous metal dissolution (the
share of anodic dissolution not associated with the net current but with hydrogen
evolution) will also decrease. This phenomenon is known as the difference effect.
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Some Aspects of Electrochemical
Kinetics

14.1 ENERGY OF ACTIVATION

14.1.1 Chemical Reactions

The rate constants, k,,, of most reactions increase with increasing temperature. This

s Mo

function is described quantitatively by the Arrhenius equation (Arrhenius, 1889),

Ap
km=Bmexp(— RT)’ (14.1)

where B,, (the preexponential factor) and A,, (the activation energy) are empirical
parameters valid for a reaction m.

When the experimental data are plotted as In k, vs. T~!, they will fall onto a
straight line. From its slope the value of A,,, and hence that of B,,, can be obtained.
The value of A,, can also be determined from the derivative of Eq. (14.1),

A —RT? dnk,,
m- RT

(14.2)
For an interpretation of activation energies, one often uses potential energy—distance
curves (Fig. 14.1). For a reaction X — Y, the potential energy (enthalpy) of the sys-
tem of reacting particles is plotted on the vertical axis, and the conditional reaction
pathway (the set of all intermediate states) is plotted as a distance A (the reaction
coordinate, which is not a true geometric distance) on the horizontal axis. In the ini-
tial state (point Py) the system is stable and enthalpy Hy has a minimum value. The
first stage of the reaction involves some change (activation) of the system (e.g., the
stretching of chemical bonds, which needs additional energy input). The system’s
potential energy increases accordingly. The interaction between the activated parti-
cles forming new chemical bonds is attended by liberation of energy. Hence the
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FIGURE 14.1 Potential energy—distance curves for reactants and products in a chemical
reaction.

potential energy after going through a maximum falls to a new minimum equilibrium
value for the reaction products (point Py). The maximum of the curve (point P¥) can
be regarded as the point of intersection of two partial curves (the dashed lines) for
reactants X and products Y, respectively. The system’s state in the maximum is called
the transition state or activated state (activated complex), and the enthalpy value in this
point is written as H . The difference AHY = H* — Hy, which is the height of the
potential-energy barrier, constitutes the activation energy (enthalpy) A,, of the for-
ward reaction. For the reverse reaction Y — X, the activation energy A_,, is given by
AH?,=H' — Hy.

The total energy effect of the reaction is given by ¢,, = — AH,, = Hy — Hy. When
it is assumed that the forward and reverse reactions pass through the same transition
state, then, evidently,

qm = _q_f’ﬂ = A—m _AHI (14'3)

(i.e., the activation energies of the forward and reverse reactions are interrelated
through the thermodynamic parameter g,,).

Using Gibbs free energies rather than the enthalpies in constructing the potential
energy—distance curves, we will, accordingly, obtain the Gibbs free energy of acti-
vation AG*. The difference in values of this parameter between the forward and
reverse reactions is the maximum work of reaction, w,, = —AG,,. Data for the enthalpies
are more readily accessible than data for the Gibbs free energies; hence, the poten-
tial energy—distance curves are usually constructed with enthalpies.

According to the theory of rate processes (Eyring et al., 1941), reaction rate con-
stants are determined by the expression

_ kT —AG},
k,=x, exp( RT ) (14.4)

where k= R/N, is the Boltzmann constant, / is the Planck constant, and x,, is the
dimensionless transmission coefficient x, < 1.
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This expression corresponds to the Arrhenius equation (14.1) and basically pro-
vides the possibility of calculating the preexponential factor k,, (a calculation of x,,
is, in fact, not easy). It also shows that in the Arrhenius equation it will be more cor-
rect to use the parameter AG rather than AH . However, since AGL, =AH, — TAS5,
it follows that the preexponential factor of Eq. (14.4) will contain an additional fac-
tor exp(AS;i/R) reflecting the entropy of formation of the transition state when the
enthalpy is used in this equation.

An important experimental rule for protolytic reactions was established by
Johannes Nicolaus Brgnsted in 1918 (it was later extended to other reactions). He
showed that for a series of reactions of the same type, the rate constants &, and the
equilibrium constants K, are related simply as

Kin = YuKop (14.5)

where v, and o, are constants and 0 < o, <1 (here the subscript n refers to the reac-
tion type rather than to any specific reaction; i.e., the values of y, and «, are constant
for an entire series of reactions m of the same type n).

If two reactions differ in maximum work by a certain amount dwy, (= —8AG)),
it follows from the Brgnsted relation [when taking into account the Arrhenius equa-
tion and the known relation between the equilibrium constant and the Gibbs stan-
dard free energy of reaction, K,, = exp (—AGu/RT)] that their activation energies
will differ by a fraction of this work, with the opposite sign:

8A,, = —a,,dw?. (14.6)

According to Eq. (14.3), the activation energies of the reverse reactions will also
differ by a fraction of this work (but this time with the same sign):

SA_,, = o_,dwp, (14.7)
where between transfer coefficients o, and o._, the relation

o, +o_,=1 (14.8)
exists.

These relations can also be interpreted with the aid of potential energy—distance
curves (Fig. 14.2). For reactions of a given type, the conditional reaction pathways
and shapes of potential energy—distance curves are approximately identical in these
diagrams. Here an increase in maximum work corresponds to a relative displacement
of the curves along the vertical: to an upward displacement of curve 1 for the reac-
tants by an amount 3wy, to the position of curve 2. We see that in this case the height
of the energy barrier of the forward reaction actually decreases by a certain fraction
a, of the total displacement of the curve. The activation energy for the reverse reac-
tion, in accordance with Eqs. (14.7) and (14.8), increases by a fractiona._, =1 — o.,,.
The values of these factors are related to the slopes (tany;) of the potential
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FIGURE 14.2 Potential energy—distance curves for two reactions of the same type.

energy—distance curves of reactants X and products Y close to their point of inter-
section, as

tan Yy

% = tan Yx T tanvyy’ (14.9)

When the potential energy—distance curves for the reactants and products are sym-
metric and have the same slope, we have o, = a_, = 0.5.

14.1.2 Electrochemical Reactions

According to Eq. (14.2), the activation energy can be determined from the tempera-
ture dependence of the reaction rate constant. Since the overall rate constant £,, of
an electrochemical reaction also depends on potential, it must bemeasured at con-
stant values of the electrode’s Galvani potential. However, as shown in Section 3.6,
the temperature coefficients of Galvani potentials cannot be determined. Hence, the
conditions under which such a potential can be kept constant while the temperature
is varied are not known, and the true activation energies of electrochemical reactions,
and also the true values of factor B,,, cannot be measured.

For this reason and following a suggestion of M. I. Temkin (1948), another con-
ventional parameter is used in electrochemistry [i.e., the real activation energy W,,
described by Eq. (14.2)], not at constant potential but at constant polarization of the
electrode. These conditions are readily realized in the measurements (an electrode at
zero current and the working electrode can be kept at the same temperature), and the
real activation energy can be measured.

A more detailed analysis shows that the ideal and real activation energy are inter-
related as

W, =A, =0, TAS,=A, — (£ 0 qu) (14.10)
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where AS,, the entropy change, and g, the latent heat of the electrode reaction,
are parameters that cannot be measured (the plus sign is valid for anodic, the minus
sign for cathodic reactions).

In the Arrhenius equation, the real activation energy is combined with a real
(measurable) preexponential factor. According to Egs. (14.1) and (14.10), this factor
differs from the true factor by the multiplicative entropy term exp(*o.,, AS,,/R).

During the elementary act of an electrochemical reaction, charged particles cross
the electrode/electrolyte interface, and the net charge on particles in the electrolyte
changes by *£nF [see Eq. (1.32)]. Hence, a term describing the change in electro-
static energy, =nfQg or (to a constant term) *nFE, appears in the expression for the
total Gibbs free energy of the reaction:

wi= —AGY= —(AG)),, * nFE, (14.11)

where (AGS)m is independent of potential and the plus sign holds for anodic reactions.

Alexander N. Frumkin pointed out in 1932 that an electrochemical reaction
occurring at different potentials can be regarded as an ideal set of chemical reactions
of the same type, and suggested that the Brgnsted relation be used to explain the
potential dependence of electrochemical reaction rates. On the basis of Egs. (14.6)
and (14.11), the relation for the activation energy becomes

A, =A%~ (+o,nFE), (14.12)

where A, is the activation energy at the potential of the reference electrode (E = 0).
Substituting (14.12) into the Arrhenius equation and using the notation 3, = na, for
the electrochemical reaction n, we obtain the well-known relation between the rate
constant of an electrochemical reaction, A,,, and potential:

B = ko €XP (iM) (14.13)
RT

where the constant k,,, which does not depend on potential (but depends on the ref-
erence electrode), includes the factor exp(—AS/RT') in addition to the preexponential
factor B,,.

In a diagram of the potential energy—distance curves for an anodic reaction, a
potential change OF in the positive direction corresponds to an upward shift nF OF
of the curve for reactants relative to that for the products (or the equivalent down-
ward shift of the curve for the products). The analogous shifts occur for a cathodic
reaction when the potential is made more negative. In both cases the activation ener-
gies of these reactions decrease and the reactions themselves are accelerated. Such
diagrams of potential energy—distance curves were first used for an electrochemical
reaction (cathodic hydrogen evolution) by Juro Horiuti and Michael Polanyi in 1935.

It had been assumed in the past that the main reason for development of an acti-
vated transition state with enhanced energy is a stretching of chemical bonds. Thus,
in the model of Horiuti and Polanyi it was assumed that stretching of H*—H,O bonds
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(i.e., the “tearing away” of a proton from an hydroxonium ion and its approach to
the electrode surface) is the initial stage in cathodic hydrogen evolution; the system’s
potential energy increases under these conditions. Some distance from the surface
the proton is discharged (i.e., an electron is transferred to it and it is converted to a
hydrogen atom). Under the effect of the new chemical bond between it and the elec-
trode material, this atom then moves closer still to the surface (until reaching the
equilibrium distance), and the potential energy decreases again.

So the popular polarization equations of the type (6.5) for electrochemical reac-
tions thus acquire some physical basis. However, according to current concepts the
nature of the activated state is different, and quantum-mechanical approaches must
be used for a theoretical calculation of the values Aj and B,,. These concepts are dis-
cussed in more detail in Chapter 34.

14.1.3 Activationless and Barrierless Reactions

Relation (14.12) cannot remain valid at all potentials. In an anodic reaction where
the potential is highly positive (or in a cathodic reaction where it is highly negative),
a potential E,; should be attained where A, becomes zero. In the diagram of poten-
tial energy—distance curves (Fig. 14.3), curve 3 corresponds to the potential E; in
the transition from the minimum in curve 3 to curve 4 no energy barrier must be
overcome. Now the activation energy (which cannot be negative) ceases to depend
on potential, which implies that [3,, = 0; rate constant /,, in this range of currents will
not depend on potential, and the current will attain some limiting value (section CD
in Fig. 14.4). Reactions occurring under such conditions are called activationless
(hence the subscript “al”).

It was shown by Lev I. Krishtalik in 1968 that another limiting case is possible in
the opposite region of potentials (curves 2 and 4 in Fig. 14.3), when at potential £,

FIGURE 14.3 Schematic potential energy—distance curves of reactants in (1) a normal, (2)
a barrierless, (3) an activationless reaction, and (4) potential energy—distance curve for the
products.
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FIGURE 14.4 Schematic polarization curve with barrierless (section AB) and activationless
(section CD) regions.

the descending part of the plot of potential energy against the reaction coordinate
vanishes. Starting from this potential the activation energy will be equal to the total
energy change occurring during the reaction (i.e., a value of B, = 1 is attained). For
polarization curves plotted as E vs. In i, the slope changes from RT/B,,F to RT/F (i.e.,
the Tafel coefficient ' decreases from 0.12 to 0.06 V; section AB in Fig. 14.4). Such
reactions are called barrierless (hence the suffix “bl”’). We can see from Fig. 14.3
that the activationless region of the forward reaction corresponds to the barrierless
region of the reverse reaction, and vice versa.

Activationless and barrierless regions cannot be realized in all reactions. Often E;
or £, are in regions of potentials where measurements are impossible or extremely
difficult (e.g., because of parallel reactions). The crossover to the barrierless region
has been demonstrated experimentally for cathodic hydrogen and anodic chlorine
evolution at certain electrodes. Clear-cut experimental evidence has not yet been
obtained for limiting currents appearing as a result of an activationless reaction.

14.2 KINETIC INFLUENCE OF THE ELECTRIC DOUBLE LAYER

Reactant concentrations Cyj in the bulk solution, as well as the Galvani potential
between the electrode and the bulk solution (which is a constituent term in electrode
potential E), appear in kinetic equations such as (6.8). However, the reacting parti-
cles are not those in the bulk solution but those close to the electrode surface, near
the outer Helmholtz plane when there is no specific adsorption, and near the inner
Helmholtz plane when there is specific adsorption. Both the particle concentrations
and the potential differ between these regions and the bulk solution. It was first
pointed out by Alexander N. Frumkin in 1933 that for this reason, the kinetics of
electrochemical reactions should strongly depend on EDL structure at the electrode
surface.
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Alexander N. Frumkin (1895-1976).

Let y' be the potential at the point where the reacting particle had been prior to
the reaction, or where a product particle just generated by the reaction would be.
This potential (which is referred to the potential in the bulk solution) has a value sim-
ilar to potentials y, or y,, respectively, and gives rise to two effects important for the
electrochemical reaction rates.

The first effect is that of a concentration change of the charged reactant particles
in the reaction zone; this change is determined by Boltzmann’s distribution law:

gy’
T

Cs’j=CV,jeXp<_ R ) (1414)

Depending on the signs of parameters z; and ', the concentration in the reaction
zone can be higher or lower than the bulk concentration. There is no change in the
concentration of uncharged particles.

The second effect is that of a change in the potential difference effectively
influencing the reaction rate. By its physical meaning, the activation energy should
not be influenced by the full Galvani potential @ across the interface but only by
the potential difference (¢; — y’') between the electrode and the reaction zone. Since
the Galvani potential is one of the constituent parts of electrode potential E, the
difference E — ' should be contained instead of E in Eq. (14.13):

(14.15)

h,, =k, exp [— CPFE ) ]

RT

When substituting the new values of ¢y ; and £, into the kinetic equation (6.10) for a
simple first-order reaction, we find that

— (5= Bm)qu’) exp( BmFE)

i =nFk,cy; exp( RT *RT

(14.16)
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(the plus sign for anodic reactions). The first exponential factor describes the influence
of edl structure on reaction rate (the y'-effect).

Consider two examples. In the first example, hydrogen is evolved cathodically by
H,O" ion discharge at metals where this reaction occurs with high polarization (e.g.,
at mercury, z; = 1, B,,=0.5). In this case the reaction occurs at potentials much more
negative than the PZC, and the value of y' is negative. It follows from Eq. (14.16) that
when ' is made still more negative (or |y'l is raised), the absolute value of current
will increase, and vice versa. Therefore, when an excess of foreign electrolyte is added
to a dilute solution of pure acid, the reaction rate will decrease, at constant potential E,
owing to the decrease in |y’l. In dilute solutions where |y’| can attain values of more
than 0.15V, the reaction rate will decrease by one to two orders of magnitude.

In the second example, S,05~ ions (z; = —2) are reduced cathodically in dilute
Na,S,0q solution at a mercury electrode:

S,02" +2¢” —2502". (14.17)

In the initial section of the curve, the current increases as usual with increasing
polarization and in the end attains the limiting (diffusion) value. In this region the
mercury surface is positively charged. Then the potential moves through the PZC
and attains the region where the surface charge and the values of Y’ are negative. The
value of Iyl increases more slowly with increasing polarization than the potential
, contained in E. However, since in Eq. (14.16) the factor z; — 3,, in front of y'F/RT
has a value of about —2.5, the inhibiting effect of the y'-potential (the first expo-
nential factor) prevails over the accelerating effect of the electric field (the second
exponential factor). As a result, when the polarization increases, the reaction rate
decreases because of increasing repulsion of the anions by the negatively charged
surface, and a distinct current drop appears in the curve (Fig. 14.5, curve 1). At still
more negative potentials the growth of ly'l slows down, and the reaction rate
resumes its rise. In the presence of base electrolyte the values of Iyl are smaller, and
the current drop is less pronounced (curves 2 to 4).

g =05 -L.0 -5
E Vvs. SHE
FIGURE 14.5 Polarization curves for the reduction of S,05 ions at a rotating amalgamated

silver electrode in 5 X 10™* M Na,S,0s solutions with various concentrations of Na,SO,: (1) 0;
(2) 0.004; (3) 0.05; (4) 0.5 M.
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14.3 KINETIC INFLUENCE OF ADSORPTION

When considering how the adsorption of different substances on electrodes influences
the kinetics of electrochemical reactions, we must distinguish two cases: that where
components are adsorbed which are involved in the reaction, and that where inci-
dental substances are adsorbed which are not involved in the reaction.

14.3.1 Reactant Adsorption

Often, multistep reactions are encountered where a reactant j first becomes adsorbed
on the electrode, then is converted electrochemically (or chemically) to a desorbing
product. We shall consider the case where the electrochemical step involving
adsorbed particles is rate determining. With a homogeneous electrode surface and
without interaction forces between the adsorbed particles [i.e., in conditions when
the Langmuir isotherm (10.14) can be applied], the assumption can be made that the
rate of this step is proportional not to the bulk concentration cy,; but to the surface
concentration A; or to the degree of surface coverage 6; hence,

i =nFh 0.=nFh By (14.18)
O = T B, :

that is, the relation between the current and the bulk concentration is formally the
same as the analogous adsorption function: At low concentrations, direct propor-
tionality, and at high concentrations, a limiting value are found.

However, with an inhomogeneous electrode surface and adsorption energies that
are different at different sites, the reaction rate constant k,, and the related parameter
h,, will also assume different values for different sites. In this case the idea that the
reaction rate might be proportional to surface concentration is no longer correct. It
was shown by M. Temkin that when the logarithmic adsorption isotherm (10.15) is
obeyed, the reaction rate will be an exponential function of the degree of surface
coverage by the reactant:

i = nFh,, exp(Yf0), (14.19)

where f is the surface inhomogeneity factor and v is a coefficient (0 <v); here the
value of &, will not depend on the surface segment chosen.

Substituting into this equation the expression for 6, from the isotherm equation,
we find that

i=nFh, B} cl ; (14.20)

that is, the reaction rate is found to be proportional to the fractional power of reac-
tant bulk concentration (often, Y=~ 0.5).

In a number of cases, electrochemical reactions involving adsorbed substances
exhibit special kinetic features. For instance, when the reactant bulk concentration is
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raised and the degree of coverage approaches unity (e.g., when 6,>0.9), the reac-
tion rate fails to tend toward a limiting value following a further concentration rise
but instead, starts to decrease. Sometimes this decrease is quite dramatic. This effect,
which became known as the effect of high coverages, can be seen when several reac-
tants are involved in the reaction. When the surface is almost completely covered by
one of them, the others (whether adsorbing or not) will be displaced from the sur-
face layer and cannot take part in the reaction.

Another example are the sometimes rather complex relations existing between the
potential and the reaction rate. The electrode potential influences not only the param-
eter h,, [see, e.g., Eq. (14.15)] but also the degree of surface coverage by reactant
particles [i.e., the coefficients B; in Eq. (14.18) or (14.20)]. When a sharp drop in
adsorption occurs with increasing electrode polarization (rising values of #,,), the
monotonic relation between reaction rate and potential may break down and the cur-
rent actually may decrease within a certain region while polarization increases.

14.3.2 Adsorption of Foreign Substances

Electrochemical reaction rates are also influenced by substances which, although not
involved in the reaction, are readily adsorbed on the electrode surface (reaction prod-
ucts, accidental contaminants, or special additives). Most often this influence comes
about when the foreign species / by adsorbing on the electrode partly block the sur-
face, depress the adsorption of reactant species j, and thus lower the reaction rate.
On a homogeneous surface and with adsorption following the Langmuir isotherm, a
factor 1 — 0, will appear in the kinetic equation which is the surface fraction free of
foreign species [:

i=i,(1-6), (14.21)

where i, is the reaction rate observed when species / are not present.
On inhomogeneous surfaces where adsorption obeys the Temkin isotherm, an
exponential factor will appear in the kinetic equation:

i =i, exp(—Yf0)). (14.22)

Adsorption of surface-active substances is attended by changes in EDL structure
and in the value of the y'-potential. Hence, the effects described in Section 14.2 will
arise in addition. When surface-active cations [NR] are added to an acidic solution,
the y'-potential of the mercury electrode will move in the positive direction and
cathodic hydrogen evolution at the mercury, according to Eq. (14.16), will slow
down (Fig. 14.6, curve 2). When I~ ions are added, the reaction rate, to the contrary,
will increase (curve 3), owing to the negative shift of y’'-potential. These effects dis-
appear at potentials where the ions above become desorbed (at values of polarization
of less than 0.6 V in the case of [NR],* and at values of polarization of over 0.9V in
the case of I7).

In the adsorption of certain organic substances (c-naphthol, diphenylamine, and
others) a strong inhibition of cathodic deposition is found for a number of metals.
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FIGURE 14.6 Influence of surface-active ions [N(C,H,),]* (curve 2) and I~ (curve 3) on
the polarization curve for hydrogen evolution at a mercury electrode in acidic solutions (curve
1 is for the base electrolyte).

Under these conditions rather low limiting currents arise that are independent of poten-
tial up to the desorption potential of the organic substance. This effect can be explained
in terms of the difficulties encountered by the reactant metal ions when, in penetrating
from the bulk solution to the electrode surface, they cross the adsorbed layer.

In certain cases an adsorbed foreign species / can directly influence the rate constant
for conversion of the reactant species j. This can occur through changes in surface-
layer properties of the electrode (e.g., changes in its electronic structure), through
direct interaction between the reactant and foreign particles, or through other mecha-
nisms, and can lead to lower or higher reaction rates.

144 SPECIAL FEATURES OF REACTIONS AT
SEMICONDUCTOR ELECTRODES

Electrochemical reactions at semiconductor electrodes have a number of special fea-
tures relative to reactions at metal electrodes; these arise from the electronic struc-
ture found in the bulk and at the surface of semiconductors. The electronic structure
of metals is mainly a function only of their chemical nature. That of semiconductors
is also a function of other factors: acceptor- or donor-type impurities present in bulk,
the character of surface states (which in turn is determined largely by surface pre-
treatment), the action of light, and so on. Therefore, the electronic structure of semi-
conductors having a particular chemical composition can vary widely. This is part of
the explanation for the appreciable scatter of experimental data obtained by different
workers. For reproducible results one must clearly define all factors that may influence
the state of the semiconductor.

Depending on the nature of the electrode and reaction, the carriers involved in an
electrochemical reaction at a semiconductor electrode can be electrons from the con-
duction band (in the following to be called simply electrons), electrons from the
valence band (holes), or both. The concentration of the minority carriers in semi-
conductors (electrons in p-type, and holes in n-type semiconductors) is always much



SPECIAL FEATURES OF REACTIONS AT SEMICONDUCTOR ELECTRODES 251

less than that of the majority carriers, let alone the concentration of electrons in met-
als. Therefore, the specific features of reactions at semiconductor electrodes will be
much more pronounced when the minority carriers are involved.

A typical feature of semiconductor electrodes is the space charge present in a rel-
atively thick surface layer (see Section 10.6), which causes a potential drop across
this layer (i.e., the appearance of a surface potential y). This potential drop affects
the rate of an electrochemical charge-transfer reaction in exactly the same way as the
potential drop across the diffuse EDL part (the y’-potential): first, through a change in
carrier concentration in the surface layer, and second, through a change in the effect
of potential on the reaction’s activation energy.

As an example, consider a simple anodic redox reaction involving electrons of the
valence band (i.e., holes). The reaction equation can be written as

Red + nh™ — Ox, (14.23)

where A" is the symbol for holes.

We shall assume for the sake of simplicity that the total solution concentration is
high enough for the influence of the y’'-potential to be neglected. Other conditions
being the same, the reaction rate will be proportional to the surface concentration of
holes, C§,h. We shall assume here that the relation between surface and bulk concen-
tration of the holes is given by the Boltzmann distribution law (14.14) (an assumption
that is not always justified). The activation energy of the reaction is influenced not
by the full Galvani potential @ of the interface, but only by the potential difference in
the reaction zone between the semiconductor’s outer surface and the solution (i.e., the
potential difference @ = @ — % between the phases). Allowing for these two factors,
we obtain an expression resembling Eq. (14.16) for the reaction rate:

i = nFkycy e exp[(l —BF X] exp( B FE ) (14.24)

RT RT

where the bulk concentration of holes in the semiconductor, ¢y, is contained in the
value of rate constant k,,.

The form of the kinetic equation depends on the way in which the surface poten-
tial x varies with electrode potential E. When the surface potential is practically
constant, the first factor in Eq. (14.24) will also be constant, and the potential
dependence of the reaction rate is governed by the second factor alone. The slope b
of the polarization curve will be RT/B,,F (i.e., has the same value as that found when
the same reaction occurs at a metal electrode). When in another case a change in
electrode potential E produces an equally large change in surface potential (i.e.,
E =7 + const), while there is practically no change in interfacial potential. Then
Eq. (14.24) changes into

i=nFkyCy e exp(%), (14.25)
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FIGURE 14.7 Polarization curves for the anodic dissolution of (1) p-type and (2) n-type
germanium in 0.1 M HCI solution.

and the slope changes to RT/F (i.e., is about twice as small as in the first case). In
general, intermediate values of the slope are possible.

A typical feature of reactions involving the minority carriers are the limiting cur-
rents developing when the surface concentration of these carriers has dropped to zero
and they must be supplied by slow diffusion from the bulk of the semiconductor. A
reaction of this type, which has been studied in detail, is the anodic dissolution of
germanium. Holes are involved in the first step of this reaction Ge — Ge(Il), and
electrons in the second Ge(II) = Ge(IV). The overall reaction equation can be writ-
ten as

Ge + 3H,0 + 2h* —H,GeO, + 4H* + 2¢". (14.26)

It can be seen from Fig. 14.7 that the polarization curve for this reaction involv-
ing p-type germanium in 0.1 M HCI is the usual Tafel straight-line plot with a slope
of about 0.12 V. For n-type germanium, where the hole concentration is low, the
curve looks the same at low current densities. However, at current densities of about
50 A/m? we see a strong shift of potential in the positive direction, and a distinct lim-
iting current is attained. Thus, here the first reaction step is inhibited by slow supply
of holes to the reaction zone.

Under the effect of illumination, new phenomena arise at semiconductor elec-
trodes, which are discussed in Chapter 29.

14.5 REACTIONS PRODUCING A NEW PHASE

14.5.1 Intermediate Stages in the Formation of New Phases

In applied electrochemistry, reactions are very common in which a new phase is
formed (i.e., gas evolution, cathodic metal deposition, etc.). They have a number of
special features relative to reactions in which a new phase is not formed and in which
the products remain part of the electrolyte phase.

The first step in reactions of the type to be considered here is the usual electro-
chemical step, which produces the primary product that has not yet separated out to
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form a new phase. In gas evolution, this is the step that produces gas molecules dis-
solved in the electrolyte (possibly forming a supersaturated solution). In cathodic
metal deposition, this is the formation of metal atoms by discharge of the ions; these
atoms are in an adsorbed state (called adatoms) on the substrate electrode and have
not yet become part of a new metal phase. These steps follow the usual laws of elec-
trochemical reactions described in earlier chapters and are spread out uniformly over
all segments of the electrode surface.

These primary electrochemical steps may take place at values of potential below
the equilibrium potential of the basic reaction. Thus, in a solution not yet saturated
with dissolved hydrogen, hydrogen molecules can form even at potentials more pos-
itive than the equilibrium potential of the hydrogen electrode at 1 atm of hydrogen
pressure. Because of their energy of chemical interaction with the substrate, metal
adatoms can be produced cathodically even at potentials more positive than the
equilibrium potential of a given metal—electrolyte system. This process is called the
underpotential deposition of metals.

Subsequent steps are the formation of nuclei of the new phase and the growth of
these nuclei. These steps have two special features.

1. The nuclei and the elements of new phase generated from them (gas bubbles,
metal crystallites) are macroscopic entities; their number on the surface is lim-
ited (i.e., they emerge not at all surface sites but only at a limited number of these
sites). Hence, the primary products should move (by bulk or surface diffusion)
from where they had been produced to where a nucleus appears or grows.

2. The process as a whole is transient; nucleation is predominant initially, and
nucleus growth is predominant subsequently. Growth of the nuclei usually
continues until they have reached a certain mean size. After some time a quasi-
steady state is attained, when the number of nuclei that cease to grow in unit
time has become equal to the number of nuclei newly formed in unit time.

Any of the steps listed can be rate determining: formation of the primary product,
its bulk or surface diffusion, nucleation, or nucleus growth. Hence, a large variety of
kinetic behavior is typical for reactions producing a new phase.

Two types of reactions producing a new phase can be distinguished: (1) those pro-
ducing a noncrystalline phase (gas bubbles; liquid drops as, e.g., in the electrolytic
deposition of mercury on substrates not forming amalgams), and (2) those produc-
ing a crystalline phase (cathodic metal deposition, anodic deposition of oxides or
salts having low solubility).

Features common to these two reaction types are the sequence of steps above,
particularly the step producing nuclei of small size (e.g., in the nanometer range).
The excess surface energy (ESE) contributes significantly to the energy of these
highly disperse entities (with their high surface-to-volume ratio). The thermody-
namic properties of highly disperse (extremely small) particles differ from those of
larger ones.

When crystal structure is involved, it gives rise to special features in the reac-
tions and makes their mechanisms more complex. Therefore, at first we consider
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the common behavior of reactions producing a new phase in the instance . gas evo-
lution reactions (Section 14.2), then we discuss the special features linked to crystal
structure (Section 14.3).

14.5.2 Formation of Gas Bubbles

Nucleation Consider an idealized spherical nucleus of a gas with the radius 7, on
the surface of an electrode immersed in an electrolyte solution. Because of the small
size of the nucleus, the chemical potential, W, of the gas in it will be higher than
that (u,) in a sufficiently large phase volume of the same gas. Let us calculate this
quantity.

At the curved surface of the sphere, a force is acting that is directed toward the
center of the sphere and tends to reduce its surface area. Hence, the gas pressure p,
in the nucleus will be higher than the pressure p, in the surrounding medium. An
infinitely small displacement dr of the surface in the direction of the sphere’s center
is attended by a surface-area decrease dS (= 8mrdr) and a volume decrease dV
(= 4mr? dr). The work of compression of the nucleus is given by (p,, — p,) dV. It
should be equal to the energy gain, ¢ dS, resulting from surface shrinkage, where ¢
is the ESE of the gas—solution interface. Hence, we find that

odS _ 20
Pruet ~ Po dv P (1427)
(the Laplace equation, 1806). This equation is valid for any curved phase boundary,
also concave ones (for which p, ., <p, and the radius of curvature is conventionally
regarded as negative). Parameter p.=p, ., — p, is called the capillary pressure of
this curved surface.
We know from thermodynamics that when the pressure changes at constant tem-
perature, we have

(%) _v, (14.28)
dp ’

We shall integrate this equation between limits given by the pressures p,,, and p;:
Al‘lnucl = unucl - uO' (1429)
Using Eq. (14.27), we finally find that

20Vt (14.30)

nucl

A

nucl —

[the Thomson (Kelvin) equation, 1870].
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Two conditions must be fulfilled for spontaneous nucleation: (1) the chemical
potential of the primary product should be no less than W, and (2) conditions
enabling the “encounter” of N, particles of the primary product should exist.

The first condition implies that the concentration, c;;;f;, of the primary products in
the nucleation zone should be higher than the equilibrium concentration cgn-m. Allowing
for Eq. (3.13), we can define the required degree of supersaturation by the relation

nucl
A,y =RTIn Eroﬂ (14.31)

prim
It follows from Eqgs. (14.30) and (14.31) that the required degree of supersaturation
will be higher the smaller the size of the nuclei.

When this supersaturation exists, the nucleation rate will be proportional to the
probability p, ., of formation of a favorable configuration of particles of the primary
product. According to the Boltzmann law, this probability is determined by the work
W, Of formation of a single nucleus:

P =B eXP(— —;:Tl ) (14.32)

where B is a normalizing factor and k is the Boltzmann constant.
Detailed calculations show that the work of formation of a single nucleus in a
supersaturated solution w,, is determined by the expression

4t ,

w or (14.33)

nucl 3

The smaller the nucleus (or higher the degree of supersaturation), the smaller will be
work w, ., and the larger will be the probability of nucleation.

The calculation above is valid for a spherical nucleus forming in bulk solution or
on an electrode surface completely wetted by the liquid electrolyte, where the wetting
angle o= 0 (Fig. 14.8a). The work of nucleation decreases markedly when wetting
is incomplete (Fig. 14.8D), since the electrode—electrolyte contact area is smaller. The
work also decreases when asperities, microcracks, and the like are present on the sur-
face. Thus, Eq. (14.33) states merely the highest possible value of work w,,, .

In an electrochemical system, gas supersaturation of the solution layer next to the
electrode will produce a shift of equilibrium potential (as in diffusional concentra-
tion polarization). In the cathodic evolution of hydrogen, the shift is in the negative
direction, in the anodic evolution of chlorine it is in the positive direction. When this
step is rate determining and other causes of polarization do not exist, the value of
electrode polarization will be related to solution supersaturation by

— Al’lnucl :El C}IUCI

n :
nF nF cjo

*AE

(14.34)
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FIGURE 14.8 Gas-bubble nuclei on an electrode with (a) complete and (b) incomplete wet-
ting of the surface by the liquid, and (c) a gas bubble at the moment of tearing away.

With Eq. (14.32) for the reaction rate and Eq. (14.34) for polarization, we obtain the
following general form of the polarization equation:

i=A exp[— (A};)z] (14.35)

where A and vy are constants. Thus, when plotted as i vs. (AE)~2, the experimental
data should fall onto a straight line. Such a function is actually observed in a num-
ber of cases.

Nucleus Growth After nucleation the degree of supersaturation of the solution in
the immediate vicinity of the nucleus has fallen, and other nuclei can form only some
distance away from the first nucleus. It follows that nucleus growth will occur (at
least initially) not by the fusion of neighboring nuclei but by the direct addition of
primary-product particles. For noncrystalline nuclei (bubbles or drops) no difficulties
other than diffusional transport of particles to the nucleus are present at this stage. It
is merely necessary that the chemical potential of these particles (or degree of super-
saturati