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Simulation of transonic flutter and
active shockwave control

L. Djayapertapa and C.B. Allen

Keywords Elasticity, Flight control,
Flight dynamics, Aerodynamics

Transonic flutter and active flap control, in
two dimensions, are simulated by coupling
independent structural dynamic and inviscid
aerodynamic models, in the time domain. A
flight control system, to actively control the
trailing edge flap motion, has also been
incorporated and, since this requires perfect
synchronisation of fluid, structure and control
signal, the ‘‘strong’’ coupling approach is
adopted. The computational method
developed is used to perform transonic
aeroelastic and aeroservoelastic calculations
in the time domain, and used to compute
stability (flutter) boundaries of 2D wing
sections. Open and closed loop simulations
show that active control can successfully
suppress flutter and results in a significant
increase in the allowable speed index in the
transonic regime. It is also shown that active
control is still effective when there is free-play
in the control surface hinge. Flowfield analysis
is used to investigate the nature of flutter and
active control, and the fundamental
importance of shock wave motion in the
vicinity of the flap is demonstrated.

Numerical study of active shock control
for transonic aerodynamics

N. Qin, Y. Zhu and S.T. Shaw

Keywords Aerodynamics, Waveforms,
Flow, Differential equations,
Numerical analysis

In this paper, the effectiveness of a number of
active devices for the control of shock waves
on transonic aerofoils is investigated using
numerical solutions of the Reynolds-averaged
Navier-Stokes equations. A brief description of
the flow model and the numerical method is
presented including, in particular, the
boundary condition modelling and the
numerical treatment for surface mass
transfer. Comparisons with experimental data
have been made where possible to validate the
numerical study before some systematic
numerical simulations for a parametric study.
The effects of surface suction, blowing, and
local modification of the surface contour

(bump) on aerofoil aerodynamic performance
have been studied extensively regarding the
control location, the mass flow strength and
the bump height. The numerical simulations
highlight the benefits and drawbacks of the
various control devices for transonic
aerodynamic performance and identify the
key design parameters for optimisation.

Dynamic modeling in large-eddy
simulation of turbulent channel flow:
investigation of two-dimensional versus
three-dimensional test filtering

Jessica Gullbrand

Keywords Simulation, Turbulent flow,
Eddy currents, Tests and testing

Large-eddy simulation (LES) of a turbulent
channel flow is performed using different
subfilter-scale (SFS) models and test filter
functions. The SFS models used are the
dynamic Smagorinsky model (DSM) and the
dynamic mixed model (DMM). The DMM is a
linear combination between the scale-
similarity model and the DSM. The test
filter functions investigated are the sharp
cut-off (in spectral space) and smooth filter
that is commutative up to fourth-order. The
filters are applied either in the homogeneous
directions or in all three spatial directions.
The governing equations are discretized using
a fourth-order energy-conserving finite-
difference scheme. The influence from the
test filter function and the SFS model on the
LES results are investigated and the effect of
two-dimensional versus three-dimensional
test filtering are investigated. The study
shows that the combination of SFS model
and filter function highly influences the
computational results; even the effect on the
zeroth-order moment is large.

The role of endothermic gasification in
propellant ignition

Caroline Lowe

Keywords Compressible flow,
Ignition systems, Differential equations, Gases

This study explores a reactor model designed
to describe the decomposition, ignition and
combustion of energetic materials in
combination with real experimental data for
these energetic materials. Spatial uniformity
is initially assumed which reduces the system
of partial-differential-equations to a system
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of ordinary-differential-equations that can be
easily solved numerically. The phase-plane is
explicitly presented and examined to illustrate
how chemistry and temperature evolve in
time. The computations provide an
understanding of the vast different
timescales that exist and illustrate the
singularity structure. Following this the
effect of including this chemical regime in
an environment typically induced by the
combustion of these materials, that is within
a compressible fluid flow, is pursued.

Rarefied, superorbital flows in an
expansion tube

V. Wheatley, H.S. Chiu, P.A. Jacobs,
M.N. Macrossan, D.J. Mee and R.G. Morgan

Keywords Rarefied flow, Expansion tube,
Computational modelling, Modelling, Flow,
Numerical analysis

This paper describes a free-piston driven
expansion tube and its instrumentation. The
facility is used to generate rarefied flows at
speeds of approximately 10 km/s. Although
the flow in the tube itself is in the continuum
regime, rarefied flow conditions are achieved
by allowing the test gas to further expand as
a free jet into the facility’s test section. The
test flow is surveyed to provide bar-gauge
pressure measurements. Numerical simulation
is then used to describe more fully the test
flow properties. The flows produced are
suitable for the aerodynamic testing of small
models at superorbital speeds and should
provide data that are suitable for the
calibration of Direct Simulation Monte-Carlo
codes.

Numerical simulation of inductively
coupled plasma flows under chemical
non-equilibrium

Gérard Degrez, David Vanden Abeele,
Paolo Barbante and Benot Bottin

Keywords Numerical analysis,
Plasma physics, Flow, Equilibrium methods

This paper presents a detailed review of the
numerical modeling of inductively coupled air

plasmas under local thermodynamic
equilibrium and under chemical non-
equilibrium. First, the physico-chemical
models are described, i.e. the
thermodynamics, transport phenomena and
chemical kinetics models. Particular attention
is given to the correct modelling of ambipolar
diffusion in multi-component chemical non-
equilibrium plasmas. Then, the numerical
aspects are discussed, i.e. the space
discretization and iterative solution
strategies. Finally, computed results are
presented for the flow, temperature and
chemical concentration fields in an air
inductively coupled plasma torch.
Calculations are performed assuming local
thermodynamic equilibrium and under
chemical non-equilibrium, where two
different finite-rate chemistry models are
used. Besides important non-equilibrium
effects, we observe significant demixing of
oxygen and nitrogen nuclei, which occurs due
to diffusion regardless of the degree of non-
equilibrium in the plasma.

Discretization of the magnetic field in
MPD thrusters

Jörg Heiermann and Monika Auweter-Kurtz

Keywords Plasma physics, Aerodynamics,
Flow, Electromagnetic radiation

For the numerical simulation of
magnetoplasmadynamic (MPD) self-field
thruster flow, the solution of one of the two
dynamical Maxwell equations – Faraday’s
law – is required. The Maxwell equations and
Ohm’s law for plasmas can be summarized in
one equation for the stream function so that
the two-dimensional, axisymmetric magnetic
field can be calculated. The finite volume (FV)
discretization of the equation on unstructured,
adaptive meshes is presented in detail and
solutions for different thruster currents are
shown. The calculated thrust is compared
with the experimental data.
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Editorial

Early in 2001, when the idea of a Special Aerospace Issue was first conceived,
the Airbus A3XX had just officially become the A380 and the possibility of a
new supersonic transport, possibly to be built in collaboration with Boeing,
was also under discussion. The civil aircraft industry looked set for expansion
in the new millennium, and in the space sector there was even talk of a manned
mission to Mars. Here in the UK, the Association of Aerospace Universities had
just been formed to harness the enthusiasm of the younger generation and to
ensure that the experience of those of us who were a little older was passed on.
This issue now comes to print when it is perhaps even more important that the
scientific community strives towards the goal of safe and efficient air transport
and does not lose the longer term vision of man’s eventual exploration of the
planets.

After decades of trying to take subsonic civil aviation closer and closer to
Mach 1, the advent of the mass market in air travel eventually led to a reduction
in speed and a much greater emphasis on fuel economy and efficiency.
Currently, researchers in the field of transonic aerodynamics are trying to
achieve the best of both worlds by addressing the subject of active shockwave
control. The first two papers deal with this issue in slightly different ways. The
paper by Djayapertapa and Allen from the University of Bristol couples a
model of flow over an aerofoil with aeroelasticity and a system to control the
angle of the control surfaces. The second paper, by Qin, Zhu and Shaw, from
Sheffield, Brunel and Cranfield, models the use of bumps, suction and blowing
to move the point at which a shock occurs and reduce its strength.

Turbulence modelling is one of the “Grand Challenges” of mathematical
physics, with emphasis on direct numerical simulation, large eddy simulation
and traditional Reynolds averaging approaches. The paper by Gullbrand from
Stanford examines the subtle subject of filtering and sub-filter scale modelling
in LES. Still towards a more pure mathematical end of the spectrum, the paper
by Lowe, at the new Centre for Mathematical Sciences in Cambridge, examines
the properties of equations representing propellant ignition and the behaviour
of propagating shock waves.

Moving to the limits of flows that can be modelled using continuum
representations, the paper by Wheatley et al. at the University of Queensland
describes and models a hypersonic test facility capable of generating
non-continuous flows at close to 10 km/s, for the testing of small
aerodynamic models under aerobraking conditions. It is important to
remember that numerical modelling can only be taken so far without some
form of experimental validation.

Editorial
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The last two papers deal with different aspects of plasma flow and
magnetohydrodynamics. The paper by Degrez, Vanden Abeele, Barbante and
Bottin from the von Karman Institute, the Université Libre de Bruxelles, the
Politecnico de Milano and the Institut Suprieur Industriel de Bruxelles
describes another experimental facility dealing with re-entry flows, in this case,
an inductively coupled plasma wind tunnel. This paper considers not only the
gas dynamics and electromagnetic behaviour, but also non-equilibrium
chemistry. The final paper by Heiermann and Auweter-Kurz from the Institut
für Raumfahrtsysteme at the University of Stuttgart analyses the magnetic
field in MPD thrusters. These are actual candidates for the propulsion of
manned spacecraft to Mars. A clear explanation of the principle of such devices
is given, followed by the equations needed to model them, methods for their
numerical solution, and comparisons with an actual thruster in the laboratory.

I have to say that, as someone who became an academic associated with
aerospace just 10 years back, after half a lifetime of research in the electricity
supply industry, it has been a great and undeserved privilege to edit this issue
and collaborate with authors from some of the world’s most prestigious
aerospace institutions. I would like to take this opportunity to thank the
authors for their contributions and also for their fortitude and patience as they
waited for everything to come together. I would also like to thank the
anonymous referees, without whose commitment all this would not have been
possible. Finally, if I can be allowed one small personal indulgence, I would like
to conclude with two quotations from Apollo 13: firstly, the words attributed to
Jim Lovell in the film of that name, “I look up at the moon and wonder – when
will we be going back”; secondly, the words of flight director Gene Kranz,
which I commend to the younger generation everywhere, “Failure is not an
option”.

Mike Keavey
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Simulation of transonic flutter
and active shockwave control

L. Djayapertapa and C.B. Allen
Department of Aerospace Engineering, University of Bristol,

Bristol, Avon, UK

Keywords Elasticity, Flight control, Flight dynamics, Aerodynamics

Abstract Transonic flutter and active flap control, in two dimensions, are simulated by coupling
independent structural dynamic and inviscid aerodynamic models, in the time domain. A flight
control system, to actively control the trailing edge flap motion, has also been incorporated and,
since this requires perfect synchronisation of fluid, structure and control signal, the “strong”
coupling approach is adopted. The computational method developed is used to perform transonic
aeroelastic and aeroservoelastic calculations in the time domain, and used to compute stability
( flutter) boundaries of 2D wing sections. Open and closed loop simulations show that active control
can successfully suppress flutter and results in a significant increase in the allowable speed index in
the transonic regime. It is also shown that active control is still effective when there is free-play in
the control surface hinge. Flowfield analysis is used to investigate the nature of flutter and active
control, and the fundamental importance of shock wave motion in the vicinity of the flap is
demonstrated.

Nomenclature
a1 ¼ freestream speed of sound
ah ¼ non-dimensional distance of the

elastic axis from midchord, positive
aft of midchord

ACT ¼ active control technology
b ¼ aerofoil semi-chord
c ¼ 2b, aerofoil chord
cb ¼ non-dimensional distance of hinge

axis from midchord, positive aft of
midchord

CHM ¼ control hinge moment,
non-dimensional

CL ¼ lift coefficient
CD ¼ drag coefficient
CMea

¼ pitching moment coefficient about
the elastic axis

e ¼ total specific energy
EA ¼ elastic axis
F ¼ convective aerodynamic flux
fa ¼ non-dimensional aerodynamic loads
fc ¼ non-dimensional active control force
ffp ¼ non-dimensional free-play force

FPM ¼ free-play moment about EA,
non-dimensional

FPHM ¼ free-play hinge moment about hinge
axis, non-dimensional

G ¼ control law gains
h ¼ plunging displacement (measured

+ve downwards)
HA ¼ hinge axis
Ia ¼ polar moment of inertia of aerofoil

mass about EA
Ib ¼ polar moment of inertia of control

surface mass about EA
[K] ¼ non-dimensional stiffness matrix
Kh ¼ mv2

h; bending stiffness
corresponding to plunging
displacement

Ka ¼ Iav
2
a; torsional stiffness

corresponding to pitching rotation
Kb ¼ Ibv

2
b; torsional stiffness

corresponding to control surface
rotation

L ¼ q1cCL, aerodynamic lift

The Emerald Research Register for this journal is available at The current issue and full text archive of this journal is available at
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LCO ¼ limit cycle oscillations
m ¼ mass of the aerofoil per unit span
[M] ¼ non-dimensional mass matrix
M1 ¼ free-stream Mach number
Mea ¼ q1c

2CMea
pitching moment about

elastic axis (EA)
n ¼ cell face outward unit normal
q1 ¼ 1/2r1U

2
1; free-stream dynamic

pressure
ra ¼ Ia /mb 2, aerofoil radius of gyration

about EA in semi-chords,
non-dimensional

rb ¼ Ib /mb 2, control surface radius of
gyration about HA in semi-chords,
non-dimensional

R ¼ residual vector
U ¼ vector of conserved variables
u ¼ velocity vector
Sa ¼ aerofoil static moment about EA
Sb ¼ control surface static moment about

hinge axis
t ¼ real time
u, v ¼ cartesian velocity components
q ¼ structural displacement vector
U1 ¼ free-stream velocity

U* ¼ U1=va
ffiffiffiffi
mb

p
speed index

V ¼ volume of cell
x, y ¼ cartesian coordinates
xt, yt ¼ grid cartesian velocity
Xt ¼ grid velocity vector
xa ¼ off-set distance of the aerofoil centre

of gravity (CG) from EA, positive aft
of EA

xb ¼ off-set distance of the control surface
centre of gravity (CG) from HA,
positive aft of HA

a ¼ pitching displacement (positive
nose-up)

g ¼ ratio of specific heats
r ¼ density
m ¼ m=prb 2; aerofoil-air mass ratio
j ¼ h/b, non-dimensional plunging

displacement
vh ¼ Kh /m, uncoupled plunging natural

frequency
va ¼ Ka /Ia, uncoupled pitching natural

frequency
vb ¼ KbIb, uncoupled control surface

rotation natural frequency
t ¼ fictitious pseudo time

1. Introduction
The design cruising speed of civil aircraft often falls within the transonic
region, where the structural loads, and hence aeroelastic behaviour, are greatly
affected by the presence and motion of shock waves. Hence, the accurate
prediction of flutter characteristics of aerofoils in transonic flow is a critical
design consideration for most modern civil and high performance aircraft.
In the pure subsonic or supersonic regimes, it has been a normal industry

practice to use linear aerodynamic theory, such that the aerodynamic forces
depend upon the body motion in linear fashion, thus permitting uncoupling of
the structural and fluid equations (MacNeal Schwendler Corporation, 1995).
However, this cannot be applied in the transonic regime due to the high
non-linearity of the flow field. The aerofoil thickness was often neglected in
linear theory, but the aerofoil geometry plays an important role in the
development and motion of shock waves in the transonic region (Bland and
Edwards, 1984). There are other non-linear phenomena associated with
aeroelastics, for example, aileron buzz or limit cycle oscillations (LCO), and
none of these phenomena can be predicted directly by traditional linear
theoretical methods, since they are interactions between non-linear
aerodynamic forces and structures. Hence, more advanced aeroelastic
simulation methods, applicable to transonic flows, are essential.
Computational aeroelastics (and aeroservoelastics) often involves two

computational models, namely independent aerodynamic and structural
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models. In the former, the aircraft surface and the surrounding flow field are
discretised, before the governing fluid flow equations are solved. The latter
involves solving the structural equations with aerodynamic forces as source
terms. (For aeroservoelastics a flight control system is also required.) Coupling
these two models in the time domain allows time-accurate simulation of
aeroelastic response, and the possibility of identifying flutter boundaries.

It is possible, with current computational power, to develop coupled
aerodynamic-structural dynamic methods using the Euler and Navier-Stokes
equations as the aerodynamic model. Earlier, euler solvers have been coupled
with structural models (Alonso and Jameson, 1994; Bendiksen and Kousen,
1987; Guruswamy, 1990; Kousen and Bendiksen, 1988, 1994; Robinson et al.,
1991). The Navier-Stokes equations are still rarely used in computational
transonic aeroelasticity mainly due to their excessive CPU demands. Simplified
forms of the Navier-Stokes equations have been used for aeroelastic
applications (Badcock et al., 1995; Meijer et al., 1998; Prananta and Hounjet,
1996; Prananta et al., 1995; Schuster et al., 1998), but results show that for two
degrees of freedom aerofoil motions, little difference was found between using
inviscid and viscous aerodynamic models. Reviews of computational
aeroelasticity are presented in Bennett and Edwards (1998) and Försching
(1995).

The time-accurate interaction between structural dynamics, the flight
control system and aerodynamics, known as aeroservoelasticity, has recently
received attention, (Batina and Yang, 1984; Edwards et al., 1978; Guillot and
Friedman, 1994, 1995; Guruswamy, 1989a, Guruswamy and Tu, 1989b;
Horikawa and Dowell, 1979; Karpel, 1982; Nissim, 1971, 1977, 1990; Nissim and
Abel, 1978; Nissim et al., 1978; Noll, 1993; Pak et al., 1991; Whalley and
Ebrahimi, 1998). Active control technology (ACT) can be implemented within
an aeroelastic solver in order to simulate any of the following: flutter
suppression, gust alleviation or manoeuver enhancement. Earlier work has
relied mainly on transonic small disturbance theory as the aerodynamic solver
(Batina and Yang, 1984; Guruswamy, 1989a; Guruswamy and Tu, 1989b) or
has been performed in the frequency domain (Batina and Yang, 1984; Edwards
et al., 1978; Guillot and Friedman, 1994, 1995; Guruswamy, 1989a, Guruswamy
and Tu, 1989b; Horikawa and Dowell, 1979; Karpel, 1982; Nissim, 1990; Pak
et al., 1991; Whalley and Ebrahimi, 1998). For example, Nissim (1990, 1971)
performed flutter boundary calculations in the frequency domain by
considering the sign of the work done by the structural system on its
surroundings. There are limitations to this approach, but the energy analysis is
extremely useful and is used here.

Active control systems normally have constant (with time) control laws.
However, the use of adaptive control in active flutter suppression has started to
appear in the literature (Guillot and Friedman, 1994, 1995; Pak et al., 1991). This
approach is attractive since the parameters of the system often change with
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time or under load, which are the usual limitations of control using
fixed-structures and fixed-parameter controllers. The added complexity of
adaptive control is often justified by reduced hardware requirements, but it is
very difficult to prove the stability properties of controllers whose parameters
can vary. In addition, it is almost impossible to get certification for civil aircraft
equipped with adaptive control. Hence, the approach of using fixed-parameter
controllers is preferred in this research, although it should also be noted that
fixed-parameter active controllers are also difficult to certify.

This paper presents a computational method to simulate the aeroelastic and
aeroservoelastic behaviour of a two and three degrees of freedom aerofoil. The
motions considered are plunge, pitch and control surface (flap) rotation about
the hinge axis. The aerodynamic model is described by the Euler equations,
which is coupled with a structural model in the time domain, using the “strong”
coupling approach. A control law is implemented within the aeroelastic solver
to investigate the active means of flutter suppression via control surface (flap)
motion, and the effect on the stability (flutter) boundary presented. The
mechanics of flutter are examined by considering the phase difference between
the plunge and pitch motions for a two degree of freedom model. Transonic
flutter is examined using the time-dependent flowfield plots, to demonstrate the
effect of active control on shock motion. The effects of free-play in the control
surface hinge are also considered.

2. Structural model
Figure 1 shows the typical wing section used to derive the structural equations
of motion. This model has been well established for two-dimensional
aeroelastic analysis (Dowell et al., 1994; Fung, 1955; Glaser, 1987). The degrees
of freedom associated with the aerofoil are shown in Figure 1. The pitching and
plunging displacements are restrained by a pair of springs attached to the
elastic axis (EA) with spring constants Ka and Kh, respectively. A torsional
spring is also attached at the hinge axis whose spring constant is Kb.

Djayapertapa (2001) and Scanlan and Rosenbaum (1951) describe the
derivation of the two degrees of freedom aeroelastic equation of motion from
Lagrange’s equation, and the same principal can be applied to a three degree of
freedom system. The resulting governing equations are given by:

m€hþ Sab €aþ Sbb €bþ Khh ¼ 2L ð1Þ

Sab€hþ Ia €aþ ½ðCb 2 ahÞbSb þ Ib� €bþ Kaa ¼ M ea ð2Þ

Sb
€hþ ½ðCb 2 ahÞbSb þ Ib� €aþ Ib €bþ Kbb ¼ Hb ð3Þ

where the symbol definitions are shown in Figure 1. Sa is the static moment of
the aerofoil about the EA and is given by Sa ¼ mXab: Sb is the static moment
of the control surface about the hinge axis and is given by Sb ¼ mXbb:

HFF
14,4

416



Ia ¼ mr2ab
2 is the aerofoil moment of inertia about the EA, and Ib ¼ mr2bb

2 is
the control surface moment of inertia about the EA.

In order to obtain the full non-dimensional form of the equation,
non-dimensional plunge (j ¼ h=b) and non-dimensional time are introduced.
Following the results in the work Djayapertapa (2001), the full non-dimensional
form of the aeroelastic equations can be written in the form

½M�q00 þ ½K�q ¼ fa ð4Þ

where

½M� ¼

1 xa xb

xa r2a ðCb 2 ahÞxb þ r2b

xb ðCb 2 ahÞxb þ r2b r2b

2
664

3
775 ð5Þ

Figure 1.
Aeroelastic parameter

definition
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½K� ¼
4M 2

1g

U *2m

v2
h

v2
a

0 0

0 r2a 0

0 0 r2b
v2
b

v2
a

2
666664

3
777775; ð6Þ

q ¼

j

a

b

8>><
>>:

9>>=
>>;; fa ¼

4M 2
1g

pm

2CL

2CMea

2CH

8>><
>>:

9>>=
>>; ð7Þ

U* and m are the non-dimensional speed (the speed index) and mass ratio of
aerofoil to air, respectively, and their expressions are given by

U* ¼
U1

bva
ffiffiffiffi
m

p ; m ¼
m

prb2
ð8Þ

2.1 Structural time integration
Equation (4) is solved by approximating it at time level nþ 1; and an implicit
Newmark scheme (Bathe, 1982) is used to integrate the equation. Details of the
step by step procedure can be found in the work of Djayapertapa (2001).

The choice of time-step in the integration is conditional on accuracy not
stability, as the Newmark scheme is unconditionally stable. The size of the time
step is governed by the smallest period of the free vibration system (Ts).
The number of time-steps used per cycle is labelled nspc and so Dt ¼ Ts=nspc:
The time-step requirements of the Newmark scheme were assessed using a two
degree of freedom system, a test case from the works of Bathe (1982). The
equations of motion are by

2:0 0:0

0:0 1:0

" #
Y 00

1

Y 00
2

( )
þ

6:0 22:0

22:0 1:0

" #
Y 1

Y 2

( )
¼

0:0

10:0

( )
ð9Þ

and the initial conditions are Y ¼ f0; 0g
T
; Y0 ¼ f0; 0g

T
: The exact solution of

these equations is

Y 1 ¼
5

3
12 cosð

ffiffiffi
2

p
tÞ

� �
2

2

3
12 cosð

ffiffiffi
5

p
tÞ

� �
ð10Þ

Y 2 ¼
5

3
12 cosð

ffiffiffi
2

p
tÞ

� �
þ

4

3
1þ cosð

ffiffiffi
5

p
tÞ

� �
ð11Þ

Figure 2 shows the responses for nspc ¼ 20 and 30. It is clear that 30 time-steps
per cycle gives acceptable accuracy, and this is not an excessive number,
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Figure 2.
Response comparison

Newmark scheme
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particularly when one considers how cheap the structural equations are to
solve compared to the fluid.

3. Aerodynamic model
A finite-volume Euler code is used for the aerodynamic model. The
two-dimensional unsteady Euler equations on a moving grid in integral form
are:

›

›t

Z Z
V

U dx dyþ

Z
›V

F ·n dS ¼ 0 ð12Þ

where U is the vector of conserved variables, F is the flux vector, n is the
outward cell face unit normal, and S the peripheral length of the cell face.U and
F are given by:

U ¼

r

ru

rv

re

8>>>>><
>>>>>:

9>>>>>=
>>>>>;
; F ¼

rðu2XtÞ

ruðu2XtÞ þ Pi

rvðu2XtÞ þ Pj

reðu2XtÞ þ Pu

8>>>>><
>>>>>:

9>>>>>=
>>>>>;

ð13Þ

where u is the velocity vector,Xt the grid velocity vector, and P, r, u, v and e are
pressure, density, Cartesian x- and y-component velocities and total specific
energy, respectively. The equation set is closed by

P ¼ ðg2 1Þ re2
ru2

2

� �
ð14Þ

Figure 2.
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3.1 Discretisation
The unsteady Euler equations are solved using a Jameson ( Jameson et al., 1981)
type cell-centred finite-volume method. Equation (12) is applied to each cell of
the mesh. Following Jameson et al. (1981), the spatial and time dependent terms
are decoupled and a set of ordinary differential equations are obtained.
Artificial dissipation needs to be added to stabilise the solution ( Jameson et al.,
1981; Kroll and Jain, 1987).

3.2 Aerodynamic time integration
It is expensive to use explicit time-stepping for unsteady flows. To maintain
time-accuracy the whole domain must be integrated by the same time-step, and
this is limited to the smallest value over the domain. Hence, an implicit scheme
is used, based on that proposed by Jameson (1991). This solves the unsteady
flows as a series of pseudo-steady cases, and is extremely efficient compared to
an explicit scheme (Allen, 1997b; Gaitonde, 1994). Equation (1) is approximated
for each computational cell at time level (n+ 1) by

dðV nþ1Unþ1Þ

dt
þ Rnþ1 ¼ 0 ð15Þ

where V is the cell area, R is the flux integral, and the superscript (n+ 1)
denotes the time level ðnþ 1ÞDt: The d/dt operator is approximated by an
implicit second-order backward difference to give

3V nþ1Unþ1 2 4V nUn þ V n21Un21

2Dt
þ RðUnþ1Þ ¼ 0 ð16Þ

or

R* ðUnþ1Þ ¼ RðUnþ1Þ þ
3V nþ1Unþ1 2 4V nUn þ V n21Un21

2Dt
¼ 0 ð17Þ

To solve this Un+1 must be iterated upon until equation (17)!0. Hence, a
fictitious derivative with respect to “pseudo time” t can be introduced to the
equation to give

V nþ1 dU

dt
þ R* ðUÞ ¼ 0 ð18Þ

and the solution of equation (17) is then equivalent to marching equation (18) to
a steady state in pseudo time, i.e. when U has been found such that dU=dt! 0
then Unþ1 ¼ U: There is no limit on the real time-step allowed, and steady
acceleration techniques can be used in pseudo time. Equation (18) is solved
using a multi-stage Runge-Kutta method with local time-stepping.
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3.3 Moving mesh algorithm
The flow-solver is used in conjunction with a structured moving mesh, which
allows the cell volumes to distort as the aerofoil moves or deforms. An
algebraic moving grid generator based on transfinite interpolation ( Eriksson,
1982; Gordon and Hall, 1973; Gordon and Thiel, 1982) is used. This approach is
extremely efficient, as it allows instantaneous grid positions and speeds to be
computed directly at any time (Allen, 1995, 1997a; Gaitonde and Fiddes, 1993).

The cell areas required in the time-stepping scheme can be calculated
exactly in terms of the coordinates of the grid nodes. However, if the areas are
calculated in this manner, errors will be introduced by the moving mesh. In
order to avoid such errors, a geometric conservation law needs to be satisfied
numerically, in addition to the mass, momentum and energy conservation laws
that govern the physics of the flow (Thomas and Lombard, 1979). The areas
must be integrated forward using the same numerical scheme as for the flow.

Figure 3 shows an example of a moving C-grid generated by the present
method. A sequence of grids is shown for NACA 64A010 aerofoil pitching
up 208.

More details of the flow-solver can be found in the works Djayapertapa
(2001) and Djayapertapa and Allen (2001).

4. Aero-structural coupling
There are two options when coupling separate aerodynamic and structural
dynamic codes. The simplest method to couple separate aerodynamic and
structural dynamic codes is “weak” coupling, wherein there is no intermediate

Figure 3.
Moving C-grid,
NACA0012 aerofoil

HFF
14,4

422



exchange of information between the two solvers at each time level. At each
time level the fluid is solved using the current structural position to give
aerodynamic loads on the structure, and these are then used to solve for a new
structural position. This is simply repeated for each time level. Hence, the fluid
and structure are not synchronised in time, and there is always a phase lag
between the two. This phase lag will be time-step dependent, and this has been
examined earlier.

Alternatively “strong” coupling can be used, wherein there is exchange of
information between the two solvers. At each real time level the aerodynamic
loads are computed, then the structural position that results from those loads
are computed. The aerodynamic loads around this new structural position are
then recomputed, and this iterative procedure is repeated until the fluid and
structure are perfectly synchronised at each real time level. This is more
complex to code than weak coupling, but ensures there is no phase lag between
fluid and structure. A flight control system is integrated with the
aero-structural code in the next section, and it is clearly desirable that no
phase lag is present in this case.

In fact, earlier it has been shown (Djayapertapa and Allen, 2001) that only
for low numbers of real time-steps per period is the strong coupling scheme
more expensive, in terms of CPU requirements, than the weak coupling scheme.
However, in this region the phase lag is such that weak coupling is not of
acceptable accuracy. As a flight control system is to be integrated which cannot
function with inherent phase lag, the strong coupling scheme was chosen.

It has also been shown (Djayapertapa and Allen, 2001) that computations
performed on a grid of density 147 £ 32 points, using 60 real time-steps per
cycle gave acceptable accuracy. Increasing either grid density or number of
time-steps gave only small increases in accuracy, which were far outweighed
by the increased computational cost.

4.1 Energy considerations
During an unsteady coupled calculation there will be energy transfer from fluid
to structure, and vice versa, and it is useful to examine this energy transfer.
The general energy identity (derivable from Lagrange’s equation) is given by

E total ¼ KEþ PE ¼ Eo þW ext ð19Þ

where Etotal is the total mechanical energy of the structure, consisting of kinetic
energy (KE) and potential energy (PE). Eo is the initial energy of the structure,
i.e. the energy that the structure has at time¼ 0, andWext is the work done by
external forces such as the aerodynamic forces.

W ext . 0 indicates that work is being done by the fluid. If the amplitude of
the structural oscillation grows then Wext and Etotal will also grow, but
following the energy identity given by equation (19), the difference between the
total energy and the work done by the aerodynamic forces should be constant.
That identity can also be used to check the time integration scheme used. If the
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difference is constant then no amplitude error or period elongation are
introduced by the time integration scheme.

4.2 Computed responses for Isogai model
A two degree of freedom test case due to Isogai (1979) was first considered.
The aeroelastic parameters used are

ah ¼ 22:0; xa ¼ 1:8; ra ¼ 1:87;
vh

va

¼ 1:0; m ¼ 60: ð20Þ

This represents a typical section of a swept back wing, since the elastic axis is
ahead of the leading edge.

Aeroelastic responses for plunge and pitch for speed index, U*, values of
0.30, 0.5025 and 0.70 at a Mach number of 0.85 are shown in Figure 4. At the
lower value of speed index the responses are decayed. These decayed responses
are produced because the structural stiffness overpowers the work done by the
fluids. As U* increases the response reaches a neutrally stable condition in
which the structural stiffness is just sufficient to dissipate the extracted energy
– this is termed the flutter point (0.5025 in this case). When the speed index is
increased further, the extracted energy overpowers the structural stiffness,
hence diverging responses are obtained. The character of this divergent
response then can be benign, i.e. small amplitude flutter or catastrophic, i.e.
explosive flutter. The analysis of this character should be based on Hopf
bifurcation or stability/instability of the LCO. For panel flutter, this analysis
was performed by Librescu (1965, 1967), where the flutter character was termed
“undangerous” or “dangerous”, and was determined by the sign of the first
Liapounov magnitude (Bautin, 1949).

Figure 5 displays the energy variations for the above three cases. The
energy is non-dimensionalised by the initial energy E0, so that the difference of
the total energy and the work done by external forces should be equal to 1 as
time increases. From Figure 5 we see that this difference remains constant and
equal to the initial energy E0, thus proving that the numerical scheme used is
energy conserving.

The flutter point is located for a particular Mach number by computing the
time-response for several values of speed index, and analysing the rate of decay
for each one. When the speed index is found at which the rate of decay is zero,
this is the flutter speed index at that Mach number. If the process of locating the
flutter point is repeated for several Mach numbers the flutter boundary of the
aerofoil can be computed. Therefore, it should be noted that the coupled code is
not a “prediction” tool, but a simulation tool which, if required, can be used in a
brute force way to compute flutter boundaries. The computed flutter boundary
is shown in Figure 6, which also shows results due to Alonso and Jameson
(1994), Isogai (1979) and Kousen and Bendiksen (1994). The results compare
well.
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The flap is moved according to the demanded deflection angle bc. However,
instead of moving the flap by bc degrees within a certain amount of time
(according to the flap deflection rate), the required angle is converted into
equivalent control hinge moment (CHM) which is blended into the open loop
aeroelastic equations as the external moment acting on the hinge axis, hence
only affecting the b degree of freedom. There are two hinge moments on the
right hand side of the aeroservoelastic equation, the aerodynamic hinge
moment (AHM) and the CHM as shown by equation (23)

xb €jþ ðCb 2 ahÞxb þ r2b

h i
€aþ r2b

€bþ
4M 2

1g

U *2m
r2b

vb

va

� �2

b

¼

AHM

8M 2
1g

pm
CH|fflfflfflfflfflffl{zfflfflfflfflfflffl}þ

CHM

4M 2
1g

U *2m
r2b

vb

va

� �2

bc|fflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflffl} ð23Þ

This is because it is impossible to guarantee that the flap will move from b to
b+bc within a certain amount of time. By converting the required angle to the
equivalent CHM the flap dynamics are accounted for. Furthermore, from the
open loop three degree of freedom case, it was seen that the flap motion also
influences the pitch and plunge motion. That influence has already been
included when the CHM was blended into the open loop aeroelastic equation.

The same time marching scheme is used to integrate the aeroservoelastic
equation of motion, the only change lies in the representation of the right hand
side force. It is now given by f ¼ fa þ fc where fc is the control forces and is
given by fc ¼ f0; 0;CHMg

T
:

The energy identity given by equation (19) should still hold, and the work
done by external forces includes an extra term due to the control surface.

5.1 Computed closed loop responses
Closed loop simulations were performed using the active control. A Mach
number of 0.85 was chosen, and the speed index was 5 per cent above the flutter
speed, i.e. corresponding to an unstable response.

Different gain combinations were first considered in order to determine
the optimum gain combinations to be used. From a series of calculations it
was found that G1, G2, G5 and G6 fail to suppress the flutter, whereas G3

and G4 successfully suppressed the motion. The most effective combination
was to use G3 and G4 together. Figure 9 shows the plunge, pitch and flap
responses for M ¼ 0:85; and U* ¼ 1:05U*

flutter: The initial disturbance was
_j ¼ _a ¼ 0:01 and the gains were G3 ¼ G4 ¼ 1:0: Two situations were
considered: implementing the active control immediately, and at some later
time. It is clear that the active control has managed to “drain” the
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xb €jþ ðCb 2 ahÞxb þ r2b

h i
€aþ r2b

€bþ

4M 2
1g

U *2m
r2b

vb

va

� �2

b ¼

AHM

8M 2
1g

pm
CH|fflfflfflfflfflffl{zfflfflfflfflfflffl}þ

CHM

4M 2
1g

U *2m
r2b

vb

va

� �2

bc|fflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflffl}^
FPHM

4M 2
1g

U *2m
r2b

vb

va

� �2

bfp|fflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

ð24Þ

where the positive sign is used when b.bfp and negative sign is used when
b,2bfp to evaluate free-play hinge moment (FPHM). The same
time-marching scheme can be used again to integrate equation (24), as only
change lies in the representation of the right hand side force. It is now given by
f ¼ fa þ fc þ ffp where ffp is the free play hinge moment and is given by
ffp ¼ f0; 0;FPHMg

T
:

As before the energy identity given by equation (19) should still hold. The
work done by the external forces includes an extra term when b is outside the
free-play region. Inside the free-play region this term and the control surface
term are both zero.

6.1 Computed responses
Open and closed loop calculations were performed for the three degree of
freedom case presented above, now with the non-linear CHM. The aerofoil is
the NACA64A010 section, the Mach number is 0.85 and the flutter speed index
was chosen. The effects of the free-play of 1.08 in the hinge axis torsional spring
on the aeroelastic responses are shown in Figure 15. From the figure it can be
seen that free-play actually causes the responses to grow and settle into a limit
cycle oscillation, i.e. the effect is destabilising.

Results for active control calculations with backlash are shown in Figure 15.
It can be seen that the responses are damped when the required flap angle bc

falls outside the free-play area. However, once the response has settled, and bc

lies within the free-play area, there is not much that the control law can do,
since it is utilising the CHM to suppress the motions, and within the free-play
area the control hinge moment is zero. From the plot of energy it is clear that
the control law drains the energy until bc falls within the free-play area.

Figure 16 shows the open loop phase plane plots for plunge, pitch and flap
deflection for the linear structural model and free-play of one degree. Figure 17
shows flap deflection phase plane plots for closed loop calculations with and
without free-play. With free-play the flap settles into a periodic motion.

It should also be noted here that the effect of signal sampling frequency, i.e.
size of the real time-step used, was also considered in the free-play region.
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generators to the problem of shock control on transonic wings. The control
mechanism of vortex generators relies on the strong discrete vortices produced
by the vanes to mix high-energy fluid from the freestream with the retarded
fluid in the outer regions of the boundary layer. Using this technique shock
induced boundary layer separation can be suppressed at the cost of a viscous
drag penalty.

Alternatively, control of the shock can be achieved using the difference in
pressure before and after the shock to produce natural flow circulation (Delery,
1999). This can be obtained by placing a cavity and porous plate at the foot of
the shock. Experimental tests indicate that significant reductions in wave drag
can be achieved due to the weakening of the shock wave by the
pre-compression of the distorted displacement surface ahead of the shock
position. However, in almost all of the cases studied, there is an increase in total
drag due to the accompanying increase in skin friction in the control region.

While the use of passive devices for flow control has been demonstrated to
improve the aerodynamic performance at the design point, the effect at
off-design conditions is often detrimental. To overcome this problem, attention
has recently shifted towards the use of active flow management techniques, in
which the control device can be “switched on” to improve the performance
locally within the flight envelope and “switched off” when not required. Two
main control strategies can be identified; surface mass transfer and local
modification of the surface contour.

1.1 Surface mass transfer
The basic principle underlying the control of shock boundary layer interaction
is to increase the overall energy of the boundary layer, so that it is better able to
negotiate the strong adverse pressure gradient across the shock. This can be
achieved more readily by mass injection or mass removal. Mass removal by
suction at the aerofoil surface was proposed by Regenscheit (1941) and has
been studied extensively as a means of controlling shock wave-boundary layer
interaction (Pearcey, 1961; Smith andWalker, 1960). Smith and Walker showed
that lift could be increased by application of strong suction in the interaction
region. More recently, computational studies by Qin and Zhu (1999) and Qin
et al. (1999) have shown that application of suction in the strong adverse
pressure gradient region delays separation and increases lift, however this is
achieved with an increase in shock strength and increased drag.

Alternatively, momentum can be injected directly into the boundary layer
through the surface of the aerofoil. This modifies the boundary layer
displacement in such a way that the flow ahead of the shock must negotiate a
“viscous ramp”. The acceleration of the inviscid outer flow over the disturbed
boundary layer ahead of the shock induces weak compression waves that
soften the adverse pressure gradient experienced by the boundary layer in the
interaction region. Mass injection for shock control was investigated
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experimentally by Chen et al. (1989) and Wong (1977). Zhu (2000) and Zhu and
Qin (1999) investigated the performance of slot blowing using solutions of the
Navier-Stokes equations.

1.2 Local modification of the surface contour
Ashill and Fulker (1999) and Ashill et al. (1996) proposed devices which utilise
local displacements of the aerofoil surface geometry for effective control of the
shock and shock-boundary layer interaction. The surface bump canbe viewed as
a replacement of the “air bump” generated over the porous surface in the passive
flow control case, mentioned earlier. Such devices accelerate the flow over the
upstream face of the bump or ramp, inducing compression waves ahead of the
shock. This results in a substantial reduction in wave drag, as the flow now
negotiates a system of weaker compressions rather than a single strong normal
shock. However, the presence of the device increases the momentum loss of the
downstream boundary layer resulting in increased viscous drag, but this
increase in skin-friction can be amply offset by the change in wave drag, leading
to an overall drag reduction. Zhu (2000) performed an extensive parametric
study on ramps and bumps using solutions of the Navier-Stokes equations. The
shock bump can be viewed as being “active” in the sense that it may be deployed
when required by active change of the local wing geometry although a fixed
device may also prove to be beneficial.

2. Physical model and solution method
2.1 Governing equations
The physical problem under consideration is that of compressible viscous
airflow involving shock waves, shear layers (including boundary layers) and
their interactions. The mathematical model used is the two-dimensional
compressible thin-layer Navier-Stokes equations. In turbulent cases, the
Reynolds averaged Navier-Stokes equations are used with either the Baldwin
and Lomax (1978) algebraic turbulence model or the two equation k-v
turbulence model.

The law of conservation of mass, momentum and energy over an area S
bounded by a contour line l can be expressed in integral form as:

›

›t

Z
S

q dS þ

Z
l

ðH ·nÞ dl ¼ 0 ð1Þ

where q is the conservative variable vector and n is the outward pointing unit
vector normal to the line l. The flux tensor H can be written in terms of the
Cartesian flux including inviscid and viscous contributions.

2.2 Surface mass transfer model
The effect of mass transfer at the wall is modelled in the Baldwin-Lomax
turbulence model using the modification to the Van Driest factor proposed by
Cebeci (1970).

HFF
14,4

446



Aþ ¼ 26 exp 11:8vþw
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2 1
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ð2Þ
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ðdp=djÞwmw

r 2
wðu

*
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3
ð3Þ

and

vþw ¼
vw

u*w
ð4Þ

ðdp=dj Þw is the pressure gradient at the wall in the streamwise direction, mw is
the molecular viscosity at the wall, and u*w is the friction velocity given.

2.3 Numerical method
The equations are discretised by a cell-centred finite-volume method, where
numerical fluxes at each cell-cell interfaces are calculated and used to update
the solution at the cell centres. Derivatives in the viscous flux at the interfaces
are evaluated by creating auxiliary cells and implementing the Gauss theorem.
The inviscid or convective fluxes need special attention for both shock waves
and boundary layers. Shock waves are considered as discontinuities and
therefore, are weak solutions of the governing equations. Conservative
discretisation and approximate Riemann solvers for the convective flux
evaluation provide a methodology for sharp shock capturing capability. The
shock capturing method also needs to resolve the boundary layers by limiting
the numerical dissipation so that the physical viscosity is properly modelled,
rather than overshadowed by the numerical viscosity. Some details of the
numerical aspects are given below and further details can be found in the study
of Qin et al. (2000).

2.3.1 Approximate Riemann solver. The convective numerical flux at the cell
interface is evaluated using Osher’s approximate Riemann solver, which can be
written as:

~Eiþ1
2; j

¼
1

2
½ �EðQLÞ þ �EðQRÞ�2

1

2

Z QR

Q L

› �E

›Q

����
����dQ ð5Þ

where Ē is the transformed flux in j direction andQ L,Q R the flow states on the
left and right sides of the interface, respectively. The integration in the last term
on the right hand side in the state space is carried out using a natural ordering of
the sub-paths parallel to the eigenvectors of the flux Jacobian › �E=›Q:

2.3.2 High order variable extrapolation scheme. To attain higher order
accuracy, the van Leer’s variable extrapolation scheme is used. This means
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that a linear or higher order approximation of the solution is used on each cell
to calculate the interface values, rather than a piecewise constant solution.

In the equation below, D2 and D+ are the forward and backward difference
operators, respectively, and q is the column vector for the primitive variables.
The parameter, k, determines the spatial accuracy of the interpolation. Here,
k ¼ 1=3 is chosen for a third order upwind biased scheme.

The scheme is implemented as:

qL ¼ qi; j þ
s

4

� 	
½ð12 ksÞD2 þ ð1þ ksÞDþ�q

n o
i; j

ð6Þ

qR ¼ qiþl; j 2
s

4

� 	
½ð1þ ksÞD2 þ ð12 ksÞDþ�q

n o
iþl; j

ð7Þ

Limiters need to be used in order to eliminate spurious wiggles at
discontinuities, such as shock waves. In this paper, we have used a slope
limiter, s as given below.

s ¼
2ðDþQÞðDþQÞ þ 1

ðDþQÞ
2 þ ðD2QÞ

2 þ 1
; where 1 < 1027: ð8Þ

The numerical time integration is carried out by either a Runge-Kutta four
stage scheme or an implicit scheme (Qin et al., 2000).

2.3.3 Boundary conditions. At the far field boundaries, characteristic
boundary conditions are applied. In the present study of two-dimensional flows
over aerofoils, this implies either a subsonic inflow or a subsonic outflow
characteristic boundary condition.

At the aerofoil surface without mass transfer, a no-slip boundary condition
is specified. At the surface with mass transfer, the normal velocity component
is determined by

vw ¼
CQr1U1c

Lsuction

P
rwDs

; ð9Þ

where the suction/blowing coefficient is defined as:

CQ ¼
_m

r1U1c
¼

1

r1U1c

Z s2

s1

rwvw ds: ð10Þ

For the relatively weak suction and blowing considered in this study, the
viscous boundary conditions can reasonably be applied. In addition to the
above normal velocity component, the tangential velocity component is
determined from the suction/blowing inclination angle.
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2.4 Force calculation and system consideration
In the case of suction, mass is removed from the flow external to the aerofoil
surface. Obviously, the same amount of mass has to be ejected somewhere from
the aerofoil into the main flow to conserve mass. From the conservation of
momentum, or Newton’s second law, there will be an additional force acting on
the aerofoil in addition to the pressure and skin-friction forces acting on the
external surfaces of the aerofoil. However, this force will depend on how the
sucked air is ejected into the main flow. These include factors such as where to
eject, at what direction and at what speed. The ejection itself in turn will also
influence the flowfield and, therefore, pressure and skin-friction forces on the
aerofoil. Furthermore, for practical application, it is also necessary to consider
the cost for the installation of the pipeline system inside the aircraft, the power
required to run the pump and the losses in the pipe system. This highlights the
importance of considering the system as a whole for successful implementation
of flow control devices involving surface mass transfer.

The current study is limited to the study of the effect of suction control on
the flowfield as an isolated factor. Therefore, system integration issues are not
discussed further in this paper, although they would obviously have to be
investigated in a more general study. It is assumed that the air sucked from the
mainstream is ejected out through a pipeline normal to the aerofoil cross
section at the pipe exit. Therefore, there is no contribution to the lift and drag
forces from the ejected air. Similarly, for the cases of blowing, the present
studies are limited only to isolated effects of blowing on the forces acting on the
aerofoil.

3. Validation
3.1 NACA64A010 aerofoil with suction
The NACA64A010 aerofoil was tested extensively by Smith and Walker (1960)
at transonic conditions with surface suction downstream of the hinge line of the
trailing-edge flap. It is a 10 per cent c thick aerofoil, symmetric if the trailing
edge flap is not deflected. The NACA six-series wing section was designated
for profiles with substantial portion of laminar boundary layers due to
favourable pressure gradient.

The flow conditions investigated in the experiment correspond a Reynolds
number of 2.9 million based on aerofoil chord for a range of Mach numbers
from 0.70 to 0.84 and a range of angles of incidence from21 to 48. Both suction
parameter and flap angle were varied in the experiments.

The flow conditions chosen for computation wereM1 ¼ 0:78; a ¼ 0:58 and
Re ¼ 2:9 £ 106 corresponding to one of the wind tunnel experimental
conditions. In the experiment, the suction region was located between 69 and
72.5 per cent of chord length from the leading edge, which is downstream of the
shock position without suction. The suction coefficient was 0.00225, with a flap
deflection of 18. The suction angle bwas chosen to be 848 to the aerofoil surface,
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correspond to stronger shock waves. Higher bumps have a stronger effect in
reducing the shock strength and therefore, the wave drag. We can also
conclude from the results that the higher bump (0.25 per cent c) serves better as
a device for delaying drag rise or buffet onset. However, for a wider operational
range for beneficial effects, a lower bump (0.125 per cent c) may be better for
both drag reduction and buffet delay.

5. Conclusions
A numerical study is presented based on a high-resolution solution of the
Reynolds averaged Navier-Stokes equations using an algebraic turbulence
model with surface mass transfer effects. Some validation work has been
presented against available experimental data regarding surface pressure
distribution and lift and drag coefficients.

A parametric study of shock control for transonic aerofoil flows using
suction, blowing, and local changes to the local surface contour has been
carried out.

Suction generally improves the aerofoil transonic aerodynamic performance
through an increased lift-drag ratio. It achieves this, despite the tendency for
suction to increase shock strength, while moving the shock wave downstream
(indicative of an increase in wave drag). It was noted that the associated
increase in lift is generally more than that in drag. However, as a shock control
device, suction is ineffective in reducing the shock strength and the associated
wave drag.

Blowing ahead of the shock was found to reduce the shock strength
significantly by creating a l-shock structure or a compression fan. Blowing
downstream of the shock can also move the shock upstream and reduce the
shock strength slightly. The angle of inclination of blowing has shown little
effect on the control, with smaller angles showing a slightly better
performance. Drag polars indicate that blowing near the foot of the shock
(either just upstream or just downstream of the shock) does not provide a
reduction in drag for a given lift. However, weak blowing near the trailing edge
can improve the performance before the drag rise.

Bumps placed in the vicinity of the shock reduce shock strength and wave
drag significantly with no substantial increase in viscous drag. The result is a
significant increase in lift/drag ratio and a delay in buffet onset, confirming
previous studies at DERA. The physical mechanisms for the improvement are
highlighted by the flowfield simulations and provides further insight into the
nature of the local flow interactions in the region of the shock. This provides
the basis for optimising the bump arrangement. Among the three devices
investigated, the bump is the only one that achieves a total drag reduction at a
given lift condition through weakening the shock wave strength, giving the
best performance. It can serve as a fixed device to an existing aerofoil or as an
adaptive deployable device when required. Since the lower bump has a
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relatively wider operational range, it may be used as a fixed device. On the
other hand, active bumps may be adapted for best performance for the given
operational point. Potential ideas for such bumps may be achieved by recent
development in shape memory alloy diaphragms, piezoelectric patches and
small inflatable blisters.

In practical applications, for all the shock control devices, the benefits need
to be weighed against the cost associated with the devices through system
integration studies. In this regard, controls involving surface mass transfer
(both suction and blowing) may be more complicated and therefore more costly
as compared to the bumps.
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An alternative to implicitly filtered LES is to use explicit filtering. In the
explicit approach, a filter function is chosen and applied in the simulations.
Recently this approach has gained increased interest from the research
community (Gullbrand, 2002; Gullbrand and Chow, 2003; Stolz et al., 2001;
Winckelmans et al., 2001). The explicit filtering approach seems to be very
promising as computer capacity is increasing, but further investigations are
needed to make it applicable to flow fields of engineering interest.

In this paper, the implicitly filtered LES approach is used, since the study is
aimed at investigating dynamic modeling for flow fields of engineering
interest. The flow field investigated is the turbulent channel flow. The channel
flow is a simplified turbulent flow field, but it serves as a good test case since it
is well documented (Moser et al., 1999) and has only one inhomogeneous
direction. Traditionally, in channel flow simulations, the homogeneous
directions of the flow field are used in the procedure for determining the
contribution from the dynamic model. Flow fields of engineering interest
usually involve complex geometries where there is no homogeneous direction.
Therefore, an alternative procedure must be used where the three
dimensionality of the flow field needs to be considered in the modeling
procedure. This paper presents a detailed investigation of the effects of using a
three-dimensional test filter in the dynamic procedure, as well as the effect of
using the same filter as a local averaging of the dynamic coefficient to prevent
numerical instability. The difficulty of creating a model for the resolved SFS
motions in implicitly filtered LES is also addressed.

First, three-dimensional test filtering in the dynamic modeling of the SFS
stresses is investigated. The influence of test filtering in the inhomogeneous
direction is important to determine since, its effect also enters into the predicted
results of more complex flow fields. The impact from three-dimensional test
filtering is studied by comparing the results to those predicted by using
two-dimensional filtering. To determine appropriate filter functions for
filtering in inhomogeneous directions, special care is needed to avoid
introducing commutation errors into the simulations (Ghosal, 1995; Ghosal and
Moin, 1995). Therefore, a general theory for constructing discrete filters that
commute up to desired order was developed by Vasilyev et al. (1998).
To minimize the commutation error in the inhomogeneous direction, a filter
function that is commutative to at least the same order as the numerical scheme
used is needed. The effect of these high-order commutative filter functions on
the LES results still needs to be determined. Earlier investigations on the
influence of different filter functions on LES results focused on
two-dimensional test filters which do not need to be commutative (Lund and
Kaltenbach, 1995; Najjar and Tafti, 1996; Piomelli et al., 1988; Sarghini et al.,
1999). A commutative test filter function is used in the simulations presented in
this study to examine the effect of three-dimensional filtering without
introducing commutation errors. Furthermore, the effect from the commutative
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filters on the SFS stresses needs to be determined. This is investigated by
performing a simulation applying a commonly used test filter function
(the sharp cut-off filter) and comparing the results to those obtained using
the commutative filter function.

Two dynamic SFS models are applied in this study: the dynamic
Smagorinsky model (DSM) by Germano et al. (1991) and the dynamic mixed
model (DMM). The DMM used here is a linear combination of the
scale-similarity model (SSM) by Liu et al. (1994) and the DSM. In DSM, a
test filter function is used to determine the dynamic coefficient, and the
coefficient is traditionally averaged in the homogeneous directions of the
channel flow. The test filter function commonly used is a sharp cut-off filter
(in spectral space) in the homogeneous directions. Since a sharp cut-off filter is
difficult to apply in more general flow cases, the influence of using a smooth
test filter needs to be determined. Furthermore, the test filter function chosen is
a reflection of the assumption of the implicit filter function. The dynamic
procedure is based upon a similarity assumption which requires the test filter
function to be similar to the implicit filter (Carati and Eijnden, 1997). The
difficulty with the implicitly filtered LES approach is that the shape of the
implicit filter function is unknown and therefore, an appropriate test filter
function cannot be chosen. In the explicitly filtered LES approach, the filter
function applied to the governing equations is known and the resolved SFS
part can therefore be reconstructed (Gullbrand and Chow, 2003). This is not
applicable in implicitly filtered LES and therefore a model is needed for the
resolved SFS part. Note that an SFS model for the resolved stresses is only
valid when assuming the implicit filter function to be a smooth filter function.
When applying a sharp cut-off filter, all the motions that are larger than the
cut-off length-scale are assumed to be resolved. In this paper, the SSM by Liu
et al. (1994) is used as a first approximation of an appropriate SFS model for the
resolved SFS part.

Finally, the effect of the averaging procedure applied to the dynamic model
coefficient is evaluated. In DSM, the model coefficient is calculated dynamically
during the entire simulation. However, the coefficient value may vary rapidly
in the computational domain leading to numerical instability. To avoid this
problem, Germano et al. (1991) suggested averaging the model coefficient in the
homogeneous directions of the channel flow. This averaging procedure may
not be feasible in flow fields of engineering interest and the coefficient may
need to be averaged locally. Ghosal et al. (1995) proposed a dynamic
localization model to avoid the problem. However, this is a rather complicated
method, which involves solving an additional integral equation. Therefore, in
the investigation presented, a simple approach is examined where the dynamic
coefficient is averaged locally with the test filter function used. It is an easy
approach which does not require implementation of any additional filter
function or procedure. This averaging procedure was earlier proposed by
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Zang et al. (1993), and applied to a recirculating flow field. However, the
influence on the LES results from the locally averaged and homogeneously
averaged model coefficient need to be determined.

The simulations presented in this paper are performed with a fourth-order
finite-difference scheme in addition to using a fourth-order commutative filter
function. The SFS models typically use information from the smallest resolved
length scales to model the SFS contribution. It is therefore of great importance,
that these resolved length scales are captured accurately. This requires that the
numerical error of the scheme be sufficiently small and thereby the use of
high-order discretization and a high-order commutative filter function. All the
LES results are compared to DNS data by Moser et al. (1999).

Governing equations
In LES, the governing equations are filtered in space. The low-pass filter
function G is applied to the flow variable f

�fðx;D; tÞ ¼

Z 1

21

Gðx; x 0;DÞf ðx 0; tÞ dx 0 ð1Þ

where D is the filter width.
The governing equations for incompressible flows are the filtered continuity

equation and the Navier-Stokes, written as

›�ui
›xi

¼ 0 ð2Þ

›�ui
›t

þ
›�ui �uj
›xj

¼ 2
›�p

›xi
þ

1

Ret

›2 �ui

›x2j
2

›tij

›xj
ð3Þ

where ui denotes velocity vector, p pressure, and Ret the Reynolds number
based upon the friction velocity and channel half-width. tij is the SFS stress
tensor defined as tij ¼ uiuj 2 �ui �uj:

The SFS stress tensor includes the turbulence motions from scales that are
damped by the filter function and/or scales that are smaller than the grid size
resolution (Carati et al., 2001). In implicitly filtered LES, both damped
turbulence motions and unresolved motions need to be modeled. This is done
with SFS models.

Subfilter-scale models
Since implicitly filtered LES are used in the simulations presented, both
resolved and unresolved SFS stresses need to be modeled. On the other hand,
in explicitly filtered LES, the resolved SFS stresses can be reconstructed by an
inverse filtering procedure. Different approximations in the inverse filtering
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procedure have been proposed in the literature (Chow and Street, 2002; Stolz
et al., 2001), and one of the models that can be obtained from this procedure is
the SSM by Bardina et al. (1980). In the explicit filtering approach, even though
a model is used for the resolved SFS stresses, the unresolved SFS stresses must
still be modeled. The unresolved SFS stresses contain motions that are smaller
than the smallest resolved length scale. This term is usually denoted as the
sub-grid scale (SGS) stresses. Note that the SSM by Bardina et al. (1980)
requires the use of explicit filtering.

The SSM by Liu et al. (1994) is used in these simulations as the model for the
resolved SFS stresses, while the DSM is used for the unresolved stresses. Since
an SFS model cannot be reconstructed for the resolved stresses, the SSM by Liu
et al. (1994) is chosen as it is similar to the model by Bardina et al. (1980). Both
models are based upon a similarity assumption, but the model by Liu et al.
(1994) uses information from length scales larger than in the model by Bardina

et al. (1980). The SSM by Liu et al. is written as d�ui �uj�ui �uj 2
b�ui�uib�uj�uj� �

; where the tophat

symbol ðbÞ denotes filtering with a test filter function with larger filter width
than the implicit filter. The total expression for the SFS stresses with both
scale-similarity term and DSM is

tij ¼
d�ui �uj�ui �uj 2

b�ui�uib�uj�uj 2 2ðCsDÞ
2j �Sj �Sij;

where Cs is the dynamic model coefficient in the DSM and Sij, is the strain rate
tensor. A coefficient could be placed in front of the scale-similarity term,
however this is not investigated in this work and is left for future studies.

The dynamic procedure in the DSM uses the same test filter function as
in the SSM by Liu et al. (1994) to determine the model coefficient. In the
simulations, it is the (CsD)

2 term that is calculated dynamically. The advantage
of solving for (CsD)

2 instead of only Cs is to avoid the ambiguity in determining
the filter width used in the DSM when stretched meshes are used (Scotti et al.,
1996). When solving for (CsD)

2, it is only the ratio between the test filter width
and the implicit filter that is employed. The least-square approximation by
Lilly (1992) is used to solve the six independent equations to obtain one model
coefficient. To simplify the notation used in this paper, the (CsD)

2 term is
hereafter denoted as C.

To avoid numerical instabilities, the dynamic model coefficient is usually
averaged in the homogeneous directions of the channel flow (Germano et al.,
1991). This averaging procedure, denoted with kCl; is compared to a locally
averaged procedure. The local averaging is performed by filtering the
coefficient using the test filter function ðĈ Þ: This local averaging was earlier
used by Zang et al. (1993), but they used another test filter function in their
simulations. The local averaging of the coefficient is of interest when more
complex flow fields are considered, and to the authors knowledge there has
been no comparisons between the two methods in order to determine the
impact on the LES results from each averaging procedure.
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from the DSM remains. Therefore, the DMM is not used with the sharp cut-off
filter.

The ratio between the test filter width and the computational cell size is
chosen to be Dtest=Dgrid ¼ 2: This is the value that was recommended by
Germano et al. (1991) for the test filter width in the DSM. For the fourth-order
commutative filter function, the filter width is determined by where ĜðkÞ ¼ 0:5
and as seen in Figure 1, kD=p ¼ 0:5 at this location. This corresponds to an
effective filter width of 2D (Lund, 1997).

Solution algorithm
The space derivatives in the governing equations are discretized using a
fourth-order finite-difference scheme on a staggered grid. The convective terms
are discretized in a skew-symmetric form to ensure conservation of turbulent
kinetic energy (Morinishi et al., 1998; Vasilyev, 2000). The equations are
integrated in time with the third-order Runge-Kutta scheme described by
Spalart et al. (1991). The diffusion terms in the wall-normal direction are treated
implicitly with the Crank-Nicolson scheme to ease the constraint on the time
step of the scheme. The splitting method of Dukowicz and Dvinsky (1992) is
used to enforce the solenoidal condition. The resulting discrete Poisson
equation of pressure is solved using a penta-diagonal direct matrix solver in
the wall-normal direction and a discrete Fourier transform in the
homogeneous/periodic directions. Periodic boundary conditions are applied
in the streamwise and spanwise directions, while no slip conditions are applied
at the walls. A fixed mean pressure gradient is used in the streamwise
direction. An evaluation of the fourth-order energy-conserving scheme and
a comparison with a second-order conservative scheme are reported by
Gullbrand (2000) and Gullbrand and Chow (2003).

Turbulent channel flow simulations
The Reynolds number of the turbulent channel flow is Ret ¼ 395 and the
computational domain is (2ph, 2h, ph) in the streamwise (x), wall-normal ( y)
and spanwise (z) directions, respectively. A computational grid resolution of
(36, 37, 36) is used. The grid is stretched in the wall-normal ( j) direction
according to

yð jÞ ¼
tanh g 2j

N 2
2 1

� �� �
tanhðgÞ

; j ¼ 0; . . .;N 2 ð6Þ

where N2 is the number of grid points in the j-direction and g is the stretching
parameter. In the simulations, g ¼ 2:75 is used. The grid resolution
corresponds to Dxþ ¼ 69; 0:5 # Dyþ # 56 and Dzþ ¼ 34 when normalized
with the friction velocity and the kinematic viscosity. This resolution is very
coarse and is near the limit of where LES is expected to perform well. However,
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the coarse resolution is chosen because of the additional challenge it brings
to the SFS models. As the resolution decreases, an increased emphasis is put on
the models as an increasing portion of the energy spectrum is not resolved and
therefore has to be modeled. In flow fields of engineering interest, fine
resolution is often not feasible due to the complexity of the flow and the long
computational times associated with LES. By using a coarse computational
grid, larger emphasis is also put on the numerical scheme. A statistically
stationary solution is obtained after 60 dimensionless time units and thereafter,
statistics are sampled during 30 time units. The time is normalized by the
friction velocity and the channel half-width. The statistics are compared to the
unfiltered DNS data of Moser et al. (1999). The LES results are averaged in time
and in the homogeneous direction if not stated otherwise.

In order to verify that the results presented in this study is not an artifact of
too coarse grid resolution, the same simulations were performed using a
resolution of (64, 49, 48). This resolution is a quarter of the DNS resolution in
each spatial direction. The same trends were observed in the LES results for
both resolutions; (36, 37, 36) and (64, 49, 48). However, the differences in the
results predicted by the different models were smaller on the finer grid
resolution. As the resolution increases more length scales are resolved and
therefore, less influence is expected from the models on the LES results.

Results
The LES results predicted by the DSM and the DMM are presented in this
section. The test filtering is performed in two or three dimensions. The sharp
cut-off filter is used only for the two-dimensional test filtering, while the
fourth-order commutative filter function is applied in both two and three
dimensions. The LES results are compared to DNS data for mean velocity
profiles and reduced (deviatoric) turbulence intensities. Note that these
turbulence intensities are adjusted by removing the trace from each tensor
component, as discussed by Winckelmans et al. (2002). The values predicted
by the SFS models are compared between the different simulations for the
dynamic model coefficient, eddy viscosity, and modeled shear stress.

Two-dimensional test filtering
In this section, the test filter is applied only in the homogeneous directions (x, z).
Both sharp cut-off filter and fourth-order commutative filter have been used to
calculate the contribution from the SFS models.

The DSM versus the DMM. As seen in Figure 2, the mean velocity profiles
predicted by the DSM with the sharp cut-off test filter and the DMM
(commutative test filter) are relatively close to the the DNS data. The mean
velocities predicted by the LES all over-predict the velocity in the log-law
region. The difference between the DMM and the DSM with the sharp cut-off
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The dynamic SFS models used in the simulations are the DSM by Germano
et al. (1991) and the DMM, which is a linear combination of the SSM by Liu et al.
(1994) and the DSM. The unresolved SFS stresses are modeled by the DSM,
while the resolved SFS stresses are modeled by the SSM. Another aim of this
work was to investigate whether the SSM by Liu et al. (1994) is an appropriate
model for the resolved SFS stresses. The LES results predicted by the dynamic
models using two- or three-dimensional test filtering are compared. The sharp
cut-off filter is applied only in the two-dimensional test filtering, while the
fourth-order commutative filter is applied using both two-dimensional and
three-dimensional test filtering.

For two-dimensional test filtering, the DMM performs very well. The
mean velocity profile predicted by the DMM is very similar to the profile
by the DSM with the sharp cut-off filter. The DSM with the cut-off filter is
known to produce good results in turbulent channel flows (Germano et al.,
1991; Piomelli et al., 1988). Furthermore, a large improvement is observed
for the turbulence intensities when using the DMM. The DSM with the
commutative test filtering predicts results that deviate from the DNS data.

When using three-dimensional test filtering, the DMM also performs well
as long as the grid resolution in the wall-normal direction is fine enough.
The DMM requires a finer resolution in the wall-normal direction than
the DSM to capture the log-law region of the mean velocity profile. It is the
three-dimensional test filtering of the SSM portion that destroys the
log-region. Even though the mean velocity profile is not correctly captured
in the DMM results, the peak values of the turbulence intensities (in the
near wall region) are well captured. The DSM again predicts results that
differ to the DNS results when used with the three-dimensional
commutative filter function. However, using a three-dimensional
commutative test filter with the DSM, improves the mean velocity
profiles when compared to the two-dimensional case. The improvements are
not observed in the turbulence intensities which show almost no difference
between two- or three-dimensional filtering.

The large deviation between the DNS data and the DSM results when using
the fourth-order commutative filter function shows the need to use an SFS
model for the resolved SFS stresses. The same trend is observed for both two-
and three-dimensional test filtering. The increased value of the model
coefficient in the DSM caused by using the smooth commutative test filter
seems to be the reason for the increased disagreement between the LES results
and the DNS data. The value of the model coefficient increases when used with
the commutative test filter and this results in an increased eddy viscosity. The
larger eddy viscosity enhances the over-prediction of both mean velocity profile
and turbulence intensities.

The simulations using the DMM indicate that the SSM by Liu et al. (1994) is
a very promising model for the resolved SFS stresses. The requirement for the
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DMM to predict reasonable results is that the grid resolution is fine enough in
the inhomogeneous direction. The concept of using a model parameter in the
expression of the SSM needs to be investigated, but is left for future
investigations.

The dynamic model coefficient is usually averaged in the homogeneous
directions (Germano et al., 1991), but since this averaging procedure is not
always feasible, there is great interest to investigate how local averaging of the
model coefficient affects the LES results. In this study, the local averaging was
performed by filtering the coefficient using the commutative test filter function.
The study is limited to the influence of the averaging procedure on the LES
results predicted by the DSM when used with the fourth-order commutative
test filter.

The simulations show that local averaging of the dynamic model coefficient
improves the predicted LES results. The local averaging allows the coefficient
to vary in the homogeneous directions, and it has a favorable impact on the
predicted LES results. It is interesting to note that the use of a simple procedure
such as local averaging has a significant impact on the results. Most likely,
allowing the model coefficient to vary in the plane aids the break-up of large
structures that are predicted in the near wall region. This allows the log-law
region in the predicted mean velocity profile to approach the wall, thereby
improving the results. The influence of local averaging with the DMM is also of
interest, but is left for future studies.

In summary, the DMM performs best with the fourth-order commutative test
filter function while the DSM with the same test filter shows the worst
performance. Three-dimensional test filtering improves the results when
compared to two-dimensional filtering. Using a smooth filter function with the
DSM in implicitly filtered LES definitely shows the need for an SFS model for
the resolved SFS stresses. The SSM by Liu et al. (1994) used as a model for the
resolved SFS stresses gives reasonably good results as long as the grid
resolution is fine enough in the inhomogeneous direction. Local averaging of
the model coefficient in the DSM improves the predicted LES results when a
smooth test filter function is used. This simple local averaging method seems to
provide a promising alternative to more involved local models.
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illustrates two distinctly different classes of solution depending on the relation
between the characteristic times of the chemical reactions. The behaviour of
these reduced chemical systems appears to display the attributes of various
successful and unsuccessful ignition processes that are known to exist.

If spatial uniformity is assumed then spatial variations can be neglected in
the model – a so-called “well-stirred reactor”. Consequently, the system is
mathematically described by a system of ordinary-differential-equations that
describe how the density, reactants and energy change over time. Some
simplifications enable the system to be reduced to a single equation that
describes the change in one reactant species with temperature. This enables the
mathematician to obtain singular points and explore their nature.

Two areas of interest will be pursued in this account: the previous study of
the combustion model was able to identify singular points and sketch the
nature of the solution. However, the complete solution in the phase plane can
only be provided by numerical integration of the system of equations. Further,
simplifications assumed in the earlier work – needed to provide an analytically
tractable system – will be relaxed with the objective of studying a more
“realistic” problem. In this case, the nature of the solution can only be explored
by adopting numerics; direct comparisons between the “realistic” and
simplified systems will be made.

The second part of the study will focus on non-linear wave interaction with
this chemical sequence. The reactor model adopts chemical data obtained from
experiments on HMX explosive. The fluid flows created from the combustion of
such highly energetic fuels in closed conditions are often of high Mach number.
Consequently, the one-dimensional form of the reactive compressible Euler
equations are presented and solved using appropriate numerical techniques.
The research focuses on how wave motion couples with the chemical behaviour
in a closed vessel and the suitability of computational schemes.

The reactor model
A closed container holds inert gas that is hotter than the ambient initial
temperature. The hot conditions cause a reactive solid to gasify, creating
reactive species P. The requirement of latent heat of vaporisation means that
the gasification is an endothermic process. P reacts to produce a further
reactant A in a thermally neutral process. Finally, A reacts to provide heat and
inert product gas B. The sequence can be summarised:

solid fuel
_m
�!P

k1
�!A

k2
�!Bþ heat ð1Þ

with reaction rates kn ðn ¼ 0; 1Þ presumed to be of the form:

kn ¼ An exp ð2En=RTÞ: ð2Þ

Equation (2) is a typical Arrhenius form with T temperature, En activation
energy, R gas constant and An is a pre-exponential factor (assumed to be
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constant in this study) of dimensions s21. The gasification is assumed to
behave according to a surface pyrolysis in which the rate of gaseous mass
addition ṁ is a function of surface temperature which is itself a function of gas
temperature, such that:

v _m ¼ B exp ð2ES=RTÞ ð3Þ

where v ¼ 1=r is the specific volume.
The specific total energy E is defined as:

E ¼ eþ
1

2
u2; e ¼

XN
i¼1

ciei ð4Þ

where u is the gas velocity, ci is the mass-fraction of each chemical species i,
and ei is the corresponding specific internal energy. Assume that the specific
heats at constant volume Cv are constant and the same for all species and the
gases are ideal, then the internal energies for the gaseous components are:

eP ¼ eA ¼ eth þ Q; eB ¼ e th; where e th ¼ CvT ; ð5Þ

eth is thermal energy per unit mass of each species, T is temperature and Q is
the energy of formation. It follows that

e ¼
XN
i¼1

ciei ¼ e th þ ðcP þ cAÞQ

and the total energy may then be simplified and given as:

E ¼ e th þ ðcP þ cAÞQþ
1

2
u2: ð6Þ

The ideal gas assumption implies that

p ¼ rRT ; a2 ¼ gRT ¼ gpv ð7Þ

where r is density, v ¼ 1=r is specific volume, p is pressure, g is the ratio of
specific heats, R ¼ R=W is a constant where R is the universal gas constant,
W is the molecular weight of each gas (which again for simplicity will be
assumed to be the same for both oxidant and fuel and by implication for
product also) and a is sound-speed.

The equations that govern one-dimensional unsteady behaviour of a
compressible gas that reacts according to the scheme given in equation (1) can
be put together from information by Clarke and Lowe (1996), as follows:

Ut þ FxðUÞ ¼ SðUÞ ð8Þ

where
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U ¼

r

rcP

rcA

ru

rE

0
BBBBBBBB@

1
CCCCCCCCA
; FðUÞ ¼

ru

rucP

rucA

ru2 þ p

upðE þ pvÞ

0
BBBBBBBB@

1
CCCCCCCCA
;

SðUÞ ¼

_m

_m2 rk1cP

rk1cP 2 rk2cA

_mu

_mðeth þ pvþ kÞ þ _mðQ2 LÞ

0
BBBBBBBB@

1
CCCCCCCCA
:

Note that there is no explicit equation necessary for mass fraction cB, since
cA þ cP þ cB ¼ 1:

Summary of ODE form
The spatially uniform equations derived from equation (8) are a system of four
ODEs in time. Define quantities Dn as Damköhler numbers that denote the
ratio between the reaction rate and the local flow of gasifying material (vṁ):

Dn ¼ kn=v _m: ð9Þ

In the earlier work, it was assumed that the rate of reaction k1 is such that D1 is
constant; for this choice of parameter values the equation for cP can be
analytically integrated to give:

cP ¼ ð1 þD1Þ
21f1 2 exp½2ð1 þD1Þ�tg ð10Þ

where the new independent variable t ¼ ln½1 þm=r0Þ� and m is the total mass
of propellant that has gasified in time t (that is t is the transformed
non-dimensional time).

If it is further assumed that:

cPð0Þ ; ð1 þD1Þ
21 ð11Þ

then cP will remain constant as long as there is a supply of reactant species. The
study by Gray and Scott has examined models of this type (cP constant –
described as “pool-reactant” models), both with mathematics and in the
laboratory (Gray and Scott, 1990). It was shown that by making the pool
reactant assumption, the model reduced to one single autonomous ODE.
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For comparison with earlier study, this single autonomous equation will be
presented; define the following non-dimensional system:

u ;
T 2 Ta

sTa
; a ;

cA
cref

ð12Þ

where

~Q ¼
Q

CvTa
; s ¼

RTa

E2
; k ¼ D2ð0Þ; cref ¼

s

k ~Q

and Ta is the ambient temperature.
Using these new variables and assumption (equation (11)), the spatially

uniform version of system (equation (8)) can be reduced to the following single
equation:

da

du
¼

m2 kaf ðuÞ2 a

af ðuÞ2La þ ðg2 1Þu
ð13Þ

where

n ¼ ES=E2; f ðuÞ ¼ exp
2ðn2 1Þu

1 þ su

� �
; sLa ;

L

CvTa
2 ðg2 1Þ;

m ; D1cP=cref:

This single equation has the capacity to provide two different classes of
solution, providing the gasification process is indeed endothermic. It should be
observed that different regimes provided by the combustion model only exist if
the combustion process includes an endothermic stage. If no endothermic phase
exists then the denominator of equation (13) is always greater than 0; therefore,
there will be no singular points of the ODE. Consequently, the combustion
model will always eventually result in a successful ignition due to the fact that
the exothermic reaction rate k2 is always non-zero, in this case, the ignition
delay will depend on the activation energy E2. It is only through the
introduction of latent heat requirements that failure to ignite and a“slow burn”
mechanism (that will be illustrated below) can emerge. This study is not aimed
towards characterising how the size of the latent heat effects the combustion;
what is of interest are how the opposing endothermic and exothermic reactions
and their relative timescales control the ignition and combustion processes.
In summary, the role of the endothermic reaction is to enrich the combustion
model in terms of providing new mechanisms of ignition and burning that are
not available in a model that includes only exothermic behaviour. Therefore,
the study assumes constant endothermic latent energy (L( J/kg)) and
exothermic combustion energy (Q( J/kg)) but varies the activation energy of
these reactions.
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The two classes of solution depend on the ratio of the chemical times of the
endothermic and exothermic reactions, n, that is defined in relation to equation
(13). Let us reintroduce the initial-value problem defined by Clarke (1996) in
which reaction rate data were approximated from the experimental data of
Tarver and McGuire on HMX explosive (Table I). Equivalent values of the
dimensionless variables are also defined in Table I.

Numerically derived phase planes will be presented using these data for
different values of the parameter n. Two different initial value problems will be
pursued.

The first, for comparison and validation purposes, corresponds to the pool
reactant model in which cP remains constant – and non-zero – for all times and
cAð0Þ ; 0; that is the solution to equation (13). Recall that earlier studies have
sketched the nature of this solution; here the full solution is presented.

The second explores a more realistic problem in which both reactant species
cPð0Þ ; 0 and cAð0Þ ; 0: These equations do not reduce to an autonomous
form and therefore, the complete solution and all singular points can only be
identified numerically. The emphasis will be to clarify whether there is similar
behaviour between this solution and the one described in the previous
paragraph.

It is easy to show that the system of equations is stiff due to different
timescales involved. Consequently, the system of equations was numerically
integrated with a semi-implicit algorithm detailed by Press et al. (1992).

Case A: 0#n # 1
Initial-value-problem cP (0); (1 þ D1 )

21. For this initial value of cP the
concentration of reactant P remains constant for all time and the system of

Ta 300 K
g 1.27
W 21 kg/mol
Q 5,000,000 J/kg
A2 3.5£ 1019 s21

B 1.156 £ 1018 s21

A1¼ 9B –
p0 101,400 Pa
R 8,313 J/kmol
L 416,447 J/kg
E2 142 kJ
ES¼ nE2 –
E1¼ nE2 –
s 0.0175
m 58.47
k 0.1
La 38.78

Table I.
Input parameters
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propagation of discontinuous features is not associated with either the use of an
explicit shock-capturing methods or time-operator splitting – the chosen
method of solution adopted here. Leveque compared an implicit
predictor-corrector method, that did not require any splitting, with an
explicit split method – both provided non-physical grid dependent
shock-speeds. In fact, the reason for the problem is associated with the
intrinsic numerical diffusion that is an attribute of all shock-capturing methods.
Solution points that fall within the numerical “discontinuity” (due to numerical
diffusion) will be rapidly taken to some (non-physical) equilibrium value due to
the source terms. The effect of this is a shock moving at a grid-dependent speed
since the number and position of points within the numerical discontinuity
depend on the mesh size.

A shock-tracking method that explicitly tracks discontinuous features is a
possible solution to this problem however, the extension of these methods to
general multidimensional systems is still unproven. This study suggests that
since the timescales associated with the chemistry are so much faster than the
times associated with acoustic wave propagation it may be possible to derive a
quasi-steady theory or ignition sub-model to make the application of this model
practical.

Conclusions
The reactor model has been analysed for two different types of initial value
problem. The first in the spatially uniform regime in which the singular points
have been numerically located and the system integrated to provide the
complete phase plane. The phase plane diagrams differ depending on the ratio
of the activation energies of the endothermic gasification and the exothermic
gas-phase combustion. The more realistic problem that cannot be analytically
examined, that is the case in which there is initially neither reactant species P
nor A in the vessel, has also been pursued and compared with earlier analytical
studies. The effect of this additional degree of freedom does not qualitatively
change the nature of the solution for the parameter set adopted, but the actual
size of the timescales can change significantly. The model displays a number
of different initiation events that could represent both successful and
unsuccessful ignition processes that is known to occur.

The second type of initial value problem has involved the solution to the
Euler equations including the source terms defined by the reactor model.
Consequently, the solution combines chemical timescales associated with the
rapidly changing source terms in combination with normal compressible flow
dynamics. The work involved developing numerical solutions of what is a
difficult problem due to the vastly different timescales involved – an
understanding of the simple phase plane has been very valuable in this process.
The role of singularities and different timescales that exist in the phase plane
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(associated with the chemistry alone) has been translated to a more complex
problem that involves coupling with the local flow conditions.

Future work must resolve the difficulties associated with these different
timescales. The study suggests that numerical methods that explicitly track
interfaces might prevent the difficulties associated with mesh convergence
however, the radically different scales between the chemistry and the flow
imply that asymptotic techniques might be a better solution methodology for
this parameter set that involves chemical reactions of high activation energy.
Clearly, if this is relaxed and the activation energies were reduced then the
numerical solution described above would be the preferred choice as this
methodology is easily extendible to more general multidimensional systems.

In this particular study, assumptions associated with the Damköhler
number D1 were made to help make direct comparisons with the earlier
theoretical study – this could be relaxed in further work. The effect of heat-loss
on the reactor model would be interesting to deduce whether a greater range of
solution is possible.

This study does not take explicit account of volume-fraction associated with
the gasification of solid material, that is two-phase effects. A more
sophisticated model for the solid gasification might include the computation
of the solid-surface temperature Ts. This would mean that the gasification rate
would be an Arrhenius expression based on Ts, rather than inferring that an
Arrhenius rate based on gas temperature is sufficient.
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calculation of the flow properties is the Direct Simulation Monte Carlo (DSMC)
method (Bird, 1994), in which the motions and collisions of the gas molecules
are simulated on a computer. Gupta et al. (1997) compared the results from
DSMC and a number of continuum CFD codes with the flight data from the
Japanese Orbital Re-entry Experiment (OREX) vehicle. While the flight data
agreed quite well with the DSMC predictions for altitudes greater than 84 km,
there were still significant discrepancies at altitudes of around 95 km.

To remedy this situation an experimental validation of DSMC for
hypervelocity conditions should be undertaken. Unfortunately, present
experimental facilities that produce rarefied gas flows (such as the DLR
Göttingen continuous operation hypersonic vacuum wind tunnel (Dankert,
1996) and the SR3 low density facility (Allegre, 1992)) are limited to stagnation
temperatures of around 2,500 K and hence test speeds of under 2.5 km/s,
whereas a flow speed of the order of 10 km/s is required to simulate the
conditions encountered during an aerobraking maneuver.

One possible method for generating rarefied hypervelocity flows is to
modify an expansion tube (Morgan, 1997). In 1998, a pilot study was conducted
on the development of a rarefied hypervelocity test facility using the X1
expansion tube at The University of Queensland (Wendt et al., 1998). In the
pilot study rarefied flow was generated by operating the tube at low densities
and then expanding the flow into the dump tank via a conical nozzle attached
to the exit of the tube. This generated a flow of argon in the transitional regime
at 8.8 km/s, with a test flow duration of 60ms. A 50 mm diameter central core
flow was produced with a spanwise Pitot pressure variation of 30 per cent.
Unfortunately, these variations make the flow unsuitable for most experiments,
where a nominally uniform core flow is required. Another problem identified in
the pilot study was the unacceptable large amount of time-variation in the
experimental data. In addition to this, there were found to be significant
differences between the experimental data and the results from a CFD
simulation, pointing to inadequacies in the simulation technique.

To continue the study into developing a rarefied hypervelocity test facility, a
new series of experiments has been conducted using a free jet to expand a flow
of nitrogen into the dump tank (Macrossan et al., 2000). The results of these
experiments consist of Pitot pressure histories at discrete locations throughout
the dump tank and static pressure histories at several points along the
expansion tube from which shock speeds can be calculated. More information
on the flow field is required before precise testing can be carried out in the
facility. This information could be obtained from an accurate CFD model of the
flow through the facility.

This paper presents the experimental data in conjunction with
computational estimates. Once the accuracy of the CFD model has been
verified, more detailed information can be extracted from the simulation data
that is available from the experimental data. Most importantly, it is possible to

Rarefied,
superorbital

flows

513









in the disc average pressure was estimated to increase to a maximum of
^15 per cent.

During the low-density experiments in X1, a large spike in the signal from
the strain sensing devices was recorded upon arrival of the flow at the bar
gauge locations. The spike duration was typically around 10ms and was
attributed to ionization of the flow as it is stagnated at the front of the bar
gauge. The spike was separated from the pressure signal by positioning the
strain sensing devices on the bar such that the spike had subsided by the time
the stress waves generated by the flow arrived at the transducer locations.

Static wall pressure was monitored at a number of locations along the
expansion tube using commercially available PCB piezoelectric transducers
(111, 112 and 113 series). These transducers have a diameter of 5.5 mm and a
response time of between 1 and 2ms. The transducers were mounted flush to
the tube wall to minimise the response time. The manufacturer’s calibration
factors were used to convert the recorded voltages to pressures. The
designations, locations (distances from the acceleration tube exit), sensitivities,
types and serial numbers of the active static pressure transducers in X1s shock
tube and acceleration tube are presented in Table I. The static pressure traces
from these transducers are used to calculate the primary and secondary shock
speeds.

Experimental data
For each test, the static pressures along the tube were recorded at the
transducer locations (Table I) and bar gauge pressures were recorded at up to
three discrete locations in the dump tank. The data acquired during shot
S5_157 are presented here as an example of the data obtained during a typical
test. Chiu (2000) gives the report for the full set of experimental data. The static
pressure histories measured during this shot by the transducers in the shock
tube are shown in Figure 4. Note that the signal from transducer ST2 becomes
saturated before any steady level is reached and the recorded traces terminate
at the transducer locations before the arrival of the unsteady expansion. The
primary shock speed was calculated to be 5.24 km/s from the shock arrival
times at the transducer locations. Using this shock speed and assuming

Transducer Location (mm) Sensitivity (V/kPa) Serial number Transducer type

ST1 3,585 1.508 £ 1024 8487 111A22
ST2 3,410 1.670 £ 1022 15290 112A22
ST3 3,233 1.460 £ 1024 9533 111A22
AT1 2,718 7.304 £ 1023 14534 112A21
AT3 2,018 1.500 £ 1022 15292 112A22
AT5 1,076 7.562 £ 1023 14536 112A21
AT7 376 4.120 £ 1023 9569 113A21
AT8 120 1.624 £ 1022 10633 112A22

Table I.
Active static pressure

transducers in the shock
and acceleration tubes.

Distances are measured
upstream of the

acceleration tube exit
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face of the disc attached to the front of the bar gauge. CFD simulations of
nitrogen, impacting on a disc, normal to the flow, were run to determine the
pressure distribution on the face of the disc. Both continuum and rarefied gas
dynamics codes (Borque, 1999) were used. From these simulations, it was
determined that the ratio of the average pressure on the disc to the Pitot
pressure varies from around 0.9 or less for continuum flow, to around 0.95,
depending on the Knudsen number. As an average adjustment, Pitot pressures
computed using the continuum CFD code are multiplied by a factor of 0.93 for
comparison with the bar gauge pressures.

Simulation of the acceleration tube flow
The MB_CNS code ( Jacobs, 1998) was used to model the hypervelocity flow
through the X1 facility. MB_CNS was built to simulate high-enthalpy
transient-flow facilities and performs a time-integration of the Navier-Stokes
equations for two-dimensional (planar or axisymmetric) compressible flows on
a multiple-block structured mesh. The integral form of the governing equations
is used, with the flow field being recorded as cell-averaged values. An explicit
time-stepping scheme is used to update the conserved quantities within each
cell. The code has a shock-capturing capability that is provided by a limited
reconstruction of the flow-field data using quadratic patches combined with an
adaptive flux calculator that is suitable for flows with very strong shocks. This
flux calculator switches between the equilibrium-flux method (EFM)
( Macrossan, 1989) and the AUSMDV flux calculator ( Wada and Liou, 1994),
with the more dissipative EFM, selected for cell interfaces that are near a shock.
The code includes thermochemical models for a variety of gas, including
nitrogen in chemical equilibrium.

The high speeds of shock waves in the shock tube of the X1 facility cause the
shock-processed test gas to reach very high static temperatures, around
10,000 K in some cases. This results in parts of the flow having high levels of
dissociation and possibly some ionisation. The test gas cools again as it is
processed by the unsteady expansion in the acceleration tube. To determine the
conditions of the test gas at the end of the acceleration tube, an ideal (but very
expensive) calculation would include the finite-rate chemistry of the
shock-compressed and then expanded test gas. Other possibilities are to use
equilibrium chemistry or to assume that the test gas chemistry remains frozen
at the state behind the primary shock. Neely and Morgan (1994) found that
equilibrium chemistry calculations through the unsteady expansion gave
results in reasonable agreement with experiments in X1, while frozen
chemistry calculations did not. Equilibrium chemistry modelling has been used
for the present simulations.

As a shock travels down the acceleration tube, a boundary layer grows in
the flow behind it. As this boundary layer becomes quite thick at the end of the
tube, it will have a significant influence on the flow field in the dump tank
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analysis was carried out by Trimpi (1962) for dissociating air assuming ideal
diaphragm rupture. However, experimental investigations have revealed that
this approach is inaccurate (Jones, 1965; Shinn and Miller, 1978). Neely (1995)
cites viscous effects on the flow, due to the low quiescent gas pressures in the
shock and acceleration tubes, as the primary source of the inadequacies of such
analytical predictive techniques. He goes on to state that one technique to
minimise this complication, and any non-ideal driver effects, is to use the shock
speeds observed during the operation of the expansion tube to calculate the
shock strengths in the test and acceleration gas. This approach of using
experimentally observed shock speeds is adopted to calculate the state of the
gas flowing into the acceleration tube, which is initially taken to be the
conditions behind the primary shock as it arrives at the secondary diaphragm.
Even though the cause of the gradual pressure rise in the shock tube is not
known (Figure 4), the flow in the acceleration tube is simulated using a fixed set
of post-shock conditions, obtained shortly before the shock arrives at the
secondary diaphragm.

Using the conditions behind the primary shock, our inflow conditions
assumes that the secondary diaphragm operates ideally. This implies that
when the primary shock arrives, the diaphragm material is instantly removed
from the flow path so that a reflected shock is not generated. The effects of
non-ideal diaphragm rupture were examined by Wheatley (2000) and it was
found that the experimental conditions in X1 could be better simulated with the
inclusion of a non-ideal diaphragm rupture model. The holding time model
used by Wilson (1992) was incorporated into the simulation because the more
realistic diaphragm-inertia model (Morgan and Stalker, 1992) could not be
easily implemented in a fixed-grid CFD code such as MB_CNS. Equilibrium
chemistry modelling was used in preference to a frozen composition as it was
shown that this provides a solution in reasonable agreement with that
computed using the finite-rate chemistry modelling (Wheatley, 2000).

To implement the holding time model in the MB_CNS simulation, two
blocks were added to the computational grid. The first block extends from a
location in the shock tube at x ¼ 23:11 m to the location of the shock reflected
from the secondary diaphragm at the expiration of the holding time. This block
initially contains gas with the conditions behind the primary shock.

Roberts et al. (1997) calculated effective holding times for a number of light
diaphragms used in an expansion tube. This was done by constructing an x-t
wave diagram from heat flux signals recorded in the region of the diaphragm,
and extrapolating to determine the delay between the impact of the primary
shock and the time at which the secondary shock is transmitted into the
acceleration tube. For a planar polyethylene diaphragm that is 13mm (similar
to the diaphragms used during low-density testing in X1), the holding time was
found to be of the order of 10ms, over a range of operating conditions. For this
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of the computed and experimental profiles is relatively good and, when
compared with other simulation results (Wheatley, 2000), confirms that it is
important to include the effects of non-ideal secondary diaphragm rupture in a
computational model of the facility. From the profiles at 75 and 125 mm from
the acceleration tube exit, it can be seen that the computed Pitot pressures near
the centerline are slightly overestimated due to the secondary shock speed
being overestimated by 8.1 per cent. At x ¼ 175 mm; the divergence of the test
flow has caused the core of high Pitot pressure flow to be somewhat spread
across the dump tank. At the nominal test location, x ¼ 225 mm; the Pitot
pressure is reasonably uniform near the centerline, indicating that it would be
suitable for experiments. The agreement between the computed and
experimental profiles is quite good, considering the amount of scatter in the
experimental data. In contrast, the experimental values at x ¼ 340 mm are
considerably higher than the computational results. This may be due to the
high degree of rarefaction at axial locations, so far into the dump tank.

Breakdown parameter
For the operating condition used in this study, it was expected that the flow
through the majority of facility would be in the continuum regime, only
becoming rarefied as it expanded into the dump tank. The validity of using a
continuum CFD code (such as MB_CNS) to simulate the low-density flow
through X1 is assessed by evaluating the breakdown parameter, P, throughout
the facility (Bird, 1994). The breakdown parameter is defined as,

P ¼

ffiffiffiffi
p

p

2
S
l

r

›r

›x

�
�
�
�

�
�
�
�

where r is the density and S the speed ratio, u=ð2RTÞ0:5: Physically, this
parameter corresponds to the ratio of the mean time between molecular
collisions, tc, and the time taken for the flow to traverse a length scale
based on the macroscopic gradient of density. In any region of an
expanding flow where the breakdown parameter is greater than 0.04, it is
probable that the Navier-Stokes equations with no-slip boundary conditions
will not give an accurate description of the flow (Bird, 1994). At the instant
considered (350ms), the breakdown parameter only exceeds 0.04 within the
free jet into the dump tank. The computed contours of P in this region are
shown in Figure 16. It can be seen that the core of the test flow is in the
continuum regime, as P is well below 0.04, near the centerline. The high
values of P in the flow that has expanded around the corner at the
acceleration tube exit indicate that this region of the flow will be subjected
to fairly strong non-continuum effects; the characteristic temperatures of
the three thermal velocity components will be significantly different. It is
expected that the flow in this region will not greatly affect the properties of
the test flow near the centerline. The only other regions where the critical
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through its effect on wall heat flux. A methodology to determine wall
catalycity, which relies on both experimental and computational results, has
been developed by Russian researchers (Kolesnikov, 1999; Kolesnikov et al.,
1998). The implementation of this methodology at the VKI has motivated the
development of a series of computational tools for the simulation of inductively
coupled plasma flows and hypersonic (re-)entry flows, to be used in conjunction
with experimental techniques for the characterization of the flow in the VKI
Plasmatron and of TPM catalycity. This paper describes the developed
numerical model of high-pressure air ICPs under local thermodynamic
equilibrium (LTE) and under chemical non-equilibrium (but at thermal
equilibrium).

Air ICPs under LTE have been intensively studied by Vasil’evskii et al.
(1996). Models of high-pressure ICPs under both thermal and chemical
non-equilibrium have been presented earlier by Benoy (1993), Kulumbaev
(1999), Mostaghimi et al. (1987) and Semin (1991). However, these models only
dealt with the relatively straightforward case of argon plasmas and cannot be
easily extended to more complex mixtures, such as air, for two main reasons.
First, the modeling of thermodynamic and transport phenomena in
multi-component molecular plasmas is considerably more complex than for
argon, which is a three-component ðAr;Arþ; e2Þ atomic plasma. In particular,
one should provide an adequate model of diffusion processes between the
numerous species in the plasma. Secondly, when switching from argon to
molecular plasmas, the increased number of species and the need to include
stiff chemistry drives up the computational cost of the numerical simulations.
To obtain converged results in reasonable computation times, the use of
efficient iterative methods then becomes essential.

2. Governing equations
ICP flows can be described by an axisymmetric model in which the outer
inductor is modelled by a series of parallel current-carrying rings, assumed
infinitely thin for simplicity (Figure 2). The governing equations consist of the
conservation equations of gas dynamics supplemented by a
magnetohydrodynamic induction equation for the induced electric field.

2.1 Conservation equations of gas dynamics
Despite small amplitude oscillations due to the high frequency electromagnetic
(EM) field, ICP flows may be considered quasi-steady (Vanden Abeele and
Degrez, 2000). Indicating the axial, radial and azimuthal coordinates by,
respectively, z, r and u, the set of conservation equations may be written in a
compact axisymmetric form:

›ðrFcÞ

›z
þ

›ðrGcÞ

›r
¼

›ðrFdÞ

›z
þ

›ðrGdÞ

›r
þ S; ð1Þ
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enthalpies per unit mass, tij the viscous stresses, ~q the conduction heat flux, _ms

the chemical source terms, and ~F and _Q are the body force and volume heat
sources/sinks, respectively, which are specified in Section 2.2 (equation (11)).
While the considered flows are axisymmetric, they may contain a significant
amount of “swirl” (transverse velocity component w), which serves to stabilize
the flow field.

The shear stresses may be further expressed as

tzz ¼ m 2
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where Stokes’ hypothesis has been used, and the heat flux vector components
are expressed as

qz ¼ 2k
›T

›z
qr ¼ 2k

›T

›r
: ð8Þ

The expression for the diffusion fluxes ~Js is discussed later (equation (15)). The
source term _Q may be decomposed into a Joule heating term and a radiative
cooling term ( _Q ¼ _QJoule 2

_Qrad; assuming optically thin radiation). For the air
ICP flows at subatmospheric pressures considered in this paper, radiative
losses can be safely neglected (Dresvin et al., 1977).

In order to close the system of governing equations, a set of thermodynamic,
transport and chemical kinetics models are required. These models, which are
to be described in Sections 3-5, have been implemented in a common software
library (PEGASE) used by all VKI high-temperature CFD solvers (Bottin et al.,
1999b).

2.2 Magnetohydrodynamic induction equation
Owing to the axial symmetry of the problem, all electromagnetic phenomena
may be expressed in terms of the azimuthal electric field, which consists of a
single Fourier mode:

~E ¼ E expði2pftÞ~eu; ð9Þ

where f represents the operating frequency of the torch. To consider
phase-differences within the plasma, the electric field amplitude Eðr; zÞ stands
for a complex variable. The electric field amplitude can be shown to satisfy the
following fully resistive axisymmetric MHD induction equation, both inside the
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torch and on a far field domain which covers the space around the torch
(Mekideche, 1993):

›2E

›z2
þ

1

r

›

›r
r
›E

›r

� �
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E

r 2
2 i2pm0s f E ¼ 2im02pf

Xnc

j¼1

dð~r 2 ~rjÞIC; ð10Þ

where s is the electrical conductivity of the plasma. The Dirac d distribution in
the right hand side takes care of the singular current density in the nc (infinitely
thin) inductor rings. For the radio-frequency currents used in high-pressure
ICPs, it is reasonable to assume that a single coil current with amplitude IC

oscillates at phase angle zero through each coil ring (Jaeger et al., 1995). The
electric currents in the ICP are generating Lorentz body forces and Joule heat
sources in the gas dynamics equations (equation (6)), whose expression is
(Vanden Abeele and Degrez, 2000):

Fr ¼
s

4pf

ER

r

›rE I

›z
2

E I

r

›rER

›z

� �

Fz ¼
s

4pf

ER

r

›rE I

›r
2

E I

r

›rER

›r

� �
_QJoule ¼

s

2
E2

R þ E2
I

� �
;

ð11Þ

where ER and EI are the real and imaginary parts of the electric field amplitude.

3. Modeling of thermodynamic properties
In the present computational models, we consider mixtures of thermally perfect
gases in thermal equilibrium for which the pressure is related to the
temperature and the species densities by Dalton’s law

p ¼
Xns

s¼1

rysRsT: ð12Þ

The other required thermodynamic relation relates the internal energy to the
species densities and temperature:

~1 ¼
Xns

s¼1

rys1sðTÞ ð13Þ

where ~1 is the mixture internal energy per unit volume and 1sðTÞ are the
species internal energies per unit mass.

For monoatomic or diatomic species such as the major constituents of air
between 250 and 15,000 K, the thermodynamic properties can be directly
calculated from statistical mechanics (Anderson, 1989; Vincenti and Kruger,
1965), provided assumptions are made concerning the number of electronic
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4. Modeling of transport phenomena
4.1 Transport coefficients
Transport properties are computed by the method of Chapman-Enskog as a
function of the chemical composition, the temperature, pressure and the
interaction potentials between the various colliding plasma particles
(Hirschfelder et al., 1967). The first-order correction to the equilibrium
Maxwell-Boltzmann solution is obtained in terms of a series of Sonine
polynomials. Usually, taking the first non-vanishing Sonine contribution in the
expression for the transport coefficients provides sufficiently accurate results.

Whereas the expressions for binary diffusion coefficients are simple, the
rigourous expressions for mixture transport properties such as viscosity and
thermal conductivity derived by Hirschfelder et al. (1967) involve ratios of
ns £ ns determinants, and are consequently, prohibitively expensive for CFD
applications. Therefore, approximations to these formulas, commonly referred
to as mixture rules, have been derived by several researchers.

The accuracy of mixture rules for various transport properties has been
investigated in detail (Bottin et al., 1999b). For the viscosity, the mixture rule by
Yos (1963) was found to provide accurate results. For the thermal conductivity,
the heavy particles translational contribution was found to also be accurately
evaluated by Yos’ mixture rule, whereas the contribution of the internal
degrees of freedom is adequately modelled by an Eucken-type approximation
(Gupta et al., 1990). To evaluate the electron contribution on the one hand, and
all electron transport properties in general, higher order terms need to be kept
in the expansion of Sonine polynomials. The formulas by Devoto (1967) and
Kolesnikov and Tirsky (1984) with two non-vanishing Sonine polynomials
were found to be equivalently accurate and efficient (Bottin et al., 1999b).
Finally, for equilibrium flows, the contribution to the heat flux due to the
diffusion fluxes

�
s

P
~Jshs

�
; which is spelled out for chemical non-equilibrium

flows, can be conveniently modelled by means of a reactive thermal
conductivity:

s

X
~Jshs < 27 · ðkr7TÞ: ð14Þ

The above expression has been derived by Butler and Brokaw (1957) for
neutral reactive gas mixtures, based on the assumption that no diffusion of
elements (“demixing”) occurs. It was shown (Bottin et al., 1999b) that this
expression is also valid for quasi-neutral mixtures of ionized gases under
conditions of vanishing electric current. This expression was found to be more
accurate than the mixture rule by Yos (1963) (see also Gupta et al., 1990) when
the degree of ionization is significant, as shown in Figure 5, which shows the
various contributions to the thermal conductivity of equilibrium air up to
15,000 K. It is observed that the present results obtained using the expression
by Butler and Brokaw are in excellent agreement with the results of
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where Ms is the species molar masses, M the mixture molar mass, xs the molar
fractions,Dst the binary diffusion coefficients, andQs the species charge per unit
mass. It can be proven that no net electric current flows in the poloidal (r, z) plane
under conditions of thermal equilibrium (Vanden Abeele, 2000). The
“ambipolar” electric field ~Eamb is then determined by imposing the additional
constraint

Xns

s¼1

Qs
~Js ¼ 0: ð16Þ

Equations (15) and (16) represent linear systems (one in each coordinate
direction) in ns þ 1 unknowns, the diffusion fluxes and the ambipolar electric
field, which are solved using an iterative method recently proposed by Sutton
and Gnoffo (1998), adapted to the case of diffusion in ionized mixtures.

Different physics takes place in the azimuthal direction, where strong
electric currents flow. Diffusion is driven by the induced electric field (equation
(9)) rather than the ambipolar field and equation (15) simplify to Ohm’s law

Qe
~Je ¼ s~E; ð17Þ

which has been used to derive equation (10).

5. Chemical reactions
Chemical source terms _ms are expressed according to the law of mass action,
i.e.

_ms ¼ Ms

Xnr

r¼1

ðn 00
sr 2 n 0

srÞ kfr

Yns

t¼1

rt

Mt

� �n 0
tr

2kbr

Yns

t¼1

rt

Mt

� �n 00
tr

( )
ð18Þ

where nr is the total number of reactions that involve species s, n 0
sr and n 00

sr are
the stoichiometric coefficients for reactants and products, respectively, and kfr

and kbr are the forward and backward reaction rates of reaction r. We recall
that the previous expression is valid only if the nr reactions considered are
elementary reactions, i.e. reactions that take place in one single step. The
forward reaction rates kfr are taken from Arrhenius data fits available in
literature (Gnoffo et al., 1989; Selle and Riedel, 2000). The backward reaction
rates are computed from kfr and the equilibrium constant Kcr: kbr ¼ kfr=Kcr:
The equilibrium constant, which is related to the Gibbs free energy, is
computed from statistical mechanics (Bottin et al., 1999b) together with
thermodynamic quantities.

6. Discretization and iterative solution procedure
6.1 Space discretization
The governing equations (1 and 10) are discretized using a co-located
cell-centred finite volume method on structured meshes.
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6.1.1 Gas dynamics equations. In ICP flowfields that are being characterized
by low Mach numbers and therefore, low compressibility effects, the discrete
equations are written in terms of the set of primitive variables U ¼
ð p; xs; r~u;TÞt: For such low speed flows, central discretizations on co-located
grids are known to be subject to pressure stability problems. This is the reason
why the vast majority of ICP models in the literature are based on a staggered
grid arrangement. In the present study, we adopted a pressure-stabilized
co-located grid approach (Ferziger and Perić, 1996) whose main advantage is a
much simpler data structure.

Spurious pressure oscillations are suppressed in a conservative manner by
adding a small dissipative pressure term to the convective mass flux, i.e.
denoting the flowfield variables on both sides of a cell edge by the subscripts L
and R, the pressure-stabilized normal mass flux at the cell edge (subscript E ) is
computed as

~fm;E ¼
ðrunÞL þ ðrunÞR

2
2

L

b
ð pR 2 pLÞ ð19Þ

where b is an estimate of the maximum velocity in the flow and L a factor to
scale the pressure dissipation properly in regions of low cell Reynolds number:

L ¼
Reh

1 þ Reh

Reh ¼
rbh

m
ð20Þ

where h is some cell characteristic length. The previous definition indeed
satisfies the asymptotic scalings L=b! h=n in the diffusion-dominated limit
and L=b! 1=b in the advection-dominated limit.

At high Reynolds numbers, central discretizations also suffer from velocity
oscillation problems. In the present model, these oscillations are controlled by
introducing upwinding in the evaluation of the convective fluxes, i.e. the
convective flux vector across the cell edge E with normal ~n is expressed as

F c
n ¼ ~fm;E ; ~fm;Eys;E

~fm;EuE þ
pL þ pR

2
nx; ~fm;EvE

�

þ
pL þ pR

2
ny; ~fm;EwE ; ~fm;EhE

�t
ð21Þ

where for any quantity q

qE ¼
qL þ qR

2
2 sign ~fm;E

� � qR 2 qL

2
ð22Þ

and qL, R are calculated from the neighbouring cell values using a linear or
non-linear reconstruction (Hirsh, 1988). Non-linear positive reconstruction is
needed for the energy and species mass fluxes whereas linear reconstruction is
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sufficient for the momentum fluxes. Diffusive fluxes are computed using a
central discretization.

6.1.2 MHD induction equation. The MHD induction equation (10) being
linear, was found convenient to decompose the electric field between the
contribution of the coil rings EV, which can be computed analytically using the
Biot-Savart law, and the plasma-induced part EP (Vanden Abeele and Degrez,
2000). Substracting the equation for the contribution of the coil rings from
equation (10), one then obtains the induction equation for the plasma
contribution:

›2EP

›z2
þ

1

r

›

›r
r
›EP

›r

� �
2

EP

r 2
2 i2pm0sf ðEP þ EV Þ ¼ 0: ð23Þ

A straightforward central discretization is sufficient to ensure numerical
stability for this Helmholtz-type equation. Contrary to most existing high
pressure ICP models, the induction equation is discretized on a far-field mesh
which extends beyond the torch. The main advantage of this approach is the
simple far-field boundary conditions which preserve the sparsity of the
algebraic system, in contrast with the integral boundary condition used in most
existing models (Vanden Abeele and Degrez, 2000; Van Dijk et al., 2002).

6.2 Iterative solution strategy
To solve the discretized system of equations (1) and (23), we use a set of
damped quasi-Newton strategies, together with a modern preconditioned
Krylov subspace iterative technique (Saad, 1995), viz. the preconditioned
GMRES algorithm, for the linear systems solved. The main reasons for
selecting this type of iterative strategies lies in their ability to handle stiff
systems and their fast iterative convergence, which is essential for the flow
problems under consideration because of the high CPU cost per iteration
associated to the evaluation of thermodynamic and transport properties.

In the initial iterations, a robust damped Picard strategy is used. Denoting
by U and E the vectors of flowfield and EM variables, respectively, they are
updated by solving separately the linear systems

JPðU
kþ1 2 U kÞ ¼ 2Rk

U ð24Þ

JEðE
kþ1 2 E kÞ ¼ 2Rk

E ð25Þ

where RU and RE are the space discretization residuals and JE, JP approximate
jacobians. To ensure the robustness of the method, the flowfield jacobian is
computed based on a first-order upwind reconstruction and by freezing the
convective mass flux and r at iterative level k in the evaluation of the
momentum, species and energy convective flux jacobians (Picard
approximation). Specifically, at the interface between cells (i, j) and ði þ 1; jÞ;
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the convective flux jacobians of the terms ~fm;EqE are approximated by (see
equation (21))

›~fm;EqE

›Ui;j
<

ð1 þ sign ~fm;EÞ

2
~f

k

m;E

›q

›U

� �
i; j

›~fm;EqE

›Uiþ1;j
<

ð1 2 sign ~fm;EÞ

2
~f

k

m;E

›q

›U

� �
iþ1; j

ð26Þ

Damping is, in general, necessary to ensure convergence. It is achieved by
multiplying the diagonal entries in the Picard jacobian by a factor ð1 þ 1=CFLÞ
where the damping parameter CFL resembles the Courant number used in
time-stepping schemes. Furthermore, solution updates are multiplied by an
under-relaxation factor a ¼ 0:7:

Later, when the Picard method has converged around one order of
magnitude, it switches to a damped quasi-Newton method, which differs from
the Picard approach only by the evaluation of the flowfield jacobian. It is still
computed based on a first-order reconstruction, but without freezing the
convective mass flux, using a finite difference method.

The above Picard and quasi-Newton methods both solve for the flow and
EM fields in a loosely coupled manner. A full Newton method, in which all
equations are solved in a fully coupled manner, has also been considered.
However, it was found that the important non-linear convergence gains
obtained by full coupling are offset by a significant decrease in speed of
convergence at the linear level (Vanden Abeele and Degrez, 2000).

7. Numerical results
7.1 ICP geometry, computation parameters
We simulate the heating chamber of the VKI Plasmatron wind tunnel (Bottin
et al., 1999a) to investigate the importance of chemical non-equilibrium effects
in air ICPs. The problem geometry and operating conditions for the calculation
are shown in Figure 2. Computations are performed using an 11-species air
model (N2, O2, N, O, NO, NO+, N+, O+, Nþ

2 ;Oþ
2 , e2 ). All thermodynamic and

transport data (collision integrals) used for the simulations may be found in the
work of Bottin (1999) and Vanden Abeele (2000). We model chemistry in the
plasma in three different manners:

(1) assuming LTE, where we force the elemental composition plasma to be
constant in space (79 per cent nitrogen, 21 oxygen elements per volume)
by assuming vanishing nuclei diffusion fluxes (assumption also needed
to apply equation (14));

(2) using the chemical kinetics model of Selle and Riedel (2000); and

(3) using the chemical kinetics model of Park as published by Gnoffo et al.
(1989).
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. Thermodynamic quantities are computed directly from statistical
mechanics, using electronic cutoff criteria determined from systematic
numerical experiments.

. Transport properties are computed from the Chapman-Enskog theory
and validated mixture rules (two non-vanishing Sonine contributions are
retained for electron properties).

. Diffusion fluxes in the poloidal plane are computed using the
Stefan-Maxwell equations under the additional constraint of vanishing
electric currents.

. The ICP model is based on the induction equation for the plasma-induced
electric field only, which is solved for on a far-field mesh extending
outside of the torch.

. The discrete equations are solved using efficient damped Picard and
quasi-Newton techniques which allow fast computations of near
equilibrium as well as non-equilibrium flows.

We have demonstrated the capabilities of the model by computing LTE and
non-equilibrium air ICP flows inside the VKI Plasmatron torch. From the
computed results, we may conclude the following.

. Chemical non-equilibrium effects may lead to significant deviations of
LTE in the air ICPs typically used for TPM testing.

. The inadequacy of the air chemistry models currently available in the
literature is clear, as very different results are obtained depending on the
selected model.

. Inclusion of thermal NEQ effects is needed to obtain more physical
results.

. Important demixing of oxygen and nitrogen nuclei occurs due to
diffusion. As demixing takes place regardless of the degree of chemical
non-equilibrium in the plasma, correct LTE models of chemically reacting
viscous flows should include an additional advection-diffusion equation
for each different element in the gas mixture.

It is clear that, before reliable quantitative predictions can be made, a very
considerable effort remains to be invested in the development of a more
adequate air chemistry model.

Note

1. There is actually one additional unknown (the total number of moles per unit volume) and
one additional equation when solving for mole fractions.
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It includes the electric conductivity s (Devoto, 1973), the convection velocity ~v
and the electron pressure pe.

The Hall parameter

b ¼
1

ene
ð6Þ

includes the electron density ne.
The equations (1), (2) and (5) can be used to write the conservation equation

for the magnetic field in cylindrical coordinates

~B ¼

0

B

0

2
664

3
775 ð7Þ

with the azimuthal component B:

›B

›t
¼ 2divðB~vÞ þ

Bvr

r
2 rot

rot ~B

m0s
þ

b

m0
rot ~B £ ~B 2 b7pe

 !
w

: ð8Þ

The first term on the right hand side describes the convective transport of the
magnetic field, the second term appears because of the use of cylindrical
coordinates. The third term describes the change of the magnetic field by the
electric current density ~j by the Hall current and by the 7pe term. Finally, the
magnetic field B in equation (8) can be substituted by the stream function

C ¼ rB ð9Þ

and subsequently, the conservation equation for the magnetic field becomes

1

r

›C

›t
¼ 2div

C

r
~v

� �
þ
Cvr

r 2

2 rot
1

m0s
rot

0

C=r

0

2
664

3
775þ

b

m0
rot

0

C=r

0

2
664

3
775 £

0

C=r

0

2
664

3
7752 b7pe

0
BB@

1
CCA:

ð10Þ

This equation shall be iterated until a steady-state solution for the stream
function is achieved. The contour lines of the stream function represent the
stream lines of the electrons which carry the electric current. Hence, a constant
electric current flows between two neighboring contour lines of the stream
function.
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Z
DAv

rot ~E dD~Av ¼

I
›v

~E d~l›v ð13Þ

are needed on each dual cell v.
The theorem of Gauß is applied to the convective part, and the theorem of

Stokes to the rest of the right hand side of equation (10). The discretized right
hand side is written as:

RHSB ¼2
1

DVv

XK

k¼1

FB
WENOð~xvkÞDAvk þ

C
rm;v

vr

1
Kþ1

XK

k¼v
k¼1

r3
m;k

0
B@

1
CA

1=3

2
1

DAv

XK

k¼1

1

2

ðrot ~BÞTvjk

m0svjk

þ
ðrot ~BÞTvkl

m0svkl

þ
bvjk

m0
ðrot ~BÞTvjk

£ ~Bvjk

"

þ
bvkl

m0
ðrot ~bÞTvkl

£ ~Bvkl 2bvjkð7peÞTvjk
2bvklð7peÞTvkl

�
~xvkl 2 ~xvjk

h i
:

ð14Þ

FB
WENOð~xvkÞ denotes the convective flux of the magnetic field for which the

variables have been linearly reconstructed on each dual cell by a weighted
essentially non-oscillatory (WENO) scheme (Friedrich, 1998). The WENO
scheme assures second-order accuracy of the spatial solution.

The flux FB
WENOð~xvkÞ at the Gauß point ~xvk is computed with a flux vector

splitting scheme. The magnetoacoustic speed is defined as

c ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g ð ph þ peÞ

r
þ

B2

m0r

s
: ð15Þ

One now defines a new reference speed

s ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ac2 þ q2 1 2 2aþ a

q2

c2

� �s
; ð16Þ

with

q2 ¼ min c2; q2
n

� �
: ð17Þ

a is chosen as
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a ¼
2

gf
ð18Þ

with g ¼ 5=3 being the adiabatic coefficient. The velocity normal to the cell
face of two neighbouring dual cells is

qn ¼ vznz þ vrnr: ð19Þ

The eigenvalues are defined as

l0 ¼ qn;

l1 ¼ l0 þ s;

l2 ¼ l0 2 s:

ð20Þ

With the physical states left (l) and right (r) of a cell face the following
equations are chosen for the splitting:

h1l ¼
1

4
ðl1l þ jl1ljÞ; ð21Þ

h1r ¼
1

4
ðl1r 2 jl1rjÞ; ð22Þ

h2l ¼
1

4
ðl2l þ jl2ljÞ; ð23Þ

h2r ¼
1

4
ðl2r 2 jl2rjÞ: ð24Þ

The upwind flux function for the magnetic field is

F B ¼ Blðh1l þ h2lÞ þ Brðh1r þ h2rÞ: ð25Þ

In the source term in equation (10) an averaged radius is used to preserve
symmetry in the discrete case. Overlined values represent average values on a
dual triangle.

The remaining parts of equation (10) are discretized in a central manner. The
distances

~xvkl 2 ~xvjk

h i
represent the border of the toroidal cross section DAv of a dual cell v. The
average values ~xvkl and ~xvjk are calculated on the primary triangles and
represent the corners of a dual cell v.

The current density ~j is calculated by
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ðrot ~BÞTvjk
¼ m0

jz

½0:5ex�

jr

2
664

3
775
Tvjk

¼ m0

1

rm;vjk

›C

›r

� �
Tvjk

½0:5ex�

2
1

rm;vjk

›C

›z

� �
Tvjk

2
66666664

3
77777775
: ð26Þ

Since a steady-state solution is required, an explicit first-order time stepping
scheme is employed for time-stabilization. The calculation of the explicit local
time step for equation (10) considers the magnetic diffusion which is in some
sense comparable with a classical heat conduction problem. All K
neighbouring cells are included:

DtB ¼ CFLB
m0

2

1

K þ 1

XK

k¼v
k¼1

sk
1

K

XK

k¼1

j~xm;k 2 ~xm;vj

 !2

: ð27Þ

The CFLB number dampens the other mechanisms in Ohm’s law, which are not
considered in equation (27).

Before the actual time stepping is performed, all local time steps are
multiplied with different random numbers RND between 0 and 1:

DtB;RND ¼ DtBRNDB: ð28Þ

The time integration for the stream function C

Cnþ1 2Cn ¼ DtB;RND 1 2
1

K

� �
RHSB

vrm;v þ
1

K

XK

k¼1

RHSB
k rm;k

K

2
66664

3
77775: ð29Þ

includes local residual smoothing.
The requirement of robustness is the reason for the choice of first-order

time-stepping. Higher-order schemes like Runge-Kutta schemes generally
accelerate convergence as long as the right hand sides are relatively simple. In
the case of the complex non-linear right hand side presented here, they tend to
produce numerical oscillations.

The random time stepping also adds stability. It allows an increase of the
CFLB number by about an order of magnitude. Although its mathematical
properties are not yet understood, it is clear that it introduces a non-linear,
dampening dissipation which disappears once the steady-state solution is
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Numerical and experimental data for the thrust agree well. In the next step, the
plasma/electrode interaction will be investigated.
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